Object-alignment performance in a head-mounted display versus a monitor
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Objective—Head-mounted displays (HMDs) offer immersion and binocular disparity. This study investigated whether an HMD yields better object-alignment performance than a conventional monitor in virtual environments that are rich in pictorial depth cues. To determine the effects of immersion and disparity separately, three hardware setups were compared: 1) a conventional computer monitor, yielding low immersion, 2) an HMD with binocular-vision settings (HMD stereo), and 3) an HMD with the same image presented to both eyes (HMD mono). Two virtual environments were used: a street environment in which two cars had to be aligned (target distance of about 15 m) and an office environment in which two books had to be aligned (target distance of about 0.7 m, at which binocular depth cues were expected to be important). Twenty males (mean age = 21.2, SD age = 1.6) each completed 10 object-alignment trials for each of the six conditions. The results revealed no statistically significant differences in object-alignment performance between the three hardware setups. A self-report questionnaire showed that participants felt more involved in the virtual environment and experienced more oculomotor discomfort with the HMD than with the monitor.
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I. INTRODUCTION

Recently, a large number of head-mounted displays (HMDs) have become available on the market. HMDs may hold promise for a variety of applications in entertainment, training, and research. It has been found that participants who wear an HMD experience the environment to be immersive and emotionally intensive [1]. The immersed feeling is caused by the large field of view (i.e., the viewer’s visual field covered by the display), the large field of regard (i.e., the coverage of the virtual environment provided by the display when head motion is considered), and the fact that an HMD occludes visual access to the physical world [2]. Moreover, HMDs can present a unique image to each eye (also called binocular disparity), giving rise to stereoscopic vision. To elicit realistic task performance, the spatial relations in the virtual environment have to be perceived by the user in the same manner as they would be perceived in the real world. However, there are vital differences in human perception between real and virtual environments. For example, a large number of studies have found that people underestimate distance in virtual environments [3]–[5]. Moreover, HMDs may bring cybersickness manifested by oculomotor discomfort, nausea, or disorientation [6],[7], which may have a negative effect on task performance as well.

A. Human depth perception

There are three types of visual cues that influence the perception of depth: (1) pictorial depth cues, (2) oculomotor depth cues, and (3) binocular depth cues [8]. Pictorial cues are two-dimensional sources of information that produce an impression of depth. The best known pictorial cues are relative size, occlusion, height in the visual field, relative density, aerial perspective, and motion perspective [9]. Experiments in virtual environments have shown that user’s positioning actions are more accurate when shadows and perspective cues are added [10],[11]. Although pictorial cues are generally important, they may contaminate depth perception at certain tasks. For example, it has been found that when objects of the same shape had different sizes, the placement errors were larger compared to when the objects were of equal size [12].

Oculomotor cues include accommodation and convergence, in which the muscles and orientation of the eyes provide depth cues. Under normal vision, accommodation and convergence act in synchrony. However, when perceiving the environment through an HMD, the eyes accommodate to a fixed viewing distance while eye convergence varies according to the distance to the virtual object, due to binocular disparity [13].

The third type of visual cues are binocular cues, which are dependent on information from both eyes. The depth sensation is provided by a process called stereopsis. Stereopsis is the mechanism whereby the brain creates a three-dimensional mental model from the combination of images received from both eyes.

Cutting and Vishkin [9] categorized depth cues as follows: cues that are invariant with distance (e.g., occlusion, relative density), cues that diminish with distance (e.g., binocular disparity, accommodation, convergence), and a cue that increases with distance (i.e., aerial perspective). Accordingly, Cutting and Vishkin divided the space around the observer into three functional regions: the personal space (0–2 m), the action space (2–30 m), and the vista space (beyond 30 m). Binocular and oculomotor cues play an important role in depth perception particularly for distances up to 2 m, whereas pictorial cues can be effective at farther distances as well [9].
B. Effects of stereoscopic displays on task performance

At near distances, stereoscopic viewing has been shown to have a positive effect on participants’ performance in placing an object on a static surface [10] and in various types of other alignment and placement tasks [12],[14],[15]. However, these experiments were usually performed with elementary objects such as cubes, blocks, or balls in virtual environments that do not include many pictorial cues. As HMDs are gaining popularity, for example, in driving and flight simulators or for simulating manipulation tasks in industrial settings, it becomes important to understand depth perception when multiple pictorial cues are available, as is the case in the real world.

Creem-Regehr et al. [16] investigated the effect of binocular viewing on judgments of absolute egocentric distance in a full pictorial-cue real environment. Participants were asked to walk while blindfolded to targets at distances ranging from 2 to 12 m in monocular (the non-dominant eye was covered with an eye patch) and binocular viewing conditions. No significant differences in performance were found between the two conditions. In a similar study [17], distance judgments in the action space in virtual environments were underestimated by approximately 45%. The results did not show significant differences in distance judgments between HMD conditions with stereoscopic viewing, monoscopic (bi-ocular) viewing, and monocular (i.e., one-eye) viewing, suggesting that stereoscopic depth cues are of lesser importance if the environment features ample pictorial depth cues.

C. Aim of this research

The aim of this study was to investigate how a stereoscopic/HMD affects object-alignment performance as compared to the same HMD with monoscopic settings and a conventional computer monitor. In addition, self-reported immersion and cybersickness were compared between a conventional monitor and an HMD.

Three setups were compared: a computer monitor, an Oculus Rift with monoscopic viewing (same image presented to both eyes), and an Oculus Rift with stereoscopic viewing (disparity between both eyes). This design allowed us to examine whether binocular disparity (HMD stereo vs. HMD mono) and the high immersion (HMD mono vs. monitor) contribute to object-alignment performance. As mentioned above, the utility of depth cues depends on viewing distance. Participants in the present experiment aligned objects at two viewing distances: an office environment with a target distance of 0.7 m (i.e., personal space) and a street environment with a target distance of 15 m (i.e., action space). Both environments were rich in pictorial depth cues, such as occlusion, height in the visual field, and relative density. However, we used slightly different objects that have to be aligned. This way, the participants could not use the size/symmetry of the objects as a cue to align them.

II. METHOD

A. Apparatus

Two virtual environments were created in Unity v5.0.1: an office environment (Fig. 1) and a street environment (Fig. 2).

Three hardware setups were used: 1) a computer monitor, 2) an Oculus Rift with monoscopic settings, meaning that each eye received the same image (HMD mono), and 3) an Oculus Rift with binocular settings with an inter-pupillary distance of 64 mm (HMD stereo). The camera always looked straight ahead and remained in the same orientation. Camera motion was disabled for all setups and no head position tracking was used.

The computer monitor was the 15.6-inch screen of an HP EliteBook laptop with a resolution of 1920x1080. The distance between the monitor and the eyes of the participant was approximately 50 cm. The HMD was an Oculus Rift Development Kit 2 with a resolution of 960x1080 per eye. Fig. 3 and 4 illustrate the difference of the image presented to each eye. The two environments combined with the three hardware setups yielded six conditions.

In the office environment, participants had to align the nearest edge of a controllable book with the nearest edge of a fixed target book. The camera position was the middle of the table at a height of 0.15 m above the table. The distance in z direction (i.e., along the direction of the table) from the camera to the nearest edge of the target book was 0.665, 0.687, 0.700, 0.713, or 0.735 m. This slight variation was used to prevent the participants from memorizing points of reference (e.g., specific textures on the table) that could be used to align the objects. The controllable book was either the left book or right book. The starting distance between the camera and the controllable book was 0.4 m.

Fig. 1. Office environment. In each trial, the green book (which is 40% larger than the dark red book) was at the left side of the table, and the dark red book was at the right side of the table. The distance between the camera and the target book (right book in this screenshot) is 0.7 m.

Fig. 2. Street environment. In each trial, the dark red car was in the left lane and the black car was in the right lane. The distance between the camera and the target car (left car in this screenshot) is 15 m.

Three hardware setups were used: 1) a computer monitor, 2) an Oculus Rift with monoscopic settings, meaning that each eye received the same image (HMD mono), and 3) an Oculus Rift with binocular settings with an inter-pupillary distance of 64 mm (HMD stereo). The camera always looked straight ahead and remained in the same orientation. Camera motion was disabled for all setups and no head position tracking was used.

The computer monitor was the 15.6-inch screen of an HP EliteBook laptop with a resolution of 1920x1080. The distance between the monitor and the eyes of the participant was approximately 50 cm. The HMD was an Oculus Rift Development Kit 2 with a resolution of 960x1080 per eye. Fig. 3 and 4 illustrate the difference of the image presented to each eye. The two environments combined with the three hardware setups yielded six conditions.

In the office environment, participants had to align the nearest edge of a controllable book with the nearest edge of a fixed target book. The camera position was the middle of the table at a height of 0.15 m above the table. The distance in z direction (i.e., along the direction of the table) from the camera to the nearest edge of the target book was 0.665, 0.687, 0.700, 0.713, or 0.735 m. This slight variation was used to prevent the participants from memorizing points of reference (e.g., specific textures on the table) that could be used to align the objects. The controllable book was either the left book or right book. The starting distance between the camera and the controllable book was 0.4 m.
In the street environment, a controllable car had to be aligned with a fixed target car. The camera position was the middle of the two-lane road at a height of 1.80 m. The distance in x direction from the camera position to the bumper of the target car was 14.25, 14.50, 15.00, 15.50 or 15.75 m. The target car was either the left car or the right car. The starting distance in x direction between the camera and the rear bumper of the controllable car was about 2.5 m. Fig. 5 illustrates a situation when the two cars are perfectly aligned with each other.

The participant could move the controllable car/book along the x direction by pressing the upper and lower arrow keys of the keyboard. Because the starting position of the controllable object was always closer to the camera than the target object (see Fig. 1 and 2), the participant first had to press the upper arrow key, in order to move the controllable object away from them. Pressing the spacebar recorded the position of the controllable car and loaded the next trial. Participants could take as much time as they needed to complete the trial. After all, our goal was to measure how precisely the participants could align the objects, not the extent to which they were able to perform the task within a given time.

B. Participants
Twenty males (mean age = 21.2 years, SD age = 1.6 year, no self-reported visual handicap) participated in the experiment.

C. Procedure
At the start of the experiment, the participants read and signed a consent form and demographics questionnaire. The form introduced the experiment to the participants and explained the goal of the research. Afterwards, the six measurement sessions started.

Each session consisted of approximately 10 trials. For each trial, a random condition was selected out of the 10 possible conditions (i.e., 5 possible distances x 2 sides [i.e., left vs. right book/car being the controllable object]). After each of the six sessions, a questionnaire was offered, in which participants were asked to estimate the distance to the target car or the target book in meters (“What was the distance between you and the target (the car or book)?” and to describe the strategy they used to fulfill the alignment task (“Did you use a specific strategy to perform the task? Please comment.”). The questionnaire also contained questions about:

- **Performance** (“How successful were you in accomplishing what you were asked to do?”, from *Perfect to Failure*),
- **Effort** (“How hard did you have to work to accomplish your level of performance?”, from *Very low to Very high*),
• Involvement (“How much did the visual aspects of the environment involve you?”, from Not at all to Very much),
• Correctness (“The objects appeared to be correct in size and distance”, from Not at all to Very much),
• Three-dimensional impression (“I had a three-dimensional impression of the displayed environments and objects”, from Not at all to Very much),
• General discomfort (“I felt uncomfortable”, from Not at all to Very much), and
• Oculomotor discomfort (“I experienced oculomotor discomfort (eyestrain, difficulty focusing, blurred vision or headache)”, from Not at all to Very much).

Each of these items was rated on a 21-point horizontal scale.

For each trial, the percentage distance error between the positioned object and the target object was determined. For each session, the mean error across the 10 trials (a measure of bias) and the standard deviation of the error across the 10 trials (a measure of precision) were calculated. The non-parametric Friedman test was used to assess differences among the three hardware setups. This difference was statistically significant according to a signed rank test ($p = 0.951, \chi^2(2,38) = 0.10$). However, from Fig. 6 and 7 it can be seen that participants performed better in the office environment than in the street environment. Specifically, the median of the standard deviation of the error was 1.48% for the office environment and 2.54% for the street environment (The scores were first averaged per participant across the three setups). This difference was statistically significant according to a signed rank test ($p = 0.015, \chi^2(2,38) = 0.20$). The median of the standard deviation of the error was 0.01% for the office environment and 0.72% for the street environment, a difference which was significant as well ($p < 0.001, z = -3.40, \alpha = 0.20$).

Fig. 8 shows the results for the self-report questionnaire. The HMD yielded higher ratings of involvement and three-dimensional impression than the monitor. However, the HMD also yielded higher ratings of general discomfort and oculomotor discomfort than the monitor. In line with the measured actual performance, there were no statistically significant differences between the three hardware setups in self-rated task performance.

After each session, participants provided a verbal estimate of the distance to the target. Participants overestimated the distance to the target book by a median of 114% (IQR = 161%), 114% (IQR = 143%), and 114% (IQR = 143%) for the monitor, mono and stereo conditions, respectively. However, participants underestimated the distance to the target car by a median of 33% (IQR = 47%), 20% (IQR = 33%), and 10% (IQR = 60%), respectively (Fig. 9). There were no statistically significant differences between the three setups for the office environment ($p = 0.115, \chi^2 = 4.27$) and the street environment ($p = 0.758, \chi^2 = 0.55$).

Out of 120 completed sessions (6 trials x 20 participants), 83 times a comment was provided regarding the strategy to perform the tasks. In the majority of comments (58 out of 83), participants made use of specific visual features (e.g., stripes on the road, edge of the book, wheels of the cars) or an imaginary horizontal line which they tried to use as a reference. In 16 of 83 comments, participants used more holistic cues, such as ‘just guessing’, ‘feeling’, or ‘looking at the whole picture’. In 7 of the 83 comments, participants indicated they made use of pixels. This always occurred for the HMD conditions and never for the conventional monitor.

III. RESULTS

Trials yielding an error score greater than 10% were removed. Such large errors may be due to the participant accidentally pressing the spacebar (e.g., in the beginning of the trial). Data remained for on average (SD) 11.0 (1.5), 10.4 (1.6), 9.9 (1.5), 10.8 (2.0), 10.3 (0.9), and 10.5 (1.2) trials for the Office monitor, Office mono, Office stereo, Street monitor, Street mono, and Street stereo conditions, respectively.

The results for the mean error (bias) are shown in Fig. 6. There were no statistically significant differences among the three setups for the office environment ($p = 0.095, \chi^2(2,38) = 0.10$) and street environment ($p = 0.449, \chi^2(2,38) = 1.60$). The results regarding the standard deviation of the alignment error (precision) are shown in Fig. 7. Again, there were no significant differences among the three setups for the office environment ($p = 0.951, \chi^2(2,38) = 0.30$) and for the street environment ($p = 0.861, \chi^2(2,38) = 0.10$). However, from Fig. 6 and 7 it can be seen that participants performed better in the office environment than in the street environment. Specifically, the median of the standard deviation of the error was 1.48% for the office environment and 2.54% for the street environment (The scores were first averaged per participant across the three setups). This difference was statistically significant according to a signed rank test ($p = 0.003, z = -2.95, \alpha = 0.20$). The median of the mean error was 0.01% for the office environment and 0.72% for the street environment, a difference which was significant as well ($p < 0.001, z = -3.40, \alpha = 0.20$).

Fig. 8 shows the results for the self-report questionnaire. The HMD yielded higher ratings of involvement and three-dimensional impression than the monitor. However, the HMD also yielded higher ratings of general discomfort and oculomotor discomfort than the monitor. In line with the measured actual performance, there were no statistically significant differences between the three hardware setups in self-rated task performance.

After each session, participants provided a verbal estimate of the distance to the target. Participants overestimated the distance to the target book by a median of 114% (IQR = 161%), 114% (IQR = 143%), and 114% (IQR = 143%) for the monitor, mono and stereo conditions, respectively. However, participants underestimated the distance to the target car by a median of 33% (IQR = 47%), 20% (IQR = 33%), and 10% (IQR = 60%), respectively (Fig. 9). There were no statistically significant differences between the three setups for the office environment ($p = 0.115, \chi^2 = 4.27$) and the street environment ($p = 0.758, \chi^2 = 0.55$).

Out of 120 completed sessions (6 trials x 20 participants), 83 times a comment was provided regarding the strategy to perform the tasks. In the majority of comments (58 out of 83), participants made use of specific visual features (e.g., stripes on the road, edge of the book, wheels of the cars) or an imaginary horizontal line which they tried to use as a reference. In 16 of 83 comments, participants used more holistic cues, such as ‘just guessing’, ‘feeling’, or ‘looking at the whole picture’. In 7 of the 83 comments, participants indicated they made use of pixels. This always occurred for the HMD conditions and never for the conventional monitor.
The aim of this study was to compare participants’ object-alignment performance between three hardware setups: a conventional monitor, an HMD with binocular disparity (HMD stereo), and the same HMD without binocular disparity (HMD mono). The results showed no statistically significant differences in object-alignment performance between these three conditions, neither for the office nor for the street environment. The former environment measured shadows and perspective (table, road) were strong in both environments. Moreover, participants could align the front edges of the object, which had the same rendered height, without having to use binocular cues. The self-reported strategies indicate that participants strongly relied on visual features (edges, pixels, lines) in order to achieve successful object-alignment performance.

The participants reported some discomfort (e.g., eye strain, sickness) when exposed to the Oculus. This can be explained by the fact that the fixed viewing distance imposed by an HMD (which is about 1.3 m [19]) may result in accommodation-convergence mismatch.

In our experiment, we did not make use of the full potential of the Oculus; no head movement was used, and hence no effect of motion parallax [20] could occur. The effect of head movement on distance perception and task performance may be addressed in future research. Moreover, for future studies, we recommend to employ a tighter control of pictorial cues, to focus more strongly on measuring spatial relationships (e.g., verbal estimations of distance), to explore the effects of inter-camera distance (e.g., adjusted for each participant [17], hyperstereo, or hypostereo [14],[19]), and to investigate the effects of discomfort on task performance.
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