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1. Elke verbetering van de vermogensefficientie in draagbare apparaten wordt teniet gedaan door een toename van de mogelijkheden, de snelheid of een reductie van (batterij) grootte van deze apparaten.

[dit proefschrift]

2. Het afschermen van applicaties van het vermogensbeheer leidt tot een significant verlies van efficiëntie.

[dit proefschrift]

3. De functionele decompositie van de lagen binnen de huidige besturingssystemen verhindert de toepassing van meer geavanceerde oplossingen in het vermogensbeheer.

[dit proefschrift]

4. Elke poging om het Internet intelligenter te maken zal het Internet minder snel, minder economisch en minder schaalbaar maken.

5. Informatica onderzoek wordt te vaak geleid door modewoorden in plaats van maatschappelijke behoeften.

6. Terroristische activiteiten drijven de westerse wereld richting wetgeving zoals in Birma, Iran en Noord Korea, waar onrechtmatig bezit van een modem tot de doodstraf kan lijden.

7. Het Internet maakt auteursrechten irrelevant, omdat elke poging om “peer-to-peer” bestandsoverdrachten te beperken is gedaan te mislukken.

8. Door de staat gefinancierd onderzoek dat geen publiekelijk beschikbare resultaten oplevert moet als diefstal van de belastingbetaler worden gezien.

9. Elk medium zonder een centraal controle orgaan is slechts sociaal-economisch levensvatbaar als het kan worden gebruikt voor de verspreiding van pornografie.

10. Alleen een dwaas probeert alle aspecten en nuanceringen van de werkelijkheid te vangen in één stelling, artikel of proefschrift.

Deze stellingen worden verdedigbaar geacht en zijn als zodanig goedgekeurd door de promotor.
Prof. dr. ir. H.J. Sips.
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1. Any increase in the power efficiency of portable devices is neutralized by an increase in features, performance, or a reduction in (battery) size.

2. The price of shielding applications from power management is a significant loss of efficiency.

3. The functional separation of layers in current operating systems prohibits the employment of advanced power management policies.

4. Any attempt to make the Internet more intelligent will make it slower, less economical, and less scalable.

5. Computer-science research is too often motivated by buzz-word compatibility instead of the needs of society.

6. Terrorist activities are gradually pushing the Western world towards legislation as in Burma, Iran, and North Korea, where unauthorized possession of a modem may lead to the death penalty.

7. The Internet renders copyright law irrelevant, because every effort to restrict peer-to-peer downloads is doomed to fail.

8. Government-sponsored research that does not produce publicly available results should be considered theft from the tax payer.

9. Any medium without a central controlling entity is only socio-economically viable if it can be used for distributing pornography.

10. Only a fool tries to capture all aspects and nuances of reality in a single proposition, article, or thesis.
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Chapter 1

Introduction

People in the western world use many electronic devices in their daily lives. Due to significant technological advances, these devices have ever increasing capabilities. Various portable electronic devices have emerged that are small enough to fit on a wrist or to be carried in a briefcase. The research described in this thesis is about such portable devices. Portable devices usually operate on batteries with little capacity. The central research question in this thesis is how to increase the efficiency of battery usage so that battery lifetime can be measured in days instead of hours. This first chapter gives an introduction to portable devices and to the trends in their technological development.
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1.1 Portable devices

The number of portable devices sold each year is increasing rapidly. Especially cell phones are sold by the millions. World-wide sales for 2002 are estimated at 430 million phones [140]. The mobile-phone industry is currently the largest consumer electronics segment in the world. A large percentage of the people in the western world is hooked on their cell phone and use it daily. The cell phone is bucking to replace the personal computer as the most ubiquitous piece of technology in our lives. The universal need for communication is the driving force behind the success of cell phones. Other popular forms of communication via portable devices, besides talking, are email, chatting, and paging.
Another growing application area for portable devices is entertainment. Cell phones are increasingly becoming more than just devices for voice communication as they have custom dial tones, different screen logos, and interchangeable covers to change the color of your phone. Playing music from a portable device is another popular entertainment application. The FM radio, Mini-Disc player, and portable audio CD player are found in every electronics store. As of 2001, MP3 players are no longer targeted towards a special audience, but are offered as a standard consumer electronics product. Portable music has improved significantly since the days of the cassette tape; a collection with 500 hours of music now fits inside a shirt pocket. Gaming devices provide portable entertainment. Portable gaming devices were pioneered by Nintendo with the Gameboy. The gaming devices evolved from simple toys into powerful computers with the progress of technology. These gaming devices turn kids into young consumers that think digitally and prepare them for the laptop or Personal Digital Assistant (PDA) market.

Information access, manipulation, and processing is also a significant market for portable devices. Instead of using a paper agenda, people are turning to a PDA for organizing their lives. Analog cameras are being replaced with digital counterparts. Laptop computers are dropping in price and have become affordable for a large audience. In business, the laptop computer is common. Laptops with wireless connections to the Internet are now appearing, enabling full user mobility. Access to the World Wide Web (WWW) from a laptop offers the user a rich set of services. Information access from portable devices, however, is still in its infancy. The world leader is the Japanese telecom operator NTT Docomo, which started its I-mode service only as recent as 1999 [137].

A significant trend in portable devices is to reduce size. For several functions, devices have been shrunk towards their ultimate size: the size of an ordinary wrist watch. An even smaller size would further compromise usability. Wrist watch models now exist on the market for GSM, GPS location, photo camera, and MP3 audio applications.

An increasing number of devices become more versatile, programmable, and flexible. For example, some mobile phones can also play music and take pictures. Instead of being limited to a single
Figure 1.2. The components of the wireless multimedia playback device used throughout this thesis.

application, the user can extend the device with hardware and/or software. PDAs such as the Palm Pilot offer hardware slots for expanding their capabilities, similar to the larger PCMCIA slots of laptops. In 2001 the first Java phones were marketed in Japan, enabling downloading and execution of new software. This versatility also stimulates the shift towards multi-modality. Multi-modality means that the user interface supports multiple methods of interaction with the device, such as speech, motion, or even gestures for portable devices equipped with a camera. Portable devices for information are no longer limited to plain text and devices for communication provide more than mere voice services. Pictures and movies are becoming increasingly important in the mobile world, indicating a trend towards portable multimedia devices.

The future of portable devices is difficult to predict. The blurring distinction between cell phones, Gameboys, and PDAs is taken by some people as evidence that within several years these different functions will be merged into a single device. Within this future scenario, the dominant type of device will be the generic multi-purpose device that can be used for a wide range of applications. An example of a mix between a PDA and cell phone is shown in Figure 1.1. This device is equipped with a 33 MHz general-purpose processor, uses the PalmOS, and can connect to a GSM network [75]. An alternative scenario is that single-purpose devices will prevail. A single-purpose design means very competitive products due to high levels of integration and optimization. Consequently, such single-purpose devices are not programmable. Within this scenario, multi-purpose devices such as depicted in Figure 1.1 will not be popular. Single-purpose devices are specialized for either 'hand-held usage' or 'device-to-ear usage', and therefore easier to use. Another possible future scenario is that both multi-purpose and single-purpose devices will co-exist.

There are severe problems with portable devices. The cell phone has a limited talk time and may die in the middle of a conversation. The portable MP3 music player can store a collection of 500 hours, but the batteries last less than 24 hours. The Nintendo Gameboy has a display that is very difficult to read. A superior Gameboy display would result in an unreasonably short battery lifetime. A laptop only works for a few hours; after that it just becomes an unusable brick. The GPS locator that fits on your wrist can only measure your position continuously for 4 hours on one battery.

The above examples illustrate that battery lifetime is an overall problem for portable devices. Within this thesis we specifically target the problem of power management to prolong the battery lifetime of portable devices. We focus on the power management of portable devices with a general-purpose microprocessor and general-purpose OS (multi-purpose scenario). Of particular interest are
portable devices with both a wireless link and multimedia playback capability. The components of such a wireless multimedia device are shown in Figure 1.2. Such wireless multimedia devices are interesting because consumers demand them and companies have so far been unable to supply them. The wireless multimedia devices that were created up to 2003 are still not up to the task: more research and development is needed. Common problems with such devices are their insufficient performance, large size, high price, and limited battery lifetime.

1.2 Power trends

Power consumption is the limiting factor for the functionality offered by portable devices that operate on batteries [55].

This power consumption problem is caused by a number of factors. Users are demanding more functionality, more processing, longer battery lifetimes, and smaller size, but hardware prices must roughly remain the same. Battery technology is only progressing slowly; the performance improves just a few percent each year. Portable devices are also getting smaller and smaller, implying that the amount of space for batteries is also decreasing. Decreasing size results in less energy storage and a need for less power consumption. Users do not accept a battery lifetime of less than an hour; for wrist-watch-like devices even lifetimes of several months are expected. New, more powerful processors appear on the market that can deliver the performance users desire for their new applications. Unfortunately, these powerful processors often have a higher power consumption than their predecessors. Finally, users do not only want more processing, but also more features such as multimedia, mass storage, always-on wireless access, and speech recognition.

It is important to utilize the available energy within batteries as efficiently as possible to meet user demands. Energy preservation, or energy management, is further translated into a low power consumption by all parts of a portable device. Sophisticated power management is an important requirement to increase the battery life, usability, and functionality of devices.

Power consumption is the rate at which energy is consumed. With the fixed energy capacity of a battery, the power consumption directly determines the battery lifetime of a portable device. Throughout this thesis the reader is assumed to be familiar with the difference between power and energy. The challenge is doing as much as possible with the lowest amount of energy. Efficiency is the key to solving the power crisis. High performance with high power consumption does not necessarily mean less energy efficient and conversely, low performance and low power consumption does not mean that a device is more energy efficient [111]. For example, a component may consume five times more power and deliver ten times the performance of alternatives. Such a component would double the efficiency. The primary concern throughout this thesis is improving the energy efficiency, even if it requires that we temporarily increase power consumption. Note that we use the term component within this thesis for both hardware and software entities, such as a processor, hard disk, video decoder, and web browser.

The power consumption of portable devices is not dominated by a single component. Several studies have investigated the power consumption of portable devices [87; 119; 178; 182]. The main conclusion is that there is no single component or single activity that dominates the power consumption in a portable device. Therefore, the power consumption of all components needs to be reduced to lower the total amount of power. This section briefly discusses the problems and future technology directions for a number of components of portable devices. These components form the basis of wireless multimedia playback devices as shown in Figure 1.2.
1.2.1 Power supplies

Portable power generation and storage is a field that has seen relatively little technology progress over the last years. Batteries are currently the dominating technology for powering portable devices. The International Roadmap for Semiconductors [3] predicts that the average power that can be drained from a battery within a hand-held device will increase from 2.0 W in 2001 towards 2.3 W in 2011.

Several battery technologies exist. Laptops are generally equipped with lithium-ion batteries that contain no metallic lithium, as opposed to lithium-polymer batteries. Lithium-ion batteries in a laptop with a weight of 100 g deliver around 10 Wh, heavily depending on the shape. For small-sized PDA devices, non-rechargeable batteries can be used. A standard AAA sized alkaline battery has a weight of less than 12 g and a performance of around 1.4 Wh at a cost of approximately $1.

Alternative sources exist to provide the power for a wearable device. Amongst the alternatives, fuel cells are the most promising new technology. Fuel cells give a significant improvement over traditional batteries. Several types of fuel cells exist, such as the alkaline fuel cells that have been used by NASA on space missions, methanol fuel cells that can be easily re-filled, proton exchange membrane fuel cells that use hydrogen, and the exotic air-breathing aluminum-air fuel cells. Aluminum-air fuel cells are claimed to potentially offer 75 times more energy density than lithium-ion batteries [132]. Laboratory implementations yielding 800 Wh/kg have been achieved. Commercial products, that is, small and affordable fuel cells, are predicted to be a few years away. It is unclear if end users are willing to spend a few dollars when their methanol, hydrogen, or aluminum cartridges are empty. A factor against hydrogen fuel cells is their explosion potential. For instance, it remains to be seen if hydrogen-powered portable devices will be allowed on airplanes.

Solar-powered devices are also far away from mainstream use due to practical limits on sunlight exposure and low efficiency. In [176] an extensive study is conducted on the technique to drain power from the user itself. Wearing a neck brace that converts body heat into energy yields 0.16 W at 50 % efficiency, insufficient for the majority of applications. Several prototypes have been made of piezoelectric shoe inserts that generate power while the wearer is walking. The prototype described in [108] generates just a fraction of a Watt.

A conclusion from the above is that power supplies are not likely to deliver more performance within the coming years, hence we must find a way to do more with the limited energy we have.

1.2.2 Processing

The generic term processing covers the whole range of hardware components that manipulate data, ranging from dedicated hardware to general-purpose microprocessors. An example of dedicated hardware is the processing of the wireless signals within a cell phone. A PDA equipped with a microprocessor offers much more flexibility for processing and supports multiple applications.

Dedicated hardware using current technology obtains an efficiency of 0.5 pJ per operation (pJ/op), general-purpose microprocessors use three orders of magnitude more power, 500 pJ/op for the same operation [28]. Therefore, the flexibility that PDAs offer comes at a very high price.

Flexibility is very expensive in terms of power efficiency, but it is still demanded. For example, users demand support for the latest multimedia services and standards. Power-efficient dedicated hardware cannot be modified by the end user, leaving the inefficient microprocessor as the only viable option in most applications. Within this thesis we assume that the end user of a portable device has diverse needs that change over time and require the flexibility that only a microprocessor can offer.

The power dissipation of general-purpose processors has been rapidly increasing along with increasing transistor counts and clock frequencies. An often-quoted law on technology progress known
as Moore's law states that the number of transistors on a microprocessor doubles roughly every two years. Power consumption of microprocessors for the PC market has increased significantly. A significant portion of the microprocessor power consumption is not due to arithmetic operation, but consumed by on-chip caches. Current and future microprocessors will spend between 50 to 90 percent of their transistors on cache [103].

The increase in power consumption of typical Intel microprocessors is depicted in Figure 1.3. The estimate given within the International Technology Roadmap for semiconductors [3] is that by 2005 high-performance microprocessors will consume 170 W. When the 2005 data point is combined with the data in Figure 1.3, we observe that an exponential growth in microprocessor power consumption can be expected. Microprocessors for portable devices cannot follow this power consumption trend. The existing power gap between high-performance microprocessors and microprocessors for portable devices is likely to increase significantly. The power gap implies a growing difference in performance and cost between the two types of microprocessors. Users cannot expect equal performance and cost for portable and desktop devices.

1.2.3 Storage

Portable devices require the storage of data, for example, to hold programs, user files, audio tracks, and video clips. This data can be stored in many forms, for example, in fixed read-only form such as a Read Only Memory (ROM), in read/write form such as on a hard disk, or in a small high-speed form such as an on-chip microprocessor cache.

Data storage often consists of a hierarchy, called memory hierarchy, of elements that have different size and speed trade-offs. The fastest storage is located inside the processor in the form of registers. The number of registers is limited and each register stores only a 32 or 64 bit value that can be accessed in a single clock cycle. The second level is the on-chip cache, holding a few KB of memory and taking just one or two cycles to access. The cache itself may have multiple layers; an additional amount of slower cache may be present off-chip. The next level is the main memory, consisting of several MB of storage with an access latency of around 50 ns. Another level may be implemented, consisting of magnetic storage on a hard disk with a multi GB capacity and a latency of 10 ms or more. Instead of a hard disk, flash memory can be used.

Flash memory is considerably more expensive per MB of storage than a hard disk, but consumes
significantly less power. Flash memory is functionally and structurally similar to EPROM, but is erasable. Erasing Flash memory requires a time-consuming process of re-writing an entire block. Writing data to Flash has significant overhead because a block erase operation is required. Flash memory is used frequently in portable MP3 music players and digital cameras.

The power consumption of high-performance hard disks is far too high for portable devices. For example, the IBM Ultrastar 36Z15 consumes 35 W when starting up to revolve at 15,000 RPM, idle-mode power consumption is 13.5 W. This large power consumption means that portable devices involve considerable compromises. Figure 1.4 shows a portable hard disk made by Toshiba with a storage capacity of 5 GB and weight of 55 gr, measuring only 55 x 86 mm. Compared with the IBM Ultrastar, the Toshiba hard disk has significantly less performance (data transfer rate 20 versus 320 MBps), but it consumes only 1.2 W when spinning up and 0.7 W during idle mode, according to the specifications.

In the last decades hard disk manufacturers have continuously reduced the size of the disks, increased the density, and increased the rotational speed. The smaller hard disk size has a positive influence on power consumption as the energy required to spin a disk is proportional to the square of its diameter. However, the ever-increasing information densities require more sophisticated hardware, increasing both storage capacity and power consumption. The faster rotational speeds give a hard disk more performance in terms of transfer rate, but again also increase power consumption.

1.2.4 Communication

An important aspect of portable devices is the ability to communicate with other devices. Not all devices require this capability, but for others, such as cell phones, it is vital. For portable devices, a simple cable is always the most power-efficient solution. To be truly mobile, portable devices have to use benign air waves to communicate instead of more power efficient conductors such as optical fibers and copper cables.

A multitude of standards exist for connecting devices with both cables and wireless communication. For connecting devices with cables, the RS232, Ethernet, USB, and FireWire standards are popular. Using cables results in a high power efficiency. On the other hand, the existing wireless standards do not provide a very power-efficient solution. Improvements are clearly needed to provide both power efficiency and mobility. In the following, we focus on the wireless standards for com-
munication. The multitude of wireless standards can be roughly divided into three classes, each class supporting a different maximum distance between sender and receiver.

The first class of wireless standards has a very short range, in the order of a few meters. Several million of devices sold each year have a short-range infrared link. Phones, PDAs, printers, laptops, etc. use the infrared IrDA standard [91]. The hardware components needed for IrDA with a bandwidth of 4 Mbps cost less than $5. The range of infrared is limited to a few meters and a direct line of sight is required. Another wireless standard, called Bluetooth [174], has been developed to replace all the cables for portable devices in a cost-effective manner. The headset of a phone, or the speakers of an MP3 player can be connected using Bluetooth. The raw bit rate of Bluetooth is just 1 Mbps, insufficient for transferring, for example, video of VHS quality between devices in real-time.

The second class of wireless standards is in the medium range, with a maximum outdoor reach of 500 m. Within this class the IEEE 802.11 Wireless LAN (WLAN) standard [99] dominates the market, with 70 million units sold in 2000. Most of the WLAN units operate within the 2.4 GHz band. This band has become a world-wide license-free frequency, with growing popularity and increasing noise levels. This unregulated band creates a classical economical problem, called tragedy of the commons, where users can gain profit at the expense of others [76]. A number of users use non-compliant wireless equipment to increase their available bandwidth, range, or link quality. The 2.4 GHz band is becoming the equivalent of the wild west of the wireless world. In 2001 the first WLAN products with a raw bit rate of 54 Mbps that use the 5 GHz band appeared on the market. As of 2003, this band is still virtually unused.

The third class of wireless standards is in the long range, with ranges in the order of kilometers and nation-wide coverage. Examples of such systems are GSM for Europe and satellite phones. Currently the dominant services on these networks are voice, paging, small text messages, and e-mail. The expectation is that after 2003 the usage of data services will increase. The much anticipated 3rd generation mobile system would bring 128 Kbps wireless streaming video (with low quality) to every phone. Large problems remain because of the lack of applications and the high cost of the 3rd generation wireless infrastructure.

Wireless communication is getting a strong foothold as users want less cables, more mobility, and take the power consumption increase for granted. The technology for wireless communication is developing at a fast pace, especially in the WLAN area. Power consumption is still an issue as technology improvements are often used to increase performance or reduce costs instead of lowering power consumption. The trend in using higher frequencies also tends to increase the power consumption for wireless communication.

1.2.5 User interface

The interaction between the user and the portable device is often expensive in terms of power consumption. We use the term "user interface" to indicate the components that make this interaction possible. Power management research often concentrates only on the display screen hardware and ignores alternative ways of interacting with the user, such as speech recognition and speech synthesis.

A laptop screen with high resolution and good brightness will drain the batteries quickly. For a typical laptop the screen and backlight are responsible for over 25 % of the power consumption, according to a study conducted by Lorch some time ago [119]. The power consumption of a small display on a PDA is reasonably low, but the readability is also low. Turning the backlight on increases both readability and power consumption considerably. For a Palm Pilot the LCD consumes just 20 mW and the backlight consumes slightly over 90 mW, thus turning the backlight on significantly reduces battery life [40; 55]. New technology such as the head-worn display shown in
Figure 1.5 will lower the power consumed by a display significantly and offer excellent readability. The display unit on the eye glasses has a weight of only 5.5 gr, excluding cables. Such head-worn displays have significant advantages such as less power consumption, less weight, and a smaller size. Like headphones, the required cables for connecting the head-worn display are irritating but probably acceptable for end users.

Instead of using a screen it is possible to have the device speak to the user. Dedicated hardware is now on the market for the English language that converts characters into the proper waveforms for driving a headphone speaker. These text-to-speech chips consume only 100 mW and cost less than $10 [189]. The drawback of this approach is that a screen can relay much more information per time unit than speech and only a screen allows non-sequential access.

A keyboard allows for fast user input, but it is a bulky solution. Real-time handwriting recognition requires a powerful processor with considerable power consumption. The Palm Pilot PDA uses a very power-efficient hand-writing recognition mechanism. The user has to write characters both individually and in a slightly different way to reduce the complexity of the recognition process. This system called graffiti uses only 86 mW [40]. Unfortunately, writing by hand in this way is slower than keyboard input. Real-time voice recognition for a number of keywords such as forward, go to, dial, etc. is still manageable on a small processor [74], but unconstrained text input is still error prone and computationally intensive.

Advances in the user interface field are slow. Good head-worn displays and speech input/output could significantly increase the usability of portable devices in the future.

1.3 Problem analysis

The performance advances and power consumption trends as described in the previous sections lead to the following conclusion: No matter how good the battery is, no matter how extremely power efficient the processor is, no matter how efficient the other components are, for competitive reasons companies need to give portable devices so much performance, features, and such a small (battery/device) size that the battery lifetime is still reduced to the minimally acceptable level. In short: power consumption matters and will remain important.

The trends in power consumption for the various components show that they may result in a power
crisis. In order to solve the power crisis, researchers are working on various ways to reduce the power consumption. There are currently three directions in power management.

- Reduce the power consumption of the hardware components
- Improve the techniques to use the sleep modes of hardware components
- Improve the efficiency of the interaction between components

The first direction concentrates on the individual hardware components. Improvements on power efficiency at, for example, the transistor level use techniques such as clock gating, parallel hardware, state machine modifications, and modified memory organization [34]. Reduction of feature size in semiconductor technology provides the basis for many of the advances. This research direction receives significant attention. Researchers in universities and companies are constantly improving the performance and power efficiency of components. As can be seen in the previous section, the improvements for the different components have varying levels of success.

The first research direction is complemented by the second research direction: turning off unused hardware components. For example, if the hard disk has not been used for one minute, it is put into a deactivated state with less power consumption. The rule that decides when to exploit these deactivated states is called a power management policy. The deactivated states of hardware components have various names such as sleep mode, doze mode, hibernate mode, suspend mode, or simply inactive mode. Hardware components can support more than one single deactivated state. Each state has a different power consumption and wake-up time. The wake-up time is the time it takes a hardware component to return to the activated state. It ranges from 1 µs to several seconds.

Exploiting deactivated states has been the topic of many research publications. Douglas and Li applied the technique to hard disks and published their classical papers in 1994 [52; 114]; many other publications followed such as [51; 80; 86; 106; 124]. The Advanced Power Management (APM) standard defines the BIOS interface for power management [45]. The OS can send a request to the BIOS to deactivate a certain component. Exploiting deactivated states is now a common feature for laptops with a general-purpose OS. The effectiveness of this direction varies considerably. With long idle periods and reasonable wake-up times, a significant amount of power can be saved. In other cases power is wasted due to the cost of the hardware reactivation, combined with the performance decrease caused by the wake-up time.

A common property of the second research direction is that each power management policy controls the deactivated modes of a single hardware component. Also, policies for different devices do not interact and applications are not involved in power management, meaning that there are opportunities for improvement.

The third research direction to tackle the power crisis is improving the efficiency of how the different components work together. In this research direction, applications are included in the power management of components. The way in which components are combined and interact with each other is an important factor in the total power consumption. Improved cooperation between components (including the applications) can yield significant savings according to [138]. The research activity in this area has been started just a few years ago and is still limited to a few publications [55; 122; 126; 139]. To quote Benini: "The development of a communication infrastructure to support application-aware power management is still an unexplored research area" [17]. Only ad-hoc proposals exist to make application knowledge available to the lower layers of a device, for example, the ad-hoc application processor reservation interface in [72]. Likewise, applications do not have any knowledge of the possible trade-offs in the lower layers of a portable system, due to the absence of a generic
information exchange infrastructure. This recently started research third direction has not even been given a name. We propose the name **cooperative power management**.

Within this research direction, components interact by exchanging information about their current workload and environment. Furthermore, components should adapt to changes in both workload and environment to maintain power efficiency. The creation of such adaptive systems has proven to be difficult and much work is still needed; "the design of adaptive mobile systems is currently a black art" [139].

The conclusion of our analysis is that the power efficiency of individual components has improved over time due to the research advances in hardware power efficiency and the exploitation of deactivated modes. However, from a power-management perspective, the structure of a portable device has essentially remained the same. The model of interaction between the components of a portable device has not been improved in the last decade. Opportunities exist to further reduce the power consumption by creating a unified interaction infrastructure that facilitates cooperation.

### 1.4 Approach

Our approach to solve the power crisis in portable devices consists of a unified interaction infrastructure called **Perfd** that realizes cooperation between the individual power management policies.

#### 1.4.1 Cooperating policies

One can increase power efficiency by creating *cooperating policies*. Cooperation between power management policies means that policies are no longer separate entities, but that policies coordinate actions with each other and share information. Multiple cooperating policies work together to efficiently manage a portable device. Each cooperating policy controls a single component. Figure 1.6 shows a cooperating policy. The figure shows the two foundations of a cooperating policy: context awareness and sharing of non-functional information. The concept of *context awareness* means having the sophistication to

- to understand one's environment
- interact with that environment
- reacting to environmental changes

Applying context awareness to power management policies means that such policies no longer operate in isolation. Cooperating policies both understand and cooperate with the applications, OS, device drivers, and hardware. Currently, policies are isolated and exclusively located inside the individual components. With context awareness, policies begin to operate on the portable-device level.

A cooperating policy shares *non-functional information*, such as power consumption, future resource requirements, performance metrics, configuration alternatives, current sharing schedule, end user benefit estimation, and environment changes. Traditionally, such information is kept private or is unknown. The applications are key providers of non-functional information, however, they normally do not share it with policies. Applications need modifications in order to share more information; this is a serious drawback. Fortunately, such modifications do not require much effort [56] and most applications for mobile phones or PDAs are already exclusively developed for those portable devices.

Cooperating policies control two activities: scheduling and configuration within a single component, as shown in Figure 1.6. Both will be discussed below.
Power-efficient scheduling is an important task of a cooperating policy. Scheduling means planning an access pattern when one or more components (clients) are requesting service. In the simple case, the clients are given exclusive access for a number of fixed time slots and scheduling merely consists of assigning components to time slots. In the complex case, the scheduler has several options to deliver the same service and the most power-efficient option must be determined.

The scheduling of the processor component can be complicated when the processor supports a range of frequencies and when tasks can be executed at different processor frequencies. Current approaches to processor scheduling give a good indication of how the scheduling can be improved to increase power efficiency. The clock scheduling problem consists of determining the task to execute, the time of a processor frequency change, and the required amount of change. Many modern processors contain mechanisms that improve the power efficiency by decreasing the clock frequency. According to our measurements, the difference in energy per instruction can be as large as a factor of 5 [151]. For example, during DVD playback, the processor needs to deliver more performance than for processing key strokes in a word processor. The OS can use processor load statistics to estimate the processing requirements of applications and solve the clock scheduling problem in isolation. However, the OS has no knowledge of DVD playback deadlines and DVD video frame complexities, and hence this will result in missed frame deadlines because the time to decode each frame varies considerably (bursty). By sharing processing requirements and deadlines between the video decoder and the cooperating policy, the clock scheduling problem can be solved more efficiently, using approximately 24% less power. This can be deduced from [145].

The sharing of non-functional information can also increase the power efficiency of the configuration action. With configuration we mean the selection of operational modes of one or more components. A single operational mode (setting) offers a certain value for properties such as performance, power consumption, and resource usage in general. For example, the processor in the previous scheduling example offers several operational modes; every supported frequency is a different mode.

Another example of configuration involving multiple components is the selection of the operational mode for an IEEE 802.11b wireless LAN component. The IEEE standard defines two operational modes, the normal mode that continuously uses typically 1 W and delivers 5 Mbps [58] and a reduced-power mode with both less power and less bandwidth. When transferring real-time video across such a wireless LAN, the reduced-power mode limits the video bit rate whereas the normal mode limits the battery lifetime. Existing power management standards cannot exploit the possibility to set the video bit rate at the maximum bandwidth supported by the wireless LAN.

Both configuration and scheduling adapt the portable device to change in workload and environment. The difference is the time at which this takes place. Configuration is done prior to service delivery, whereas scheduling is done during service delivery.
Figure 1.7. The structure of the Perfd framework for global cooperation.

1.4.2 Perfd framework

Creating cooperating policies that work with existing hardware, device drivers, OSes, and applications is not trivial. We have designed a framework for the realization of cooperating policies. It uses a single power management API. This framework is called: Perfd, short for Performance Daemon. Perfd enables context awareness and information sharing with a message-passing infrastructure. For all components in a portable device operating within the framework, such as the processor, hard disk, and video decoder, it must be known what their trade-offs are in the various supported operational modes. For example, a video sequence that is decoded at a low frame rate uses less power. The information on such performance versus cost trade-offs is made available to all interested components using a message-passing infrastructure. The trade-offs can be accessed through a single power management API in the Perfd framework. This is a significant advancement because it has proven difficult to design a power management API that is generic enough to unify all possible components (including applications) in a portable device, and yet powerful enough to improve power efficiency. Bellosa described this difficulty in 2000 and recognized the "great demand for a power management API to empower applications to affect their power consumption" [16].

The structure of Perfd is shown in Figure 1.7. The hardware and software components are for example the hard disk, processor, video decoder, speech recognizer, and web browser. Applications may need to be modified to fit within the Perfd framework. Low-level mechanisms for driving the hardware are implemented in a traditional OS device driver. However, the OS device driver no longer determines the access schedule to the hardware; this responsibility is shifted to the Perfd driver. The Perfd service plane handles the sharing of information between components and stores state information from the components. For example, an application that needs to know the power consumption of the wireless LAN sends a request to the Perfd service plane. The Perfd service plane relays this request to the Perfd driver of the wireless LAN and sends the answer back to the application. Each Perfd driver contains a cooperating policy. A Perfd driver also contains information on the trade-offs of the supported operational modes. In the case of the wireless LAN this is the bandwidth versus the power consumption for every supported mode. The trade-offs are based on an explicit performance model of the controlled component in the Perfd driver. Using this performance model, the Perfd driver determines the most energy-efficient schedule for the component. This is the policy functionality. The OS device drivers contain the mechanisms to execute this policy. Currently, the knowledge on trade-offs is either not present or not explicit and interwoven with other functionality. Configuration is improved
because the resource usage of several alternative configurations can be calculated using the performance models inside Perfd drivers. The traditional method for configuration relies on guesswork for the configuration, if energy efficiency is considered at all.

Another form of interaction that is supported by the Perfd framework is the reservation of resources. A component sends a request to the Perfd service plane for wireless bandwidth. This request is then delivered to the relevant Perfd driver. The Perfd driver re-calculates the most energy-efficient schedule for the hardware. The energy efficiency of the calculated schedule is determined by the amount of available information. If, for example, the Perfd driver knows that a task can be postponed for a few seconds, the hardware can remain in deep sleep mode. This opportunity for power saving is not available without a cooperating policy.

The Perfd framework not only improves the power efficiency, but also enables new functionality. We have named this new functionality: guaranteed battery lifetime. Without cooperating policies the battery lifetime of a portable device is simply estimated by a mechanism that looks at the current battery drain to predict the remaining lifetime. When the Perfd framework is used, however, the power consumption of, for example, the video decoder is known in advance for each operational mode. This knowledge can be used to improve the estimation of the remaining lifetime. The Perfd framework can even guarantee a specified lifetime by selecting a proper operational mode and reacting swiftly to changes in the environment. The Perfd framework requires Perfd drivers for all parts of a portable device. The a priori knowledge from the performance models inside the Perfd drivers will enables us to answer questions like: what operational mode provides me with the best quality possible and keeps my portable device alive until the end of the movie?

Experimental validation of the Perfd framework has been carried out as part of this dissertation work. We have implemented the Perfd framework in software and ran it on an embedded platform (called LART, Linux Advanced Radio Terminal) that was developed at Delft University of Technology [9]. This platform is depicted in Figure 1.8. The platform uses a general-purpose embedded microprocessor and runs the Linux OS. All components of a wireless multimedia device shown in Figure 1.2 have been created for this platform.
1.5 Research contributions

Many researchers have recognized the potential of cooperative power management to elevate power management to the next level of technology and also observed the lack of solutions to realize it [16; 17; 55; 139] (all using different terms to denote cooperative power management). We addressed this issue and developed a solution.

The main contributions of this thesis are:

- A unified classification of power management solutions. This classification contributes to the insight in the fundamental principles behind power management. The classification covers both existing power management standards and research proposals (Chapter 2).

- The design of the Perfd framework. The framework allows the implementation of cooperating power management policies. This new generation of power management policies is based on information sharing and context awareness. Perfd addresses the need for an infrastructure for communicating about application requirements, resource usage, and non-functional information in general. The innovative concepts of Perfd are a generic power management API, the usage of explicit performance models, and the adaptation architecture for applications (Chapter 3).

- Experimental validation of the Perfd framework. Experiments show power consumption reductions and the guaranteed battery lifetime functionality on actual hardware with realistic multimedia applications. We have enhanced the software of some existing audio and video decoders and created Perfd drivers for them. The decoders now have the ability to interact within the Perfd framework. The decoders can accurately predict their future resource usage, reserve resource in advance, react more swiftly to environment changes, and inform others of the quality versus resource usage cost with a performance model (Chapters 4 and 5).

- A new processor scheduling algorithm. In the specific area of processor power management we have developed a processor scheduling algorithm called Energy Priority Scheduling (EPS). The EPS algorithm calculates an energy-efficient setting for modern variable clock-frequency microprocessors. EPS is integrated with the scheduler of the OS and determines which processor schedule uses the minimal amount of energy, in both time and processor speed, but does not violate application requirements. When applications communicate new needs, EPS re-calculates the processor schedule. The overhead of EPS is an order of magnitude less than that of previously proposed algorithms (Chapter 5).
1.5 Research contributions
Chapter 2

Power management concepts

This chapter introduces the major concepts in power management. Three elements in power management are distinguished: mechanisms, policies, and architectures. All three elements are described in detail. The last section of this chapter presents a novel taxonomy for power management in portable devices. Our presented taxonomy is powerful enough to describe all existing power management solutions, both existing industry standards as well as solutions proposed in the literature.
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We use a broad definition of power management in this thesis. Power management is manipulating the components of a system to reduce power consumption. As already briefly stated in the introduction chapter, power management is important. For portable devices it will remain important for some time in the future because every improvement in power efficiency is counteracted by an increase in the number of features or performance, or in a reduction of the (battery) size and weight. We call this the power consumption balance principle. With a reformulation of the problem, the great importance of power management becomes clear. The improvements of features, performance, and reduction of the (battery) size and weight depend on power efficiency advances.

A prime example of the power consumption balance principle is the mass market of x86 laptops. Power efficiency improved with standards for power management such as APM [45] and ACPI [90] in combination with more efficient policies. However, the power consumption of laptops has not decreased over the years. When more efficient hard-disk policies are discovered, they are not used to reduce the average power consumption, but employed in the next hard-disk model to increase storage capacity and to reduce access latency with compatible power usage. Every improvement in the power efficiency of hardware components themselves is also neutralized. In 1993, a typical display had no color, a resolution of 640 by 480 pixels, and dissipated 2 W, according to [78]. This publication by senior industry specialists predicted an aggressive improvement in battery lifetime. In two years, the battery lifetime of a typical laptop would increase from roughly 4 hours towards typically 8 hours due to technology advances in displays and other components. A decade later this prediction has proven to be false because consumers prefer a light laptop with a high-resolution color screen instead of a doubled battery lifetime.

Power management solutions often divide the power management problem into more manageable pieces by treating each component in isolation. Furthermore, each component is managed by two entities: a power management mechanism and a power management policy. The policy determines the manipulation of a component and the mechanism contains the intelligence to do the actual manipulation. The relation between a mechanism and policy is illustrated in Figure 2.1. In the simplest case, a power management policy detects that a hardware component is idle and sends a sleep command to the power management mechanism of that component.

A more advanced approach is to be aware of trade-offs in the components and to exploit these to improve power efficiency. Such trade-offs can be made explicit through a utility curve. A utility curve of a component specifies the relation between performance (or quality), power consumption, and other costs such as wireless spectrum usage. Each point on the curve represents an operational mode. The metric of performance or quality can be multi-dimensional. For example, the quality of
an operational mode of a video decoder may be quantified by a combination of temporal frequency in frames per second, spatial resolution in pixels, and perceptual quality such as "broadcast quality", "VHS quality", or "cam-corder quality". Utility curves are a relatively new concept and the documentation of hardware components usually does not explicitly describe them. If a policy had access to an explicit description of the utility curves, it could make better trade-offs to improve power efficiency.

Figure 2.2 shows three common types of utility curves. Figure 2.2.a shows the exponential type of utility curve where low performance or quality means a significant lower power consumption than an operational mode with high performance or quality. An example of such a utility curve is a processor that supports voltage scaling. The difference in power consumption per processor frequency can be very large. The linear type of utility curve is depicted in Figure 2.2.b; a performance increase results in a power consumption increase of equal proportion. A 802.11 wireless LAN card has such a utility curve; more bandwidth costs proportionally more power. Figure 2.2.c shows the utility curve of the flat type, where the activation of the hardware is costly and the subsequent usage cost is marginal. For example, rotating a hard-disk platter for one minute is relatively expensive in terms of power consumption; whether light or intensive data transfers take place during that time makes little difference.

In principle trade-offs such as processor performance versus power consumption are continuous, hence the name utility curve. However, a number of factors (e.g. product cost and design complexity) limit the number of operational modes in commercial hardware implementations. For example, Intel has limited the number of supported processor frequencies to just two with their SpeedStep technology [89]. SpeedStep provides simply an economy mode and a performance mode for the processor, reducing the additional complexity and cost of the processor to a minimum.

There also exists an economic phenomenon that influences utility curves. We call this the mechanism/policy interlock. In the highly segmented PC industry, hardware components are produced by different companies than software components. The hardware company is not strongly motivated to introduce new power-saving mechanisms when no policy exists to exploit them. On the other hand, a software company is only motivated to develop a policy for (experimental) mechanisms when a sufficient number of consumers have bought that hardware. This classical chicken-and-egg problem does not exist in single-purpose devices such as a cell phone where a single vendor develops both mechanism and policy. Parallels exist with the problems of hardware / software co-design [127], where the hardware (mechanism) cannot be independently developed from the software (policy).

The mechanism/policy interlock illustrates the close relation between mechanisms and policies. Policies and architectures are the main topic of this thesis, but without more mechanisms their effi-
ciency gains will be limited. Future portable devices need both smarter policies and more mechanisms to increase power efficiency.

2.1 Mechanisms

Within Section 1.2, the trends in power consumption and technology have been analyzed in general terms. This section describes in detail the trade-offs that can be made in hardware to reduce power consumption. A large power saving can be realized by simply deactivating a hardware component. Deactivation is always possible for hardware components and requires no further explanation. Within this section, only other mechanisms are discussed.

2.1.1 Batteries

Batteries are the dominant technology for powering portable devices. Unfortunately, the possible influence of a run-time power management policy on battery performance is somewhat limited.

Batteries have two important properties when in use: their voltage and their storage capacity. An ideal battery has a constant voltage throughout a discharge, which drops instantaneously to zero when the battery is empty, and has an energy storage capacity that is independent of the discharge rate [130].

In practice, batteries are far from ideal and the voltage gradually drops during the discharge due to changes in the active materials and reactant concentrations [117]. An important non-ideal battery property is the rate capacity effect. The energy stored in a battery (capacity) depends on the power consumption load. The C rating is used in the battery industry to normalize the load current to the battery capacity [117]. For example, a load of 0.1C for a battery with a C rating of 1 A-hours is 100 mA. For a simple NiCd battery, the energy storage capacity decreases by about 40% over a range of discharge rates between 0.1C and 10C. Thus, high power consumption results in reduced battery energy.

The recovery effect is another non-ideal battery property. Recovery occurs when a battery is discharged for short time intervals and each discharge is followed by an idle period. Recovery can significantly improve the capacity of a battery [62].

Some battery types suffer from the memory effect. Repeated partial discharges reduce the battery capacity over time for these type of batteries. The memory effect can be countered by performing regular deep discharges.

An accurate performance model of battery capacity is presented in [53] using partial differential equations to represent the fine-grained electro-chemical phenomenon of cell discharge. However, such accurate performance models are computationally expensive and take numerous days of calculations on a portable device such as a PalmPilot.

In [144], simulation experiments are described in which a processor workload is adapted to exploit non-ideal battery properties (a policy). A stochastic model is presented that estimates the capacity of a battery under a specific discharge profile. The model takes both the rate capacity and recovery effect into account. A battery lifetime extension of a factor of 4 is reported for their (synthetic) workload. However, a single capacity calculation still takes several seconds. This makes it unsuitable for run-time use, because run-time evaluation of the capacity of a dozen possible discharge profiles would be prohibitively expensive.

To conclude, the discharge profile determines the battery capacity, but it is difficult to accurately calculate battery capacities using simple and time-efficient algorithms.
2.1.2 General-purpose processors

The power consumption of general-purpose processors is increasing. Figure 1.3 showed the exponential increase in power consumption for Intel processors from 1985. The initial response to the low-power demand was to lower the supply voltage of a processor, for example, by reducing the supply voltage from standard 5.0 V to 3.3 V, power was reduced by 56%. Voltage scaling is a more general technique to vary the processor voltage at run time. However, lowering the voltage increases the circuit delay, hence at lower voltages the clock frequency of the processor must be reduced. By using voltage scaling, a processor obtains an exponential utility curve.

Voltage scaling principles

We will now introduce the basic principles of power consumption in processors and the effects of voltage scaling. For digital CMOS circuits, used in the majority of microprocessors, the power consumption can be modeled quite accurately by simple equations [26; 92]. CMOS circuits have both dynamic and static power consumption. Static power consumption is caused by bias and leakage currents. It is neglected in most designs that consume more than 1 mW.

The dynamic component is the dominant source of power consumption for CMOS microprocessors. Every transition of a digital circuit consumes power, because every charge and subsequent discharge of the digital circuit’s capacitance results in dissipation in the circuit’s resistive components. According to [26], the dynamic power consumption can be estimated by

\[ P_{\text{dynamic}} = \sum_{k=1}^{M} C_k \cdot f_k \cdot V_{DD}^2 \]  \hspace{1cm} (2.1)

where \( M \) is the number of gates in the circuit, \( C_k \) the load capacitance of gate \( g_k \), \( f_k \) the specific switching frequency of \( g_k \), and \( V_{DD} \) the supply voltage. It follows from Equation (2.1) that reduction of \( V_{DD} \) is the most effective way to lower the dynamic power consumption. Lowering \( V_{DD} \), however, creates the problem of increased circuit delay. An estimation of circuit delay is given by

\[ \tau \propto \frac{V_{DD}}{(V_G - V_T)^2} \]  \hspace{1cm} (2.2)

where \( \tau \) is the propagation delay of the CMOS transistor, \( V_T \) the threshold voltage, and \( V_G \) the input gate voltage [92]. The propagation delay restricts the clock frequency in a microprocessor. From Equations (2.1) and (2.2) it follows that there is a fundamental trade-off between switching speed and supply voltage. Processors can operate at a lower supply voltage, but only if the clock frequency is reduced correspondingly to tolerate the increased propagation delay. When we assume that the dynamic power is dominant and the gates \( g_k \) of the microprocessor form a collective switching capacitance \( C \) with a common switching frequency \( f \), we obtain

\[ P = C \cdot f \cdot V_{DD}^2 \]  \hspace{1cm} (2.3)

Equation (2.3) shows that a clock frequency reduction linearly decreases power, and that voltage reduction results in a quadratic power reduction. The critical path of a processor is the longest path a signal must travel in a clock cycle. The implicit constraint is that the propagation delay \( \tau \) of the critical path must be smaller than \( \frac{1}{f} \). In fact, the processor ceases to function when \( V_{DD} \) is lowered and the propagation delay becomes too large to satisfy internal timings at frequency \( f \) (Equation 2.2). Voltage scaling is the mechanism to minimize power consumption for a given clock frequency.
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Figure 2.3. Processor envelope.

Implementations

To put the previous formulas into perspective, we will discuss a number of experimental and commercial systems. In 1996, one of the first papers was published that describes an actual hardware implementation using voltage scaling [33]. This implementation applies voltage scaling to MPEG video decoding on a DSP. The frequency and voltage are adjusted to match the varying complexity of video frames. In [94] a dedicated cryptography processor is presented that uses voltage scaling. When running at 50 MHz, this processor requires a supply voltage of 2 V and consumes at most 75 mW; at 3 MHz a supply voltage of only 0.7 V is required and the power consumption drops to a mere 525 µW.

In 1998 the first experimental results on a general-purpose processor were published [107]. The architecture of a R3900 RISC core was enhanced with a critical path replica to measure the minimally required supply voltage. The RISC core operates on 1.9 V at 40 MHz and on 1.3 V at 10 MHz. All intermediate frequencies are also supported. This first general-purpose implementation did not have a full chip set and lacked an operating system. In 2000, Grunwald et al. presented experimental results on a complete general-purpose platform called Itsy, running the Linux operating system [68]. Itsy uses a standard commercial StrongARM SA1100 processor that supports voltage scaling. The savings by the Itsy are very modest because only two voltage levels have been implemented, 1.5 V (≥ 162 MHz) and 1.23 V (< 162 MHz). The resulting difference in processor power consumption between the two levels is only 15%. Better results are obtained with the SmartBadge platform [171], which is similar to the Itsy. Extensive power measurements on real-time MP3 audio decoding and MPEG video decoding show that an energy reduction of 40% is possible on this platform. An enhanced version of the Itsy supporting speech recognition, X windows, audio decoding, MPEG video, and again two voltage levels is presented in [74]. Burd and Pering designed and implemented a processor capable of voltage scaling based on an ARM8 core [27]. Their processor is fabricated in 600 nm technology and uses aggressive power-saving features. In high-performance mode it runs at a speed of 80 MHz and consumes 476 mW at 3.8 V. When running at 5 MHz and 1.2 V, the processor only consumes 3.24 mW. Thus, power consumption is reduced with a factor 147, while performance drops with a factor 16. In other words, the energy per instruction is reduced with a factor of 9.

In parallel with the above projects we have created our own portable platform for voltage scaling
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**Figure 2.4.** Total power consumption for idle and cpu-intensive workloads.

Our platform is somewhat similar to Itsy; we also use a standard SA1100 processor and run Linux. Our platform is called Linux Advanced Radio Terminal (LART) (Figure 1.8), and described in Section 1.4.2. Figure 2.3 shows the processor envelope for the different frequencies that are supported by the StrongARM processor. The LART uses a 7-bit DA converter and supports 128 different supply voltage levels. A supply voltage of 0.79 V is sufficient for the processor running at 59 MHz. A frequency of 251 MHz requires 1.65 V. These supply voltages are outside the manufacturer's specifications of 1.5 V. All processors we used were able to run at these voltage and frequency combinations. A number of destructive tests indicated that the maximum frequency of the SA1100 processors is roughly 265 MHz, significantly beyond the official specified maximum of 190 MHz.

We measured the effect of voltage scaling on the power consumption of the complete LART platform, including memory, voltage conversion, etc. Figure 2.4 shows the total power consumption of the LART under two different workloads: Idle and CPU-intensive.

The Idle workload measures the background power consumption of the LART, which is always spent regardless of the processor load. The Linux scheduler puts the processor into halt mode when no processes are active. Halt mode stalls the CPU, but other services of the embedded processor such as the memory controller and internal timer are still operational [88]. All these services are driven by the processor clock, which explains why the power consumption in halt mode increases with the frequency. The SA-1100 also supports a more power efficient sleep mode, but this mode interrupts DMA transfers, stops the LCD controller, blocks memory access, etc. Also the wake-up sequence takes much longer than in halt mode, compromising responsiveness.

The CPU-intensive workload consists of the Dhrystone benchmark utilizing both the CPU and the cache. We first measured the effect of scaling the clock frequency while keeping the voltage constant at 1.5 V. In this case the power consumption increases linearly with the frequency, as is expected. Next, we measured the power consumption when the core voltage is set to the minimal value reported in Figure 2.3. The resulting curve shows the expected exponential increase of power consumption when the frequency is varied from 59 to 251 MHz. The CPU-intensive workload curve indicates that voltage scaling produces an exponential utility curve.

From the power consumption at 59 MHz (105.8 mW) and at 251 MHz (963.7 mW) it follows that an instruction at peak performance consumes a factor 2.1 more energy than at lowest performance.
When we neglect the non-CPU subsystems of the LART, which are supplied from a fixed 3.3 V, and focus on the CPU, the power consumption is 33.1 mW at 59 MHz and 696.7 mW at 251 MHz (not shown). The raw CPU energy/Instruction difference is thus a factor 4.94.

Voltage scaling is moving from the research field into the commercial market place of embedded and x86-compatible processors. AMD, Transmeta, and Intel currently provide processors with voltage scaling. The mechanism/policy interlock influences the availability of voltage scaling. Intel introduced voltage scaling for the laptop market with SpeedStep [89] in January 2000. The SpeedStep policy is fixed in the hardware: when the batteries are used, the low speed and voltage is selected. When the laptop user switches from batteries to AC power from a wall socket, SpeedStep switches the speed and voltage. The OS is not aware of the changes in the processor frequency and voltage. AMD added voltage scaling capabilities to the AMD K6 processor family in April 2000. The AMD policy is more advanced but requires enhancements to the laptop OS.

As can be deduced from the increasing support in commercial processors, voltage scaling is becoming a mainstream technology. Research on the policy side however is still needed because this mechanism is still not exploited to its full potential.

2.1.3 Wireless LANs

A wireless link is responsible for the transfer of information with minimal or no corruption. The IEEE 802.11b Wireless LAN (WLAN) standard [99] defines a method to transfer several Mbps across a distance of up to a few hundred meters (See Section 1.2.4). Several products, mostly PC Cards, are available that conform to this standard.

To save power, the 802.11b standard defines a method to periodically activate WLAN cards. By using this method the card can be effectively deactivated more than 90% of the time. This periodic activation feature requires a base station. A WLAN card informs the base station of its decision to deactivate and states the interval between the periodic wake-ups. A typical interval lies between 100 ms and 10 s. The base station buffers all packets destined for the WLAN card. Periodically the base station broadcasts a packet containing information about buffered packets. The buffered packets are listed in the 802.11b Traffic Indication Map (TIM) [190]. When the WLAN card wakes up, it listens to the TIM and requests packets destined for itself, if any. Periodic activation can result in savings up to 80% according to actual measurements [105].

Sending bits through the air makes them vulnerable to loss and corruption. Corruption of bits is specified using the Bit Error Rate (BER). When bits within a TCP/IP packet are corrupted, the packet is dropped. The Packet Error Rate (PER) is also an important measure for the performance of a wireless link. With a BER of $1.9 \cdot 10^{-6}$, TCP/IP throughput is significantly reduced [12]. For comparison, a fiber optic cable typically has a BER of around $1 \cdot 10^{-12}$.

In 802.11b there are two parameters that can be set from the software at run time: the bit rate (1 to 11 Mbps) and RF transmit power (0 to 20 dBm). However, some implementations fix the RF transmit power to the maximum. These parameters determine the power consumption and performance.

In general, channel bandwidth (in Hz), RF transmit power and noise place an upper bound on the capacity (in bps) of a wireless link [147]. The theoretical limit is given by the important channel capacity theorem by Shannon [166]:

\[
C = B \cdot \log_2(1 + S/N)
\]  

(2.4)

where $C$ is the channel capacity in bits per second, $B$ is the channel bandwidth in Hertz, $S$ is the signal strength in Watts, and $N$ is the noise power, also in Watts. For an ideal receiver with a sufficient signal to noise ratio of a signal, the BER will approach zero if the bit rate is well below the channel capacity.
Another key parameter in a wireless link is the distance between receiver and transmitter. When radio signals are transmitted in free space, power density falls off as the square of the range. This effect is due to the spreading of the radio waves as they propagate. A basic model of free space signal loss defines the loss (in dB) as:

\[ L = 20 \log_{10}(4\pi D/\lambda) \]  

(2.5)

where \( D \) is the receiver-transmitter distance, and \( \lambda \) is the free space wavelength \( (\lambda = c/f, \text{ where } c \text{ is the speed of light, and } f \text{ is the signal frequency in Hertz}) \). Equation 2.5 only describes the signal loss due to free space propagation. The signals from a typical WLAN card are also obstructed by, for example, the laptop casing, walls, and ceilings. The signal strength loss due to obstruction can be significantly higher than the loss due to the receiver-transmitter distance. The radio signals may also be reflected by objects and reach the receiver via a longer path. For example, the wireless link of a cellular phone conversation may follow a path that first reflects on a building and then changes to a direct line-of-sight when the user walks across the street. Signals that have traveled along different paths can interfere destructively at the receiver. Signals traveling the shortest path will arrive first. A completely out-of-phase signal can even reduce the received signal to zero. This effect is known as multi-path interference. Multi-path can reduce the signal strength indoors with 30 dB [147]. A significant portion of the power consumed by a wireless link is taken up by hardware to overcome the multi-path problem.

The 802.11b standard uses a technique known as direct sequence spread spectrum to combat the multi-path effect. By spreading out the signal over a larger part of the spectrum, a degree of multi-path resistance is created. The 802.11b standard uses the trade-offs in Equation 2.4 and 2.5 to create a wireless link with a low BER. The maximum bandwidth that can be used is 2.4 GHz is set at 22 MHz per band. The maximum radio signal output power is limited by European regulation to 100 mW. 802.11b products currently always use the maximum bandwidth and maximum output power. 802.11b WLAN cards indirectly measure the noise power. The automatic rate selection feature selects the highest possible bit rate (1, 2, 5.5, or 11 Mbps) that the channel can sustain given the current noise power.

Automatic rate selection may produce a power-inefficient trade-off between the radio signal output power and the bit rate. Automatic rate selection simply maximizes the bit rate without any consideration for power consumption. The automatic rate selection feature can be turned off. However, this requires manual negotiation of the bit rate between the receiver and transmitter. Automatic rate selection is implemented in the firmware of 802.11b PC card products and cannot be easily replaced with a more power efficient solution. Output power has a large impact on the power consumption of a 802.11b PC card. Creating 100 mW of output power results in at least 200 mW of power consumption for the analog 2.4 GHz components. In [54], simulation results are shown where the 802.11 output power is reduced. The utility curve for 802.11 hardware is complicated because the output power and bit rate both influence the receiver-transmitter distance and the BER.

There are wireless standards somewhat similar to 802.11, such as Bluetooth. The Bluetooth standard [174] is designed for low-power operation. The range of Bluetooth is limited to 10 meters with 1 mW of output power. The standard supports one bit rate (1 mbps) and has no mandatory support for output power modifications. The utility curve is therefore not very useful; only sleep modes can be exploited.

To conclude, mechanisms in wireless LANs exist to trade off power versus performance, however, their usage in the 802.11b products that are on the market in 2003 is still problematic due to the automatic rate selection feature.
<table>
<thead>
<tr>
<th>Component</th>
<th>Mechanism</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>batteries</td>
<td>rate capacity</td>
<td>lower power consumption increases energy storage</td>
</tr>
<tr>
<td></td>
<td>recovery</td>
<td>intermittent discharge/idle periods increase energy storage</td>
</tr>
<tr>
<td>processor</td>
<td>voltage scaling</td>
<td>lower processor speeds are more energy efficient</td>
</tr>
<tr>
<td>WLAN</td>
<td>less RF output power</td>
<td>less power reduces range and increases BER</td>
</tr>
<tr>
<td>LCD display</td>
<td>bit-rate reduction</td>
<td>lower throughput for more energy efficiency</td>
</tr>
<tr>
<td></td>
<td>backlight dimming</td>
<td>reduced readability to save power</td>
</tr>
</tbody>
</table>

Table 2.1. Summary of different trade-offs in power management mechanisms.
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Figure 2.5. A general model of a power management policy.

2.1.4 User interface

It is unlikely that with the current LCD displays there is much opportunity for a policy to play a part in lowering power consumption with fine granularity. For most LCDs the biggest power consumer is the fluorescent backlight that affects the whole screen [111]. At the coarse grain the backlight intensity may be varied depending on environmental conditions and user activity to save power. With reflective screens, field emission screens, and plasma screens, the energy consumption is a function of the intensity of the screen pixels. Software may be able to selectively set the intensity of groups of pixels, depending on the user activity. However, support for this selective pixel illumination feature cannot yet be found in mainstream displays.

2.1.5 Summary

Table 2.1 gives a summary of the different power management mechanisms. Each of the previously discussed mechanisms is listed with a short description. Internal memory is not listed in this table because there are no trade-offs beyond simple deactivation. It is possible for an OS to dynamically deactivate memory, depending on the current applications demand. However, there are currently no known implementations of general-purpose OSs that support this feature and it will take significant effort to implement it.

2.2 Policies

This section introduces power management policies. An understanding of policies is required for the power management taxonomy presented at the end of this chapter.

We define a power management policy as an algorithm that controls one or more power management mechanisms. A simple policy can control a basic mechanism, such as the hard-disk on/off. To exploit trade-offs between two mechanisms, such as the processor versus the wireless link, advanced and cooperative policies are needed.
Figure 2.6. The concept of workload and operational conditions as policy input information.

Figure 2.5 shows a general model of a policy. A power management policy itself consists of algorithms that use input information and parameter settings to generate commands to steer the mechanisms. The possible range of input information for a policy can be very diverse, ranging from hard-disk usage statistics to user movement patterns. The commands drive the mechanism(s) under control of a policy. A command can be a simple on/off directive or a more complex directive. Parameters settings influence the behavior of a policy, for instance, a hard-disk sleep time-out setting.

An example of a policy that fits this model is a hard-disk policy. A hard-disk policy algorithm receives as input the history of disk requests and estimates the likelihood of an upcoming disk request. When no disk requests have been issued recently, it is assumed that the hard-disk is not required for a while and the read head is deactivated to reduce power consumption. When no disk request are issued for a longer period, more aggressive sleep modes are used, for instance, deactivation of the hard-disk spindle motor, buffer memory, and interface hardware.

2.2.1 Functionality

The objective of a power management policy is to maximize performance and to minimize power consumption. This implies that a policy must have knowledge about performance and power consumption, or resource usage in general.

Figure 2.6 shows two types of input information in a more detailed policy model. We define operational conditions as knowledge about the utility curve of the mechanism of a component. Workload is defined as the amount of work expected to be carried out by a component in a certain time period. The workload and operational conditions are often not explicitly communicated to a policy and must be derived from other sources of information. Both the workload and the operational conditions can vary significantly in time. A policy combines the information on the application needs (workload) and the operational conditions to derive an optimal match. The functionality of a policy is thus threefold. First, estimate the workload. Second, estimate the operational conditions. Third, find the setting for the controlling mechanism that services the predicted workload while taking into account the operational conditions and power consumption. We will illustrate by means of some examples the influence of input information on the trade-offs to be made in power consumption policies.

The power efficiency of a policy depends partly on the quality of the input information. Often a policy has access to only a limited amount of workload information from which the higher layer
(applications) demands must be extracted. For example, a policy that controls the processor speed needs to balance the performance of the application with the power consumed by the processor; yet applications do not specify their demands explicitly. When the workload prediction is off by just a few percent the processor is running at a frequency that is either too low or too high, resulting in reduced performance or in higher power consumption, respectively.

For some mechanisms the utility curve changes rapidly. An efficient policy uses this information to reduce power consumption. For example, a WLAN policy needs to deal with a constantly changing environment. The cost of transmitting a data packet may vary significantly. A policy can defer packet transmission when transmission costs are high.

For mechanisms without rapid changes in the utility curve, the operational conditions are still important for the power efficiency of a policy. For instance, in the case of a DVD-drive policy, the optimal strategy is often unknown. For DVD movie playback, a possible strategy is to buffer the multimedia content in memory and deactivate the drive for extended periods. Unfortunately, it is impossible to determine the optimal strategy without access to the operational conditions that state the cost of activating and deactivating the drive.

A hard-disk policy is a good example of a trade-off between performance and power consumption with only a limited amount of input information. Current applications do not specify their hard-disk needs explicitly. A hard-disk policy can only use previous hard-disk requests to estimate application needs. The objective of the policy is to have the disk spinning at full speed when a request arrives. The operational conditions indicate that sleep modes are orders of magnitude more power efficient and must be invoked when the probability of an imminent hard-disk request is low. Such a policy must constantly balance the performance penalty of a disk spin-up versus the power efficiency gain of a deactivated hard-disk.

2.2.2 Multiplicity

Only a fictional portable device has one mechanism to control, a single policy, and just one active application. In reality a multitude of policies, mechanisms, and applications co-exist.

Figure 2.7 shows four possible structures for power management. Figure 2.7.a shows the most basic case of power management, the Single-Application Single-Policy (SASP) type. Within this structure the power management problem is relatively simple. Unfortunately, for the majority of cases it is not useful. Figure 2.7.b shows the Multiple-Applications Single-Policy (MASP) type. The
complexity is increased because several applications are involved in the power management problem. Figure 2.7.c shows the Single-Application Multiple-Policies (SAMP) type. Dedicated portable devices without a general-purpose OS often have such a structure. For example, a portable GPS receiver and a portable DVD video player may have a SAMP structure. The structure that is used throughout this thesis is shown in Figure 2.7.d, the Multiple-Applications Multiple-Policies (MAMP) type. The MAMP structure is the most suitable one for a portable device, but it is also the most complex type.

Power management solutions proposed in the literature often concentrate on single policy/mechanism combinations and many view a portable device from a MASP or even SASP perspective. It is important to realize that multiple policies co-exist within a portable device and that they can either cooperate or interfere with each other. Thus the opportunity of saving additional power by employing cooperation is often neglected in literature.

A drawback of the MAMP structure is its imposed limitation concerning the ordering of the policies. Every policy is equal and policies are placed side by side, there is no hierarchy. By using a layered structure it is possible to tackle complex problems more efficiently. Policies on the highest level make the top-level decision, while policies at the bottom of the hierarchy decide on the details. Such a layered structure provides a higher degree of scalability.

In a layered structure, policy/mechanism combinations are stacked. Software components such as a video decoder contain both mechanism and policy functionality. Towards the upper layers a video decoder may export a mechanism with a trade-off between power consumption and video quality; towards the lower layers the video decoder may contain a policy for hard-disk usage. Figure 2.8 shows a layered structure where three components are controlled by one top-level policy; each of these three components contains both a mechanism and a policy.

2.2.3 Constraints

Many solutions for power management are described in the literature, each with its own distinct balance of implementation effort and power efficiency gain. The process of creating a power management policy is constrained by several factors, namely, the available mechanisms, the policy input information, and the architecture of the portable device. Figure 2.9 shows these three factors that together significantly limit the number of possible alternatives for a policy.

A mechanism with an exponential utility curve requires a different policy than a mechanism with a flat utility curve. If a mechanism only consists of a single on/off setting, the most simple policy will still function. Only an advanced policy can efficiently control a mechanism that gives access to advanced trade-offs such as delivering the same service with several different resource usage patterns.
The available input information constrains the effectiveness of a policy, as already briefly discussed in Section 2.2.1. A policy that is deprived of all input information can only blindly control a mechanism and is very inefficient. A policy with access to very little information has a low power efficiency. For instance, a hard-disk policy that only knows the start and end times of previous requests can only use extrapolation to exploit sleep modes. It can improve the accuracy of its extrapolation when given more information on the applications that issue the requests, such as their identity and current status (running, blocked, terminated). Even more energy can be saved when applications using the hard-disk indicate their future requests prior to using the hard-disk.

The amount of input information is not the only influential property of input information. For classical problems such as sorting the items in a list or finding the shortest route in a graph, all input information is available, complete, and accurate. The problems in power management policies are fundamentally different in this respect. A power management policy always deals with information that is missing, incomplete, and inaccurate. The power efficiency of a power management policy is dependent on both the sophistication of the internal algorithms and the accuracy, amount, and timeliness of the information available to the policy. We introduce a new term to denote the degree of accuracy, amount, and timeliness of policy input information, namely input richness.

The architecture of a portable device poses another constraint on a policy. Figure 2.10 expands
the general MAMP architecture by showing the user, OS, device drivers, and hardware devices.

An important example of architectural influence is the x86 PC architecture. The x86 PC architecture places significant constraints on policies through standards such as IDE. A laptop hard-disk that does not conform to the latest IDE standard is not commercially viable. Support for the IDE standard implies that the hard-disk is directly functional; there is no need to install a device driver for an IDE hard-disk. This constrains the power management policy. Either all power management must be handled in the hard-disk firmware or the policy must be placed in a generic IDE policy that has no knowledge of the trade-offs and wake-up times for specific hard-disk models.

A power management policy can be located inside any one of the various (sub)layers in the overall architecture. This policy placement influences the input richness of the policy, because the architecture can severely limit the information that each (sub)layer “sees”. For example, in a wireless audio streaming scenario, each layer has access to different information. The analog hardware in a WLAN has access to the quality fluctuations with nanosecond accuracy. The 802.11 link layer implemented in firmware can only see the quality fluctuations for each packet through wireless re-transmissions. The TCP layer has even less information and can only observe the re-transmission across the whole connection, but does not know if the re-transmission is caused by network congestion or bad wireless conditions. Interfaces to exchange information between the various (sub)layers in the architecture are therefore important for improving the input richness at various places in a portable device.

2.3 Policy properties

This section provides an extensive analysis of important characteristics of policies. The characteristics of policies are abstracted towards several properties. Each property has several possible values, each subsection discusses the different proposed values in literature. The policy properties are approach, input information, mechanism control resolution, time of fixation, and interaction model. These generic properties are used later on as the basis for our power management taxonomy in Section 2.5.

2.3.1 Approach

Numerous approaches to power management policies are proposed in the literature. All approaches use one or a combination of the three elementary approaches listed in this subsection.

Time-out

The most basic implementation of a policy is observing when a hardware component is idle and deactivating it after a fixed time-out period. This basic approach is called a static time-out-based approach. In 1994 two early papers were published that measured the effectiveness of such an approach for hard-disks [52; 114].

Deactivation of a hardware component during an idle period is not always power efficient. There is a tension between power efficiency and performance. In the case of a hard-disk, the wake-up time is considerable and frequent deactivation has a noticeable impact on performance. For an elaborate analysis of time-out-based policies, see [21]. The time required for reactivation of the component may be significant compared to the idle period and hence effectively slow down incoming requests. The cost in terms of energy to deactivate and subsequently activate may be larger than the savings obtained during deactivation. The minimum idle period required to compensate the cost of (de-)activation is called the break-even time [17].
The approach of exploiting deactivated modes can also be applied in entirely different contexts. The hard-disk example exploits component deactivated modes at run time. Devadas, Ashar, and Mauskar exploit deactivated modes at hardware circuit level (transistors) at chip design time [135]. By modifying the order of computations, they improve the power efficiency with about 40%. For example, a dedicated processor needs to calculate \( a - b \). The necessary operations are \( a > b \), \( a - b \), and \( b - a \). The algorithms proposed by Devadas et al. create a dedicated processor that first calculates \( a > b \), and, depending on the result, only activates hardware for either \( a - b \) or \( b - a \).

An approach to exploit deactivated modes with a higher level of sophistication is making the time-out period variable, called an adaptive time-out-based policy. This gives the policy the sophistication to adapt to the current usage pattern. Wilkes proposed this power management approach for hard-disks in 1992 (no simulations or other results are included) [187]. In 1995, Wilkes co-authored a paper with simulations of adaptive time-out policies for hard-disks [64]. They describe several methods to predict the duration of an idle period, such as using a low-pass filter, moving average, and conditional autoregression. In [51, 80], more algorithms and simulation results are presented. In [71] an overview is given of the research in this area and a general model for power management is presented.

### Quality of Service

Instead of time-outs, a policy approach can be based on Quality of Service (QoS) and use concepts such as service negotiation and service contracts.

A large body of research around the topic of QoS has emerged; for an overview the reader is referred to [192]. A system that supports QoS is organized in such a way that components can provide a guaranteed level of service [41]. One of the key principles behind QoS is pre-determined resource allocation. Power management can be viewed as a special case of resource management and is therefore closely linked to QoS.

There is no common or formal definition of QoS. QoS research emerged from the network community. The International Telecommunication Union (ITU) standard X.902 refers to QoS as "A set of quality requirements on the collective behavior of one or more objects" [93].

Within QoS, reservations are used to allocate resources such as power. A policy that uses QoS knows and plans in advance the services it must deliver. Thus, a QoS policy has knowledge of the future. This fundamentally differs from a time-out-based policy that only has knowledge of the past.

Reservations for services are a key part of the QoS concept. Reservation systems for network
bandwidth are a topic of active research [200]. A reservation system can also be used for resources inside a portable device. An application sends a reservation request downwards and gets a response back. Most of the existing reservation solutions only respond to a reservation request with an accept or a reject. This implies that the application must downgrade the reservation to claim less resources and make another reservation attempt. This iterative negotiation process may slow down the system’s responsiveness. An interesting approach, called NAFUR, is proposed in [73]. NAFUR provides what we call a two-phase reservation system with more feedback than a simple reject when a reservation cannot be granted. The two-phase and traditional single-phase reservation system are compared in Figure 2.11. Within the two-phase system, the first arrow indicates an inquiry for a service. The second arrow carries the feedback in the form of a list of proposals. The proposals are reservations that can currently be made that best fulfill the inquiry. Compared to the single-phase system, the two-phase system can make a satisfactory reservation with a fixed overhead of two information exchanges.

Several papers on resource management for QoS have been published, for example, the QoS broker [136]. A good overview of work in this area is given in [5].

Current QoS approaches often have a limited view of hardware. Within QoS research, the hardware is often regarded as a static entity that provides a fixed amount of system resources [197]. An important aspect in power management, however, is that hardware components may support multiple operational modes. For instance, hardware with an exponential utility curve operates very power efficiently at low performance. In our Perfid framework we take a broader view on hardware and explicitly take into account possible trade-offs that can be made by putting components in different operational modes (Chapter 4).

**Benefit functions**

A portable device that provides a poor, albeit, guaranteed service is still of little practical value to an end user. A policy approach that uses benefit functions tries to express the value to the user of each possible course of action. A benefit-centric policy maximizes the satisfaction to the user, while minimizing the power consumption. Such an approach holds the potential for a higher degree of power efficiency than approaches based on time-outs or QoS. However, user satisfaction is difficult to model and evaluating all courses of action in a benefit function is very computationally expensive.

Using functions to express benefit is described by Burns in 1991 in the context of hard real-time scheduling [29]. Burns describes a way to represent both hard, soft, and weak deadlines of tasks. Every task has its own benefit function \( f : \mathbb{R} \rightarrow \mathbb{R} \) that specifies the received benefit \( f(t) \) when the task completes at time \( t \). For a task with weak deadlines, the benefit just becomes less when task completion is delayed. For tasks with a hard deadline, the benefit after the deadline either becomes 0 or even negative to indicate damage. The hard real-time scheduler uses the benefit functions to maximize the usefulness of the system. Benefit functions for processor allocation are related to the utility curves for hardware (Figure 2.2). The difference is that the utility curves state cost (power consumption), whereas benefit functions state reward.

The concept of a benefit function can be further generalized. The benefit can be dependent on a vector of parameters, instead of on a single parameter such as the completion time \( t \). For example, the benefit function of video playback is dependent on parameters such as frame size, frame rate, and color depth [197]. Finding the optimal allocation in such large search spaces is NP-hard, and heuristics must be applied to find a suitable solution. For instance, simulated annealing was used to this purpose in [110]. Qu and Potkonjak use benefit functions in a power management context to control a voltage scaling mechanism [154]. Their simulations show a saving of 39% compared to using time-outs.

A general form of a benefit function is combined with QoS in [155] to form the widely used QoS-
based resource allocation model (Q-RAM). Q-RAM is an analytical model for resource management in systems with "multiple concurrent applications, each of which can operate at different levels of quality based on the system resources available to it" [155]. The goal of the model is to allocate the resources and maximize the system benefit. It is proven in [156] that this problem is NP-hard.

In [102] Kornegay, Qu, and Potkonjak propose to use benefit functions of applications to solve the clock scheduling problem. Their benefit function $B_n(c)$ shows the benefit of application $n$ when allocated $c$ CPU quanta. The benefit function is used to divide the finite CPU resource between applications while minimizing the required energy and maximizing the benefit. When applications specify their benefit function, the efficiency of the scheduling improves compared to the case where applications only provide a reservation. Reservations introduce uncertainties and inefficiencies because the difference between the worst-case execution time and best-case execution time may be quite large [57].

The benefit functions in [102] are synthetic. Benefit functions of real applications such as video decoding are complex. Even a simple model of video decoding with three parameters, frame size, color depth, and frame rate produces a hard computational scheduling problem [197]. To make matters worse, users may not notice a drop in frame rate, but still show stress [188]. In this interesting study users were shown video sequences with a variable frame rate of 5 or 25 frames per second (fps) while their physiological response was measured (heart rate, galvanic skin resistance, and blood volume pulse). In the study, 84% of the participants did not notice it when the frame rate was lowered to 5 fps for 5 minutes, but their stress levels increased as indicated by their physiological response.

Using benefit functions means in essence communicating a range of operational modes and their respective benefit downwards towards the lower layers and leaving it up to the lower layers to select an operational mode. In a two-phase reservation system, the lower layers provide feedback on, for instance, the power consumption and resource usage for every operational mode. This enables the higher layers to select an operational mode. As a consequence, the benefit functions do not have to be communicated downwards. The higher layers only need to select the operational mode with the highest benefit and the lowest resource usage. Therefore, the difficult task of explicitly quantifying the benefit for each operational mode is avoided, as only the relative benefit needs to be known.

### 2.3.2 Input information

The input information to a policy has a significant impact on the power efficiency of that policy. The input information to a policy is divided into two parts (workload, operational conditions), according to their origin, as already depicted in Figure 2.6.

#### Workload

The input information concerning the workload has four known types. Each type is listed in Table 2.2.
The "monitored" workload type of input information consists only of past usage patterns or service requests. Extrapolations are needed to estimate the workload. Passive monitoring results in the lowest input richness. When input information contains future workload information, it is classified as the "given" type. This type of input information requires that the higher layer above the policy provides information about its future usage patterns or service requests. The "reservation" type is somewhat similar to the "given" type. The difference is the presence of feedback from the policy. When the policy provides explicit feedback with a commitment, the input is labeled as a reservation instead of mere given workload information. This sort of workload input information is commonly associated with policies that use a single-phase reservation system. A policy may offer a certain level of guarantee (QoS) for a reservation (Section 2.3.1). When a policy does more than simply approve or reject a reservation, the workload information is of the "negotiated" type. In this case, a policy receives a range of alternatives that fulfills the higher-layer needs.

All four types of input information can use a priority system to rank requests. For instance, monitored hard-disk requests are associated with a priority number. When high-priority requests are estimated to be somewhat likely to occur in the near future, the policy reacts different than when low-priority requests are somewhat likely.

Only the negotiated type of workload information may be associated with a level of user benefit (Section 2.3.1).

Having listed the four types of workload information, we will discuss several instances of workload-related input information such as deadlines, CPU needs, and future usage patterns.

Reservations of resources by the higher layers improve the efficiency of the CPU scheduling process and enable more accurate workload estimations. A general discussion on resource reservation issues can be found in [191]. In the area of real-time systems, such reservations enable the scheduler to provide hard guarantees on CPU availability. A reservation consists of the maximum needed CPU cycles and a deadline. The maximum needed CPU cycles can also be expressed as the Worst Case Execution Time (WCET). The classical Earliest Deadline First (EDF) scheduling algorithm [118] is optimal for real-time systems with a fixed processor frequency in the sense that all deadlines will be met if possible. Several papers have been published on clock scheduling for real-time systems [112; 146; 169; 170].

The required CPU cycles for a task must be estimated before this information can be shared with the lower layers in the system. For many applications or tasks, this is non-trivial [77]. For the task of decoding video frames several techniques have been investigated [15; 25; 131]. These estimation techniques for video require detailed knowledge on the format of the video bit stream.

Detailed information about the current workload has been shown to improve the power efficiency in some cases. With detailed workload information, extrapolation is more accurate and deactivation modes can be exploited more efficiently. The workload of a server component may be due to one or multiple concurrent clients. The identity of the clients is important when these clients have different usage patterns. In [121] a comparison is made between five hard-disk power management policies. Only one policy knows the client identity associated with each request. The other four policies must extrapolate the workload using only the aggregate workload. These policies are based on Markov models [185], regression relationship of idle periods [85], and advanced adaptive time-outs [97]. Their experiments show that the four policies without access to the client identity use 15 to 56 % more power. Therefore, information on the identity of the client is important for the lower layer that must schedule these requests and exploit deactivation modes.

The same authors of [121] argue in [122] that applications should communicate their usage pattern of devices to the lower layers of the system. Information on the future usage pattern of devices by applications provides more opportunities to exploit deactivation and to schedule service requests.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>client identity</td>
<td></td>
<td></td>
<td>simulations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>usage estimation</td>
<td></td>
<td></td>
<td>simulations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>usage pattern</td>
<td></td>
<td></td>
<td>proposed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>operational modes</td>
<td></td>
<td></td>
<td>prototype</td>
<td></td>
<td></td>
</tr>
<tr>
<td>benefit levels</td>
<td></td>
<td></td>
<td>simulations</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.3. Research publications with several examples of workload information for policies.

efficiently. In [122], an example with a text editor is given. A text editor that saves the current content to a file every five minutes (300 seconds) can use the following function to pass this usage pattern information to the lower layers: `UsagePattern(hard-disk,periodic,300000,500)`. The fourth parameter in this function indicates the maximum delay in ms that every save request can tolerate when re-scheduled.

In [50] an interface between components is proposed that exposes the operational modes of components. A benefit function goes even further [102]. Benefit functions expose both the operational modes and their value to the user.

Research publications discussed in this and previous sections are shown in Table 2.3. Listed are five examples of workload information, along with the relevant research publication. Also listed is the year of publication and the type of research results (prototype, simulations, etc.).

**Operational conditions**

The operational conditions in the layer below the policy, such as current WLAN conditions and battery level, can be used as input for the policy to improve power efficiency.

In many cases no information on the operational conditions is available to a policy. In other cases the current operational conditions can be extracted using statistics. For instance, current wireless link conditions can be estimated using packet transmission statistics. In this case the input information is labeled as “monitored”. Another option is that operational conditions are given explicitly by the lower layers to the policy. This is called the “given” type.

Operational conditions are related to utility curves. A utility curve provides information on all possible trade-offs for a component. When operational conditions vary, the utility curve changes over time.

Several research publications discuss some instance of operational conditions information that is communicated from the lower layers up to the higher layers of the system. Operational conditions are very diverse. For example, the (wireless) network component can provide information on possible reservations to a video streaming application [73]. In [73] each possible (wireless) bandwidth reservation has different capacity, start time, and cost. A selection must be made between possible reservations such as a reservation for 1 Mbps that starts now for $1 and a reservation starting in 5 minutes at only $0.50 for the same 1 Mbps.

Informing the higher layers about the costs of their actions is an important source for evaluating alternatives. For example, during the design time of a dedicated chip, the power consumption is a metric in the synthesis process [34]. The power consumption of the current chip design must be communicated to the highest layer, which is the chip designer himself. A power estimation framework for software design time in the area of real-time systems is presented by Tiwari in 1994 [180] and further refined by Dick et al. in 2000 [49]. In order to design power optimized software, information
on the power consumption is indispensible.

Power consumption information can also be communicated at run time. In [197] a simple clock scheduling algorithm is proposed that knows the power consumption in each of the operational modes of a variable frequency CPU. When the CPU device driver communicates the performance/power settings upwards to the clock scheduling algorithm, it is possible to predict the remaining battery lifetime with a feedforward loop, instead of with the traditional feedback loop. The usage of CPU power consumption information for improving the battery lifetime prediction is proposed in [196]. They simulate the usage of a variable frequency processor with a program that uses the CPU and slows down the execution of other programs. In their experiments they obtain a remaining battery lifetime estimation from the OS using the standard Microsoft Windows GetSystemPowerStatus() function.

The current cost of a resource or a service is also an operational condition. Resource cost can be expressed in a general way, instead of in a specific unit of power consumption. An interesting economic-based approach using a virtual currency is proposed in [179]. The services of a component require the payment of this currency. The price tag for each service is communicated upward beforehand and applications pay this currency when the service is delivered. A similar economic-based approach is proposed for solving the cooperation problem in WLAN ad-hoc networks. The ad-hoc network relies on the cooperation of nodes by forwarding packets. Forwarding packets costs resources and some nodes may refuse to forward packets. The currency of "Nuglets" is used in [30] to pay for the relay of packets in a WLAN environment. Nuglets should ensure that nodes participate, because if they do not, they are not able to pay for their own bandwidth needs.

When a reservation system is used, the currently allocated reservations can be shared directly with the higher layers. This allows the higher layers to devise a new reservation that meets their needs and does not overbook the resource. In this case the explicit proposals in the two-phase reservation system are absent. A data structure for storing reservations that can be searched efficiently can be found in [163]. The process of finding the ideal fit of the application needs among the already allocated reservations is a complex problem. In [100] a "resource broker" is presented which solves this task on behalf of the applications. The resource broker is given information about the application's preferences and will make a reservation that yields the greatest application reward and is feasible given the already allocated reservations. The resource broker is given direct access to the currently allocated reservations.

Changes in the operational conditions trigger a signal to the higher layers in [37]. The current performance of the wireless link is communicated upwards in [104]. They propose to use this information to delay packet transmission for a few ms if channel conditions are poor, or to switch to an "error resilient mode" of the wireless link.

The remaining battery lifetime is important for many applications. This information is obtained at the hardware level by measuring the battery status [43]. This information is communicated upwards and available at the OS level in versions of Linux and Windows for access by applications. In an ad-hoc wireless network, the battery level can be used as input for the routing algorithm. Battery-operated devices with little remaining energy are not selected to forward network packets in [65].

A summary of this section is shown in Table 2.4. The table shows the five instances of operational conditions discussed in this section. Only the most prominent publication for each instance is included in the table.

2.3.3 Mechanism control resolution

Another property of a policy is the resolution of the commands that are used to steer the mechanism of a component.
A simple policy only produces on/off commands for the mechanism it controls. Sophisticated policies produce continuously changing parameter values for a number of commands. For example, a video streaming service where parameters such as frame rate, resolution, and color depth can be varied.

We distinguish four values for the control resolution property of a policy: binary, sleep levels, performance levels, and full setting. Each value indicates a different number of (de-)activated states and number of parameters that the policy controls.

- Binary, 1 deactivated state and 1 active state;
- Sleep level, multiple deactivated states and 1 active state;
- Performance level, multiple deactivated states and multiple active states;
- Full setting, multiple deactivated states and multiple active states with multiple independent parameters.

Policies with binary control resolution have been used extensively. The functionality of a policy is limited in this case to issuing only sleep/active commands. Figure 2.12 shows an example of a policy that issues such commands. These commands can be generated by a very basic policy, such as a static time-out-based policy (Section 2.3.1). Early hardware components only supported a single sleep mode. Components have evolved significantly since then, with hard-diskss often taking the lead. Hard-diskss are no longer sleep/active devices, but can be equipped with 5 power-down levels [86]. Sleep level control resolution is needed to control such components. Each sleep level (doze, sleep, hibernate, etc.) has a different wake-up time and power consumption. In addition to controlling one or several deactivated modes offered by the mechanism, a policy with performance level control
resolution also controls, for instance, the use of an economic mode and a high performance mode. For example, a general purpose processor can be set at various frequencies, each giving a different balance between execution speed and power efficiency (Section 2.1.2).

Weiser et al. presented the first simulations results of a policy that exploits the exponential utility curve of a processor [186]. Figure 2.13 shows the output of a policy that controls the processor. The figure describes the change over time of the processor speed/voltage and the task to be executed. Finally, full setting control resolution means that a policy has the sophistication to calculate several independent parameters of the mechanism. For example, it can be a policy that not only controls the speed of the processor, but also the size/speed of the cache [101], performance of the main memory, and current branch prediction strategy.

It is technically feasible to build mechanisms with parameterized sleep states. For instance, a fast activate and an economic activate for hard-disks. Due to the policy/mechanism interlock (explained at the start of this chapter), current hardware components do not support parameterized sleep states. As of 2003, proposed state-of-the-art policies in the literature are far away from being sophisticated enough to exploit them.

### 2.3.4 Time of fixation

Power management policies are fixed at some point in time and to a certain degree. The time and degree of fixation have a large impact on the power efficiency. For example, standards for power management, interconnection, and data exchange restrict a power management policy to some extent. A power management policy for a dedicated 802.11 WLAN chip equipped with the automatic rate selection feature (Section 2.1.3) is limited by the 802.11 standard in its possibilities to reduce power.

We distinguish four fixation times: standardization time, design time, compilation time, and execution time. A fixation time does not necessarily apply to the whole power management policy; it can also be limited to certain aspects of it, such as a timeout setting. The four elements of Figure 2.5 may have different fixation times. In the $|a - b|$ calculation example, (Section 2.3.1) the algorithm in the policy is fixed at design time, but the input information ($a > b$ or $a < b$) only becomes available during execution time.

At execution time, a policy must be fully determined. During standardization, design, and compilation a policy can be influenced to some degree. The Advanced Configuration and Power Interface (ACPI) specification [90], for example, already determines to some degree a power management policy. The ACPI standard is not generic, but biased towards power management policies with a static or
adaptive time-out-based approach on a x86 PC architecture.

We now discuss several examples with different fixation times. We focus on the fixation of algorithms in a power management policy.

A prime example of policy algorithm fixation at standardization time is the 802.11 standard [99]. 802.11 defines a method to periodically deactivate the WLAN card (Section 2.1.3). The 802.11 standard makes it impossible for a WLAN card manufacturer to make a competitive product that both complies to the standard and includes a more efficient power management policy. A superior standard could use a second low-performance radio for periodic activation. An additional radio using frequency modulation could receive the Traffic Indication Map (TIM) field at roughly 1 Kbps at significantly less power consumption. An additional front-end with frequency modulation is relatively cheap. Unfortunately, the 802.11 standard only defines an inefficient periodic activation method.

The majority of the power management publications describe policy algorithms that are fixed at design time. The policy was fixed at software design time in the early research on static time-out-based policies for hard-disks [114]. In the Crusoe processor, the policy for clock scheduling is fixed at the hardware design time [63]. The Crusoe processor uses microcode on top of a VLIW architecture. The policy for clock scheduling is included in the hard-coded microinstructions. The policy measures the processor activity in fixed intervals and adjusts the processor frequency when needed. During execution time it is only possible to change the level of aggression of the policy or to disable the policy completely and set the processor at a fixed frequency. The ABLE policy for hard-disk power management (Section 2.4.1) is another example of a policy that is fixed at design time.

All components of Figure 2.5 are fixed at compile time in the simulations by Hsu et al. to solve the clock scheduling problem [84]. They propose to modify compilers such that these include power management commands in the produced binary code. The modified compiler detects memory-bound (nested) loops inside the source code and inserts a command to change the processor frequency before the start of the loop. According to their simulations it is possible to reduce the processor frequency within memory-bounded loops with negligible impact on performance. Unfortunately, the power saved within a memory-bounded loop may be insufficient to compensate for the cost of a frequency change.

Fixing the policy algorithm itself at execution time is difficult, because creating a complete policy algorithm at execution time implies automating the tasks of programming itself. In [64], a much simpler approach is suggested where several hard-disk policy algorithms are created at software design time. This simple approach selects a hard-disk policy at execution time, based on its quality history. When several policies are implemented, it is to some extent possible to compare their performance during execution. The performance of static and dynamic time-out-based policies for hard-disks can be calculated during execution without much overhead. To date, no publication has indicated whether such an approach may yield actual power savings.

A summary of this section is shown in Table 2.5.
### 2.3.5 Interaction model

The previous section classified the time at which (a part of) a policy is fixed. This section identifies three different models describing the interaction of a policy with the environment. The environment is defined as everything except the policy and the mechanism. The three models differ with respect to the time of fixation of the policy input and the type of information exchange with the environment.

Table 2.6 shows the three models of interaction. For each interaction model, the time of fixation is given and the type of information flow. A one-way flow of information indicates that the policy only consumes information. A two-way flow of information means that the policy not only consumes information, but also interacts with other policies, with lower layers, or higher layers.

A “static” interaction model means that the policy does not receive any information during execution time. An “adaptive” interaction model means the policy adjusts to changes in its environment based on input information at execution time. A “cooperative” interaction model means that the policy interacts with its environment. For example, a cooperating policy exposes its current resource reservations or cooperates with other policies to estimate the current workload.

The algorithms within a policy are only capable of interacting with their environment during execution time. Therefore, no interaction model exists for a two-way information flow at compilation time, design time, or standardization time.

### 2.4 Architectural properties

This section analyzes important differences between the supporting architectures for power management. Power management architectures differ in where policies are placed and how the interaction between policies is organized. The different values for the policy placement property and the organization property are examined in detail.

#### 2.4.1 Policy placement

Power management policies reside at a certain level in the overall system. Policies can be located at roughly four levels: in the hardware, device driver, OS, or application. The location of the policy determines which information is available to the policy and how fast the policy can react to changes. Each location has its own distinct upper bound for power efficiency. We use two examples to demonstrate the effect of the location on a policy; hard-disk and voltage scaling policies.

The end-to-end argument is a classical principle in system design [161], saying that “functions placed at low levels of a system may be redundant or of little value when compared to the cost of providing them at that low level.” Implementing functions in a higher layer of a system may yield a more complete, correct, and efficient solution. Examples in favor of the end-to-end argument include the correctness of a file transfer across a network. The correctness check should be conducted at the
Figure 2.14. Two power management architectures with different policy placements.

highest possible layer in the end system, not at every intermediate network node. The same holds for encryption: end-to-end encryption by the application is desirable. The argument is also used in favor of the Reduced Instruction Set Computer (RISC) architecture. The instruction set should be as simple as possible, because any attempt to model the requirements of a whole range of applications is likely to be inaccurate. Better results are obtained when the instruction set is primitive and efficient.

If the end-to-end argument is also valid for placement of power management policies, it means that locating a policy at the application layer is superior. This superiority is consistent with the published results for specific cases, as we will shown for the clock scheduling problem (Chapter 5).

Hard-disk policies

Figure 2.14 shows two power management architectures. The architecture in Figure 2.14.a depicts a policy embedded in the hardware. In Figure 2.14.b the policy is located above the OS level and communicates directly with the applications. This is a policy located at the application level.

In [86] IBM engineers argue in favor of their “self-managed hard-disks” with an adaptive time-out-based policy inside the hardware. The IBM TravelStar hard-disk uses a policy in the firmware called Adaptive Battery Life Extender (ABLE). The architecture of Figure 2.14.a is used. No device driver or OS is involved in the hard-disk policy. The TravelStars series is equipped with five deactivated modes [86]. We will describe them all because they illustrate the need for a complex policy.

The TravelStars performance idle mode is entered immediately following the completion of requests, without any time-out delay. In performance idle mode, the servo motor keeps the platters spinning at full speed, but some of the electronics are powered down. Requests are processed with no delay. In fast idle mode, the power consumption is further reduced. The head is moved to a parking location, parked, and the servo motor control is deactivated. Wake-up time to active mode is about 40 ms. In low-power idle mode, the power consumption is reduced by 25% compared to fast idle mode. The heads are unloaded from the disk, reducing power consumption. In low-power idle mode, the heads are not flying over the disk surfaces. Wake-up time to active mode is about 400 ms. In standby mode, the spindle motor is stopped, and most of the electronics are powered off. Wake-up
time is less than 2 seconds. Sleep mode is similar to standby mode, but uses less power.

The IBM ABLE policy knows the trade-offs for each deactivated mode. When no requests arrive for the hard-disk, ABLE puts the hard-disk in an increasingly deeper sleep mode. The increased power savings of a deeper sleep mode are continuously balanced against the larger wake-up penalty in both time and energy. The trade-offs are different for each TravelStar model; large-capacity disks use more power and larger disk caches also increase power. Thus, the ABLE software includes a performance model with break-even times [17] tuned for that specific model.

Because the ABLE policy is different for each TravelStar model, placement of the ABLE policy inside the device driver would result in a higher installation hurdle. Imagine that every IBM, Toshiba, or Maxtor hard-disk needs a CD-ROM or floppy with a specific device driver. Therefore, considerations beyond the pure technical arena play a crucial role in policy placement. Self-managed hard-disks with a standard interface such as IDE or SCSI require no device driver and still offer adequate power management.

However, according to the measurements published in [126], placing the hard-disk policy at the application level turns out to be even more power efficient. Lu et al. built a prototype of the architecture depicted in Figure 2.14.b for managing the power of an IBM hard-disk. Their adaptive algorithm saved as much as 25% of the power.

Clock scheduling policies

A clock scheduling policy optimizes the processor frequency with respect to the workload to be serviced. In Section 1.4.1 we have defined the problem of clock scheduling. Section 2.1.2 provided details on the mechanism of voltage scaling.

In both [173] and [175], simulation results are presented on the performance of a clock scheduling policy put in hardware. In their technical report [173], So and Woo propose to use the path followed in the executed code to predict the duration of a task. The path begins after a processor wakeup and consists of basic blocks of code and follows branch instructions up to a certain depth. So and Woo propose to solve the problem of clock scheduling with similar techniques as those used in branch prediction [195]. This approach is likely to produce clock schedules with low power efficiency, because the processor hardware has no context awareness due to the lack of system-wide knowledge. Unfortunately, both publications on hardware-based policies do not compare their results with alternative policy placements.

Placing the clock scheduling policy at the OS device driver level is the approach of many publications. When it is placed at the OS device driver level, only processor load statistics are available from the OS task scheduler. Such processor load statistics are used to determine the clock schedule. The clock scheduler measures the processor load in fixed intervals (for example, every 20 ms). A simple technique is to adjust the processor frequency proportionally to the amount of processor load [186]. For example, if the processor was busy 15 out of the 20 ms in the previous interval; the processor frequency is reduced by 25%. When there is no idle time in the previous interval(s), the processor frequency can be increased stepwise or exponentially. In 2000, Grunnwald et al. published measurements on an implementation of a clock scheduler at the device driver level that uses the weighted average of the previous intervals to determine the new processor frequency [68]. Their measurements reveal "disappointing results"; the energy savings due to voltage scaling were only minimal, especially for bursty applications such as video decoding. Earlier simulations by Pering et al. in 1998 produced similar results [145]. In their simulations the power consumption of video decoding was 36% above the optimum.

A clock scheduler at the device driver level has only access to information related to the device
under control. By integrating the clock scheduler with the OS, other information becomes available to estimate the processing requirements of applications. Such "integrated clock schedulers" require numerous modifications to the OS. Flautner et al. [59] describe an integrated clock scheduler that maintains processor usage statistics of every process, observes the communication pattern between processes, keeps track of input/output device usage by processes, and tries to extract deadlines from periodic tasks.

The highest level at which a clock scheduling policy can be located is at the application level. In 2001, we measured the performance of an application-directed clock scheduler [153] (Chapter 5). An application-directed clock scheduler operates in close cooperation with the applications. Applications indicate their processing requirements and deadlines to the clock scheduler. Such cooperation between OS and applications is similar to a real-time OS. The difference is that the worst-case execution time is used in real-time OS scheduling, whereas in application-directed scheduling the average execution time is used.

For each of the four levels where policies can be located, example publications are shown in Table 2.7.

### 2.4.2 Organization

Power management solutions can be organized in different ways. This organization issue deals with the whole device, as opposed to dealing with only a specific component (Section 2.4.1, Policy placement).

There are two flavors for the organization of power management of a portable device: centralized and distributed. With the centralized option, a single policy manages the whole portable device. The distributed option has three approaches: two layers, three layers, or fully modularized.

In 1996, Udani and Smith proposed a centralized power manager, called the "power broker" [184]. This power broker will be "aware of the general state of the entire system and is in a position to make decisions that will enable the efficient use of resources". Figure 2.15 shows the structure of such a centralized power manager. The power broker contains the power management policies for all hardware components such as the display, hard-disk, CPU, memory, and WLAN. The power broker uses application groups to bundle applications with equal resource requirements and priorities. For example, groups for text editors, compilers, and web browsers. The power broker uses an "application registry" to store power management policies per application group. For example, during a telnet session the processor frequency is reduced, the hard-disk is powered down, and the WLAN is set to full performance. The basic assumption of the power broker is that only a single application is interacting with the user at a given point in time. With this assumption the power broker can simply determine the group of the current running application and use the policy associated with this group.

Centralizing the policies into a single component may yield good solutions in specific situations, but for the general use on a laptop or PDA it is impractical. The complexity of a central policy expands rapidly with the increase in supported hardware and applications. In the current PC-industry
it is nearly impossible to create and maintain such a central policy. A single vendor would need to integrate the trade-off for the supported hardware and applications into a central policy. Therefore, we consider a central policy to be unscalable and hence unattractive.

Instead of a central approach it is also possible to use a distributed approach. The most simple distributed approach is the two-layer structure. The Advance Power Management (APM) [45] standard uses this simple approach. This standard is now outdated and replaced: Version 1.0 of this standard was released back in September 1993. APM has been developed exclusively for x86-based PC systems. APM places the policies side by side within the same layer; this differentiates it from the central approach. APM has some important drawbacks: policies are placed exclusively inside the PC BIOS and each hardware component is managed independently, making cooperation between policies impossible. The power management policies located inside the PC BIOS operate without the knowledge of the OS. APM defines an interface between the OS and the BIOS, for example, for informing the BIOS that the overall system is idle. The BIOS can also inform the OS of events, for instance that the battery is nearly empty. For specific devices such as the hard-disk a time-out setting inside the BIOS determines when it will be deactivated. In general, within APM the OS has no direct influence on the power management of specific devices and the sophistication of the policies is low, due to the limited space inside the BIOS for code.

A more advanced approach to power management is using three layers instead of two. ACPI [90] uses this approach. ACPI is developed to replace both APM and the Plug-and-Play hardware configuration standard. Compared with APM, ACPI moves the policies one level up. Within ACPI, the OS has complete control of the global system state and the state of individual devices. When the user presses the suspend button on his laptop, the OS is informed of this event through ACPI and may choose to delay the suspend action, for example, to complete a file transfer. Implementing the suspend action within the OS is more efficient than the APM solution in the BIOS. Using APM to suspend means saving the full content of the memory and full state information to the hard-disk, whereas
in ACPI the OS only saves the memory content that is important to the hard-disk.

Figure 2.16 shows ACPI, along with the hardware and the OS. ACPI consists of three elements. The ACPI BIOS contains code to boot the device, implement the interface for sleep, wake-up, and some restart operations. The ACPI tables describe the hardware and contain functions for low-level operations in pseudo code. This pseudo code, known as ACPI Machine Language (AML), is interpreted by the OS using a virtual machine. A low-level function such as reading the temperature of the CPU is described in the ACPI tables using AML and can be interpreted and executed by the OS. The ACPI registers are the memory locations that provide an interface between the hardware and the OS for low-level configuration and power management.

A fully modular and de-centralized approach is proposed in [50]. Their approach is called Adaptive Resource Contracts (ARC) and provides an abstract view of a portable device. Policies are no longer confined to a single layer, but are fully distributed. Within ARC, the OS, device drivers, and hardware are abstracted and replaced by autonomous components that support QoS with a two-phase reservation system. The autonomous components are structured in a hierarchical fashion and together deliver useful services to the end user. Each of the autonomous components uses other components to deliver a required service. When one autonomous component requires a service, a QoS contract must be negotiated. ARC can exploit trade-offs between the different autonomous components to maximize power efficiency. Figure 2.17 shows the use of ARC in an application that delivers a live camera feed in compressed form across a wireless connection. Several contracts exist between the autonomous components in the figure. A contract contains constraints, for example, the minimal needed bit rate on the wireless connection. A contract may be violated, but violations must be signalled to allow other components to respond properly. ARC includes a concept similar to the configuration and operational modes in the Perfd framework (Section 1.4.1). A contract is created by selecting one of the operational modes of an autonomous component.

The research on ARC inspired the work on Perfd. ARC has a wider scope and is not specifically...
developed for power management. For example, ARC can also be applied to the management of a big team of researchers. A fundamental difference between ARC and Perfíd is the level of abstraction. ARC abstracts the OS, etc. away and therefore maps less efficiently to portable devices that conform to the structure depicted in Figure 2.10. Due to the high level of abstraction in ARC, the resource usage during service delivery is not covered (the scheduling phase of Perfíd).

Perfíd uses a hybrid approach: it combines a central approach and a modularized approach. Perfíd uses a single Perfíd service plane at the center (Section 1.4.2). Unlike the central element of the power broker architecture, however, the Perfíd service plane contains no intelligence and only coordinates the message passing. This hybrid approach is similar to the Odyssey system for managing the resources of adaptive network applications [139]. Odyssey uses a central entity called a vicenry to handle the intercommunication between various modules in the system. In [199] an OS extension is described that uses a central “credit manager” and a module for each hardware device. The credit manager is used to provide the guaranteed battery lifetime feature. In this enhanced OS, a credit must be obtained before a hardware device can be activated. The performance of the hardware is reduced to obtain a certain battery lifetime. Experiments showed that the power consumption of a laptop could be reduced from 3.5 W to 1.5 W. As a result, however, performance was also greatly reduced: the Netscape page loading time increased from 3 seconds to 29 seconds in their experiments.

Table 2.8 summaries the various organizations of the supporting architecture for power management.
2.5 Taxonomy

This section presents the Delft taxonomy that classifies power management solutions.

We define a taxonomy as “a classification of concepts or entities in an ordered system that indicates natural relationships”. As of 2003, no complete taxonomy for power management has yet been published. The Delft taxonomy for power management has been created to provide a starting point for a common vocabulary and to develop a framework that ties the many ad-hoc approaches in power management together. The aim is to identify all approaches for power management with a classification method that is relatively simple.

The Delft taxonomy provides a structured listing of all known approaches to power management. The next chapter of this thesis selects an approach with a high potential for power efficiency improvements, called the Perfd framework. The remaining chapters of this thesis are devoted to the implementation and evaluation of Perfd.

As the field of power management matures, insight is needed in the relative merits of the numerous possible approaches. Unfortunately the relative merits are difficult to quantize as, for example, it is difficult to quantify the costs of making applications context aware. A valuable contribution is the mathematical analysis given in [157]. This publication provides an competitive analysis [128] showing that a fixed time-out-based policy is inferior to a dynamic time-out-based policy.

2.5.1 Related work

In 1995 Golding et al. published the first “taxonomy of idle-time detection algorithms” [64]. The classified power management solutions in their paper are limited to monitoring the workload and exploiting the “off” mode; multiple sleep levels are not considered. Golding et al. present a general architecture of a policy and distinguish three elements: a predictor that monitors its environment, such as the arrival process of requests, and issues a stream of predictions, where each prediction is a tuple (start time, duration); a skeptic both filters and smoothes these predictions, possibly combining the results from several predictors; an actuator that obeys the sequence of predictions it gets as input to start and stop the device under control. For each of these three elements Golding et al. list the possible internal algorithms. For instance, the idle-period-duration predictor can be implemented using a fixed duration, moving average, back-off, or conditional autocorrelation. This initial taxonomy from 1995 is entirely focussed on the “solver algorithm type”, it does not cover architectural decisions, cooperating policies, advanced mechanisms, and other policy input types besides monitoring. In 2001 a somewhat similar taxonomy was presented by Lu and Micheli [125]. They classified policies into three categories, based “on the methods to predict whether a device can sleep long enough”. The three categories are time-out, predictive, and stochastic.

Lorch and Smith presented a very basic classification in 1998 [95]. They distinguish three energy management strategies. A transition strategy operates by constantly balancing the advantages and disadvantages of each mode a component can be in. This includes, for example, “how much power is saved by being in it, how much functionality is sacrificed by entering it, and how long it will take to return from it.” A load-change strategy modifies the workload of a component in order to increase its use of low-power modes. For instance, “reordering service requests can reduce power consumption”. An adaptation strategy aims to allow “components to be used in novel, power saving ways; an example is modifying file layout on secondary storage so that a magnetic disk can be replaced by low-power flash memory”. This identification of different strategies by Lorch and Smith gives a classification on a higher level than that based on the solver algorithm type. However, the classification is too basic to serve as a basis for a common vocabulary to power management solutions. The definition of the
adaptation strategy could easily be re-labeled as other strategies and is too broad.

Instead of creating a taxonomy for power management as a whole, some authors present a taxonomy for only one aspect of power management, such as the adjustment to changing operational conditions or reservation systems/QoS.

The innovative and highly cited publication by Noble et al. on Odyssey contains a classification of approaches for “adaptation” [139]. Unfortunately, this publication does not include a definition of what characterizes an adaptive policy. The most stringent definition requires that a policy includes a self-correcting feedback loop that adapts the current behavior of the policy when previous behavior has proven to be too eager or too conservative. This example demonstrates the lack of a common vocabulary.

Noble et al. designed an architecture and implemented the Odyssey system that allows for the systematic monitoring of operational conditions and adjustment of applications to changing operational conditions [139]. Their classification is client/server oriented and identifies two important properties: fidelity and agility. Fidelity is defined as “the degree to which data presented at a client machine matches the reference copy at the server”. Agility is defined as “the speed and accuracy with which it [the system] detects and responds to changes in resource availability”. For applications they distinguish two extreme levels of application involvement for the adjustment to changing operational conditions. The first extreme, called laissez-faire, makes the adjustment entirely the responsibility of the individual applications. In the other extreme, called application-transparent, the system bears full responsibility for both adjustments and resource management. The middle road between these extremes, called the application-aware approach, creates a “collaborative partnership” between the system and the individual applications. In this case “the system monitors resource levels, notifies applications of relevant changes, and enforces resource allocation decisions”.

In [7] a general model for adaptation to changing operational conditions is presented. This general model unifies the ad-hoc approach taken in six different systems (Odyssey, Transend, Conductor, Smiley, Coda, and Rutgers environment-aware API). Yet another classification for adaptation strategies is presented in [177]. This classification is strongly network oriented. Four different approaches are stated: a performance-based one, a feature-based one, a model-based approach using explicit network information, and a model-based approach using application benchmarks.

Taxonomies for reservation systems or QoS systems in general are the topic of several publications [5; 19; 160]. In [5] a generalized QoS framework is presented. This generalized framework includes 10 previously proposed QoS models, such as the ISO model, the IETF, model, and the TINA model. The fundamental differences between each of the QoS models are discussed. A number of properties are listed in this article for QoS management, QoS control, and QoS provisioning. The chosen values for each of these properties makes the 10 evaluated QoS models unique. The identification of QoS properties and their value range has a strong resemblance with the previous section that identifies and discusses power management properties.

2.5.2 Delft Taxonomy

The Delft taxonomy classifies power management solutions according to the properties of mechanisms, policies, and architectures as described in the previous sections of this chapter. Table 2.9 provides a summary of these properties and property values. For each property, such as the utility curve, a number of possible values proposed in the literature are listed. The Delft taxonomy simply uses these properties to identify power management solutions. To demonstrate its usage, we will classify several publications.

In 1994 an early and often-cited paper on hard-disk power management appeared [114]. The
<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Policy</th>
<th>Architecture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utility curve</td>
<td>Approach</td>
<td>Policy placement</td>
</tr>
<tr>
<td>Flat</td>
<td>Time-out</td>
<td>Hardware</td>
</tr>
<tr>
<td>Linear</td>
<td>QoS</td>
<td>Device dr.</td>
</tr>
<tr>
<td>Exponential</td>
<td>Benefit</td>
<td>OS</td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>2 layers</td>
</tr>
<tr>
<td></td>
<td>Monitor</td>
<td>3 layers</td>
</tr>
<tr>
<td></td>
<td>Given</td>
<td>Modularized</td>
</tr>
<tr>
<td></td>
<td>Monitor</td>
<td>Hybrid</td>
</tr>
<tr>
<td></td>
<td>Given</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reservations</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Negotiated</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Binary</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sleep level</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Performance</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Full setting</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Standard</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Design</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Compile</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Execution</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Static</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Adaptive</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cooperative</td>
<td></td>
</tr>
<tr>
<td>Publication</td>
<td>Description</td>
<td>Classification</td>
</tr>
<tr>
<td>------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>APM 1993 [45]</td>
<td>standard for PC BIOS based time-out policies</td>
<td>Mx PTNGBSS AH2</td>
</tr>
<tr>
<td>Li 1994 [114]</td>
<td>simulation on a fixed timeout policy for a hard-disk</td>
<td>MF PTNMBDS Axx</td>
</tr>
<tr>
<td>Weiser 1994 [186]</td>
<td>policy to adjust the processor frequency to the workload</td>
<td>ME PQNMPDA ADx</td>
</tr>
<tr>
<td>Udani 1996 [184]</td>
<td>central &quot;resource broker&quot; that uses application classes</td>
<td>Mx PXNMPDA AMC</td>
</tr>
<tr>
<td>Noble 1997 [139]</td>
<td>architecture for adapting to variable conditions</td>
<td>Mx PQMRxDC AMH</td>
</tr>
<tr>
<td>Hafid 1998 [73]</td>
<td>framework for QoS negotiation with future reservations</td>
<td>Mx PQMNxDC AMx</td>
</tr>
<tr>
<td>ACPI 1999 [90]</td>
<td>standard for OS-based policies for x86 architecture</td>
<td>Mx PTNxPSA A03</td>
</tr>
<tr>
<td>Lu 2000 [122]</td>
<td>a WLAN policy to exploit future workload indications</td>
<td>MF PXNGBDA ADx</td>
</tr>
<tr>
<td>Yuan 2001 [197]</td>
<td>adaptation based on changed resource cost and benefit</td>
<td>Mx PBMRPDC AMx</td>
</tr>
<tr>
<td>Zeng 2002 [199]</td>
<td>battery lifetime control through performance adaptation</td>
<td>Mx PQNMPDA AOH</td>
</tr>
<tr>
<td>Perfd 2003</td>
<td>Framework for cooperative power management</td>
<td>Mx PXNFDx AMH</td>
</tr>
</tbody>
</table>

Table 2.10. Several examples of the classification using the Delft taxonomy.

The paper examines a policy that simply deactivates a hard-disk after a time-out period. Actual hard-disk usage traces were used to simulate the performance and power consumption of several time-out values. The power and number of hard-disk deactivations were simulated for time-out settings between 0 and 1000 seconds. This publication is focused on a single mechanism/policy combination; multiple mechanisms/policies and their organization are considered to be out of the scope of this paper. The paper considers only a single mechanism with a flat type of utility curve. The simulated policy monitors the workload in the simplest way possible and does not consider information about the operational conditions. The output resolution is binary; if the time-out period is exceeded, the sleep mode is invoked. The policy algorithm and parameter settings are fixed at design time and two-way interaction does not exist. The values for the properties listed in Table 2.9 are therefore \{Flat, Time-out, None, Monitor, Binary, Design, Static\}. The resulting classification is written in shorthand using only the first letter of each property value, with a grouping of mechanism, policy, and architecture property values. The first letter of the group is also included, either M, P, or A. The Delft taxonomy classification of [114] with respect to the mechanism and policy is written as "MF PTNMBDS".

A more advanced policy, which controls a WLAN, is proposed in [122]; it can improve power efficiency when applications indicate their future workload. The policy uses the given future workload information to exploit sleep modes more efficiently. The interaction between policy and application is only one way, the policy does not provide any QoS-like guarantees. The type of utility curve for the mechanism is not included. The proposed policy is located in the device driver. Because the value for the architectural property "organization" is not described, the value "x" is used instead. An "x" denotes that all possible property values of Table 2.9 are explicitly mentioned and can all be used. This yields the following classification "Mx PXNGBDA ADx".

Table 2.10 shows a number of publications classified according to the Delft taxonomy. Each publication has been previously mentioned in this chapter. For each publication we give the first author, year of publication, bibliography reference, description, and classification.

The increasing sophistication of power management becomes clear from this table. As time progresses, publications that increase the efficiency by exploiting sleep modes become rare. With the APM and ACPI standards, time-out-based policies are mature, further improvements are difficult and offer little power-efficiency gain. Cooperative power management solutions that involve applications in power management and exploit two-way communication at execution time are beginning to emerge in publications from 1997 onwards. The number of publications on cooperative power management
is still limited and advances are difficult. However, there is still room for a significant gain in power-efficiency.

2.6 Conclusions

Our discussion on the major concepts in power management ended with the first complete power management taxonomy. The proposed Delft taxonomy is by no means the final answer. Innovative power management solutions may introduce new properties and new property values that were not considered. Properties may need to be replaced to remain abreast with the maturing field of power management. Other proposed taxonomies in related work are very basic. The Delft taxonomy strikes a different balance: it is developed to be detailed enough to be useful and simple enough to be generic.

A range of alternative classifications are possible for power management solutions. The listed properties are in our opinion the most influential properties of a power management solution. The classification method does not use properties with just two values such as absent and present. We believe that such a binary property does not represent a useful and fundamental characteristic of a power management solution. By definition it is not possible to extend a binary property with a new value. The property Approach can be extended with new and novel solutions, the binary property uses QoS cannot.

The Delft taxonomy provides valuable insight in the progress of power management solutions. It helps to identify mature solutions such as time-out-based policies and emerging solutions such as cooperative power management. The cooperative Perfd power management solution proposed in the next chapter can hopefully serve as a foundation for the next standard in power management.
Chapter 3

Perfd framework

This chapter analyzes the problems and opportunities concerning power management in portable devices centered around a general-purpose CPU. As a result we have designed a power management framework for these devices, called Perfd. The Perfd framework has been specifically designed to exploit the opportunities offered by context-aware policies and increased information richness.

We explain the inner workings of Perfd in detail. Perfd has been implemented on an embedded platform for experimental validation. This chapter describes this platform and our measurement environment. This environment enabled us to evaluate the ideas within the Perfd framework using actual performance and power consumption measurements.
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3.1 Problems and opportunities

This section revisits the power-management problem and all possible solutions discussed in the previous chapter. The central research question is: what direction in power management holds the highest
potential to advance the field of power management? The answer to this question has been used to
guide the design of Perfd itself.

3.1.1 Observations

Most of the advanced solutions for power management listed in the previous chapter are only found
in research publications. This section provides a short description of existing power-management
solutions in commercial products as background knowledge for the subsequent discussion on research
challenges.

As of 2003, power management in commercial portable devices is almost entirely based on the
time-out approach. For instance, devices such as portable PCs using a flavor of Windows, small PDAs
running Linux, and smart phones running Symbian all use time-outs for powering down the screen,
processor, and hard disk. The only exceptions are some types of laptops with a simple policy to
exploit voltage scaling. The input information for commercial power-management policies is mostly
limited to monitored workloads and the output resolution is limited to binary or sleep-level modes.
We estimate that currently at least 95% of the different policies on commercial portable devices falls
within this class (yielding a "PTNMSDA" classification, Section 2.5.2). An increasing, but still small,
percentage of laptops monitors the CPU activity to estimate the minimal required frequency (the most
simple form of clock scheduling, yielding a "ME PxnMDPA" classification).

The architecture of portable devices with a general-purpose OS has not been significantly en-
hanced over the years. The five-layer architecture (hardware, device driver, OS, applications, user;
see Figure 2.10) is firmly embedded in the design of portable devices, despite all the published re-
search on the topic of middleware. The latest version of Windows (XP) has a basic infrastructure for
the regeneration of multimedia decoders and encoders. Such an initial step towards full modularization
is still lacking in Linux. Exchange of non-functional information between layers is very rare. Inter-
faces only pass the bare essential functional information to maximize the level of transparency. Input
richness of power-management policies generally suffers as a result.

A very important consideration obstructing innovation in power management is its financial im-
lications; often, an unrealistic trade-off is made. This trade-off is the cost of implementing a
power-management solution versus the improvement in power efficiency. The holy grail for many
power-management researchers is to improve the power efficiency without any modification to appli-
cations [13; 59] or software in general [63]. It is questionable whether a "magical recipe" exists that
will significantly improve power efficiency without modification of software. Therefore, the future
of power management in commercial portable devices will lie somewhere between the two extremes,
no software modification and minimal power efficiency improvement or extensive modification and
maximal improvement.

3.1.2 Research challenges

To identify the power-management research challenges, we first determine the requirements for the
next generation of power management schemes. In our view, the ultimate goal in the broader context
of mobile computing is making portable devices more useful and intelligent. We identify four research
challenges that must be tackled in order to reach this goal, being context awareness, modularization,
information access, and pro-activity. Consider our scenario that describes the hypothetical "Aware"
system, inspired by the Aura system [162].

Fred is in a meeting, he just gave a presentation and is very tired. He grabs his
Palm XXII wireless hand-held computer. Aware transfers the state of his work from the
presentation desktop to his hand-held, and allows him to make some corrections to his presentation. After his meeting Fred travels to the train station to go to the next appointment. Fred wants to relax and selects the Aware Personal MTV service on his hand-held to watch some video clips. Aware infers where Fred is going from his calendar and the location tracking service. The personal MTV service sees that bandwidth will be scarce for the next hour. Some interesting video clips are pre-fetched at the train station with abundant wireless bandwidth. The personal MTV service calculates the battery lifetime for numerous service settings and selects almost the highest video playback quality with the highest screen illumination since it knows that there are conveniently located power outlets in the meeting room of his next appointment. When Fred arrives at his meeting the hand-held battery is almost completely empty and Aware asks Fred to feed his handheld.

To realize the above scenario, software in general must have full understanding of its environment. Context awareness should become an integral part of a portable device. At one end of the spectrum, the end user's context and intent [165] must be understood by a system such as Aware. At the other end of the spectrum, the power-management solution on the Palm XXII should add another type of context awareness, such as the costs of resource usage. Research that merely increases the efficiency of exploiting deactivated modes does not bring us significantly closer to our aim of more intelligence in portable devices.

A formidable challenge is moving the whole field of power management away from time-out-based solutions towards more context-aware solutions. Power-management policies must evolve to understand and reason with concepts such as workload, performance, quality, operational conditions, and power consumption. It is very likely that in this respect changes must be made to the OS and applications.

Monolithic software applications are still the rule rather than the exception; modularization of software is still in its infancy. The advantage of modularization from the power management perspective is the possibility for fine-grained control by using distributed power-management policies (Section 2.4.2). A great need exists for an open framework with re-usable software modules. However, creating such a framework is a huge task (e.g. CORBA, JavaBeans). First, the basic infrastructure needs to be created for module loading, registration, etc. Second, the labor-intensive development of numerous standard modules. Examples of standard modules are multimedia decoders, web browsers, position calculators, and speech recognizers. Therefore, modularization is a significant challenge that is likely to take time to evolve. The challenge is to accommodate a gradual transition from current monolithic applications towards context-aware modules.

Power-management policies that have the sophistication to understand their environment are useless when they do not have access to information about their environment. Currently, components of portable devices only share functional information. The next generation of power management needs to facilitate the sharing of more than functional information. The challenge will be to define the appropriate interfaces for sharing this information. Independently developed components need a common interface. For example, a standard API needs to be defined for the CPU that allows applications to calculate the costs of processing and communicate their processing needs, independent of the processor architecture, model, and speed. Such interfaces are a challenge on their own, because they need to be specific enough to improve power efficiency, yet generic enough to be useful for a whole range of components.

The final and most difficult challenge is adding pro-activity to portable devices. Current state-of-the-art portable devices are still mostly limited to passive behavior; portable devices have no clue about the user's intent [162]. For instance, a user starts watching a DVD movie on a laptop and the
remaining battery lifetime is insufficient to see the whole movie. Current power-management policies are not pro-active and do not have the foresight to predict and influence the remaining battery lifetime. Pro-active behavior is a key element for useful and intelligent portable devices. The challenge is to design a power-management solution that also facilitates pro-active behavior.

3.1.3 Approach

The above challenges can be met by applying cooperating policies. Recall that cooperating policies (Section 1.4.1) are power-management policies that understand their environment, interact with each other, exchange non-functional information, and can estimate/influence the future. The potential of cooperating policies has been discussed before [16; 17; 55; 139]. However, an architecture to support cooperating policies has been lacking. This is best illustrated by the state of affairs in the the area of reservations. Reservations are a powerful instrument for cooperating policies to inform others of future events. As observed in [193] “a higher-level framework” is missing to coordinate reservations. As of 2003, only isolated solutions exist for different components such as Rialto’s CPU reservations [96], RSVP network bandwidth reservations [200], and hard-disk access reservations [22].

Our solution to power management is based on numerous ideas. Most of the ideas are inspired by research publications outside the power-management field on topics such as modularization [44], performance modeling [82], and QoS [5]. Several other research publications in power management exist that present a combination of ideas [139; 184]. The key difference is that our combination is based on feedback from initial implementations and power measurements.

Our Perfd framework supports a modularized type of organization as listed in Table 2.8. We define a component as something that delivers a non-trivial service and uses resources. Perfd also supports a gradual evolution from the current dominant three-layer model into a modularized type of organization. A key feature of Perfd is its decentralized power-management policy. A central "resource broker" model has many drawbacks such as poor scalability. Creating decentralized policies is difficult because the different policies must work together, but by definition lack a single controller. The policies also need to deal with the limitations imposed by general-purpose OSes. For instance, OS device drivers are not abstracted away in the Perfd approach. Figure 3.1 shows the architecture of Perfd from an implementation viewpoint. The right-hand side of the picture shows the different
Figure 3.2. Perfd components with a traditional policy (a) and a distributed policy (b).

hardware and software components. Together a hardware component and a device driver form a power-management mechanism that must be controlled. The decentralized policies are located inside the Perfd drivers. No central intelligence exists in the Perfd approach; the Perfd coordinator merely passes messages around and stores shared data structures.

The central, new concept in Perfd is adding the ability to communicate and reason about alternatives. These alternatives can exist either at a high level, such as the level of compression used within a service, or at a low level, such as which task ordering for the next second yields the lowest processing power consumption. The communication about alternatives is explicitly supported by the Perfd coordinator. This is one aspect of the Perfd framework addressing the key research challenge of increased access to information. Reasoning about alternatives implies having decision points and the ability to predict the likely outcome of alternatives. Such outcomes are predicted using performance models at execution time. Performance models provide the ability to quantify the power consumption of alternatives at the cost of some run-time overhead and additional software development at design time. The performance models are situated in the Perfd drivers (Figure 3.1). The Perfd framework provides basic support for pro-active behaviour. Pro-active behaviour is supported by the performance models that can estimate the future and the ability to reason about alternatives.

Figure 2.1 showed the traditional model of combining a policy and a mechanism. This basic model does not explicitly support pro-active behavior. When multiple components are combined, the most simple solution is to simply stack them together in a hierarchical form (Figure 2.8). However, in this simple model, the intelligence (policy) is included in one component. The efficiency of this simple model can be improved by splitting the policy into two parts. We call these parts the scheduler and the configurator (see Figure 3.2b). This split causes a change in the communication model between a client component and a server component. The traditional model changes from a demand for service into a cooperative model with a negotiation process between the scheduler and configurator in which alternatives are explicitly exchanged.
Figure 3.2 shows both the traditional model with a monolithic power-management policy (a) and the distributed policy model of the Perfd framework (b). In the traditional model, the audio decoder simply uses the processing component without any knowledge of resource usage and power consumption. In the distributed policy model, the configurator communicates its requirements and the scheduler deals with the limits. Through cooperation, they can find a superior solution.

The scheduler shields the upper component from the details of its underlying mechanism. The configurator negotiates the most power-efficient operational mode with the scheduler and internally makes alternatives explicit. The scheduler determines for each service request of (multiple) components the most power-efficient access pattern for the mechanism it controls. Components can now cooperate to find the most power-efficient solution. So when a cooperating policy (configurator, scheduler) is split, both components contain intelligence and context awareness.

An "audio streaming service" is used as a leading example in the remainder of this chapter. Chapter 4 describes several measurements on the implementation of this service. The audio streaming service uses a wireless link (802.11) to stream compressed audio data from a multimedia server to a portable device. On this portable device, the audio data is decoded by the processing component.

The cooperation between the scheduler and the configurator is best illustrated with the Perfd concept called "graph search". For complex services that involve multiple components, such as the audio streaming service, it is non-trivial to determine the optimal operational mode for each component. The dependency of the audio decoder and the processing component is shown in Figure 3.2; we call this a dependency graph. A config-space graph enhances a dependency graph with alternative configurations for the realization of a service. Figure 3.3 shows a simplified config-space graph of the audio streaming service. The dotted lines indicate the existence of several alternatives. A config-space graph is used during execution time by the various Perfd configurators in a complex service to make decisions explicit and to calculate the resource usage for each alternative course of action.

Alternative configurations use different operational modes for one or more components. For instance, for audio streaming the MP3 format implies heavy decompression and the MP1 format light...
decompression. The processing element is omitted in the figure for brevity. "Compression level" is the name of an explicit decision point at execution time. Decision points improve power efficiency in this particular scenario by selecting a certain compression level. In the traditional approach the compression level would have been fixed at software design time, independent of factors such as the hardware platform or wireless link conditions. The explicit naming and evaluation of alternatives using a performance model is new to the best of our knowledge; Perfd is the first power-management framework to have this ability.

The delivery of a service using a configurator and scheduler is divided into several actions (expand, evaluate, execute, monitor, clear). Figure 3.4 shows the name of the phase prior to service delivery (initial configuration) and during service delivery (both scheduling and reconfiguration). During the expand action, a config-space graph is constructed. The evaluation action of the various components involved adds concrete power consumption information to the config-space graph using performance models. Execution means starting the service. During the monitoring action, the schedulers are active to ensure that the optimal operational mode is maintained and the configurators are active to check whether the configuration is still optimal. The clearing action handles the deactivation of the service and initiates sleep modes if possible. Each of these actions will be explained in detail in the next section.

3.2 Architecture

This section explains the details behind the Perfd architecture and the underlying design rationales.

3.2.1 Design rationales

The design of the Perfd architecture is based on four design rationales.

1. Enable modularization of components.
2. No difference between hardware and software components.
3. Trust other components, no QoS contract enforcement.
4. Separation of the different component functions, no integration.

The first Perfd design rationale is enabling modularization. Breaking up applications into flexible, smaller, and re-usable components is the subject of numerous publications. The Perfd framework is closely related to the field of middleware. Middleware researchers also aim to enable modularization, for example, with standards such as CORBA [44], DCOM [24; 39], and JavaBeans [133]. From the
numerous middleware publications, only a few focus on portable devices. An architecture is needed to support components on a portable device. Proposed portable device architectures all suffer from drawbacks. For instance, the Odyssey architecture proposal to support components is in our opinion the best attempt published to date [139] (Section 2.5.1). Drawbacks of Odyssey are the focus on quality instead of quality/cost, the fixation on network bandwidth, and the limited interface between components (based on the file analogy).

The second Perfd design rationale is that hardware and software must be treated equally. This design rationale aims to remove the existing artificial boundary between hardware and software. Component architectures seldomly provide equal treatment to the components below the OS, compared to the components above the OS. Numerous architectures do not even consider the lower components at all. Providing a unified view of hardware and software has been hinted at before in this context, but was never realized [197]. Providing a single abstraction for certain service classes or hardware device types is suggested in a number of publications [139; 184; 72]. However, defining interfaces has proven to be a difficult task. For example, the interface for the processor is the topic of a considerable number of publications [145; 112; 116]. Yet, despite the large number of publications, there is still no commonly accepted processor component interface.

The first two design rationales have a significant impact on the interfaces between components. The use of the component paradigm almost automatically implies the fixation of interfaces, as interfaces must be pre-defined when applications (re-)use existing components. The alternative is not fixing interfaces and letting the various component developers define them. This approach without standardization will most likely result in numerous incompatible interfaces and hamper component development. In Perfd, components must belong to a certain type and have a pre-defined interface. For example, a video decoder component to be used may only be passed in a specified way information such as a filename, a compressed video stream, or a query for a resource usage estimation. For generic component types, such as storage, multimedia decoding, and web browsing, it is possible to define generic interfaces. For instance, the USB standard defines a generic interface for storage components using diverse technologies such as magnetic disks, optical disks, and FLASH. Of course, flexibility is an important concern when interfaces are fixed. Subtypes and interface versions are used in the Perfd architecture to ensure that the developer of each component has the freedom to balance efficiency, compatibility, and economical concerns. Architectural problems resulting in, for example, "DLL-Hell" [134] (Windows specific problems caused by the lack of sufficient support for different library versions) have limited the use of the component paradigm mostly to pre-packaged libraries instead of the more ambitious middleware approach of CORBA and DCOM [48].

Using modularization implies clustering of the functionality of a portable device into distinct and independent components. For example, in a wireless multimedia terminal, components can be clustered into a display, wireless link, battery, video decoder, and processor. Clustering is not a trivial task because efficiency is a major concern. It may seem natural to separate the CPU and memory into two different components, but due to the significant entanglement between them this is not desired; software will always require both the CPU and memory. A more efficient approach is to merge them into a single processing component. This component is a wrapper around the CPU, various cache levels, and main memory.

The third Perfd design rationale states that components in a portable device trust each other. No resources are spent in Perfd on "QoS contract enforcement" [42]. This design rationale is motivated by the fact that there is only a single end user of a portable device. In [198; 199] the idea of using "currency" (short for current and currency) was presented to implement a feature that we call "determined battery lifetime". In the currency experiments on a Linux laptop, the authors delayed hard-disk requests and slowed down software execution to meet a given battery lifetime. Techniques
such as budgets, debt limits etc. were used to keep track of every instance of power usage at a very low level (1 unit of currency equals 0.01 mJ). In the Perfd framework we carefully avoid such accounting overhead by implying trust on components not to waste any energy.

The fourth Perfd design rationale states that the different logical functions of a component must not be integrated. In the publications on middleware and adaptivity research, little attention [13; 179; 191] or no attention at all [72; 95; 139] is given to a general architecture of a component or a power-management policy itself. There is no commonly accepted detailed approach to structure a component. A general design guideline exists that promotes separating a power-management mechanism from the controlling policy within a component. A lesser known guideline called the separation principle is described in [113]. This publication in the area of architectures for adaptivity advocates the separation of measurement and control functionality. For the area of power management, another observation is important. No commonly accepted approach exists to structure a power-management policy.

Creating a power-efficient cooperating policy is difficult without any guiding principle. The fourth design rationale explicitly rejects monolithic policies. Solving smaller clearly defined problems is simpler than solving a large problem. Therefore we split a component into several parts. We have identified five logical functions that must be present in a cooperating policy. Together with the power management mechanisms (6th) these logical functions form a single component. When such logical functions are explicitly identified and exploited in a policy, both the development process and power efficiency is likely to improve. The logical functions within a component are thus as follows.

- Scheduler
- Configurator
- Workload estimator
- Operational conditions estimator
- Performance model
- Component services

Component services is a generic term to denote the parts of a component that implement the power-management mechanism and the services of the component.

### 3.2.2 Component model

Figure 3.5 shows the abstract component model that includes all logical functions. Several of such components joined together realize services for the end user such as the audio streaming service.

The scheduler determines the most power-efficient access pattern for the component services. The top-most components, applications, do not require such a scheduler. Hardware components can often only service a single consumer at one point in time. The scheduler can use time slots to grant exclusive access of service consumers to hardware.

The workload estimator inside the scheduler uses different sources of information to give an estimate of current and future requirements. Sources of information include previous requests, reservations, and other types of information.

The component services offers the actual functionality of the component, either hardware or software based. The component services also include the power-management mechanism controlled by
the scheduler. Component services examples are a software-based video decoder and the hardware of a disk.

The performance model of a component contains detailed information on quality and cost trade-offs in using that component. This performance model can be queried to provide a power consumption estimate before any service is delivered. This model includes the specific characteristics of each supported operational mode.

The configurator selects the most power-efficient operational mode for the required underlying services for that component. For example, a component using a wireless link needs to balance bandwidth and power consumption. The configurator/scheduler relation was already shown in Figure 3.2. Each configurator connects to a scheduler of an underlying component. Both cooperate to find the most power-efficient configuration and access schedule. The configuration part of a policy is responsible for both setting and guarding the optimal setting of the underlying services. Figure 3.6 shows the dependency graph of all components involved in our audio streaming service example. Setting and guarding the optimal setting is not trivial because multiple components are involved, each having a different perception of time. For instance, 802.11 wireless LAN packets are transmitted every ms, while pre-fetching and caching actions involving a hard disk may occur once every few minutes.

The selection process of operational modes is a vital step in devising the most power-efficient configuration of a portable device as a whole. This configuration step is carried out before the delivery of a service. The quality and cost of the underlying service are monitored during service delivery by a special operational conditions estimator within the configurator. The configurator uses this quality/cost information to consider the need for a reconfiguration step. Such a reconfiguration step means halting service delivery, changing parameters, and resuming service delivery.

Again there is no commonly agreed terminology for most of the above concepts. In several publications a dedicated element is responsible for the estimation of the workload or simple logging of incoming service requests. This element is called a "filter driver" in [13], "episode detection" in [59], and remains nameless in [121]. The lack of a commonly agreed terminology indicates the immaturity of the field and the need for a unifying framework such as Perfd.

Figure 3.7 shows a more detailed component model that includes the information flow. The scheduler receives several types of information. Incoming reservations (two-way information exchange, Section 2.3.5) are processed by the scheduler and result in either an accept or a reject. The usage
Figure 3.6. The Perfd dependency graph for the audio streaming service.

Figure 3.7. Model of a component and the information flows within Perfd.
indications (one way) are used to improve the power efficiency of the generated access schedule. The direct requests for service receive traditional best-effort service. Queries from the higher layer are directly passed on to the performance model.

The configurator exchanges information with underlying components. When the component services use other components without a prior indication or reservation, that usage is regarded as component noise. Component noise produces an unpredictable workload on other components and must therefore be minimized. Hence, all direct requests are considered component noise from a higher layer.

It is important to realize that components are not static entities; they are influenced by their environment and subject to fluctuations. The environment can be, for example, an unreliable wireless channel or the end user himself. Components must therefore be capable of handling fluctuations when they request services.

The aim of the PerfI component model is to enable cooperation. Recall from the first chapter that cooperating policies are based on access to non-functional information and context awareness. Input richness is vital (Section 2.2.3) for improving the efficiency of cooperative power-management policies. In Section 2.3.2, more details on policy input information are given. Related work that tries to exploit increased input richness is limited. Several publications only deal with the exchange of quality-related information [139] or express cost in a single dimension [197]. Within PerfI, both quality and cost can be exchanged with a multitude of parameters in the style proposed by Schilit et al. [164]. In 1993 Schilit et al. proposed a general model to exchange information based on \( \text{parameter} = \text{value} \) pairs with \( \text{parameter} \) acting as the key and \( \text{value} \) holding the actual data. This resembles the older Linda tuple space model [1; 31; 32]. The advantage of the \( \text{parameter} = \text{value} \) approach is the flexibility to exchange information.

To support cooperation using \( \text{(parameter} = \text{value}) \) pairs, PerfI uses a unified interaction infrastructure (Section 1.3). This interaction infrastructure is implemented as part of the PerfI coordinator (Figure 3.1). The PerfI coordinator functions as a control plane that provides a number of facilities, such as component registration, message passing, and storage of data structures. This implies that all information flows depicted in Figure 3.7 are facilitated by the single PerfI coordinator. For complex services such as the audio streaming service, the PerfI coordinator stores data structures, including the config-space graph. The PerfI coordinator contains no intelligence to understand the messages passed between components or to manipulate data structures. Due to this absence of central intelligence, the PerfI approach is fundamentally different from the 'central resource broker' type of organization (Section 2.4.2).

### 3.2.3 Performance models

An opportunity that has not been exploited yet is using performance models as an integral part of a power-management architecture. Performance models provide the means for pro-active behavior and improved power efficiency. In PerfI, each component must have an explicit performance model capturing all trade-offs. Within the PerfI framework we use the approach that a performance model is used at execution time.

Exploiting performance models at execution time is a new approach in power management. Related work is limited to a single publication by Sinha and Chandrakasan on clock scheduling [172]. They propose to augment every function or application with a simple energy model that "separates the switching and leakage components and predicts its total energy consumption" to enable "the estimation of the energy requirement of an application that has to be executed". However, their proposal to use a performance model for power management is limited because it cannot be applied in the general
case (voltage scaling only), ignores costly memory operations (no cache or main memory), cannot handle environment changes (static FFT calculations only), and is based on a level of abstraction that is too low to be efficient (the BSIM2 MOS transistor model [167]).

A performance model within Perfd predicts for each operational mode of the component and the current environmental parameters what the quality of the offered service and the required resource usage will be. For example, an audio decoder performance model states the exact relation between input bit rate, input format, required processor/memory usage, and audio output distortion. The Perfd framework requires that each component has a performance model and that this model is separated from the component services.

The mantra "to measure is to know" is used in the literature to improve power efficiency of software. In [40] a number of tools are discussed that the application programmer can use to measure the power consumption of applications at design time. Such tools aid the software design phase with concrete measurements of performance and power consumption. By comparing the power efficiency of several implementation alternatives, an informed selection can be made. The drawback of this method is the fixation of choices at design time. At design time not all information is readily available, for instance, target platform details are unknown. It is likely that the most power-efficient solution differs for various laptop, PDA, and mobile phone models.

The Perfd approach extends the design-time measuring method. Each Perfd component includes a performance model with explicit knowledge of all supported operational modes. In numerous cases the selection between alternatives during execution time improves power efficiency, compared to the fixation of choices at design time. During execution time, far more information is available. The opportunity of Perfd to postpone vital decisions until execution time makes components more complicated, but can provide significant power savings [138]. Component developers must include such execution-time decisions in the components. During design time, the component developer must explicitly encode each decision in the Perfd driver software. In some cases the best solution is already known at design time and can be fixed directly.

Within a component, both the scheduler and the configurator use the performance model to make an informed selection between alternatives. The Perfd framework defines a uniform interface to query the performance model of all components, from hardware to software.

We have identified two problems that emerge when performance models are used. The first problem is that it is hard to determine the optimal accuracy of a performance model. The second problem is that the performance of software depends on the hardware used.

The level of accuracy is an important issue for a performance model. A performance model need not give exact answers about resource usage and resource cost. Giving an exact answer is usually counterproductive as, for example, it would require significant resources to have a full performance model of the processor inside the Perfd processor driver. A cycle-accurate performance model of a super pipelined processor including caching and memory access structure is generally very complex and computationally intensive. A simulation at the gate or transistor level to obtain the exact amount of energy required for running a certain piece of code would not yield any power savings. Thus, performance models must not aim at providing highly accurate answers, but should only give answers that will likely result in real power savings. The actual required Perfd performance model accuracy remains a difficult subject.

Fortunately, our case study suggests that very accurate models are not required for power efficiency gains. A first-order estimation (roughly 10% error) of the performance already yields a higher power efficiency than having no performance estimation at all. Thus, by providing a first-order estimation of the trade-offs in operational modes, one can already obtain efficiency gains. More detailed performance models provide additional power savings, but suffer from diminished returns.
Another issue for the usage of performance models is their dependency on both the internal state of a component and the environment, which may change in a split second. In Perfd, every performance model has full access to information such as the workload and operational conditions in order to determine the current service quality and cost.

For instance, consider the power consumption of a video decoder. The power consumption depends on the video stream that needs to be decoded, other processes running on the same processor, the content of the cache, etc. The performance of a video decoder is dependent on the processor performance and cannot be determined for a universal processor, as a mobile Pentium 4 behaves very differently from a StrongARM 1100. The Perfd solution for this hardware dependency is to have a general performance model for a video decoder and calibrate it for a particular processor, cache and memory configuration by running a small number of performance tests when the video decoding software is installed or started. It is relatively easy to measure the required processor cycles for basic video decoding operations. This need for calibration of performance models is a wider issue. The performance models of software in general need to be calibrated for the specific platform hardware when first installed or used. Another option besides measuring at execution time is using the performance model of the processing component. Understanding this performance model requires a high level of sophistication of software; hence the calibration method may be preferred by software developers.

Another example is the wireless link. Its performance and power consumption can only be accurately calculated when all characteristics of the surroundings are known, such as movement patterns and reflection characteristics. An accurate wireless link performance model also needs to know the current value and history for parameters such as signal strength, packet error rate, allocated bit rate, and remaining free bit rate. However, a simple model can also be used to predict the wireless link cost. In [58], the energy usage for transmitting an 802.11 packet of size $s$ is measured and modelled as: $E = a \times s + b$.

To give a concrete example of a performance model, we discuss the processing component. The processing component has a performance model with information on cache and main memory size and speed, the supported frequencies for the CPU, etc. A number of possible combinations of parameters, values, and units for the performance model are depicted in Table 3.1. The information within a performance model is only understandable for a component that knows the details of the processing service. For instance, to accurately estimate the cost of decoding an MP3 audio file, the audio decoder needs to know the cost of the memory reference, average cache hits, required CPU cycles, etc.

Large-scale deployment of the Perfd framework requires the fixation of interfaces to components in general (see previous section) and performance models. Within the Perfd framework, standardized performance model interfaces need to be developed for various types of components. This is a non-trivial task as it is closely related to the problem of defining a standard functional interface for a component, for example, how to transmit a WLAN packet or execute a video decoder.

3.2.4 Scheduling phase

During the scheduling phase, a component delivers service to one or more components. The task of the scheduler is to coordinate the access to the component services, exploit deactivated modes, and determine the performance level (Section 2.3.3). This section provides more details and discusses an example in depth.

Figure 3.8 shows a general model of a Perfd scheduler. Components that want to use the component make either a reservation or send a usage indication to the scheduler. Direct requests for service reduce the efficiency of the scheduler because they reduce the amount of a priori information. A direct request to a hard disk that is in sleep mode implies a costly activation. If the scheduler had
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>main memory size</td>
<td>32</td>
<td>MByte</td>
</tr>
<tr>
<td>main memory speed</td>
<td>50</td>
<td>ns</td>
</tr>
<tr>
<td>main memory access cost</td>
<td>5.2</td>
<td>mJ/MByte</td>
</tr>
<tr>
<td>number of cache levels</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>cache level 1 size</td>
<td>4</td>
<td>KByte</td>
</tr>
<tr>
<td>cache level 1 speed</td>
<td>2</td>
<td>cycles</td>
</tr>
<tr>
<td>cache level 1 access cost</td>
<td>.48</td>
<td>nJ/cache line</td>
</tr>
<tr>
<td>number of processor frequencies</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>processor speed 1</td>
<td>108.6</td>
<td>MHz</td>
</tr>
<tr>
<td>processor speed 2</td>
<td>217.2</td>
<td>MHz</td>
</tr>
<tr>
<td>current speed</td>
<td>217.2</td>
<td>MHz</td>
</tr>
<tr>
<td>processor load</td>
<td>94</td>
<td>%</td>
</tr>
</tbody>
</table>

Table 3.1. Possible performance numbers published by the processing component.

Figure 3.8. The general model of a Perfd scheduler.
known in advance about the request through a reservation or usage indication, it would perhaps have kept the hard disk activated. Reservations and usage indications mean that the scheduler can estimate the workload in advance. The performance model is queried to determine, for instance, the power consumption in sleep mode. The scheduler adapts the operational mode of the component to the workload. Requests can be delayed in order to, for example, bundle requests together and exploit the flat utility curve of a hard disk [123].

The scheduler for a processing component will be used as an example in the remainder of this section. Chapter 5 will present detailed measurements of a Perfd processing scheduler on our LART platform. In a general-purpose OS the traditional “CPU scheduler” has the important task of ordering jobs and allocating CPU time slices both fairly and efficiently. The CPU scheduler has a significant impact on computer system performance and is the topic of numerous publications [20; 81; 141]. The task of the Perfd scheduler for the processing component is more challenging, since it must replace the traditional CPU scheduler and improve the power efficiency.

Processors have evolved rapidly from basic 8 bit processors towards super-pipelined super-scalar processors using advanced memory pre-fetching, speculative execution, and voltage scaling (Section 2.1.2). On laptops with a standard general-purpose OS (Windows, Linux, etc.) the control of such complex processors is becoming a bottleneck, as they can operate in many operational modes. For instance, “the PowerPC 405LP supports 6 somewhat independent parameters that affect the power consumption of the system: core voltage, CPU frequency, memory bus frequency, on-board peripheral bus frequency, external peripheral bus frequency, and LCD pixel clock frequency.” [23]. Not only the control of the performance levels is a problem, deactivation modes are also more complex to control due to their fine granularity. For instance, the 405LP has the ability to deactivate individual registers.

Selecting the optimal operational mode of a processor such as the 405LP is complex. The Perfd processing scheduler is helped by increased information richness and access to a performance model. Components that require processing must hint their requirements or explicitly make a reservation. Using this performance model, the Perfd scheduler can determine the most power-efficient solution of fine-grained decisions.

For a number of tasks, such as video decoding [15; 25; 131], it can be estimated in advance what the requirements are for the processing component. The video component can send a usage indication or make a reservation for the processing component. The goal of the Perfd processing scheduler is to determine the optimal operational mode of the processor, given the processing requirements of software components. By exploiting the exponential type of utility curve of a processor (voltage scaling) it is possible to reduce power consumption significantly.
A plausible scenario is that a user is watching a movie on his/her portable device and a background task must be executed. It is non-trivial how to efficiently schedule such a new task next to the video decoding task. We implemented this scenario on our LART platform (Figure 1.8) and present actual Perfd results in Chapter 5.

Figure 3.9 shows a concrete example of the scenario with continuous video decoding and a new task that must be scheduled along the decoding of video frames. The new task is short and has a certain deadline. The figure shows two alternatives for adding a new task on top of the decoding process of 15 video frames. The figure shows the minimal required processor speed to complete the video frame before the deadline given by the video decoder. Adding a new task implies increasing the processor frequency in certain intervals. The processor frequency increase is marked as a gray area in the figure. The deadline of the new task lies between the start of video frame 142 and 143. Figure 3.9.a shows the alternative where the new task is added when video frame 139, 140, and 141 must also be decoded. Figure 3.9.b shows the new task scheduled next to video frame 140 and 141. It is the responsibility of the Perfd processing scheduler to process the reservations and minimize the power consumption of the processing component. The implementation of the Perfd scheduler is non-trivial. One implementation might reason that alternative a is superior because the power consumption increases rapidly when the processor frequency increases. Another implementation might prefer alternative b because context switches and cache flushes are expensive and must be minimized.

3.2.5 Configuration phase

A coarse overview of a configurator was given in Section 3.2.2; this section provides more details and discusses the audio streaming service example. Configuration consists of two phases, as shown in Figure 3.4: an initial configuration phase and a reconfiguration phase.

The Perfd framework enables uniform treatment of reservations, usage indication, and direct requests (Figure 3.7). These three actions can be regarded as Perfd primitives. During initial configuration, only one Perfd primitive is defined, the graph search service, which can find the optimal operational mode for each component within a complex service.

The graph search service consists of building a config-space graph, evaluating each alternative, finding the most power-efficient alternative, and executing this alternative. Some more complex services involve multiple components, thus in that case multiple configurators must work together during the initial configuration phase.

Figure 3.3 showed the simplified config-space graph of the audio streaming service. Figure 3.10 shows a more detailed version that includes an additional trade-off between battery lifetime and audio quality. Note that for clarity only a part of the config-space graph is given, only the low-quality alternative for the quality level is expanded, all compression methods except the OGG method are not expanded, and the processing component is again omitted. A hard disk can optionally be used to cache audio tracks. Popular audio tracks are stored on the hard disk to be played multiple times without the use of the wireless link. Power savings depend on the effectiveness of the caching and cost of both wireless link and hard disk. The alternative using caching is also not expanded. In the config-space graph the different alternatives are indicated by dotted arrows, forming an "XOR" relation. Requirements are indicated with a solid arrow, forming an "AND" relation.

The quality level and compression level decision points require audio compression knowledge within the top-level audio streaming component (Figure 3.6). An audio compression method using heavy compression, such as OGG, requires a lower bit rate to obtain “FM quality” than MP1 [18; 143; 142]. Table 3.2 contains possible parameter values for the config-space graph as parameters for both the wireless link component and the decoders. Four levels of audio quality are listed in the table.
Figure 3.10. A more detailed config-space graph for audio streaming.
<table>
<thead>
<tr>
<th>Compression method</th>
<th>Audio quality level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>low (Kbps)</td>
</tr>
<tr>
<td>OGG</td>
<td>18</td>
</tr>
<tr>
<td>MP3</td>
<td>24</td>
</tr>
<tr>
<td>MP2</td>
<td>48</td>
</tr>
<tr>
<td>MP1</td>
<td>72</td>
</tr>
</tbody>
</table>

Table 3.2. Bit rate parameter values for the audio streaming example.

The lowest audio quality will use small amounts of both wireless bandwidth and CPU resources for decoding. The table also shows that to produce audio of the same quality, the MP3 method requires 33% more bandwidth than the OGG method. The MP2 and MP1 method double and triple the bandwidth requirement respectively when compared to MP3.

A config-space graph is created by the cooperating configurators and stored by the PerfD coordinator. Five different actions are distinguished. The configuration process is initiated by a top-level component that requests a complex service and provides a number of parameters for that service, such as filename, minimum sampling frequency, play list, IP number of server, etc. The following five actions will be explained in detail.

1. expansion
2. evaluation
3. execution
4. monitor
5. clearing

PerfD approach

The first action in the PerfD configuration phase is the expand action: the PerfD coordinator travels downwards from the top-level component and calls each component to expand the config-space graph with both alternatives and required other components. For instance, the audio streaming component inserts the quality level decision point and the OGG decoder inserts that it requires the processing component. After the expansion action several sets of alternative input parameters are known for all components.

In our example the audio streaming component is the top-level component. It is responsible for translating a request such as (length = 135min, list = /playlists/ mozart _daft_punk.m3u) into parameters for the underlying components. This means understanding the trade-off between audio quality and bit rate as shown in Table 3.2.

Second is the evaluation action: the PerfD coordinator travels upwards from the bottom level in the config-space graph and requests each component to calculate the required resources for the given input parameters and current environmental conditions. The goal is to identify the most power-efficient configuration.

A service setting is a limited config-space graph where one alternative is selected for each decision point. Figure 3.11 shows a service setting. The audio streaming config-space graph can be converted
Figure 3.11. A service setting for the audio streaming example.
into several unique service settings. Each of the 32 \((4 \times 2 \times 4)\) unique service settings has a different approach to offering the audio streaming service and the battery lifetime will be different for each as a result. During the evaluation action the battery lifetime for all service settings is determined and the best alternative is identified.

Figure 3.11 shows one of the 32 service settings. The most resource-intensive alternative is selected for the indicated quality level, caching is disabled, and the audio compression method with the highest compression ratio is used. Example input and output parameters of each configurator are included in this figure. For instance, the battery lifetime must be at least 135 minutes and the OGG decoder has to have a bit rate of 144kbps. The processing configurator input is the required average frequency of 137 MHz for the OGG decoder and the requirement that the decoder is called at least every 30 ms to avoid an output buffer under run. Based on this input, the configurator estimates a power consumption of 208 mW. When the Perfld coordinator travels upwards from the lower level during the evaluate action, the resource usage of “AND” components is summed. For instance, the power consumption of the wireless link (98 mW) and of the processing (208 mW) are added together and used to determine the battery lifetime.

The input parameters of the audio streaming service state that a minimal guaranteed battery lifetime of 135 minutes is required. The battery component in the service setting estimates a battery lifetime of only 90 minutes, given the calculated total power demand. Because this particular service setting does not meet the requirements it will be marked by the audio streaming configurator as invalid.

The motivation behind separating the above expand and evaluate actions instead of integrating them is the fact that the services of one component may be consumed by multiple components, resulting in multiple service access.

Multiple service access may result in overbooking. Overbooking occurs when within one service setting the total utilization of a component is above 100 %. For instance, a service setting that includes both an audio decoder and a video decoder may not allocate more than a total of 100 % processing capacity. Figure 3.12 shows a config-space graph where the processing component is shared amongst two other components. The multiple service access is shown as two solid arrows pointing towards a single component. The total amount of claimed processing utilization is above 100 %. The processing component configurator detects the overbooking and marks the relevant service setting as invalid.

Specific utility curves present another complication for multiple service access. For instance, due to the flat utility curve of a hard disk, multiple reads by multiple components are almost as expensive as a single read by a single component. This must be taken into account when calculating the resource usage.

The execution action, the third one, follows the expand and evaluate actions. During the execution action the best service setting is finalized by making reservations and initiating services. The valid service setting with the highest quality that meets the battery lifetime demand is selected for execution. From the top level downwards, all reservations (or usage indications) are made and services are started with the parameters stored in the config-space graph. After the service is initiated, the scheduling action is started.

The fourth action is the monitor action, in which service delivery is monitored and changes are made to a service setting when needed. The component that offers a service indicates the current quality and cost of the service. The components that consume this service are responsible for detecting changes and reacting to changes. Thus, in Perfld, a service-consuming component (client) must regularly poll for changes and respond to changes. This design decision is motivated by the fact that the majority of applications cannot adapt at arbitrary points in time. Applications such as multimedia streaming have discrete adaptation points at which resolution, color depth, and other parameters can
be modified. At each potential adaptation point, the configurator polls for changed quality/cost and modifies parameters when a change is required to remain power efficient. An alternative to a regular poll by the service consumer is the callback method [139]. This method uses a callback function that is executed when the component that offers a service detects changes in the quality and cost of its service. For instance, in an audio streaming scenario an audio streaming component registers a callback function called link_change() with the wireless link component. This callback function is called when the conditions on the wireless link change. Due to the existence of adaptation points in most applications, the callback method is less useful.

The fifth and final action is the clearing action. After a service has been delivered, the involved components may directly either deactivate or reduce the performance level of the involved hardware. The traditional solution based on time-outs is less power efficient due to longer reaction times of policies. When policies know more details of the workload, time-outs are no longer required. The clearing action is relatively easy to implement compared to the other actions.

Related work

The best example of configuration-phase related work is a framework by Klara Nahrstedt et al. [193; 197], which is similar to the PerfD configuration graph-search service. In [193] Xu, Nahrstedt, and Wichadakul present an innovative multi-resource reservation framework. The framework is aimed at a distributed services context, for example, “media data distribution and processing, E-commerce, and virtual scientific laboratory services”. This framework uses a “QoS-Resource Graph” (QRG) to calculate the configuration for distributed service components.

A QRG used as an example in [193] is shown in Figure 3.13. A QRG contains several configurations of a service. Each path from $Q_a$ to $\{Q_o, Q_p, Q_q, Q_r, Q_s\}$ represents a valid configuration for this particular example service. Within the service, resources are used of three components: the VideoSender, ObjectTracker, and VideoPlayer. Below the QRG graph itself, the compatible settings between the three components are listed. The circles in the components indicate an operational mode, such as 160 x 120 resolution or 3 trackable objects. The lines between the circles indicate which set of operational modes are valid for the three components. For each line the level of resource usage for that particular component is indicated. For instance, the line connecting $Q_a$ with $Q_c$ has a resource usage of 0.15 for component $C_1$. 

![Diagram showing multimedia streaming and processing components](image)
\[ Q_a = [24 \text{ frames/second}, 320 \times 240] \]
\[ Q_{b,d} = [24 \text{ frames/second}, 320 \times 240] \]
\[ Q_{c,e} = [24 \text{ frames/second}, 160 \times 120] \]
\[ Q_{f,j} = [24 \text{ frames/second}, 320 \times 240, 3 \text{ trackable objs}] \]
\[ Q_{g,k} = [24 \text{ frames/second}, 320 \times 240, 1 \text{ trackable obj}] \]
\[ Q_{h,l} = [24 \text{ frames/second}, 160 \times 120, 3 \text{ trackable objs}] \]
\[ Q_{i,m} = [24 \text{ frames/second}, 160 \times 120, 1 \text{ trackable obj}] \]
\[ Q_n = [24 \text{ frames/second}, 320 \times 240, 3 \text{ trackable objs}, 2.0 \text{ seconds}] \]
\[ Q_o = [24 \text{ frames/second}, 320 \times 240, 1 \text{ trackable obj}, 2.0 \text{ seconds}] \]
\[ Q_p = [16 \text{ frames/second}, 320 \times 240, 3 \text{ trackable objs}, 5.0 \text{ seconds}] \]
\[ Q_q = [24 \text{ frames/second}, 160 \times 120, 3 \text{ trackable objs}, 2.0 \text{ seconds}] \]
\[ Q_r = [16 \text{ frames/second}, 160 \times 120, 1 \text{ trackable obj}, 2.0 \text{ seconds}] \]
\[ Q_s = [24 \text{ frames/second}, 160 \times 120, 1 \text{ trackable obj}, 5.0 \text{ seconds}] \]

**Figure 3.13.** A QoS-Resource Graph (QRG), taken from [193]
3.3 Implementation

Each path in a QRG offers a unique combination of quality and resource usage. Each path forms an alternative service configuration. The alternative configuration with the smallest maximum share of all resources is considered as “the best” configuration in their approach [193]. For instance, using 50% of the network bandwidth and 50% of the capacity of a proxy (max = 50%) is preferred to using 10% bandwidth, 60% local CPU, and 10% proxy (max = 60%). A difference between the Perfd graph search service and the QRG concept is the notion of alternative configurations. Within QRG, unlike Perfd, an alternative configuration must consist of the same components. For example, in Perfd it is allowed that in one alternative configuration the wireless link component is used, instead of the hard disk.

The related work to the reconfiguration phase can be found in the area of adaptive systems [2; 113; 139], without a strong connection to power management.

The configuration phase is part of the larger Perfd framework. Related work that also uses a single framework for resource allocation, configuration, monitoring, and control comes from outside the field of power management. In [46] a single framework is presented to manage the resources in a computational grid [61], similar to the unified Perfd approach.

3.3 Implementation

We have created a wireless multimedia device with a prototype implementation of the Perfd framework. The goal of this implementation is to obtain actual power consumption numbers on real hardware under realistic workloads. The Perfd implementation allows us to compare actual power consumption numbers for certain scenarios and to evaluate its effectiveness. Our evaluation work represents only the first step towards the realization of a next-generation of power management. Every hard-disk type, processor, audio decoder, etc. needs to be modified to reap the full potential of cooperative power management.

3.3.1 Deployment

It may take several years before every piece of hardware and software inside a portable device is enhanced with support for cooperative power management. A new power-management architecture requires support for a gradual transition and must still offer certain benefits as discussed in the research challenges section of this chapter.

Figure 3.14 shows a possible gradual transition path between the current ACPI standard for power management and the cooperative power management of the Perfd framework. The left hand side of the figure shows the current situation with the 3-layer organization of ACPI. The middle of the figure shows the Perfd framework with Perfd-enhanced hardware components, but without the Perfd coordinator. The right-hand side shows the full Perfd deployment where monolithic applications are broken up in cooperative components.

The usability of Perfd is improved by its gradual deployment. In the first phase, hardware components are enhanced with performance models and schedulers that can exploit reservations as well as usage indications. Applications can directly communicate to such Perfd enhanced hardware components to query for the cost of hardware usage and to indicate their future workload. Every hardware component requires a modified device driver and a Perfd driver to calculate the access pattern. In this first phase it is already possible to improve power efficiency for monolithic applications such as video decoders with only minor modifications. In the second phase, the Perfd coordinator is added and the graph-search Perfd primitive can be used. Applications are broken up into components with a
Figure 3.14. The gradual transition of power management from ACPI (a) to Perfd in two phases, (b) and (c).

configurator that has the ability to manipulate a config-space graph. With this full Perfd deployment the determined battery lifetime option is made possible (Section 1.4.2).

The next chapter describes Perfd in full deployment. Chapter 5 describes an experiment of the first phase of deployment, i.e. without a Perfd coordinator.

3.3.2 Hardware platforms

Two portable devices have been used for the experimental validation of the Perfd framework. Figure 3.15 shows them both, including an AAA sized battery for size reference. Both platforms are small processor boards capable of running from a battery. The board shown on the left, called LART, is small and optimized for low power consumption. The board shown on the right, called Assabet, is slightly larger and has numerous I/O options such as an integrated display with touch screen, an IrDA port, a USB port, and a Compact Flash interface.

The LART board forms the heart of the augmented-reality portable device that we developed within the Ubicomp project at Delft University of Technology [47; 109; 183]. The LART is a custom board design by Bakker [8; 9; 11]. LART has a size of 10x7.5 cm, a weight of 50 gr, 32 MB of volatile memory, 4 MB of non-volatile memory, a SA-1100 190 MHz processor, and several I/O capabilities. All the LART design schematics and kernel modules are publically available [10]. The LART has a programmable voltage regulator for the processor voltage. The LART runs under control of the Linux operating system, which we have modified to support frequency and voltage scaling.

The Assabet platform is the Intel “microprocessor development board” for the SA-1110 processor. This board was kindly donated by Intel to Delft University of Technology. The Assabet also runs Linux, but it is not capable of voltage scaling. The SA-1110 is a slightly upgraded version of the SA-1100 processor used in the LART. The SA-1110 has a memory controller that supports more memory types.
3.3.3 Power measurement

Measuring the power consumption of portable devices is difficult. In publications different methods are described to estimate the power consumption and they differ significantly in the level of accuracy. Perhaps not surprisingly, publications by software-oriented scientists tend to have a lower accuracy than publications by hardware-oriented scientists.

The power measurement equipment used in the experiments of Chapter 4 is a custom design by Bakker and Haratcherev, shown in Figure 3.16. The figure shows the measurement equipment (right) connected to a LART board (top) and some external voltage regulation hardware (bottom left). We were able to break down the total power consumption of the LART using 8 high-speed analog sampling channels (15 KHz). Additionally, the measurement setup has 3 digital channels for signalling purposes, such as indicating the start of an application or the beginning of a video frame.

To measure the power consumption of the LART (Chapter 5) we used the configuration shown in Figure 3.17. The unregulated power of a battery is converted into a fixed 3.3 V for all the components on the board, except the processor core (CPU + cache), which is supplied by a variable voltage regulator. The fixed/variable voltage and current were sampled using a small sense resistor. The standard deviation of the measurements is within 2% of the mean.

Numerous related power-management publications use simulations [70; 186] to evaluate their ideas or use actual hardware where only the total power consumption is measured [36; 55; 119]. A complex and accurate power measurement method is presented by Chang et al. in [35]. They are able to measure the power consumption of a single CPU instruction. This level of accuracy is fortunately not needed for our purpose. In [60], the total power is measured and CPU profiling is used to break up the power consumption. The uncalibrated battery level as reported by Apple and Palm Pilot hardware is used in some publications to conduct power consumption measurements [55; 119].
Figure 3.16. The power consumption measurement equipment.

Figure 3.17. The setup for the current and voltage measurements on the LART platform.
Figure 3.18. An overview of the Perfd framework implementation on the Assabet (a) and LART (b).

3.3.4 Software

The software of the Perfd framework consists of the Perfd coordinator, Perfd drivers, modified OS drivers, and software components. Figure 3.18 shows an overview of the components in the implementation. The left side shows the audio streaming service implementation on the Assabet platform using a wireless link, streaming, and MPEG audio decoding on a SA-1110 (Chapter 4). The audio decoding and processing are joined together in a single component for simplicity. Chapter 5 describes the processing component in detail. The right side of Figure 3.18 shows the processing scheduler experiments on the LART platform. Both the H.263 video decoder and the SA-1100 processing component are connected to the Perfd coordinator using a dotted line. Our experiments with the video decoder and the SA-1100 processor were done in the spirit of the first phase of the Perfd deployment plan, where modified applications directly communicate with enhanced hardware components.

The Perfd coordinator is implemented in C code as a user space program that can be extended during execution time. The Perfd coordinator uses dynamic library loading to incorporate new Perfd drivers at execution time. The interface to the Perfd coordinator is implemented using UNIX sockets. The Perfd coordinator can be used manually by a command line client. Figure 3.19 shows a screen shot of a Linux terminal where the Perfd coordinator is started as a background process and a command line client runs in the foreground. The Perfd coordinator supports commands to load and unload Perfd drivers, query performance models, reserve resources, indicate usage, and initiate a configuration action.

Drivers

Figure 3.18.a shows the wireless Perfd component. This Perfd driver uses an 802.11b Compact Flash WLAN card. The performance model answers queries on the power consumption for actions such as a single packet transfer, streaming of packets, and entering sleep mode. Note that the energy per MByte is dependent on the signal strength as 802.11b uses automatic rate selection (Section 2.1.3).

The streaming component controls the 802.11 and decoding component. The decoding component uses the Madplay MPEG audio decoder to decode the compressed bit streams. Madplay is a standard Open Source MPEG audio decoder that uses only fixed-point calculations to decode MP1, MP2, and MP3 bit streams. Floating-point operations are not supported in the SA-1100 processor instruction set and a fixed-point decoder is therefore a necessity for performance.

The processing component in Figure 3.18.b is built around the SA-1100 processor. We created a Linux OS device driver that changes the clock frequency, changes the voltage, and subsequently recalibrates the kernel's internal delay routines, in particular those that busy-wait by counting instruction
Figure 3.19. A screen shot of the Perfd coordinator usage.
cycles. In addition, the device driver adjusts the memory parameters that control the read/write cycles on the external bus. The code has been structured such that it may be interrupted and does not depend on off-chip memory, which is temporarily unavailable during a clock frequency change.

This frequency/voltage scaling device driver was written in 1999 by the author. At that time the LART was the first research platform capable of voltage scaling while running a general-purpose OS. The SA-1100 does not officially support voltage scaling (Section 2.1.2). The Crusoe processor was the first commercial processor to explicitly support voltage scaling (available in 2000).

The initial driver from 1999 was generalized by using a pre-change and post-change event notification system. With such a general event notification system it is possible to pause and resume actions that are sensitive to frequency changes, such as DMA transfers. Our initial driver helped seed the "CPUFreq" project started in 2001 that consists of several volunteers that aim to provide Linux support for all voltage-scaling-capable processors. The project's patches to support frequency and voltage scaling for the StrongARM, PowerPC, SuperH, and x86 processors were accepted by Linus Torvalds in 2002 for the 2.5.x developers kernel.

Perfd coordinator

The Perfd coordinator offers several support services for the Perfd drivers and applications. This section will explain some of these features down to the most basic level, using C code for illustration.

First, and foremost, the Perfd coordinator offers a unified interaction infrastructure based on message passing. Second, it stores the data structures that the Perfd drivers use for configuration and scheduling. Third, it parses service requests, reservations, usage indication and performance model queries, allocates special data structures for their storage, and invokes the relevant Perfd driver function. Thus, Perfd drivers are activated exclusively by the Perfd coordinator, which handles both communication and storage.

The Perfd coordinator is implemented using the UNIX daemon paradigm. The Perfd coordinator daemon is contacted using a predefined fixed socket number. A client such as a Perfd enhanced application binds to this socket and sends commands. During system initialization, all Perfd drivers must be registered with the Perfd coordinator by using startup scripts. Several applications can be connected to the Perfd coordinator socket. Their requests are handled in the order of their arrival to avoid overbooking and to minimize the complexity. Priority levels or other solutions can be used by Perfd drivers to single out critical tasks. The priorities for configuration or scheduling can be added to the parameter = value interface. Due to the modular nature of the Perfd framework it is possible to add a priority system to a new interface version of a component without affecting the Perfd coordinator. It is even possible to load a Perfd driver with priorities without unloading an older version with less sophistication. This feature hopefully ensures that Perfd drivers are easier to upgrade than, for example, DLL files on the Windows OS.

A Perfd driver is registered by sending the register command to the Perfd coordinator together with a single parameter = value combination to pass the filename of the Perfd driver. Perfd drivers are implemented as dynamically loaded link libraries. After the Perfd coordinator reads a command such as register file=/lib/perfd/wireless.so from the socket, this library is loaded using the dlopen() call to the Linux dynamic linking loader. The Perfd drivers are imported in the same address space as the Perfd coordinator.

Every Perfd driver has a predefined registration function. After the wireless.so file is opened, the registration function libc_perfd_register is called. This registration function has the task of adding its component name, component version, and interface version to the perfd_component_t structure. This structure also stores handlers to the important Perfd driver functions. Filling in these
handlers is the responsibility of the Perfd coordinator. The perfdcomponent_t structure is defined as follows:

```c
struct perfdcomponent_t;
```

typedef void (*perfdregister_t)(struct perfdcomponent_t*);

```c
struct perfdcomponent_t {
    char       *service_name;
    int         component_version;
    int         interface_version;
    void        *component_handle;
    perfdregister_t  register_handle;
    perfdexpand_t   expand_handle;
    perfdevaluate_t eval_handle;
    perfdexecute_t  exec_handle;
    perfdperemodel_t perfmodel_handle;
    perfdreserve_t  reserve_handle;
    perfdindicate_t indicate_handle;

    struct perfdcomponent_t  *next;
};
```

In order to be as generic as possible, the Perfd coordinator provides a maximum amount of freedom for implementing a distributed power management policy. The Perfd framework only defines how and when the seven handle functions in the Perfd driver will be called.

The wireless.so Perfd driver defines the mandatory registration function using the following lines of code.

```c
const char *SERVICENAME = "wireless";

void libperfd_register(struct perfdcomponent_t *admin) {
    admin->service_name = (char *)SERVICENAME;
    admin->component_version = 1;
    admin->interface_version = 1;
}
```

The unique combination of service_name and component_version is used with the Perfd coordinator to address the different Perfd drivers, both are therefore mandatory. When invoking services, placing reservations, or indicating usage, the argument name=wireless version=1 is used to address our example Perfd driver.

The services of components, shown in Figure 3.7, are called using the service command of the Perfd coordinator. To use the wireless component to transfer a test file from a web server we can use the following command `service name=wireless version=1 from location=http://testing.tudelft.nl/100MB from type=url to location=/dev/null to type=file protocol=http`. Interface version 1 of the wireless component defines the “from” and the “to” location for transport and the type of this location, for
instance, url, file, file descriptor, or socket. This interface is easy to extend with more features such as UDP protocol support.

The Perfd coordinator parses the raw service command text and transforms it into a structure that is the basis of a config-space graph. The perfdservice_t structure stores all details of a service, including all alternatives that must be resolved during the initial configuration, parameters, and Linux process IDs of forked children.

```c
struct perfdservice_t {
    char *name;
    int version;
    int power;
    int overbooking;
    int verbose;
    struct perfdcomponent_t *component_list;
    struct perfdalternative_t *alternative_list;
    struct perfdalternative_t *best_alternative;
    struct perfdrequirement_t *requirement_list;
    struct perfdparameter_t *parameter_list;
    struct perfdchild_t *child_list;
};
```

During the initial configuration phase, the expand action ensures that all underlying required services are added to the config-space graph. Similar to the libperfd_register function, every Perfd driver includes a libperfd_expand function. This function is called by the Perfd coordinator. The libperfd_expand function in a Perfd driver must add requirements and alternatives, such as shown in Table 3.2 to the perfdservice_t struct.

The libperfd_eval functions are called for all perfdservice_t structs in the config-space graph during the evaluation action. The power consumption values are calculated by these eval functions using their own performance model and stored in the power field of the struct. The alternative that is considered "best" by the eval function is stored in the best_alternative field. From the lowest level up to the top level the power numbers are calculated by using best_alternative power consumption. For example, when the config-space graph includes alternative quality levels for audio playback, the highest quality that meets a certain condition (e.g. battery lifetime) is used for both the best_alternative pointer and the calculation of the power value.

The libperfd_execute function of the top-level component starts the delivery of the service. In turn, the top-level component must call the execute function of lower-level components in the config-space graph. The Perfd coordinator only calls the top-level execute function because the others may operate at different time scales and frequencies. For example, the top-level streaming component calls the execute function of the decode component several times; once for every track in the playlist.

The tasks of the Perfd coordinator during the scheduling/reconfiguration phase (Figure 3.4) are less complex than those during the initial configuration phase. Most of the complexity is inside the execute function of components. The libperfd_execute function of the top-level component in the config-space graph implements the execute, monitor, and clear actions. The starting time of the scheduling phase is defined as: the time at which the libperfd_execute function causes a service to be delivered. It does not return until these actions are completed. Note that the Perfd coordinator is unaware of the exact start of service delivery.

Reservations, usage indications, and performance model queries can be issued from both the command line and from inside a Perfd driver. The reserve and indicate commands are used for reservations
<table>
<thead>
<tr>
<th>Command</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>registry</td>
<td>display the current registered Perfd drivers</td>
</tr>
<tr>
<td>register</td>
<td>register a new Perfd driver</td>
</tr>
<tr>
<td>unregister</td>
<td>remove a Perfd driver from the registry</td>
</tr>
<tr>
<td>service</td>
<td>call a service of a component</td>
</tr>
<tr>
<td>reserve</td>
<td>issue a reservation for a service</td>
</tr>
<tr>
<td>indicate</td>
<td>inform a Perfd driver of future usage</td>
</tr>
<tr>
<td>query</td>
<td>obtain information from a performance model</td>
</tr>
</tbody>
</table>

Table 3.3. Summary of the Perfd coordinator commands.

and usage indications from the command line. The *query* command is used to extract information from the performance model of a component. These commands trigger a call to the `reserve_handle`, `indicate_handle`, and `perfmodel_handle`, defined in the `perfdcomponent_t` struct. The commands must be followed by the `service.name` and `component.version` arguments and details of either the reservations, the usage indication, or the query. Perfd drivers issue a direct call to these handle functions.

All Perfd coordinator commands are shown in Table 3.3.

### 3.4 Conclusions

The Perfd framework is designed to partly address the challenges ahead of us in the field of portable devices. In our view the challenges are to increase context awareness, enable modularization, improve information access, and move from reactive solutions towards pro-active solutions.

The Perfd framework is designed to stimulate cooperative power management, provide a uniform framework for both resource reservations and usage indications, enable pre-determined battery lifetime, and expose the different operational modes of both hardware and software to the upper layers.

Perfd encompasses several novel research ideas. Traditional power-management solutions use a single monolithic power-management policy. The distributed power-management policies within Perfd cooperate to find the most power-efficient operational mode (Figure 3.2). The configurator/scheduler cooperation enhances both context awareness and information access. This enables power efficiency gains. Another idea included in Perfd is the use of performance models at execution time as a means to make predictions and enable pro-active behavior. Perfd also makes alternatives explicit and postpones some decisions that have a high impact on power consumption to execution time, when more information is available.

We have described some of the details of our Perfd framework implementation on our embedded Linux platforms. In the next two chapters we will show how our Perfd implementation behaves on actual hardware.
Chapter 4

Configuration

This chapter describes a configuration experiment. The goal is to demonstrate the inner workings of the configuration phase within the Perfd framework.

We use audio streaming as a leading example for evaluation of our Perfd framework for making trade-offs. The new power management policies are context-aware, understand their environment, and cooperate to find an operational mode that minimizes the total power consumption of all the components of a portable device. A config-space graph is used to make alternative configurations explicit. The results presented in this chapter show that the Perfd framework is able to predict and select the operational mode with the lowest power consumption.
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4.1 Scenario

This chapter focuses on a wireless audio access scenario, where a server on the Internet streams compressed audio information to a mobile user. The user is carrying a portable device with one or more wireless links to receive and play this compressed audio information. In our configuration experiment we use the Perfd audio streaming service to implement this scenario (Section 3.2.5).

To obtain efficient power management, one must understand the trade-offs involved in an audio streaming service so that one can select the best configuration. It might even be necessary to adapt the configuration of the service dynamically, due to the fact that the quality of the wireless link depends on the environment. The following three actions account for most of the power consumption of a wireless audio streaming service:

1. Receiving compressed audio over a wireless link
2. Decoding the compressed audio
3. Outputting the analog audio signal
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Within each of these actions there are trade-offs to be made on the quality and the cost of the resources involved. More interesting, however, is that trade-offs between the first and the second action can be made; heavily compressed audio requires extensive decoding with moderate data rates across the wireless link, while lightly compressed audio requires little processing for decoding but induces a high data rate. Which alternative is best depends on the power consumption of the available audio decoders and the effectiveness of the wireless link (at the current time) in handling the associated data rates.

This chapter describes the trade-off in power consumption between the wireless link and audio decoding. We present detailed performance measurements of an IEEE 802.11 compliant wireless Compact Flash card and an MPEG audio decoder (layers 1, 2, and 3). These performance measurements are used to create simple performance models. These models are a necessary prerequisite to determine which operational mode yields the highest power efficiency.

Figure 4.1 shows the trade-off under investigation in the form of a config-space graph. The service consists of three Perfd drivers, namely streaming, wireless, and decode. At execution time the performance models of the wireless and decode components are queried and used to determine the most power-efficient compression level.

An experiment similar to our case study is conducted by researchers from MIT [14]. This detailed study also investigates the trade-off between compression and transmission. This study is focused on the general case of data compression. The motivation of this work is that "the energy required for transmission of a single bit has been measured to be over 1000 times greater than a single 32-bit computation". Figure 4.2 lists some of the results from their case study. The figure shows the required energy to first receive and consequentially decompress a data file for several compression methods (bzip2, compress, LZO, etc.). The energy that is used when the data file is not compressed before transmission is also shown. The energy usage is broken down into four sources, peripherals, network,
Figure 4.2. Energy for receiving and decompressing a 1 MB data file, taken from [14]

memory, and CPU. When no compression is used, all energy is spent on the "Network" and the data file must be completely transferred (1 MByte). It can be seen that heavy compression algorithms such as bzip2 and ppmd do not yield any savings, as the network portion no longer dominates the total energy usage. The energy spent on the CPU and memory nullifies all compression gains; ppmd is even highly counterproductive. Figure 4.2 shows that the zlib algorithm with its modest compression ratio and minimal processing demands is the optimal algorithm.

This case study supports our claim that awareness of trade-offs between components in a portable device can yield power-efficiency gains. This study also illustrates that exploiting trade-offs is non-trivial, even for a very specific case. This case study does not include a framework to handle trade-offs in general nor a platform-independent solution to specifically exploit compression trade-offs.

4.2 Wireless link

Figure 4.1 showed the config-space graph of an audio streaming service that includes a wireless link. This section presents detailed performance measurements and a simple performance model for a specific wireless link.

The IEEE 802.11b Wireless LAN (WLAN) standard defines a method to transfer several Mbps across a distance of up to a few hundred meters in the 2.4 GHz band (Section 2.1.3). We have used an 802.11b Compact Flash card in combination with an Assabet board to set up a wireless link in an audio streaming service. The card is a "SocketCom low-power WLAN card", using a Symbol chipset.

All WLAN measurements were taken in a situation where the sender-receiver distance was such that no re-transmissions were needed and the automatic-rate selection algorithm was disabled by fixing the data rate to 11Mbps, unless stated otherwise. The WLAN card is used in infrastructure mode and is connected to a Linksys WAP11 base station. This base station has been used because it can be re-configured using Linux-compatible software tools. Measurements were taken between the WLAN
card and the Assabet board using a CyCard Compact Flash extender. We added a sense resistor to measure both the current and voltage of the card (Section 3.3.3).

Figure 4.3 shows the power consumption of the WLAN card when activated for a short period of time. The figure shows the results of a 10 second measurement period where the card was turned on for a few seconds and turned off again using the Linux ifconfig command. No data traffic occurred during this measurement. The measurement was taken using a low sampling frequency (1.5 KHz). A high sampling rate would result in too many data points and reduce the readability of the figure. On the other hand, using averaging to reduce the number of samples would smooth out the results. The power consumption of the card when activated, but with no data traffic, was measured to be between 612 and 615 mW with a longer measurement period and a higher sampling rate (15 KHz). The power consumption when the card is deactivated is 144 mW. These numbers show that an active wireless link is very costly in terms of power consumption and that it must be turned off whenever possible.

Figure 4.4 shows the power consumption of the WLAN card when receiving data from a web server. The interval from 2.2 s to 4.2 s showing small variations in power consumption is clearly different with respect to the interval 4.2 s to 8.6 s, where the power consumption varies rapidly between 600 mW and 1500 mW. The difference between the two intervals is caused by the device driver seeking on all frequencies for the strongest base station signal and automatically connecting to that base station. The device driver also sets the network ID (ESSID) to the ID advertised by the base station. This process takes roughly 2 seconds with a few ms of variation. After that the WLAN card is receiving data at full rate. The TCP/IP throughput is around 5 Mbps and the average power consumption is 838 mW. The rapid variation in the power consumption is due to the increase in power consumption when receiving a packet.

Figure 4.4 shows a significant variation in power consumption when receiving data. In Figure 4.5 we zoom in to the ms scale. This figure shows the actual transmission and reception of two packets resulting from a network ping command. At this scale we can see that the power consumption slowly rises and falls; the sampling rate is sufficient to accurately capture events at the packet level. The two peaks are the transmission of a 256 byte icmp echo packet and the reception of the corresponding icmp echo reply packet. The 256 byte payload of the echo packet is absent in the reply packet. This difference in packet size explains the difference in size of the two peaks. Note that when no packet
Figure 4.4. The WLAN power consumption when receiving data for several seconds.

Figure 4.5. The WLAN power consumption during a network "ping" command.
is transmitted the power consumption is close to the 612-615 mW measured as idle power. The peak power consumption in this figure is close to 1500 mW, identical to the results in Figure 4.4. This explains the difference between Figure 4.3 and Figure 4.4. The individual samples in Figure 4.4 can be identified as occasional peaks, but frequently occurring values appear as a thick black band, such as the idle period from 0 to 2.2 s. The highest intensity in interval 4.2 to 8.4 lies between 600 and 700 mW; this corresponds to zero traffic as validated by Figure 4.5. The lighter area in this interval from 700 to 1500 mW is caused by the reception of data packets from the test file, the transmission of TCP acknowledgements, and HTTP control packets.

Figures 4.3, 4.4, and 4.5 all give the power consumption numbers for only the WLAN card. However, such numbers do not accurately represent the resource usage for the wireless link as a whole. Active hardware components on the Assabet when using a WLAN card must also be considered. The overhead of the software running on the Assabet when actively transmitting data is small, and can be ignored. Significant overhead is caused by the voltage conversion. The 3.3V needed for the card is converted from the variable battery voltage at an efficiency of around 80%. The total power consumption is therefore considerably larger.

When idle the Assabet board and WLAN card consume a total of 1030 mW. This unusually high amount is most likely due to the fact that the Assabet board is an older development board. It is expected that the new Intel XScale development board offers a lower power consumption when in idle mode. The LART board (Section 2.1.2) has an idle power consumption of only 52 mW, but currently offers no support for a WLAN card. All power consumption numbers in this chapter are heavily influenced by the high idle power consumption of the Assabet in combination with a WLAN card.

One approach to quantify the total cost of the wireless link is to precisely record for the download of a test file the start time, completion time, and the average power during this period. The energy required for the download is simply the energy spent between the start and stop time. The problem with this approach is that after the downloading has stopped and the WLAN card is deactivated, it takes some time before the Assabet system returns to the idle power consumption level of 1030 mW. We used another method to determine the cost of the wireless link. By using a given time interval for a test download, we can compare the result with the idle power consumption and use this to calculate the energy per download.

In our experiment we downloaded various test files and recorded the power consumption with a frequency of 15 KHz during 20 seconds. The test files sizes range from 0.01 MByte to 4 MByte. PerfId was used to download the test files from a web server. During the 20 second interval, the Assabet and WLAN are either in idle mode or downloading the test file. The transfer itself takes about 2 s for 1 MByte and almost 7 s for 4 MByte. The idle times are 16 s and 11 s respectively, due to the 2 s activation time of the WLAN card. The complete command as issued by the command line PerfId client (Section 3.3.4) for the 0.01MByte test file download is service name=wireless from location= http://130.161.43.247/0.01MB from type=url to location=dev/null to type=file protocol=http. The PerfId driver for the wireless service exploits the deactivated mode of the WLAN card. When the wireless link service is called, the card is activated and after usage it is directly deactivated.

Figure 4.6 shows the energy usage for downloading the test files from a web server. The figure shows the energy usage for five test downloads in 11 Mbps mode and two for 2 Mbps mode.

The adaptive-rate algorithm in the 802.11 standard reduces the data rate when the standard mode of 11 Mbps yields too many packet retransmissions. The lower data rates in the standard modes of 5.5, 2, and 1 Mbps are more robust to errors (Section 2.1.3). This robustness comes at the cost of power efficiency. Transferring 2 MBytes when in 2 Mbps mode uses 12400 mJ, which is 7800 mJ more than in 11 Mbps mode. In earlier research we investigated the effect of receiver-transmitter distance on the link quality [150]. A full analysis of WLAN performance is outside the scope of this chapter.
Figure 4.6. The performance model for downloading data using Perfd.

Also shown in Figure 4.6 is a straight line that best fits the measurements in 11 Mbps mode; the variance of residuals is a mere 0.011 (reduced chi square). The figure shows that a very simple performance model can already accurately predict the wireless link performance. From this simple line fit we obtain the following performance model that states the relation between energy usage and download file size ($S_{file}$, in MByte).

$$E_{802.11\, 11\, Mbps} = 1310 + 1610 \cdot S_{file}$$

(4.1)

4.3 Audio decoding

The config-space graph of Figure 4.1 shows three different audio decoders. This section analyses the power consumption of these decoders on our Assabet platform.

The power consumption of the Assabet during audio decoding and playback is composed of the cost of decoding and the cost of analog audio output. Figure 4.7 shows that the analog audio output cost cannot be neglected. The figure depicts the power consumption of the Assabet when generating sound for about five seconds. From 0 to 2.5 s the Assabet is idle. After that an audio test program is executed. This program generates a buffer with a test signal and copies this buffer repeatedly to the Linux audio output interface /dev/dsp. A copy to /dev/dsp is a blocking write, the test buffer is therefore played back at a standard sampling frequency. When the audio test program is started, the creation of the buffer and initialization of the audio output produces a narrow peak in power consumption. The occasional peaks in power consumption during playback are due to the transfer of audio samples from the test program to the audio device driver and the transfer of samples from the driver to the audio chip (Philips UDA1341).

We now consider the power consumption of running the Madplay MP1 decoder on the Assabet. The MP1 format compresses a CD quality audio signal of 1.35 Mbps (16bit, 44.1KHz, stereo) into 384 Kbps without a significant loss in quality. Madplay was used because it is one of the few fixed-point decoders that passed the MPEG audio decoder accuracy tests defined in part 4 of ISO/IEC 11172. A fixed-point implementation is important because the SA1110 processor on the Assabet lacks a
Figure 4.7. Power consumption for audio output on the Assabet.

Figure 4.8. Power consumption for MP1 audio decoding.
floating point unit. We used Version 0.14.2b of the publically available Madplay decoder and compiled it for the ARM architecture in the default configuration, without either the CPU optimizations at the cost of audio quality or quality optimizations at the cost of more processing. Madplay can decode MP1, MP2, and MP3 audio files.

Figure 4.8 shows the power consumption of the Madplay MP1 decoder, which varies between almost 1000 mW and 1700 mW. The Madplay decoder uses a compressed audio file stored in the ramdisk of the Assabet. At regular intervals Madplay copies the audio to /dev/dsp. The cost of audio decoding only is equal to the difference between the analog audio output of Figure 4.7 and analog output plus decoding of Figure 4.8. The processor intensive MP1 decoding is clearly visible in Figure 4.8 as the thick black band around 1700 mW. During audio decoding and playback, the Assabet is either consuming almost 1000 mW when playing the buffered content of /dev/dsp or consuming around 1700 mW when decoding a block of compressed audio data. Note that during initialization Madplay uses more power than during normal playback. This is visible in the figure as the thick black band from 1350 up to 1700 mW around 2.2 s.

The Madplay decoder is also capable of decoding the MP3 format efficiently. Figure 4.9 shows the power consumption during MP3 decoding. The decoding of an MP3 file is more processor intensive and therefore consumes more power. Compared to MP1 decoding the thick black band of MP3 decoding has higher peaks and is also shaped differently. The significant differences between the MP1 and MP3 format are therefore also visible in their power consumption patterns.

We measured the power consumption of the Assabet during a long time interval while running Madplay. A summary of the audio decoding costs is shown in Figure 4.10. The idle power consumption (768 mW) of the Assabet was measured at 15 KHz without an attached WLAN card. This is significantly below the previously reported idle power consumption of 1030 mW of the Assabet and WLAN card together.

The audio test program raises the power consumption to 890 mW. The power consumption during 384 Kbps stereo MP1 playback is equal to 1048 mW. MP2 playback at 256 Kbps uses less power than MP1 for the same audio quality (1044 mW). This is counterintuitive, but can be explained by the difference in memory usage and lack of software optimizations for the less popular MP1 format. The widely used MP3 format yields the highest compression ratio and also requires more processing capacity. The MP3 power consumption is 1070 mW at 128 Kbps.
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![Figure 4.10. Costs of audio decoding on the Assabet.](image)

<table>
<thead>
<tr>
<th>Format</th>
<th>Power consumption [mW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP1</td>
<td>280</td>
</tr>
<tr>
<td>MP2</td>
<td>276</td>
</tr>
<tr>
<td>MP3</td>
<td>302</td>
</tr>
</tbody>
</table>

Table 4.1. A simple performance model for playback of CD-like quality audio.

Figure 4.10 shows that the power consumption of audio decoding varies little for different compression levels. A simple performance model is sufficient to predict the power consumption. Table 4.1 shows the basic performance model for playback of compressed audio. These numbers are simply the difference between the average power consumption while decoding and the idle power consumption. The cost of analog audio output (122 mW) is included in these figures.

A complete audio decoding performance model is more elaborate due to the trade-off in audio quality and power consumption. Playback of a low-quality audio file consumes less resources than a high-quality file. The average power consumption cost for the playback of a single channel (mono) 32 Kbps MP3 is only 251 mW. At such a low bit rate the audio quality is reduced significantly. Compared to CD-like quality, the power consumption is reduced with 51 mW. Stereo playback involves significant costs, 286 mW at 32 Kbps. Different bit rates influence the power consumption to a lesser extent. MP3 playback with 64 Kbps stereo consumes 295 mW, a difference of 7 mW with 128 Kbps. On average it takes only 5 mW more to decode a very high bit rate MP3 file of 192 Kbps than an MP3 of 128 Kbps.

4.4 Audio streaming

The two performance models presented in the previous sections are used within the audio streaming service. The wireless-link Perfd driver transports the compressed audio from a web server to a local buffer on the Assabet and the audio decoder decompresses this local buffer. The performance models are used to determine the optimal compression level.

This section focuses on the trade-off between components. The wireless-link Perfd driver has several choices for the transfer of the compressed audio. One alternative is to keep the WLAN card activated at all times and to receive just a few packets per second. Another alternative is to exploit a local storage buffer (in internal memory) and switch between using the WLAN card at the maximum
speed and completely deactivating it. This last alternative requires significantly less energy due to
the difference in deactivated power and idle power. Activating the WLAN card only once every
minute reduces the average power consumption considerably, at the cost of a local buffer (2.81 MB
when streaming at 384 Kbps). The wireless-link Perfd driver uses the buffering alternative in our
experiments. The maximum size of the local buffer determines the maximum activation interval of
the WLAN (e.g. 1 minute). The wireless link cost expressed in terms of energy in the performance
model can easily be converted into power consumption by using this activation interval.

In principle it is the task of the Perfd wireless link scheduler to determine the most power-efficient
method to exploit deactivated modes (Section 3.2.4). However, for this experiment we did not im-
plement a full Perfd wireless link scheduler. The periodic activation is hard-coded into the Perfd
driver.

Figure 4.11 shows a screenshot of the Assabet running Perfd in verbose mode. The first two lines
show the loading of the Perfd driver for audio decoding. The third line shows the command starting
the audio streaming system with all default options. Subsequent lines, optionally beginning with a
time stamp, show various progress reports of the state of the service execution.

After the starting command is entered at the command line client, it is send to the Perfd coordi-
nator. New bytes arriving at the Perfd coordinator command socket trigger the select() system
call. As shown on line four of Figure 4.11, the select() system call is triggered at time stamp
1283.290350. The time between the detection of new bytes at the Perfd command socket and the start of the configure function in Perfd is 274 \( \mu \text{sec} \). During this time the service command is read from the socket, this command is parsed, and a service_t structure is filled to be used as an argument for the configure() call of the Perfd coordinator.

As shown on lines five and six of Figure 4.11, the expand action starts at time stamp 1283.290624 and ends at 1283.291254. The required time for the expand action of Perfd is therefore 630 \( \mu \text{sec} \). During the expand action of the configuration phase, the streaming driver translates its parameters such as a playlist into parameters for the underlying components such as download URLs on a server. In our experiment a single test track was streamed. For simplicity we assume that a web server is capable of serving all audio tracks at several compression levels by either storing several track versions or conducting real-time transcoding. The server in our experiment stored each track in several quality levels and three compressions levels (MP1, MP2, MP3).

During the evaluation action, power consumption numbers were added to the config-space graph by the evaluation handlers. These handlers use the internal performance models in the Perfd drivers to determine the power consumption of, for example, MP3 decoding with CD-like quality. The duration of the evaluation action was 197 \( \mu \text{sec} \) (line 7). Table 4.2 shows the elapsed time for several Perfd actions.

During the execution action, the streaming Perfd driver calls the execution handler of both the wireless link and the decoder (lines 10 and 17). First the wireless link execution handler is called. A process is forked by this execution handler to activate the wireless link (line 11) and to transport the specified audio track (line 15). The activation of the wireless link takes roughly 2 s, as shown in Figure 4.4. The forked process for the wireless link downloads the audio track to a local buffer file on the ramdisk of the Assabet. The streaming driver looks at the size of the local buffer and blocks execution (2.1 s) until the local buffer is filled with a sufficient amount of compressed audio data (line 13). When the local buffer is filled with a few seconds worth of audio data, the execution handler of the decoder is called by the streaming driver. This handler forks a child process that uses the Linux execvp system call to execute the Madplay decoder (line 18).

The overhead of the Perfd framework during execution is small. The execution action is not accounted as Perfd overhead because we assume it must always be carried out, in this form or another. Using socket communication is a very general, but not a very fast method of implementing functionality. The Perfd overhead in this example is defined as the time for socket communication, the expand action, and the evaluation action, being 1101 \( \mu \text{sec} \).

The overhead of Perfd in this experiment is not limited to these 1101 \( \mu \text{sec} \). During the first phase of Perfd deployment a Perfd driver must be developed for every hardware component (Section 3.3.1). In the second phase, a Perfd driver must be crafted for every software and hardware component. For each Perfd driver, initial performance measurements were carried out, the parameters of the performance model were determined, exact measurements were carried out to create a performance model,
the performance model was coded in the C programming language, and the Perfd handlers were programmed. Creating a Perfd driver for the wireless link and for the audio decoder took one week each, based on a standard Ph.D. student work week (60 h).

Figure 4.12 shows the power consumption of the Perfd audio streaming service. The plotted interval shows the power consumption of the wireless-link initialization (wlan only), the transfer of audio data (wlan+audio), and the decoding (audio decoding only). To highlight the rapid variations in power consumption the highest sampling rate possible in our measurement setup is used in this figure (15 KHz). The figure with 10 s of data therefore comprises 150,000 points.

The downloading of the compressed audio starts with the sharp increase in power consumption at 3 s from below 2500 mW to above 3000 mW in Figure 4.12. Roughly 10 ms after the downloading started, the Linux CPU scheduler issues a context switch from the downloading child to the streaming Perfd driver that is executing wait_until_file_has_grown(). The local buffer is already filled with several seconds worth of compressed audio after these 10 ms, due to the low latency of both the web server and the wireless link Perfd driver, triggering the Madplay playback. As a result the sound becomes audible only just over 10 ms after downloading begins.

The power consumption at the start of the wlan+audio interval ranges from 1600 to 3300 mW. However, during the roughly 100 ms at the start of this interval the power consumption does not drop below 2100 mW. We suspect that this behaviour is due to the start of the Madplay decoder. The decoder uses more power during initialization than during normal playback.

In the final audio streaming experiment of this chapter we compare the power consumption estimations of Perfd and measurements on the Assabet. First we use a wireless link operating in 11 Mbps mode. We will also show results for the 2 Mbps case.

In the experiment we measure the power consumption of the Assabet for 30 s. During the measurement, the audio streaming service is initiated and completed. A test track with a duration of 27 s is used. The 3 s difference leaves sufficient time for the Assabet to return to idle. Another advantage of the 3 s idle time is that no errors are introduced in the measurement due to inaccuracies in measuring the exact start and stop time of the audio streaming service. The problem of accurate measurements
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<table>
<thead>
<tr>
<th>alternative</th>
<th>streaming bit rate Kbps</th>
<th>audio decoding mW</th>
<th>wireless link mJ</th>
<th>wireless cost (interval=27s) mW</th>
<th>total (including idle) mW</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP1</td>
<td>384</td>
<td>280</td>
<td>3559.0</td>
<td>132</td>
<td>1442</td>
</tr>
<tr>
<td>MP2</td>
<td>256</td>
<td>276</td>
<td>2808.7</td>
<td>104</td>
<td>1410</td>
</tr>
<tr>
<td>MP3</td>
<td>128</td>
<td>302</td>
<td>2058.5</td>
<td>76</td>
<td>1408</td>
</tr>
</tbody>
</table>

**Table 4.3.** Perfd audio streaming estimations using the audio decoder and wireless link performance models.

<table>
<thead>
<tr>
<th>alternative</th>
<th>Perfd estimate (27s) mW</th>
<th>idle (3s) mW</th>
<th>total estimate (30s) mW</th>
<th>total measured (30s) mW</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP1</td>
<td>1442</td>
<td>1030.0</td>
<td>1401</td>
<td>1390</td>
</tr>
<tr>
<td>MP2</td>
<td>1410</td>
<td>1030.0</td>
<td>1372</td>
<td>1397</td>
</tr>
<tr>
<td>MP3</td>
<td>1408</td>
<td>1030.0</td>
<td>1370</td>
<td>1388</td>
</tr>
</tbody>
</table>

**Table 4.4.** Summary of the estimated and measured audio streaming power consumption.

on a portable device is described in detail in [40].

Table 4.3 shows the Perfd estimation of the power consumption for this experiment. The performance model of the audio decoder (Table 4.1) is used for the “audio decoding” column. The wireless link cost in mJ are calculated using the Perfd performance model and the size of the test file. The “wireless cost” column shows the converted wireless link cost in mW, given the length of the audio track. The final column adds the audio decoding, wireless link, and idle power consumption. Note that the MP3 method is estimated to consume the least amount of power, although with only a very small margin. The Perfd coordinator selects the MP3 method as the optimal compression level.

Table 4.4 shows the results of the audio streaming estimations along with the actual measurements on the Assabet. The three rows show the various levels of compression. The MP3 method is automatically selected by the Perfd coordinator because it is estimated to use the least amount of power. The MP1 and MP2 method are selected in our measurements by adding the parameter `force=mp1` and `force=mp2` to the Perfd service request. This optional argument bypasses the selection mechanism and executes the indicated compression level. The “Perfd estimate” column is taken from Table 4.3. The “idle” column lists the average power consumed when the Assabet is idle and the WLAN card is deactivated. The “total estimate” column shows the power consumption estimate for the complete 30 s of the experiment. The “total measured” column shows the actual average power consumption during experiments on the Assabet.

The numbers in Table 4.4 show that the basic performance models are still accurate. The maximum deviation of the total power consumption is 25 mW for the MP2 compression level. This amounts to an error of 1.8 % relative to the total power consumption. This deviation is mainly due to the wireless-link estimation error. Our experience with 802.11 suggests that the addition of one parameter to the performance model would increase its relative accuracy even further. This parameter is the “processor utilization” parameter that reflects the availability of CPU time slots to process incoming HTTP packets. The high load on the CPU due to the MP3 decoding seems to cause an underestimation of the downloading cost. The variability in the time required for the activation of the
<table>
<thead>
<tr>
<th>alternative</th>
<th>total streaming measured</th>
<th>dynamic power part</th>
<th>relative dynamic power difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>11 Mbps</td>
<td>2 Mbps</td>
<td>11 Mbps</td>
</tr>
<tr>
<td></td>
<td>mW</td>
<td>mW</td>
<td>mW</td>
</tr>
<tr>
<td>MP1</td>
<td>1390</td>
<td>1543</td>
<td>360</td>
</tr>
<tr>
<td>MP2</td>
<td>1397</td>
<td>1465</td>
<td>367</td>
</tr>
<tr>
<td>MP3</td>
<td>1388</td>
<td>1421</td>
<td>358</td>
</tr>
</tbody>
</table>

Table 4.5. The audio streaming power consumption in both 11 Mbps and 2 Mbps mode.

WLAN card also introduces small errors.

Our three cooperating Perfd drivers are already capable of predicting the power consumption reasonably accurately by using the most basic performance models. The config-space graph has proven to be capable of making alternatives explicit in our experiment. The highest total error of the total power consumption for one alternative is only 1.8%. This number is distorted due to the exceptionally high idle power consumption of our experimental platform. For more elaborate performance models on platforms of commercial quality we expect that it is possible to obtain a power consumption error of less than 5%. If accurate performance models are viable, the Perfd framework would be capable of estimating the remaining battery lifetime in advance. Current estimators of remaining battery lifetime on laptops are based on extrapolation of current usage patterns and measurement of battery voltage. By exploiting performance models, Perfd carefully avoids the inaccurate method of extrapolating the current power consumption and complex modeling of chemical battery processes [144].

The audio streaming experiment parameters in Table 4.4, CD-like quality and 11 Mbps mode WLAN, are a special case. In this case the cost of the wireless link and the decoder were almost balanced. The three compression levels use almost the same amount of power. The difference in power consumption between MP1 and MP3 is a mere 2 mW. Due to the high idle power consumption of the Assabet the relative difference is marginal (0.14%).

This experiment shows that Perfd has the ability to predict power consumption and is able to choose between alternatives. However, no real savings are obtained. Therefore, we have extended the previous streaming experiment and demonstrate that actual power savings can be obtained. In this extension, we force the WLAN card in 2 Mbps mode.

When the receiver-transmitter distance is increased and the WLAN card is forced to operate in 2 Mbps mode, the difference in power consumption between the compression levels would be more pronounced. With the significantly increased cost of the wireless link, the MP3 compression level will be more beneficial (Figure 4.6). On the other hand, changes in the audio quality from CD-like to AM-radio is expected to yield significant differences, not in favor of MP3. For MP3 compression the decoding would cost 51 mW less than CD-quality, but the wireless-link cost would decrease substantially if the test file size were reduced with a factor of 4 and would no longer be a dominant factor. Less compression such as MP1 will be more beneficial.

Table 4.5 compares the results of the 2 Mbps and the 11 Mbps audio streaming experiment. The three rows again show the three levels of compression. The first column shows the average power consumption of the Assabet and WLAN (in 11 Mbps mode), identical to the last column of Figure 4.4. The second column shows the average power consumption when the WLAN was forced to operate in 2 Mbps mode. The increased cost of the wireless link is the least visible in the case with the highest compression level. The power consumption for MP3 streaming is increased by 33 mW, compared to the 11 Mbps case. For MP2 streaming the average power consumption is increased by 68 mW; MP1
streaming by 153 mW.

The high Assabet idle power consumption is unrealistic for a commercial product. The lack of support for a WLAN card on the LART platform cannot, by itself, explain the 978 mW difference in idle power consumption between the Assabet and the LART. We therefore focus on the “dynamic power” and omit the Assabet static idle power consumption (1030.0 mW). The third and fourth column state the average dynamic power consumption for both experiments.

The dynamic power consumption varies only slightly for the three compression levels in the 11 Mbps audio streaming experiment. The relative difference is limited to just a few percent. The last two columns show the relative difference, with the highest power consumption level set at 100%. These last columns show the relative difference between the three compression levels. The 2 Mbps case shows that 23.8% less dynamic power is consumed when the MP3 compression level is used instead of the MP1 one.

The audio streaming experiments show that Perfd enables the prediction of power consumption using basic performance models. Perfd increases the power efficiency by predicting the power consumed by various operational modes, such as the compression level. Measurements show that Perfd correctly selects the MP3 compression level, yielding a 23.8% reduction in dynamic power consumption versus the MP1 compression level.

Besides the 2 and 11 Mbps case, we can also consider a 54 Mbps mode when we take into account the newly developed hardware based on the 802.11g standard. The 802.11g standard improves the 802.11b standard by using OFDM modulation instead of direct sequence spread spectrum (Section 2.1.3). The result is a higher throughput in the same frequency band. During the first months of 2003, the first operational 802.11g prototypes were demonstrated.

We now speculate on the effect of using a 54 Mbps mode and modifying the audio quality in the streaming experiment. Because 802.11g hardware is currently not available, we have to estimate the performance model. The preliminary documentation of an early 802.11g product (Atheros AR5001X) does not contain sufficient details [4]. Measurements on another 802.11 product that uses OFDM (Atheros AR5000) showed that the energy usage roughly scales with the link speed. We assume the following performance model for 802.11g: \( E_{54Mbps} = 1310 + \frac{11}{64} \cdot 1610 \cdot S_{file} \). This model is an extrapolation of the 11 Mbps model.

Table 4.6 shows the optimal compression level for two quality levels and three wireless link modes. This table is based on previous measurements and estimations for the dynamic power consumption and performance of 802.11g products. The “low quality” settings are based on bit rates that are reduced by a factor of four, compared to “CD-like quality”. The power consumption of the Madplay decoder will be reduced due to the lowered bit rate (Section 4.3). For example, the dynamic power consumption of MP2 audio streaming in 54 Mbps mode is estimated to be 277 mW (224 mW for 64Kbps MP2, 53 mW for 802.11g).

The proximity of a base station and the environment determine the mode of a wireless link. In 802.11g products this mode ranges from 1 to 54 Mbps. The difference in dynamic power consumption in Table 4.6 shows that changes in the operational mode of the wireless link must trigger changes in

<table>
<thead>
<tr>
<th>Settings</th>
<th>54 Mbps mode</th>
<th>11 Mbps mode</th>
<th>2 Mbps mode</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MP2 (344mW)</td>
<td>MP1/MP3 (378mW)</td>
<td>MP3 (401mW)</td>
</tr>
<tr>
<td>CD-like quality</td>
<td>MP2 (277mW)</td>
<td>MP2 (286mW)</td>
<td>MP3 (348mW)</td>
</tr>
<tr>
<td>low quality</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.6.** The optimal compression level and estimated power consumption for different settings.
the audio streaming (e.g. compression level) in order to minimize the power consumption. Perfd provides a general-purpose infrastructure for such adaptive systems.

4.5 Conclusions

In this chapter we have demonstrated the ability of Perfd to make trade-offs at execution time. Two aspects of trade-offs that were previously mostly isolated research fields are now unified by Perfd within a single framework. Classical research on "QoS" is focussed on the negotiation process and trade-offs before service delivery. Adaptive systems research is focussed on trade-offs during service delivery.

The overhead of our Perfd implementation during execution time is limited and will most likely be acceptable (1.1 ms in our experiment). The implementation overhead due to the requirement of constructing extra Perfd drivers is also acceptable. When compared to the development time of OS device drivers, the development of a Perfd driver is far less time consuming. With the growing demand for smaller, yet more powerful portable devices, the investment in Perfd drivers seems a price that is worth paying. As described in Section 3.1.1, the improvements in power efficiency of a power management solution must outweigh the implementation cost.

The research community and the market will ultimately determine if the Perfd framework is either overly complex, provides too little gain, or is a usable solution. As stated before, many researchers have recognized the potential of cooperative power management and the lack of general framework to realize it [16; 17; 55; 139]. We regard the Perfd framework as a first realization of cooperative power management.
Chapter 5

Scheduling

This chapter describes a detailed experiment for the scheduling phase of the Perfd framework. The goal is to evaluate the Perfd framework on a fully operational portable device. This evaluation provides actual Perfd power-efficiency improvements for the specific problem of clock scheduling on a general-purpose CPU.
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Recall that cooperating power-management policies are at the heart of Perfd. To exploit the voltage scaling mechanism of the processing component we developed a cooperating clock-scheduling policy called PowerScale. A cooperative policy requires both context awareness and access to information (Figure 1.6). PowerScale is cooperative and therefore: understands its environment, interacts, exchanges information, and can estimate the future. PowerScale is implemented as a Perfd driver on our LART platform and controls the voltage scaling mechanism described in Section 2.1.2.
5.1 Clock scheduling

A clock scheduler optimizes the processor frequency with respect to the workload to be serviced. A clock scheduler must determine which task to run, when the clock frequency needs to be changed and to what frequency. This problem, known as clock scheduling, is the central problem addressed in this chapter. Creating efficient clock scheduling policies is considered a difficult problem. In the last decade researchers have proposed various approaches to solve this problem with limited success. See [67] for an elaborate introduction to the clock scheduling problem.

5.1.1 Architecture

The placement of a clock scheduling policy in the architecture (e.g. hardware versus OS level) has a significant impact on power efficiency (Section 2.4.1: Policy placement). As shown in Figure 3.2, the Perfd framework uses a distributed policy. Our cooperative approach requires a processing configurator in the higher layered software.

A clock scheduling policy needs to include more intelligence than a policy that uses a simple "power down on idle". The policy needs to output a performance level for the processor (Section 2.3.3: mechanism control resolution). The performance level of the processor has a direct impact on both the performance of the portable device and the battery lifetime. The processor usually only supports a small number of clock frequencies. A workload misprediction of just a few percent will result in a clock frequency setting that is either too low or too high.

For a fluctuating workload, a clock scheduler will often increase or decrease the clock frequency too late. The optimal clock schedule, which minimizes energy usage, defines for each point in time which task to run at a specified frequency. Without detailed a-priori information on the workload it is impossible for a clock scheduling policy to determine the optimal clock schedule. The various proposed policies differ significantly in their success to approximate the optimal schedule. For example, the excellent research presented in [145] showed power consumption results for a fluctuating video decoding workload. Their simulations of a policy produced a clock schedule that was 36% above the optimum. Simple clock scheduling policies mispredict the optimal frequency often and produce only modest power savings, while advanced policies may yield CPU power savings of up to 50% [152].

Figure 5.1 shows both the Perfd framework view (a) and the implementation view (b) of our PowerScale clock scheduler. In the Perfd view, the configurators of several components send reservations to the processing components. A performance model of the processing service is also available. Reservations are processed by PowerScale to form a power-efficient access schedule for the processing service.

Figure 5.1.b shows the details of the implementation. The actual switch of the processor clock frequency is handled by an OS device driver. We have implemented such a driver for the Linux OS (details can be found in [151]). Our OS device driver adapts the memory and bus configurations and is the first to also adjust the supply voltage of the processor at run time. Note that to remain power efficient a change in frequency implies a corresponding change in supply voltage. Our LART device driver has a hard-coded table of the frequency and voltage combinations, derived from Figure 2.3. The device driver sends the voltage setting to a D/A converter. This D/A converter in turn is connected to a voltage-controlled DC/DC converter. On our LART platform, the switch of frequency and voltage takes 140 μs, during which the system is stalled. This implies that settings can be changed frequently without causing too much overhead.

In this chapter we argue that clock scheduling in a general-purpose context can only be effective when software components (applications) cooperate. It is vital that software communicates its (fu-
Figure 5.1. The Perfd (a) and implementation (b) view of the PowerScale clock scheduler.

<table>
<thead>
<tr>
<th></th>
<th>dedicated hardware</th>
<th>compiler</th>
<th>real-time OS</th>
<th>general-purpose OS</th>
<th>cooperative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality</td>
<td>++</td>
<td>–</td>
<td>+/-</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Availability</td>
<td>design</td>
<td>compile</td>
<td>design</td>
<td>run</td>
<td>run</td>
</tr>
</tbody>
</table>

Table 5.1. Comparison of clock scheduling approaches in several areas.

ture) processing needs, much like in real-time systems. Only then the clock scheduler can handle bursty (unpredictable) applications and compute an optimal schedule. The general clock scheduling problem itself is NP complete. We present a new heuristic scheduling algorithm called energy priority scheduling (EPS) that uses workload descriptions to compute energy-efficient schedules. We have implemented the algorithm as part of the Linux OS and performed several experiments on our variable-voltage LART platform. In particular we demonstrate its ability to schedule a computational task with a bursty video playback task; the computational task is executed between two low-complexity video frames.

5.1.2 Approaches and related work

Clock scheduling has been investigated in the context of four main areas: dedicated hardware, compilers, real-time OSs, and general-purpose OSs. These areas differ in the time of fixation of the clock schedule, the time at which scheduling information is available, and the amount and quality of that information. With dedicated hardware, the clock schedule is determined at design time, using a priori information derived from the application. A compiler, in contrast, can only extract a limited amount of information from the source code of an application to determine the clock schedule. A real-time OS includes a task scheduler that takes into account start times, deadlines, and required cycles, allowing more flexible clock scheduling schemes. A general-purpose OS has to derive a clock schedule from run-time statistics, such as the processor utilization in previous periods. In general, clock scheduling becomes simpler and more power efficient when more (accurate) information is available. An overview of the different approaches is shown in Table 5.1. The first row lists the quality of the information that is available to solve the clock scheduling problem, ranging from very poor (++) to very
good (++)). The second row lists at what time workload information is available: during design time, compile time, or at run time. In the sequel, we will use the approaches in Table 5.1 to discuss related work.

**Dedicated hardware**

When dedicated hardware is created, for example, a GSM speech codec or JPEG compressor, all possible workload details are known in advance. Therefore the *optimal* clock schedule can often be calculated with brute force at chip design time [116]. This can be costly since the non-preemptive clock scheduling problem, where a task cannot be interrupted, is NP complete [83]; Hong et al. present an effective heuristic yielding schedules that are within 2% of the optimum [83]. In the preemptive case the optimal schedule can be computed with an $O(n \log^2 n)$ off-line algorithm, where $n$ equals the number of tasks to be scheduled [194].

**Compiler**

When a compiler is used to determine the clock schedule, the greatest problem is deducing the appropriate information from the source code [6]. For example, deriving the execution time on the target platform from the high-level program code is a non-trivial task. This forces the compiler to make conservative assumptions and yields low-quality scheduling information. If extensive profiling information is present, the scheduling techniques for dedicated hardware can be used. Otherwise, heuristics must be applied to identify code sections that can be executed at low speeds. For example, Hsu et al. describe a system that is based on identifying memory-bound loops [84]. Within such loops the clock frequency can be reduced, since the memory subsystem is much slower than the processor. However, this approach is only effective when memory-bound loops occur frequently and the cost of a frequency/voltage change is negligible relative to the total execution time of a loop. A hybrid example is proposed in [6] where the compiler generates "program checkpoints" at which the frequency of the clock can be adjusted. Such program checkpoints are pieces of generated code that re-calculate the clock frequency.

**Real-time OS**

In the realm of real-time operating systems, voltage scaling focuses on minimizing power consumption of the system, while still meeting strict task deadlines. Real-time tasks specify their starting times and deadlines; tasks that must be repeated also specify their periods. In hard real-time systems the worst-case execution time (WCET) can often be obtained at software design time through static analysis, profiling, or direct measurements [77; 115]. When all details of the workload are known and the schedulability is verified at design time we classify such systems under "fixed real time". When details of the workload, such as WCET, or even the tasks themselves are only known at run time we classify such systems under "dynamic real time". For example, for multimedia servers, the exact workload is only available at run time [38]. An admission controller needs to determine if new tasks can be scheduled and admitted.

An example of a scheduler for fixed real-time systems is the Average Rate run-time heuristic by Yao et al., which has been proved to consume at most a factor of 8 more energy than the optimal preemptive schedule [194]. Pering et al. present a dynamic real-time system based on Earliest Deadline First (EDF) scheduling [146]. They assume that tasks specify no start times and, hence, can be executed at any moment. Measurements show that significant energy savings can be obtained (20% of peak power) for some applications.
In both classes of real-time OSes the WCET is used to check the schedulability and possibilities for reducing the clock frequency in the schedule without violating deadlines. For example, the algorithm in [83] initially schedules all tasks at maximum frequency. After that the task schedule is adjusted until no further reduction is possible without violating deadlines. The ratio between the actual execution time and the WCET can be quite low: an average of 0.5 is reported for several hard real-time applications studied in [57]. When the WCET is not an accurate estimation of the execution time, the assigned clock frequencies to meet deadlines tend to be too high (factor of 2 on average). Consequently, a task usually finishes early, and an idle periods occurs. If another task is eligible for execution, however, the idle period can be used to execute that task at a reduced speed, see [169].

A recent paper by Pillai et al. discusses an alternative approach to handle the conservative WCET rarely encountered in practice [148]. Their “look-ahead” clock scheduling algorithm is based on an EDF scheduler. The task with the earliest deadline is scheduled with the lowest possible processor speed that does not violate its deadline. As a result other tasks must be scheduled at a high frequency to compensate. The assumption is that the task is not likely to use its WCET and will finish early. When the task finishes early, energy is saved and the next task with the earliest deadline is scheduled at its lowest possible frequency. Note that for some (artificial) workloads the look-ahead algorithm may defer tasks too aggressively and actually increase power consumption, as can be derived from their simulation results. Unfortunately they do not provide insight in how well their heuristic performs in comparison to the optimal schedules. Given that they do not preempt tasks, their scheduler is limited in its possibilities.

**General-purpose OS**

Clock scheduling in the context of a general-purpose OS is difficult, since little information is known about the applications. Applications do not communicate deadlines or priorities to the OS, hence, all the clock scheduler can do is observe the load that has been generated in the past and extrapolate into the future. The clock scheduler measures the processor load in fixed intervals, for example, every 20 ms. A common technique is to use two boundary values on the processor load to decide whether to increase, decrease, or keep the current clock frequency in the next interval. If the measured processor load drops below the lower bound, the processor frequency is decreased. Similarly, if the processor load rises above the upper bound, the frequency is increased. This technique is called interval-based clock scheduling, or interval scheduling in short.

The Transmeta Crusoe processor is a prime example of a clock scheduling policy located at the lowest possible level on a computer running a general-purpose OS. The Crusoe processor has built-in support for clock scheduling in the “microcode” of the processor [181]. Unfortunately, little information is made available about the exact workings of the “LongRun” technology, but it is clear that it can operate in isolation, that is, without any help from the OS or application [63]. The microcode has only a little awareness of the global system state, for example, it cannot distinguish OS foreground tasks from background tasks.

Weiser et al. first presented the idea of interval-based voltage scaling for a general-purpose OS in 1994 [186]. Most contributions regarding interval-based voltage scaling consist of theoretical analysis [92] and simulations [66; 112; 145]. The simulation studies show that interval scheduling reduces power consumption considerably compared to running a system at full power. There are, however, some fundamental problems. First, the optimal interval length is application dependent. Second, bursty applications with unpredictable workloads cannot be scheduled effectively at all. The simulations by Pering et al. show that the power consumption of their interval schedule for video decoding was 36 % above the optimum. Recent measurements on actual hardware by Grunwald et al. confirm
these observations [68].

Traditional interval scheduling based on the processor load can be improved by incorporating other information (run-time statistics) to estimate the processing requirements of applications. Such "integrated clock schedulers" require numerous modifications to the OS. For example, Flautner et al. [59] describe an integrated scheduler that maintains processor usage statistics of every process, observes the communication pattern between processes, keeps track of input/output device usage by processes, and tries to extract deadlines from periodic tasks. The simulations results are promising, but a comparison with a traditional interval scheduler is not included, so the advantage of using additional information is not known. Another aspect that needs additional study is the effect of their scheduler on bursty and cpu-intensive applications, such as video decoding and speech recognition, because such applications were not included in the simulations.

User-related timing characteristics are another useful source of information for integrated clock scheduling [59; 120]. For example, Lorch et al. [120] exploit the observation that a reaction time of 50 ms for interactive applications is below the perception threshold of the user. Therefore, the application processing time for, say, a mouse click can be increased to 50 ms (by slowing down the CPU) without noticeable performance degradation. Off-line simulations show that the upper bound on the additional energy saving is in the order of 20%. It remains to be seen how much energy can actually be saved in a real implementation. It will be difficult for an integrated clock scheduler to "see" the dependencies of executing threads. For example, $N$ threads that update several windows on the screen can only be delayed together for a total time of 50 ms without noticeable performance degradation, instead of for 50$N$ ms.

Cooperative clock scheduling

The Perfd framework is designed to enable cooperation. Cooperation means involving applications in the clock scheduling problem. Reliable, accurate information for solving the clock scheduling problem can only be obtained from the applications themselves. When applications operating on a general-purpose OS are modified to register their processing requirements (cycles, deadlines, etc), clock scheduling becomes simpler and more effective. Cooperative clock scheduling holds two opportunities for further power savings compared to using the integrated clock scheduler. The first opportunity is the possibility of updating the processing requirements. The second opportunity is to use average processing requirements instead of the worst-case estimates that are used in real-time systems.

We call the updating of task processing requirements in cooperative scheduling intra-task information updates. Intra-task information updates are proposed in a recent article by Shin et al. [168]. They combine the compiler-based approach with cooperative clock scheduling. Shin et al. use source code analysis to extract the WCET and combine it with a run-time component. An MPEG 4 decoder is used as a case study for their analysis tool. The tool calculates off-line the WCET updates for several points in the MPEG 4 frame decoding process. For example, at the start of the frame decoding process, only the overall worst WCET of any frame type is known. When the frame type is determined, it is replaced by the WCET of that frame type. During the decoding of the frame even more information becomes available (such as motion vectors and macroblocks) and the WCET is updated and converges to the actual frame decoding time. This refinement technique is guaranteed to meet hard real-time deadline requirements (i.e. frame deadlines). The disadvantage is that the overall WCET is not very likely to occur and consequently, the clock speed is set far too high at the beginning of every frame.

In contrast to real-time systems, applications operating on a general-purpose OS are not time crit-
ical and deadlines may occasionally be missed. Typical laptop applications such as word processing, games, video editing, and (wireless) web browsing are real-time (interactive) applications, yet their deadlines are soft. Users will tolerate (some) jitter in response times. This allows for an easy solution to the problems associated with the WCET. Applications may report their average execution time (AET), which is generally a much better estimator of the true execution time, leading to more power-efficient clock schedules. This is the approach we take in PowerScale. Note the resemblance with the look-ahead algorithm from Pillai [148] (see Section 5.1.2). The look-ahead algorithm is the only algorithm known to us that also exploits the low likelihood of WCET occurrences before the actual execution of a task.

The cooperative clock scheduling algorithm presented in this chapter can be applied in both a real-time and general-purpose OS context. The applications on a general-purpose OS need to be modified to pass on intra-task information updates and to indicate their AET.

5.2 Video decoding

To exploit the power consumption reduction of clock scheduling, we propose to make applications cooperative such that bursty and cpu-intensive applications can decrease their power consumption by indicating their processor usage to the clock scheduler. We modified a video decoder to estimate its average execution time (AET) for each frame and communicate this requirement along with the frame deadline to the clock scheduler. In this section, we briefly discuss H.263 video compression, our method for estimating the frame decoding time, and our modified H.263 application.

5.2.1 H.263 video compression

The H.263 standard is created for low-bitrate video compression [158]. The standard is based on both H.261 and MPEG2. H.263 frames are displayed at a fixed rate. Throughout this chapter we use a frame rate of 15 frames per second, which means a maximum decoding time of 67 ms per frame. H.263 defines three types of frames: I-frames (intra picture), P-frames (predicted picture), and B-frames (bidirectional predicted picture). I-frames are self-contained images, similar to JPEG. P-frames encode the difference from a previous I or P frame. B-frames contain references to both the previous and the succeeding frame. Because a B-frame contains forward references, the succeeding frame must be decoded prior to the B-frame itself. As a result the decoder must process two frames in a single frame time. We use the PB-frame notation to indicate the frame in which two dependent consecutive frames are decoded.

A frame consists of a grid of blocks that measure 16x16 pixels, called macroblocks. A macroblock in a P-frame consists of the differences with a reference to the previous frame. The macroblock is displaced by a vector to compensate for motion. Motion compensation is used to decrease the difference from the previous frame. This yields a high video compression level, as only a minimal amount of information is encoded. The pixels in each macroblock are efficiently encoded using a Discrete Cosine Transform (DCT), which is a computationally intensive operation. The number of bytes for each macroblock in the encoder output is variable. Macroblocks that contain no information are not inserted into the compressed bit stream. The number of inverse DCTs required to decode the macroblocks is therefore variable. This is the main cause of the bursty behavior of both H.263 and MPEG2 decoders. Variable-length encoding (e.g. Huffman coding) is used to further compress the macroblocks, the motion vectors, and the frame header. Note that the type of the frame is known to the decoder only after the variable-length decoding step.
5.2.2 AET estimation

It is difficult to predict the decoding times due to the wide variation in scenes (e.g. talking heads versus MTV). A frame that is very similar to its predecessor requires few encoded macroblocks to capture the difference and hence takes little time to decode. Frames that differ considerably from their predecessor result in longer decoding times. Figure 5.2 shows the variation of the frame size for the standard Carphone test sequence (190 frames), which was encoded using the Telenor H.263 encoder V2.0 with the following settings: qcif resolution, 15 fps, default quantization, unrestricted motion vectors, syntax-based arithmetic coding, advanced prediction mode, and use of PB-frames. Note the large initial I-frame in the upper left corner.

Various methods have been developed to estimate the AET of a video frame. One method is to include a complete reference decoder inside the encoder and to measure the actual frame decoding times. These decoding times are added to the compressed video sequence. This method is proposed in [25], but requires a reference decoder for each target platform. This drawback can be eliminated by using a generic model of the frame decoding complexity. Such a complexity model for MPEG4 (7 parameters) is presented in [131]. They report accurate results (error \( \leq 5\% \)). The drawback of their method, however, is the necessity to modify MPEG4 encoders to include the complexity parameters in each frame header.

To ensure backward compatibility and general acceptance, one must avoid modification of video sequences (to include clock scheduling information) whenever possible. Therefore it is interesting to find out which property from the H.263 frame gives a good estimation of the AET of the frame decoding process and can be obtained without adding any knowledge to the H.263 compressed bit stream. We found that the combination of frame type and frame size yields an estimation that is simple, yet accurate. A similar estimator for MPEG2 is presented in [15].

Figure 5.3 plots the decoding time versus the frame size for the Carphone test sequence on the LART platform. Two frequencies are used to decode frames of both the P and PB type. The figure shows that video decoding is a demanding application: at the lowest clock frequency of our LART platform, none of the frames can be decoded within the required 67 ms (i.e. 15 frames per second). Furthermore, running the processor on a high speed (221 MHz) is only necessary for the largest PB-frames. The cost of decoding a two-image PB-frame is consistently higher than that of decoding a single-image P-frame. Simple P-frames decode in roughly 75 ms at the lowest clock frequency; the most complex PB-frames take almost 200 ms to decode at this speed, a significant difference. Measurements on more test sequences show that frame decoding times are independent of the content of the test sequence itself; they only depend on the frame type and length [149]. Note that changing the spatial or temporal resolution keeps the linear relation between frame size and decoding time, but modifies the parameters. Fortunately such resolution changes do not occur inside normal video sequences. The characteristics of Figure 5.3 will be used to estimate the minimal processing requirements for each frame.

The type of the video frame is indicated in the frame header. Unfortunately, the frame length is not part of the header, so we cannot directly determine the most suitable AET. The frame length can optionally be added to the header by using the H.263 PEI header field. This requires changing H.263 encoders to add the frame length information to the header. A solution that modifies only the decoder is preferred. By using input buffering in the decoder it would also be possible to determine the frame length before commencing with the decoding. However, this approach would increase the decoding latency, which is a severe drawback for interactive applications such as video conferencing and would also increase power consumption due to the increased memory requirements. We implemented three solutions for this frame length problem, described in the next section.
Figure 5.2. Frame size variation over time.

Figure 5.3. Decoding time vs. frame size and type.
5.2.3 Implementation

We extended the Telenor H.263 decoder with an AET estimator based on the observed linear relation between frame size and clock frequency for equal frame types (Figure 5.3). Three modes are supported by our enhancement: optimal, feed forward, and feed backward. The difference between the three modes is the knowledge about the frame decoding times. The optimal mode uses a priori knowledge about the decoding requirements. Through off-line analysis the exact processing requirements are determined for each video frame and made available to the decoder, similar to [25]. This mode provides a lower bound in terms of power consumption for the clock schedule. The feed forward mode uses priori knowledge about the frame length through the PEI header field. The feed backward mode does not require any modifications to the encoder but the compressed bit stream, and uses intra-task information updates to adjust mispredicted AETs. Our H.263 decoder communicates its processing requirements for the next deadline with the EPS scheduler once per frame in both feed forward and optimal mode and twice in feed backward mode.

The power-aware decoder in feed backward mode uses several heuristics to estimate the processing requirements as accurately as possible. Frame statistics are kept for each frame type. Initially the decoder requests the maximum processing capacity for the first few frames of a sequence, until an estimation of the time-frame-length relation becomes available (using a least squares fit). The best speed for the previous P-frame is used as a starting point for the current P-frame. When the upper half of the video frame is decoded an intra-task update is calculated and sent to the clock scheduler. The decoding time and size of the first 50% of the macroblocks is used to determine the decoding progress. The remaining 50% of the macroblocks must also be decoded in the same frame time. When the decoder is running ahead or behind, the estimated time-frame-length relation is used to calculate the new processing requirements. Unfortunately, the complexity of the upper half of the image of a video frame is not always equal to the bottom half. To compensate for this, we use the complexity ratio of the upper and lower half of the image from the previous frame to update the AET. We hereby assume that the complexity ratio is a slowly changing parameter in a video sequence.

At the start of a frame the speed of the previous frame is only maintained if there is no frame type change. When a PB-frame follows a P-frame, the speed of the most recent PB-frame is used because generally the previous P-frame has a lower processing requirement.

The "frame_type_len" estimator [15] also uses the type and length of the previous decoded frames to estimate the decoding time of the current frame. For their calculations they require the offline calculated relation between frame size and decoding time. Our implementation is similar to the frame_type_len estimator, but we created an on-line version that uses intra-task information updates.

Our power-aware video decoder induces no loss of generality, since it does not depend on H.263 specifics. Our enhancements can therefore also be applied to other compression formats (MPEG2, MPEG4).

The usage of estimates entails the risk of missing the final frame deadline. The chance can be reduced by partitioning the frame into \( N \) parts instead of just two, for example, in [168] \( N = 33 \). We will show that with the most simple case of \( N = 2 \), the power consumption of the decoder in feed backward mode is already close to that of the optimal mode (see Section 5.4.2). The next section describes a clock scheduling algorithm that combines the processing requirements of, for example, the power-aware video decoder with other applications.
5.3 Processing

The processing service in Perfd requires cooperation to determine an efficient clock schedule. In cooperative clock scheduling, applications specify their AET to the next deadline and use intra-task information updates to increase the power efficiency of the clock schedule. Our *energy priority scheduler* is an incremental on-line algorithm that dynamically adjusts the clock schedule within PowerScale when a new task enters the system or an old task completes its execution.

5.3.1 Model

This section defines a model for clock scheduling. The model combines and enhances the models presented in [194] and [129]. Each real-time task $j$ is defined by:

- $s_j$ Starting time
- $d_j$ Deadline time
- $e_j$ Execution time at highest speed

The execution interval of task $j$ is $[s_j, d_j]$. The energy priority scheduling algorithm is used to determine:

- $s(t)$ Speed of the processor at time $t$
- $run(t)$ Task that is executed on the processor at time $t$

We further define the following parameters:

- $N_j(tr)$ Number of tasks overlapping with time region $tr$ besides task $j$
- $N_j = \sum_{tr \subset [s_j, d_j]} \frac{||tr||}{d_j - s_j} N_j(tr)$ Average number of other tasks besides task $j$
- $f_j = \frac{e_j}{d_j - s_j}$ Flat processor rate of task $j$, using the least amount of energy
- $u_j =$ The processor utilization currently scheduled in time region $tr_j$
5.3.2 Algorithm

The problem is how to schedule a number of real-time tasks \( j \) at the lowest possible processor speed that does not violate any deadline.

Before describing our algorithm, we first present two examples that motivate the scheduling heuristic we employ. Table 5.2 gives two simple workloads. The first case consists of just two tasks (A and B). An incremental scheduler considers the tasks one by one. Following the Average Rate heuristic by Yao et al. [194], we simply add the minimum required flat processor rates \( f_j \) for each task at time \( t \). Thus, task A executes at speed \( 2/3 \) and B at speed \( 1/3 \) (see Figure 5.4).

![Figure 5.4. Average Rate schedule for case 1.](image)

The Average Rate schedule is not optimal since A and B can be scheduled back to back as shown in Figure 5.5. Running at a constant speed is more energy efficient than with a varying speed due to the utility curve of the processor. The processor speed must be constant in any interval that contains no starting time and deadline time of a job.

![Figure 5.5. Optimal schedule for case 1.](image)

A first improvement to the Average Rate heuristic is to take into account the other tasks already scheduled. When scheduling a next task, we can compute the (water) level above the current schedule (contour) to fit in the computational demands (area) of the task. The task leveling idea is outlined in Figure 5.6.

Applying task leveling to the first example yields the optimum (Figure 5.5) when task A is scheduled first, followed by B. However, scheduling B first and then A still yields the inferior schedule shown in Figure 5.4.

Our second improvement is to account for overlapping tasks that can be pushed aside. Consider the second case in Table 5.2, which adds a third task C to the optimal schedule in Figure 5.5. First note that task leveling fails to find a suitable schedule in this case since C must be layered on top of
B, raising the processor utilization above 1. The following method does find the optimal schedule (an equal load of 5/6 across the entire [0, 6] interval). In step one we determine the maximum processor utilization $u_{max}$ on the interval $[s_C, d_C]$, which is 2/3 (cf. interval [4, 6] in Figure 5.5). In step two we fill up the free space below level $u_{max}$ on interval $[s_C, d_C]$; this has no effect in our example because there is no space available. In the third step we determine all overlapping tasks (the set $T$) that overlap with C; $T$ equals {B}. In the fourth step we compute the water level (5/6) above the contour of $T+C$ that accommodates the remainder of C. Finally, we reschedule tasks from the set $T$ to create space in the interval $[s_C, d_C]$; see Figure 5.7.

Rescheduling in the final step is not always possible due to deadlines for tasks $T$, in which case steps four and five must be repeated. Dealing with overlapping tasks greatly enhances the quality of the clock schedules. Further improvements can be expected to also account for tasks that overlap with the overlapping tasks, etc. We do not pursue this direction, but rather arrange that tasks are scheduled in ascending priority. Tasks with relaxed deadlines ($f_j$ close to 0) and few overlaps (low $N_j$) are ranked to be scheduled first, so they can easily make room for more difficult tasks if these come up for scheduling later on.

The details of our energy priority scheduler are presented in Algorithm 1. Step 2 calculates the priorities of the tasks. For example, in case 2 above, the priorities are set to $p_A = \frac{5}{3} \times \frac{2}{3} = \frac{10}{9}$, $p_B = \frac{5}{18} \times \frac{2}{3} = \frac{5}{27}$, and $p_C = \frac{1}{3} \times \frac{2}{3} = \frac{2}{9}$. Therefore EPS will schedule task B first, then C, and finally A. Note that this order is independent of the actual task arrivals, which avoids the sensitivity observed for the simpler heuristics discussed above. In steps 3.2, n a part of task $j$ is scheduled by raising the “water” up to the next level. This level is to be found on the interval that includes all overlapping
Algorithm 1 Energy Priority Scheduling

0 Given a set of tasks \( T \), each task with a starting time, deadline time, and fastest execution time.
1 Partition interval \([s_{\text{min}}, d_{\text{max}}]\) into a set of time regions \( tr_i \) where \( s_{\text{start}} \) and \( d_{\text{end}} \) are start or deadline times of \( T \), and there exists no other start or deadline time within \( tr_i \).
2 For each task compute its priority: \( p_j = f_j N_j \).
3 Repeat \(| T | \) times:
   3.1 Select task \( j \) that is not scheduled yet and has lowest \( p_j \).
3.2 Repeat until task \( j \) is fully scheduled:
   3.2.1 Determine intervals \( tr_i \subseteq [s_j, d_j] \) with lowest scheduled processor utilization \( u_i \).
   3.2.2 Determine overlapping task intervals \( tr_i, tr_j \subseteq [s_i, d_i] \), \( \text{util}(t, tr_i) > 0, t \neq j \).
   3.2.3 Determine spill intervals \( tr_k \in \{tr_i\} \setminus \{tr_j\}, u_k = u_i \).
3.2.4 Define
   \[ u_{\text{up}} = \text{lowest processor utilization on } \{tr_i\} \setminus \{tr_k\} \]
   \[ L_i = \sum \| tr_i \| \]
   \[ L_k = \sum \| tr_k \| \]
   \[ \delta = \begin{cases} \min(u_{\text{up}}, u_i) & \text{if } L_k = 0 \\ \min(L_i, \max \left( \frac{u_k}{L_k}, \frac{\text{remain}(s_j)}{L_i} \right)) - u_i & \text{otherwise} \end{cases} \]
3.2.5 Set processor utilizations \( u_i \) to \( u_i + \delta \) and reschedule tasks (including \( j \)) on \( tr_i \) and \( tr_k \) accordingly.
4 Regroup tasks spread across multiple intervals.

5.3 Processing

tasks. Time is divided into time regions, such time regions are used for detecting overlap. A new time region begins on any start and deadline time of a task. The spill intervals are the time regions of the overlapping tasks, not including \([s_j, d_j]\), where the processor utilization is equal to \( u_i \) and the utilization will be increased to make room for task \( j \). Note that we only consider overlapping tasks that are actually scheduled on \( tr_i \) by including the 'util\((t, tr_i) > 0\) condition. If there are no spill intervals \((L_k = 0)\), for example, when the first task is scheduled, the remaining work of \( j \) will be scheduled on top of the \( tr_i \) time regions. Otherwise, the work of the overlapping tasks is spilled from the \( tr_i \) intervals to the \( tr_k \) intervals. The actual increase \( \delta \) is bound by the amount of work that can be spilled \((L_i, u_i)\), by the remainder of \( j \) that still needs to be scheduled, and the step up \((u_{\text{up}}, u_i)\).

One can efficiently implement the incremental scheduling of task \( j \) in steps 3.2.n by maintaining the overlapping intervals as a sorted list (ascending processor utilization). Once the final schedule is determined, tasks tend to be scattered over multiple intervals. To minimize the number of context switches, we regroup tasks in step 4 by swapping workloads between intervals.

The energy priority scheduling heuristic does not always find the optimal schedule, since it only accounts for pushing aside tasks that directly overlap with \( j \). If non-overlapping tasks were also rescheduled in step 3.2.n, both the complexity and the ability of EPS to find the optimal schedule would increase. A heuristic such as EPS will fail to find the optimal schedule in complex workloads with many tasks. For example, when case 2 is slightly modified by changing task \( B \) to start at time 2, the insertion of task \( C \) will not raise the "water" above interval \([0,2]\) as it could when realizing that \( B \) in turn should push task \( A \) aside. Fortunately, such workloads are not common for portable devices, where users typically run one or two concurrent applications. The complexity of the heuristic depends on the number of iterations needed to schedule \( j \). In the worst case, each interval \( tr_i \) causes one step up. The maximum number of intervals is \( 2n - 1 \), leading to the upper bound of \( O(n^3) \) for the complete
heuristic. In practice, one or two iterations often suffice and the number of overlapping tasks is small, lowering the complexity to $O(n \log n)$.

The presented energy priority algorithm makes a completely new schedule each time a new task arrives. When implementing this algorithm, several additions must be made such as properly updating the task list $T$ when a new task arrives and the current running task is not yet finished. As an incremental version of the scheduling algorithm we use the following procedure: each time a new task $j$ arrives, the set of intervals $tr_j$ is extended, followed by one round of scheduling for task $j$ (no looping over all tasks in step 3).

The energy priority algorithm must support sporadic tasks in a real-time OS context. The algorithm can support periodic tasks by adding a parameter $u$ that indicates the window size for periodic task scheduling. Before step 0, every periodic tasks is converted in up to $u$ sporadic tasks and added to the task set $T$. The periodic task with the shortest repetition period $r_{\min}$ bounds the interval $[0, r_{\min} u]$ in which the periodic tasks are converted into multiple sporadic tasks. For example, $T$ is extended with $A$ ($r_a = 5, c_a = 2$) and $B$ ($r_b = 9, c_b = 3$). When $w = 10$, the interval $[0, 50]$ is scheduled with 10 sporadic tasks $A$ and 6 sporadic tasks $B$.

5.4 Results

To demonstrate the effectiveness of the Perfd framework we have performed power measurements on the LART platform (Section 3.3) consisting of variable-voltage hardware, an OS driver, a clock scheduling daemon and algorithm, and a power-aware video decoder.

5.4.1 Experimental platform

The LART has a programmable voltage regulator to control the voltage of the processor core. In Section 2.1.2 we already discussed the relation between processor frequency (59 - 236 MHz, steps of 14.7 MHz) and core voltage (0.79 - 1.5 V), see Figure 2.3.

The LART runs the Linux operating system (Version 2.4.0), which has been enhanced to support frequency and voltage scaling. We added a kernel module that reads the required frequency from /proc, a Linux pseudo filesystem used as a generic interface to kernel data structures, changes the clock frequency, and adjusts the core voltage. It subsequently recalibrates the kernel's internal delay routines, in particular those that busy-wait by counting instruction cycles. In addition, the kernel module adjusts the memory parameters that control the timings of the read/write cycles on the external bus. The code has been structured such that it may be interrupted and does not depend on external memory, which is temporarily unavailable during a clock frequency change. The SA-1100 is not designed for on-the-fly clock frequency changes. All DMA transfers are interrupted during a change, causing problems for DMA transfers of LCD video data. The LCD device driver needs to be informed of frequency changes and temporarily halt the DMA transfer. All LART design schematics and kernel modules are publically available [10].

We implemented a clock scheduler that mediates between applications and the basic OS driver controlling the core voltage and processor speed. To minimize implementation effort at the application level we designed the clock scheduler such that it supports both unmodified applications as well as power-aware applications specifying their future needs (AET and deadline). We use a combination of interval scheduling (for handling unknown workloads) and energy priority scheduling (supporting power-aware applications). We call the combined clock scheduler PowerScale. For convenience PowerScale is implemented as a daemon process in user space, but it can be moved inside the kernel.
when the need arises. An application connects to PowerScale using a UNIX socket and specifies its workload as a set of tasks with starting times, deadlines, and processing needs (cycle count, minimum speed, or AET). Before running the energy priority scheduling (EPS) algorithm, PowerScale empties all sockets to consider at once all tasks currently made available by the power-aware applications. The computed schedule is then executed in a loop, listening on the socket for new tasks by invoking select() with a time-out value matching the time to the next speed change.

The interval-based component of PowerScale serves two purposes: it supports traditional applications and it corrects for mispredicted workloads by power-aware applications. Traditional applications do not register their workload with EPS, hence the speeds determined by EPS will be too low. Mispredicted workloads can cause EPS to determine a speed that is too low or too high. The interval scheduler within PowerScale monitors the Linux process scheduler statistics to see whether or not the EPS schedule needs to be adjusted. When the system load (processor utilization) is close to 1, the CPU is running at the right speed. Otherwise, the speed is adjusted: an overload (util = 1) is handled by increasing the speed, an underload (util < 0.5) is handled by reducing the speed. In effect the interval scheduler provides negative feedback to the speed schedule produced by EPS. To ensure stability the interval scheduler uses relatively long intervals in which EPS can issue multiple speed changes. Therefore the speed correction is applied as a delta (e.g., two steps up) to the rapidly changing EPS schedule.

The interval scheduler itself is quite flexible and operates with a parametrized interval length (a multiple of 10 ms, the granularity of Linux's 100 Hz internal timer). This allows it to operate stand alone (i.e. without EPS); a short interval length should be used to be able to closely follow the changes in the workload. To further improve the responsiveness of the system we employ the following heuristic. On consecutive speed increments we double the correction factor (exponential increase). On consecutive speed decrements, however, we simply step down to the next lower correction (linear decrease) since running the system at a speed that is too high does not impact its responsiveness; it only wastes energy. The correction factor (delta) is applied to a fixed maximum performance schedule (236 MHz).

A modification of the power-aware video decoder was required to work around the poor granularity of the internal Linux timer (100 Hz). The H.263 decoder has a simple rate control mechanism for displaying the frames at the specified rate (15 fps): after decoding a frame it computes the time left until the next display deadline, and invokes the usleep() system call to wait for that time to pass before outputting the video frame. Usleep() may return up to 10 ms late due to the poor Linux timer granularity, which is a significant part of the frame time (67 ms). Each delay causes a frame deadline miss, and must be compensated for in the next frame to catch up. When running at a constant high speed, the H.263 decoder does this automatically by waiting a bit shorter in the next frame. When scaling speeds, however, we must explicitly account for the inaccuracy by overestimating the computational demand of each frame. We took a drastic approach and replaced the usleep() call with a busy-wait loop, in which we read the clock until the next display deadline is met.

### 5.4.2 Video decoder modes

We used the experimental setup discussed in Section 5.4.1 to measure the power consumption of our extended H.263 decoder (Section III) on top of PowerScale.

Table 5.3 shows the average power consumption of the LART platform for decoding a test sequence for the three supported modes of the decoder: feed backward (FB), feed forward (FF), and optimal (opt). For comparison the “236” column shows the average power consumption with clock scheduling disabled and using a fixed clock frequency of 236 MHz. The average power is computed
by measuring the total energy consumed by the LART and dividing that by the duration of the test sequence. The test sequences are stored in the RAM-disk provided by Linux, hence, little energy is needed to retrieve them.

The measurements show that the FB mode reduces energy consumption considerably compared to running at 236 MHz, for example: the average power dissipated when decoding the Grandma sequence drops from 404.6 mW to 244.5 mW. The reduction for FB ranges from a factor of 1.37 (Trevor) to a factor of 1.66 (Grandma). Providing the decoder with additional information (FF and optimal) does indeed reduce energy consumption further, but the gain is limited. In the case of FF the reduction ranges from 1.40 (Trevor) to 1.67 (Grandma). The optimal policy achieves reductions in the range of 1.43 (Trevor) to 1.70 (Salesman).

The differences between the various policies are small because voltage scaling only reduces the power consumption of the processor core. The last column in Table 5.3 presents the power consumed by the components (memory, bus, etc.) supplied from the fixed 3.3 V. It shows that the fraction of the total power that can be attributed to non-CPU subsystems is considerable. For example, when decoding the Grandma sequence at 236 MHz, 209.6 mW out of 404.6 mW are consumed by non-CPU subsystems. The fixed fraction of the total power consumption ranges from 47.4 % (Carphone) to 51.8 % (Grandma). As a consequence, the maximum power reduction that can be obtained by controlling the processor speed and core voltage is limited to roughly a factor of two. We expect, however, that this limit can be increased by optimizing the H.263 decoder to take into account the size of the cache, which is part of the scalable processor core, to reduce the memory traffic. For example, large look-up tables are ineffective on the LART with its small data cache of 8 KB, and degrade performance.

When considering only the power consumed by the processor core, FB achieves a significant reduction of 2.25 (Trevor) to 6.45 (Grandma). The reduction by FF ranges from 2.33 (Trevor) to 6.63 (Grandma), and the optimal policy results in a reduction of 2.59 (Trevor) to 7.02 (Salesman). The relatively small difference between the FB, FF, and optimal mode indicates that a priori knowledge on frame length (FF) or complete processing requirements (opt) provides only a small benefit. Thus, standard H.263 video sequences can be decoded efficiently (power wise) using the feedback mode.

### Table 5.3. Average power consumption [mW].

<table>
<thead>
<tr>
<th>Sequence</th>
<th>236</th>
<th>FB</th>
<th>FF</th>
<th>opt</th>
<th>fixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grandma</td>
<td>404.6</td>
<td>244.5</td>
<td>243.1</td>
<td>242.2</td>
<td>209.6</td>
</tr>
<tr>
<td>Salesman</td>
<td>417.0</td>
<td>262.7</td>
<td>254.2</td>
<td>245.5</td>
<td>208.3</td>
</tr>
<tr>
<td>Trevor</td>
<td>496.1</td>
<td>362.8</td>
<td>355.6</td>
<td>347.9</td>
<td>249.4</td>
</tr>
<tr>
<td>Carphone</td>
<td>556.5</td>
<td>368.7</td>
<td>357.4</td>
<td>351.2</td>
<td>263.5</td>
</tr>
<tr>
<td>Foreman</td>
<td>571.6</td>
<td>389.7</td>
<td>380.3</td>
<td>374.7</td>
<td>283.5</td>
</tr>
</tbody>
</table>

#### 5.4.3 Cooperative versus interval scheduling

To show the advantage of cooperative clock scheduling over interval scheduling, we study the behavior of the bursty video-decoding application in detail. We use the Carphone test sequence since subsequent frames in this video often differ considerably in size and sometimes in type (see Figure 5.2). Decoding a frame at a speed that is too high wastes energy; using one that is too low results in a missed deadline. Our modified H.263 decoder reports the accumulated miss-times at the end. With this quality measure it is possible to study the trade-off between power and quality. Our accumulated
miss-times metric is similar to the clipped-delay metric in the simulations by Pering [145].

Figure 5.8 shows the power-quality trade-off for cooperative clock scheduling, interval scheduling, and decoding at fixed speeds. Note that in all cases deadlines are missed. This is caused by the initial 1-frame in the Carphone sequence that cannot be decoded within 67 ms, even at the highest frequency. The solid line in Figure 5.8 shows the effect of decreasing the (fixed) frequency from 236 MHz (405 mW, 63 ms) down to 133 MHz (278 mW, 388 ms). The power consumption goes down at the expense of additional deadline misses since the number of frames that cannot be decoded within 67 ms increases when the clock frequency lowers.

In interval-based mode PowerScale performs worse than running at a fixed speed. For example, with a 20 ms interval setting PowerScale operates with an average power of 337 mW and causes 400 ms of missed deadlines; running at a fixed speed of 192 MHz requires the same power, but reduces the missed deadlines to only 92 ms, while running at 133 MHz incurs a similar miss time, but requires less power (278 mW). The problem for the interval scheduler is that a short-time average is not a good predictor of the speed at which to decode the next frame. Increasing the interval length makes the scheduler behave more like a fixed-speed scheduler; with a 50 ms interval the power consumption gap to the fixed schedules (solid line) is smaller than at 20 ms, but many more deadlines are missed. Without additional knowledge an interval scheduler will never be able to handle bursty workloads well.

Using the AET information from the power-aware video decoder results in substantial power savings since the workload description allows PowerScale (EPS mode) to select the right decoding speed in most cases. The decoding of the Carphone sequence requires only 304 mW (100 mW CPU, 204 mW non-CPU), and misses just a few deadlines: 67 ms in total, of which the largest part is caused by the too-demanding initial 1-frame. For comparison, decoding at the fixed frequency of 236 MHz consumes 405 mW (198 mW CPU, 207 mW non-CPU) and delivers the same quality: 63 ms of
accumulated deadline misses. Thus, cooperative voltage scaling reduces the power consumption of the processor core with a factor of two. The total system power, however, is only reduced by 25% because of the power consumed by the non-CPU subsystems supplied by the fixed 3.3 V.

5.4.4 Multiple applications

We now demonstrate the ability of the EPS algorithm to combine the processing needs of multiple applications and create a power-efficient clock schedule. In the following experiment the Carphone sequence is decoded in conjunction with a synthetic application. Both the video decoder and the synthetic task register their processing requirements (AETs and cycle count, respectively) with the PowerScale scheduler. We log the speed changes initiated by PowerScale during the experiment, and measure the power consumption of the processor core. The solid line in Figure 5.9 shows the actions of the PowerScale scheduler for one second of the benchmark video (frames 135-150). The synthetic application places a reservation for 150 ms of processor time at a speed of at least 40 MHz during the same time at which frames 141-143 must be decoded. The curve shows how the processor speed changes over time in our experiment (each frame takes 67 ms). The shaded area shows the impact of the synthetic task on the EPS schedule: the speed is raised to 207 MHz. For comparison the dotted line in Figure 5.9 shows the behavior of PowerScale when running in interval-based mode. The resulting speed is either too low (e.g., frame 136) or too high (e.g., frames 144-150).

We carefully crafted the combined workload to contain overlapping tasks. The synthetic task enters the system 25 ms after frame 141 starts and must finish 25 ms before frame 143 ends; the start-stop interval is indicated in Figure 5.9. The synthetic task thus overlaps with frames 141, 142, and 143. The EPS algorithm schedules the synthetic task first, because it has the lowest flat processor rate (40 MHz), followed by frame 141 (148 MHz), 142 (162 MHz), and 143 (207 MHz). The final schedule raises the processor speed during the decoding of frames 141 and 142 (i.e. the shaded area in Figure 5.9). This effectively creates a 30 ms gap between frame 141 and 142, which contains enough cycles to run the synthetic task (30×207 > 150×40).

The measured power dissipation of the processor (Figure 5.10) shows a shape that is quite similar to the clock schedule executed by PowerScale in EPS-mode (Figure 5.9). Note, however, that the peak-to-bottom power ratio is larger than the corresponding speed ratio. Neglecting frame 137, which requires no computation and causes the processor to enter its special idle mode, the peak-to-bottom power ratio is around 6 (frame 136 : frame 135 ≈ 271 : 43), the speed ratio is around 2.5 (221 : 89). This shows the effect of the quadratic relation between power and voltage. The exact time location of the synthetic task is marked in Figure 5.10. Its power consumption is larger than that of its neighboring decoding tasks running at the same speed because the synthetic task does not reference main memory, hence, incurs no processor stalls when waiting for memory accesses to complete.

Figure 5.10 shows the power dissipated by the CPU only. Figure 5.11 shows the power dissipation of the 3.3 V part of our system (memory, bus, etc.). Despite the clock speed changes induced by PowerScale, the system load in Figure 5.11 shows a quite regular pattern, except for frames 136, 137, and 142. The decoding of frames 136 and 137 involves a PB sequence where all computation is performed in the first frame (136), hence the “zero” power consumption in frame 137. The drop to zero in frame 142 is caused by the execution of the synthetic task that does not reference any memory, but only exercises the CPU. The high peaks at the beginning of each frame are caused by the video decoder performing the run-length decoding of the compressed frame. This involves fetching data from the RAM disk, where the Carphone sequence is stored, into the cache over the external bus. After this burst of memory traffic the decoder starts processing the data, which requires more computation, and the power dissipation of the memory subsystem drops to a level around 200 mW.
Figure 5.9. Clock schedules executed by PowerScales.

Figure 5.10. Processor power consumption of EPS.
Figure 5.11. Non-CPU power consumption of EPS.

Note that the average non-CPU power (202 mW) exceeds the average processor power (118 mW), which limits the overall effectiveness of voltage scaling.

5.5 Conclusions

As stated in Section 3.1.1, policies currently in use on portable devices are simple. A sophisticated policy is required to efficiently control a component with an advanced mechanism such as the PowerPC 405LP (Section 3.2.4). The 405LP requires a policy with a mechanism control resolution (Section 2.3.3) of "full setting". As of 2003, this sophistication is beyond the state-of-the-art of policies integrated in operating system such as Linux 2.5 and Windows XP. The Linux "cpufreq" project, which we seeded in 1999 by writing the first Linux OS device driver for voltage scaling, still lacks an intelligent policy. Policies have only recently matured enough to produce the "performance level" of mechanism control resolution shown in Figure 3.9. Because of the Perfd framework, the architecture is advanced enough to move to the next level and exploit mechanisms with "full setting" mechanism control resolution.

Our implementation of the Perfd processing component with our EPS scheduling algorithm is the first to exploit cooperation to this level. To demonstrate the effectiveness of application-directed clock scheduling we have actually build a complete system consisting of variable-voltage hardware (LART), OS support (Linux driver), intelligent policy (PowerScale), clock scheduling algorithm (EPS), and a cooperative application (H.263 video decoder).

We measured and analyzed the effectiveness of cooperative clock scheduling with a workload consisting of a Perfd-aware video decoder competing with a computational task. The results show that EPS successfully schedules both applications and reduces the energy consumption of the processor with 50% when compared to running at full speed (236 MHz). This is a significant improvement over interval-scheduling achieving 33% reduction. EPS achieves its reduction without missing deadlines, unlike interval scheduling that does miss deadlines. The processor only consumes a portion of the total system power. When compared to running at full speed, EPS reduces the system power with
The power efficiency improves significantly when applications provide a small amount of information (AET estimation) to the cooperative clock scheduler. With these experiments, we have successfully demonstrated the ability of the Perfd framework to improve power efficiency through cooperation.
Chapter 6

Conclusions

This is the final chapter of this thesis. This chapter reflects on all previous work and provides concluding remarks at a higher level of abstraction than the remarks at the end of each chapter. This chapter also includes a section that presents possible enhancements and extensions of the presented research.

6.1 Summary

This thesis deals with power management on portable devices and views it from both a theoretical perspective (Chapters 1, 2, and 3) and a practical perspective (Chapters 4 and 5). We have given an introduction to portable devices and to the trends in their technological development (Chapter 1).

We have defined the “Delft taxonomy” of power management that provides the first structured listing of all known approaches to power management (Chapter 2). The Delft taxonomy provides insight into the scientific progress in the field of power management. Our taxonomy clearly shows the increasing sophistication of power-management solutions in the last decade (1993-2003). In 1993, power management was still limited to only exploiting sleep modes, using a power management policy based on a fixed idle timeout [45]. Recently, more sophisticated policies have been developed that adapt based on changed resource cost and benefit [197] and policies that adapt the performance for battery lifetime control [199].

Despite the many advances in sophistication of power management policies, one fundamental problem remained unsolved. The various power management policies within a portable device operate in isolation. The model of interaction between the components of a portable device has not been improved in the last decade. Power management policies do not cooperate. It has been argued in [16; 17; 55; 139] that cooperation has potential in the area of power management, but that no solution exists. We addressed this issue and developed a solution called the “Perfd framework” (Chapter 3).

The Perfd framework provides an infrastructure for cooperative power management. Cooperating policies are based on two foundations: context awareness and sharing of non-functional information such as power consumption, performance metrics, future resource requirements, end-user benefit estimation, and configuration alternatives. The concept of context awareness means having the sophistication to understand and interact with one’s environment and react to changes in that environment. When policies share more information, uncertainty is lowered and future events can be anticipated on. The access to information improves the efficiency to what level a policy can exploit a power management mechanism. We have identified the access to information as a key parameter that bounds the efficiency of a policy. We have called the level of information access for a policy “input richness”.
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In this thesis, we argue that significant improvements in power management are only possible when more information is made available to policies. Our experiments have proven this claim.

Context awareness of a policy implies the sophistication to make trade-offs. We have demonstrated the ability of our Perfd implementation to make trade-offs at execution time (Chapter 4). Our software was able to determine the cost in terms of power consumption for several alternative courses of action. Our implementation was able to compile a list of alternatives and select the most power-efficient course of action at the cost of only a small amount of CPU time. (1.1 ms in our experiment).

We successfully lowered the power consumption of an embedded computer running a video decoder. We developed a cooperating policy to exploit the voltage scaling mechanism of the processing component. By maximizing the input richness for the cooperating policy and development of a new scheduling heuristic (Energy Priority Scheduling), we were able to reduce the power consumption of the processor core with a factor of two (Chapter 5).

6.2 Reflections

The Delft taxonomy enabled us to see an emerging pattern in the development of power management solutions. The Delft taxonomy and the identification of input richness provided the insight that cooperation was an unexplored opportunity with significant potential. We have developed the Perfd framework specifically to exploit this opportunity. Our Perfd framework clearly fits the general direction of power management solutions with ever increasing sophistication.

Our experimental validation of the Perfd framework (Chapters 4 and 5) was not an isolated activity. The Perfd framework itself was improved and formed by both careful design and feedback from experiments during five years of research. We therefore claim that the Perfd framework is not merely an idea, but the first realization of the cooperative power management concept; proven on actual hardware with realistic applications. This approach radically differs from the approach taken in many publications that divide the research into two isolated stages. First is the development of a power management approach. Second is the evaluation using simulations.

In our view the ultimate goal in mobile computing is "making portable devices more useful and intelligent" (Chapter 3). We will now reflect on the contribution of the Perfd framework to the usefulness and intelligence of portable devices.

We define usefulness as the ability to support the user in his or her daily life (private and professional). Battery lifetime is an important factor in the usefulness and this thesis therefore provides a direct contribution to this goal. The ability to predict the resource cost of services using Perfd provides the opportunity to accurately estimate the remaining battery lifetime. Furthermore, due to cost prediction and support for reacting to changing conditions in Perfd, it is even possible to offer a new functionality we call "guaranteed battery lifetime".

The more difficult question is whether this thesis contributes to the quest for intelligent portable devices. Intelligence is very difficult to define [159]. Most definitions include the following elements: logical reasoning, planning of actions, and ability to understand and manipulate the environment. By enabling cooperative power management, the Perfd framework enables more intelligence. The exchange of non-functional information, reasoning on config-space graphs, cost prediction using performance models, and the ability for pro-active behavior all contribute to more intelligence.

The gains of cooperative power management comes at a cost. Each OS device driver needs to be modified, applications need to be enhanced, and Perfd drivers must be created. Such Perfd drivers consist of a scheduler, a configurator, and a performance model. We were able to program two Perfd drivers in two weeks, showing that the required programming effort is relatively small.
The ultimate proof for the success of the Perfd framework is the level of acceptance by the research community and software developers. The software developers (a.k.a The Market) will determine if the costs of using Perfd in terms of a modest increase of software size, complexity, and execution-time overhead are worth the significant gains in usefulness and intelligence.

6.3 Further extensions

We have developed the first framework for cooperative power management and implemented a prototype. Research, however, is never finished and a thesis can always be expanded. For example, by conducting more experiments and improving the functionality.

In this thesis we have conducted experiments with two hardware platforms and several software components. These experiments can be extended with other hardware platforms such as mobile phones and more software components. The mobile phone platform is particularly suited for the Perfd framework. Power management is still very static in this field. For example, a mobile GSM phone contacts the network every few seconds and checks for incoming calls. By varying the incoming-call check-interval, the standby time of a phone can be increased. Such features strictly do not require Perfd, but are much easier to implement with a framework for cooperation.

Development of cooperating software components is another interesting extension of our research. A great need exists for a generic audio/video handling component with plug-ins for all available formats with an open source software license. Existing audio/video handling components are not resource aware, do not allow extensive trade-offs, and have no built-in performance model. Another opportunity is in the area of wireless links. The 802.11 standard includes many obstacles and opportunities for power management. Improvements in input richness, enabled by Perfd, have significant potential. For example, the method used in 802.11 for checking the network for incoming data packets consumes significant power. A special signalling channel with a lower data rate would be much more efficient. Perfd provides the infrastructure for a policy that control this signalling channel.

This thesis presented experiments that exploited the novel idea of using performance models during execution time. However, using performance models in power management is still not fully understood. The optimal accuracy problem remains unsolved (Section 3.2.3). More research and experimentation is needed to determine what the optimal accuracy of a performance model should be for several scenario's and how many trade-offs of the hardware must be included in the model.
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Samenvatting

Het stroomverbruik van kleine computers is een groot probleem aan het worden. Binnen handzame computers en mobiele telefoons moeten meer gegevens worden uitgewisseld tussen hardware, het besturingssysteem en de bovenliggende software. In dit werk presenteren we een architectuur die dit mogelijk maakt. De efficiëntie van deze architectuur is zo hoog dat er tientallen procenten minder stroom worden verbruikt en er nieuwe functionele mogelijkheden ontstaan zoals instelbare batterij levensduur door middel van adaptiviteit.
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