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ABSTRACT

Registration between histology and *ex-vivo* Full Field Optical Coherence Tomography (FF-OCT) can help in many clinical applications including identifying surgical margin in a tumour tissue during intra-operative pathological diagnosis, quantifying features in FF-OCT for diagnosis and reduction of tissue processing time. In this work, we present a framework for non-rigid registration between Histology and *ex-vivo* FF-OCT images. The proposed framework consists of a two-stage registration process. The first step consists of large-scale misalignment correction while also establishing the match between FF-OCT and one of the several histology tissue samples based on iterative closest point of prominent edge points. The second step starts with an area-based affine registration algorithm and culminates with a Deep Flow based registration algorithm. To facilitate the use of optical-flow based algorithm for inter-modality registration, mutual transform based modality transformation has been used here. Traditionally used mutual transform does not preserve the edges well. Since edges are an important component of the objective function used for minimization, this affects the accuracy of the registration algorithm. To address this problem, an edge-preserving mutual transform has been introduced in this work. This newly proposed variant of mutual transform as well as the use of Deep Flow algorithm for registration is seen to improve the accuracy significantly.
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Today, surgeons have far more information in their arsenal than before. This is heartening because when a patient is open under anesthesia on the operating table, every second longer increases the chances of infection as well as the time that would be needed post-operation to make a complete recovery. The role of intra-operative pathology is crucial in such a situation, especially to provide the surgeon with immediate information regarding whether there is still some cancerous tissue present, to determine precisely the surgical margins of a tumour or to assess the adequacy of the sample.

Currently, histopathology is the gold standard for intra-operative consultations. But it involves offline processing of the biopsy samples collected and it cannot be relied upon for on the spot decisions during surgery. Full-Field Optical Coherence Tomography is a promising new technology which can help provide the necessary evidence in near real time in-situ, for taking such surgical decisions. The following sections in this chapter gives an introduction to these technologies and establishes the need for an automatic registration algorithm between traditional histology images and FF-OCT images.

1.1. Histopathology

Histopathology refers to the microscopic examination of tissue in order to study the manifestations of disease. Specifically, in clinical medicine, histopathology refers to the examination of a biopsy or surgical specimen by a pathologist, after the specimen has been processed and histological sections have been placed onto glass slides.
A histopathological examination usually starts with surgery, biopsy or autopsy. After obtaining the ‘specimen’, the standard tissue processing process is applied to it, moving it through a series of steps so that the soft tissue is supported in a medium that allows sectioning. The five main steps in the preparation of histology slides are Fixing, Processing, Embedding, Sectioning and Staining [3]. Figure 1.1 shows an overview of the steps involved in histological slide preparation and the order in which it is done.

Fixing is done to preserve the tissue in as natural a state as possible. It can be done either with the use of chemicals such as paraffin/formalin or by freezing the specimen. Tissue processing is done to remove water from the tissues so that it can be replaced with something that solidifies and provides the necessary rigidity to the tissue for fine slicing. Depending on the method used for fixing, the steps involved in processing differ. Frozen section processing is rapid and requires less equipment. But the quality of the final slide is poor and lacks morphological detail. As such, it is widely used in intra-operative pathology for coarse determinations that help decide the next step in surgery. On the other hand, chemical section processing is slow, but the minute details of the tissue are preserved.

Embedding is the process in which the water in the tissue is replaced with an alternative medium that solidifies and supports as well as fixes the specimen. This is followed by sectioning. This can be done in 3 ways, vertical sectioning, horizontal sectioning and Mohs surgery technique [4]. Vertical sectioning is generally used for light microscopic applications. The thickness of each section is usually of the order of 5\( \mu m \). The sliced sections are stained using appropriate histology stains. Some commonly used stains for histopathological examination of the tissue are hematoxylin-eosin (H&E) or Periodic acid–Schiff (PAS) [5]. Figure 1.2 shows a sample H&E stained slide digitized using a whole slide scanner.
Although this is used as a gold standard for disease diagnosis, there are several disadvantages in choosing histological examination. First of all, inappropriate processing or some fundamental mistake in any of the aforementioned steps might result in unusable tissue specimens that will not yield any useful diagnostic information. Then there is the time element - 6 to 24 hours for fixation, 15 to 45 minutes for dehydration, 20 to 45 minutes for clearing, 30 to 45 minutes for embedding. Added to this is the danger of tissue shrinkage and damage. For an offline diagnosis using the tissue sample, the time needed for examination does not pose much of a problem. However for deciding the course of a surgery, diagnosis based on histology leaves much to be desired.

1.2. **Optical Coherence Tomography**

In order to overcome the limitations mentioned in section 1.1, it is worth exploring Optical Coherence Tomography (OCT) as a means of (a) providing a fast, reliable and morphologically detailed microscopic image of the tissue that can be used in intra-operative pathology, and (b) decreasing the processing time that comes with histological examination while retaining the clarity of the slide.

OCT is an established medical imaging technique that uses light to capture micrometer-resolution, three-dimensional images from within optical scattering media (e.g., biological tissue). It is based on low-coherence interferometry, typically employing near-infrared light. The use of relatively long wavelength light allows it to penetrate into the scattering medium. While tissue preparation for OCT imaging is simple and consists of placing the tissue sample as is, in water in the tissue holder and viewing it through a gel that minimises refraction, there is much less tissue deformation in the process. These advantages have led to a growing interest in the use of Optical Coherence Tomography (OCT) in intra-operative pathology [6] [7].

Two general approaches for OCT based microscopy have been reported to date. The first approach is...
based on the principle of point-scanning imaging developed in confocal microscopy [8]. The second approach involves full-field illumination and detection, which is sometimes termed Full-Field Optical Coherence Tomography (FF-OCT). This is an alternative technique to scanning-based approach based on white-light interference microscopy [9].

FF-OCT produces tomographic images in the en face orientation by arithmetic combination of interferometric images acquired with an area camera and by illuminating the whole field of view using a low-coherence light source [10]. Since the large depth-of-field needed in other OCT approaches is not required here, the setup provides 2D or 3D tomographic images with a 3D resolution of close to 1\(\mu\)m. This is typically one order of magnitude higher than for standard commercially available OCT systems, and matches the cellular resolution required for tissue examination. Figure 1.3 shows a sample FF-OCT image which corresponds to the sample histology image shown in figure 1.2.

![Sample FF-OCT Image](image)

The FF-OCT typically comprises a Michelson interferometer with identical microscope objectives in both arms, known as a Linnik interferometer (see Figure 1.4). The setup appears simple in design, but can be difficult to align. Getting the zero path difference means balancing centimeter paths to less than one micrometer.

Comparing morphological features revealed by FF-OCT with histological or frozen sections, pathologists have achieved high levels of sensitivity in their results. Two pathologists could distinguish between in situ normal and benign tissue and invasive carcinomas, with a sensitivity of 97% and 90%, respectively [11]. For this reason, we anticipate that FF-OCT should be a valuable tool for intra-operative diagnosis as well as tissue selection. Indeed, we expect FF-OCT to help reduce the rates of repeat operation and multiple biopsies, as
well as saving time and space in refrigeration for tissue conservation.

Figure 1.4: Experimental setup for Full-Field Optical Coherence Tomography

In-vivo imaging is difficult with FF-OCT because of the appearance of motion artifacts and the standard bulk FF-OCT set up. There has been some recent improvement in FF-OCT imaging [12] to make it more useful for in vivo and in situ imaging applications such as intra-operative pathology. While some of them have addressed the inconvenience caused due to bulkiness of the set-up, motion artifacts still remain a problem. With constant advances in the technology of cameras and light sources, one can reasonably predict that the acquisition speed of FF-OCT will be considerably improved in the near future. FF-OCT would then become a powerful tool for ultrahigh-resolution in vivo imaging without any contrast agent, making in situ examination possible without the need for histological processing of tissues. This makes FF-OCT an ideal candidate for intra-operative pathology in the future.

1.3. NEED FOR AN AUTOMATED FRAMEWORK

Establishing a dense correspondence between histology and ex-vivo FF-OCT can help in identifying surgical margin in tissue using FF-OCT. Identifying descriptors for diagnosis using FF-OCT is also very much at its nascent stage and often involves observing corresponding sections from histology and FF-OCT [11]. Registration between histology and FF-OCT for establishing this correspondence can help speed up the aforementioned clinical procedures. Any shift to a new technology requires an acclimatization period. Extensive use of FF-OCT in pathological diagnosis would require training of personnel to extract the same visual information from FF-OCT images as they would from histological slides. Histological slides are examined by trained pathologists who usually undergo a lengthy (5 to 5.5 yrs in the UK) training program. The aim of the work presented here is to perform registration of FF-OCT and histology images so that the aforementioned deformations in tissues are compensated and the transition from using pathological slides for diagnosis to using
OCT images is made as seamless as possible.

Moreover, with the advent of fast whole-slide image scanners, pathology labs have moved towards a fully digital workflow, which aims to replace viewing of glass slides under a classical microscope with viewing of digitized slides on a computer monitor. A completely automated framework for registration between an incoming FF-OCT image and a histological digitized slide would fit right into such a digital workflow for making the transition to using FF-OCT in intra-operative pathology in the future.

This thesis provides a framework for the problem of inter-modality non-rigid registration between whole-slide scanner histology and \textit{ex-vivo} FF-OCT images. Since deformations are unavoidable at the time of tissue preparation (since tissue is squashed against the glass of tissue holder) we assume that the corresponding sections could be deformed and hence there is a need for non-rigid registration. A slide prepared for histological examination could contain multiple tissue samples from the same subject. We consider establishing a match between an incoming \textit{ex-vivo} FF-OCT image and one of the several tissue samples present of the same subject as an integral part of the problem as it is in the spirit of automatizing the clinical procedure as discussed before.

1.4. Organization of the Thesis

As a starting point, we present a bird’s eye view of the approach followed by delving into the details of each aspect of it. The proposed framework consists of a two-stage registration process. The first step consists of large-scale misalignment correction while also establishing the match between FF-OCT and one of the several histology tissue samples based on iterative closest point [13] of prominent edge points. The second step starts with an area based affine registration algorithm and culminates with a Deep Flow based registration algorithm. Optical flow based algorithms are generally not used for inter-modality registration problems. This is becuse the brightness constancy assumption (in optical flow algorithms) between the two images in different modalities does not hold true. This is solved by introduction of an edge preserving gray-level based modality transformation. This is motivated by [14] but is different from it in the sense that it uses edge-orientation information as a means for establishing confidence of joint occurrence of gray-levels used in modality transformation. Figure 1.5 presents the overview of the proposed algorithm. The incoming arrows to an algorithmic block represents the required inputs for the block and the outgoing arrows from a block represents the output of the block. The details of the proposed framework are organized in the remainder of the thesis as follows:

Chapter 2 presents a brief literature survey for inter-modality registration in general. This is followed by prior art in various algorithms needed for point-cloud generation and point-cloud based affine registration. This is followed by a discussion on different techniques used for non-rigid registration and various advance-
ments made in Demon registration. Lastly, prior art in OCT-Histology registration is discussed towards the end of this chapter.

In **Chapter 3**, Section 3.1 describes the various algorithms needed for point-cloud based affine registration. This includes the supervised edge detection algorithm used for the purpose of point-cloud generation and iterative closest point algorithm for rigid registration. Section 3.2 elaborates the multi-stage MI based affine registration algorithm followed by methodology used for performing modality transformation and Deep flow based registration to achieve our final goal of non-rigid registration between histology and *ex-vivo* FF-OCT images.

**Chapter 4** starts off with materials and methods used for acquiring the images. It is then followed by the results of the proposed algorithms and evaluates the results obtained in comparison with some of the existing registration algorithms.

**Chapter 5** concludes the thesis with a discussion of results and its implications to the future work in this field.
This chapter introduces the relevant prior art for different techniques used in this work. Since registration between FF-OCT and Histology is our end goal, we first look at techniques used for inter-modality registration in section 2.1.

As described in figure 1.5, the first step in the proposed framework is feature based affine registration using edge points as features. Robust edge detection is an important part of the feature based affine registration algorithm. Hence section 2.2.1 is dedicated to literature survey of various supervised edge detection algorithms. Color image segmentation is needed for separating the different tissues in the histology image. Section 2.2.2 covers the necessary prior-art for color based image segmentation and section 2.2.3 is dedicated to different variants of iterative closest point algorithm which is needed for point-based registration.

Lastly, to account for deformations between FF-OCT and Histology, non-rigid registration algorithm is used. Section 2.3 covers the literature survey for this part of the work.

2.1. INTER-MODALITY REGISTRATION

Image registration is the method by which correspondence or alignment between two images is established by estimating a spatial transformation from one image to the other. Figure 2.1 shows the spatial transformation (T) that has to be estimated for the image on the left to be aligned or registered with the image on the right.

The most basic components for an image registration algorithm are a fixed image, a moving image, com-
parison metric, transform estimator and an interpolator. Fixed image is the image to be registered with and the moving image is the image which needs to be registered. Comparison metric is a way of comparing the similarity or dissimilarity of different corresponding feature points or areas in the two images. Transform estimator is the functional block which estimates an optimal transformation such that the moving image is best registered with the fixed image. This estimation is often done iteratively until the algorithm converges. Such an iterative algorithm often uses an optimization algorithm such as gradient descent algorithm. An interpolator is needed so as to resample the moving image after transformations to obtain pixel intensity values in non-integer locations. All these functional blocks of registration is illustrated in figure 2.2.

Registation between images of two different modalities is a well researched topic. The two widely used techniques for registration are feature-based and area-based registration. A complete overview of area-based and feature-based registration techniques is given in Zitova et.al. [15].

Feature-based registration methods typically consists of four main steps. They are, feature detection, feature matching, transform parameter estimation, and image transformation accompanied with interpolation. Feature detection and feature matching gives the fitness value for the optimizer as seen in figure 2.2. Features
used in feature-based registration could be one of edges, contours, corners or salient points. The choice of features is essentially application specific. For e.g., salient points in a registration between CT angiographic images and MR angiographic images could mean invariant points which are visible across modalities [16]. Feature matching is the step in which correspondence between the two images are found. In feature based techniques, correspondence between feature points can be established using similarity measures alone [17] or in combination with spatial relationships [18]. The correspondences thus established could sometimes be conflicting each other and it might not be possible to accommodate a transformation where-in all the established correspondences coincide. Hence a transformation model is defined and parameters of the transformation is established such that similar feature points are matched in an optimal way within the constraints of the transformation model.

Metrics for area-based registration could either be based on Correlation or Mutual Information (MI). MI based metric is often preferred in inter-modality registration. Pluim et.al. [19] provides a complete review of MI based registration in medical image analysis.

Mutual information [20] is a information theoretic similarity metric and is defined in equation 2.1.

$$MI(A, B) = H(A) + H(B) - H(A, B)$$ (2.1)

where, A and B are the images to be registered. H is the entropy measure and MI is the mutual information measure. It can be inferred from the equation that maximizing the similarity measure $MI(A, B)$ is related to minimizing the the joint entropy measure $H(A, B)$, which is in fact a dissimilarity measure. The most common entropy measure used for MI calculation is Shannon entropy [21]. However, there are a few instances of using Jumarie entropy (such as [22]) for registration as well. Other variations of MI includes Normalized Mutual Information (NMI) [23] and Entropy Correlation Coefficient (ECC) [24]. These variations were suggested to make the fitness value independent of the overlap between the fixed image and the moving image. Equations 2.2 and 2.3 give their corresponding definitions.

$$NMI(A, B) = \frac{H(A) + H(B)}{H(A, B)}$$ (2.2)

$$ECC(A, B) = 2 - \frac{2}{NMI}$$ (2.3)

Since images from different modalities often have complimentary information, correlation does not serve the purpose of providing us with a good fitness value. However there have been a few instances of using gray level transformations to create pseudo similar modality images and treat the problem as a intra-modality registration problem. A global histogram based transformation of images from different modalities
was introduced in [25]. Following the transformation, registration was performed using correlation as the fitness value. One of the major drawbacks of this approach is that the transformation between gray levels was a global one. Images from multiple modalities in general do not have a global one-to-one correspondence between the different gray levels in the two images. A gray level \( g_1 \) might correspond to a gray level \( g_2 \) in one part of the image and \( g'_2 \) in a different part of the image. This local mapping based transformation was proposed by Kroon et al. [14]. Chapter 3.2 discusses this in further detail.

The next step in a registration problem is the definition of ‘allowed’ spatial transformations between the two images. The set of ‘allowed’ spatial transformations defines the search space for the problem. The different classes of transformation that can be considered are: Rigid, Similarity, Affine and Non-rigid.

Rigid transformation is a transformation where only rotation and translation of the moving image is allowed. The search space is the smallest in this type of transformation. Similarity transformation is the one in which the allowed degrees of freedom are rotation, translation and uniform scaling along each dimension. Affine transformation is a transformation where rotation, translation and non-uniform scaling along different dimensions are considered. Non-rigid transformation is where deformations in space are considered. Based on the model used for deformation, the search space for these transformations can vary a lot. These types of transformations are covered in detail in section 2.3.

Once the search space and fitness metric is defined, the registration problem effectively boils down to finding an optimum point in the search space which optimizes the fitness metric under consideration. If the search space is small enough, this could be found out by evaluating the fitness metric for all possible transformations. But this is not practical for two reasons:

1. The number of dimensions in the search space even in 2D similarity transform is quite high. For affine and non-rigid transformations evaluating the fitness value for all possible transformations is next to impossible.

2. Transformations parameters can take real values. Evaluating ‘all’ possible transformations would involve quantization of transformation parameters. The true optimum could lie between the quantized levels.

Hence to find an optimum transformation, iterative optimization algorithms are used. Suppose the initial set of parameters is represented as \( \mu_0 \) and our aim is to arrive at an optimal set of parameters (\( \hat{\mu} \)) iteratively. The iterative updation of parameters is given in equation 2.4.

\[
\mu_{k+1} = \mu_k + a_k \times d_k \tag{2.4}
\]

where, \( k \) represents the iteration number, \( d_k \) is the search direction and \( a_k \) is the gain factor. Popular optimization techniques which follows the above equation include Gradient Descent [26], Quasi-Newton [27],
2.2. Point Cloud Based Affine Registration

The three major algorithmic blocks leading to an affine registration are robust edge detection, color based image segmentation and iterative closest point based registration. A brief literature survey for each of these blocks is discussed in this section.

2.2.1. Supervised Edge Detection

Edge detection is a critical low level computer vision task which has been a subject of research ever since Roberts introduced a filter to detect edges in his thesis [33]. This was followed by the introduction of an isotropic edge detector by Sobel\(^1\). The ability of an edge detector to detect actual edges in the image depends on the scale at which image is being viewed. There has been several attempts at designing multi-scale edge detectors. One of the earliest papers on multi-scale edge detectors is proposed by Ziou et al. [35]. An overview of several such detectors is given by Ziou and Tabbone [36].

However, visually salient edges need not necessarily correspond to dominant gray scale or color gradients in multiple scales as observed by Martin et al. [37]. Figure 2.3 gives an illustration of prominent visual edges (ground truth) in a few images from the BSDS500 database [38]. It can be seen that the texture in the cloth on the floor (top left image), hay stack (top center image), ground (top right image) would have all led to detection of several edge points using unsupervised edge detection algorithms and the resulting edge maps would have been significantly different from the ground truth seen in the bottom row. This has led to a recent revival in the field of edge detection using supervised techniques.

One of the earliest edge detection methods purely based on learning algorithm was suggested by Dollar et al. [39]. Probabilistic boosting tree classification algorithm was used to classify the edges. The features used for classification includes multi-scale oriented gradients, Haar wavelet responses and histogram of filtered images obtained from filters such as multiscale Difference of Gaussian. The classifier was trained for both positive and negative examples for obtaining better discrimination. Zheng et al. [40] extend this work further by developing a hierarchical edge classifier where the result of [39] is used as the result of the first stage. This is refined by considering context information and high-level shape information to arrive at the final classification.

Mairal et al. [41] used discriminative sparse coding techniques to solve the edge detection problem. Normally in a sparse coding problem, learning consists of constructing a dictionary \(D = [d_1, d_2, \ldots, d_k] \in \mathbb{R}^{n \times k}\)

\(^1\)It is interesting to note that Sobel never actually published this work. It was first reported by R.Duda and P.Hart [34] in which the author had credited Sobel for this filter.
based on training signals $y \in \mathbb{R}^n$. In the testing phase, incoming signal is then represented as a linear combination of the dictionary elements $y = \alpha \times D$, where $\alpha$ is a $k$ dimensional sparse vector. In discriminative sparse coding, dictionaries for each class is constructed independently based on training data for each class. In case of edge detection problem, the two classes represents edges and non-edges in the images. This was later extended to the problem of contour detection in [42].

As seen before, low level representation such as color gradients do not by themselves give a robust representation of the edges as perceived by human vision. Several aforementioned learning based techniques can be seen as a way to bridge this gap between low level representation and high level perceived features. Lim et.al. [43] introduce an efficient mid-level features/representation to bridge the same gap. These features, termed as sketch tokens, are learned based on the ground-truth and are seen to be quite effective in contour detection.

In the hierarchical edge classifier [40] the misclassification in the initial stages of classification is passed on further to the next stages of classification. Instead of ignoring the context information in the first stage and then using context information later to modify the results, Dollar et.al. [44] propose structured forests for edge detection where classifiers are trained based on structured labels (based on topological distribution of edges and non-edges in the ground-truth image) and not just on pixel based labels. Orientation of the edge is not taken into consideration for this work. Hallman et.al. [45] use edge orientation across multiple scales along with other color based features for training a random forest to detect edges. Contextual information which comes while using structured labels is not used in this work.

Kivinen et.al. [46] present a deep neural network based method for edge detection. This is one of the earliest papers using deep neural architectures for the purpose of edge detection. This was later extended in [47] for contour detection.
2.2.2. **Color Image Segmentation**

Image segmentation consists of achieving a compact region-based description of the image scene by decomposing it into meaningful regions sharing similar attributes. It is a process of dividing an image into a set of homogeneous regions such that the union of any two adjacent regions is non-homogeneous. The features used for segmentation may include one or more of gray-level intensities, color, texture and edge-based features. Using these features, segmentation can be approached as an optimum threshold selection problem [48] or a clustering problem [49]. It may also be posed as a region growing [50], merging or splitting based approach [51]. Markov Random Fields [52] and graph-theoretic approaches [53] have also been widely used for segmentation. Since the prior art in image segmentation algorithm is huge, in this section we only cover some of the most popular color image segmentation algorithms. An illustration of the result of a typical color image segmentation algorithm is shown in figure 2.4.

![Figure 2.4: Illustration of Color Image Segmentation](image)

In [54], Cheng and Li proposed a color image segmentation algorithm based on fuzzy homogeneity histogram. They defined homogeneity as a composition of two components: standard deviation and discontinuity of the intensities, and used the homogeneity histogram to detect uniform regions. The scale space filter was used to compute the optimum thresholds.

Normalized Cut [53] is an algorithm where the segmentation task is posed a graph partitioning problem. For this purpose, an incoming image is represented as a graph where each node is a pixel and each edge between any two nodes is representative of the pixel affinities for them to remain in the same group. The affinity could be a function of any of the aforementioned features. The algorithm proposed by them is different from the traditional min-cut algorithm in the sense that it penalizes a cut which results in a very small partition.

Modeling the affinity metric which would define a proper segmentation for the application under consid-
eration can be quite tricky sometimes and might lead to over-segmentation. Several affinity measures or in a broader sense, different segmentation algorithms might lead to different segmented images. Li et. al. [55] show that super-pixels (segmented regions in an image) give important low-level cues for grouping. They propose an algorithm for aggregating results from multi-layer super-pixels obtained from several algorithms and arrive at a final result in a principled manner.

Mean Shift based segmentation [56] is a non-parametric clustering technique which segments an incoming image based on which mode (a frequently occurring feature value) it belongs to. The red dots in figure 2.5 shows the modes. On convergence, each pixel in the image gets clustered with one of the modes, which results in a segmented image.

![Figure 2.5: Illustration of Mean Shift Segmentation](image)

**2.2.3. Iterative Closest Point**

Iterative closest point (ICP) was first introduced in [13] as a way of performing registration between 3D shapes. Many variants of ICP has been proposed over the years. The variations come from how the points are sampled across the shapes, how they are matched and how the different matches are weighted to arrive at a fitness value and how the optimization is done for converging at an optimum transformation. A complete overview of different variants of ICP and comparison of their performances is given in [57]. An illustration of the point clouds, before and after alignment using ICP is given in figure 2.6.

In the original paper Besl and McKay used all the points in the shapes for alignment. When the number of points in the shape become very high, to reduce the computational complexity, uniform sampling [58] or random sampling of points in each iteration [59] may be used.
Matching of points from the two sampled point-clouds can be done based on nearest neighbour estimation or based on the point of intersection on the second point-cloud of a normal which originates from one point cloud (at a particular point) \cite{60}. Nearest neighbour estimation is usually done by creating a k-d tree of the points in the point clouds \cite{61}. The k-d tree based estimation of nearest neighbour is seen to be computationally more efficient than a brute-force nearest neighbour approach.

Weighing different pairs of matched points is an important step in an ICP algorithm. Presence of outliers can bias the result unfairly towards the outliers. Also, certain types of matches are more reliable than the others. In \cite{62}, the matches were ranked based on the distance between the points and the worst 10% of the matches were termed as outliers and rejected. In \cite{59}, any match worse than a certain predefined threshold (of distance) was termed as an outlier. Godin et al. \cite{63} weighs the matches based on the alignment of the normal direction between the points matched.

Once the fitness value for a particular alignment between the two point clouds is estimated, different optimization algorithms as covered in section 2.1 can be used for obtaining the optimally registered point-clouds.

### 2.3. Non-Rigid Registration

Non-Rigid registration or deformable registration can broadly be classified by the way in which regularization is applied for the deformable transformation. Implicit regularization is usually achieved by restricting the transformation space either by parameterization or by considering special spaces such as sobolov space. Explicit regularization can be achieved either by using regularizes such as a penalty term varying with the amount of deformation or by explicitly smoothening the deformation field. The deformation field of a typical non-rigid registration algorithm can be seen in figure 2.7.
2.3.1. **Implicit Regularization**

Parameterization of transformation can either be done by thin plate splines [64] [65], B-splines [66] [67], or radial basis functions [68]. Thin plate splines bring about the deformation in the entire image as they have a global support region whereas in case of B-splines and radial basis functions, the deformation is local and the effect can be seen in a small neighbourhood around the spline. Hence while using B-spline or radial basis function based kernel for parameterization, a swarm of similar kernels are considered throughout the image so that local deformations throughout the entire image can be considered as a possibility while registering the image. Each kernel is controlled by a control point. Since the transformations are defined only in the area local to each control point, in the area in-between two control points transformations are propagated. This propagation can either be linear interpolation [69], Gaussian kernels [70] or any other symmetrical convex kernels.

Implicit regularization of the deformable registration can also be brought about by defining the transformation in a regularized space. Thus all the transformations are by default regularized. This was first introduced in [71] and later extended in [72] and [73].

2.3.2. **Explicit Regularization**

Regularization can also be obtained by explicitly filtering the deformation field. This is typically used in algorithms where a stationary vector field is obtained as a deformation. Demon registration [74] is a non-parametric deformable registration modeled as a diffusion process. The forces responsible for motion field estimation are inspired from optical flow equations.

Demon algorithm uses image gradient as the image based force. Equation 2.5 gives the image force ($\vec{v}$). Intuitively, demons algorithm pushes the pixels towards the gradient in case the pixel value in the fixed image ($I_F$) is lower than the pixel value of the corresponding pixel in the moving image ($I_M$) and away from the gradient if it is higher.
\[ \vec{u} = \frac{(I_M - I_F) \nabla I_F}{|\nabla I_F|^2 + (I_M - I_F)^2} \] (2.5)

The obtained displacement field is Gaussian smoothed which serves as a regularization function. Even though this gives a smooth displacement field, deformable registration is not just about intensity differences. Ideally, the transformation from the moving image to the fixed image should be invertible and without foldings. This is not guaranteed by the above approach, where the deformations are additive. Vercauteren et al. [75] introduced a diffeomorphic demon registration algorithm which fixes the above problems. Vercauteren et al. [76] has also proposed demon-based algorithm in a spherical geometry which results in implicit smoothness (because of the geometry) as well as explicit smoothness (because of the regularization term).

\[ E(\vec{u}) = ||I_F - I_M \circ \tilde{s} \circ \exp(\vec{u})||^2 + ||\vec{u}||^2 \] (2.6)

The difference between the results of an additive demon algorithm and diffeomorphic demon algorithm can be seen in figure 2.8.

Instead of having a moving image and a fixed image like most registration algorithms, a symmetric optical flow based approach has been proposed in [77], where both the images are deformed symmetrically towards each other.

At the core of every Demon-based registration algorithm is a step which finds a vector field which mimics the deformation of the image under consideration to obtain the target image. This can be seen as finding a dense correspondence between the two images. However, there are a few algorithms which figures this out.
outside of the demon registration framework. Hermosillo et.al. [78] devise a local statistical criteria based method for coming up with dense matching of two images. Adding a regularization term to constrain local deformations is also not specific to demon based algorithms. [79] provides an alternative approach with similar goal.
This chapter is dedicated to providing the details of the proposed framework. With an incoming ex-vivo FF-OCT image and a histology image captured using a whole slide scanner, it is of foremost importance to establish the correspondence between the FF-OCT image and one of the several tissues in the histology image. Multiple tissues in a histology image digitized using a whole slide scanner can be seen in figure 3.1. FF-OCT image corresponding to one of these tissues is in figure 3.2. Manually selecting the corresponding tissue in the histology image is not convenient for the user. A deformable registration with each one of these tissues is computationally too expensive and can be avoided. Hence a multi-stage registration process has been proposed here.

To establish the correspondence between the FF-OCT image and histology image, we use a feature based registration algorithm where significant edge points are taken as features. The fitness value of the registration is used for establishing the correspondence. Once the correspondence is established, an area based affine registration is done to refine the result further. This further serves as an initializing step for the deformable registration using a novel deep diffeomorphic demon registration algorithm. The following sections provide the specifics for various aspects of the proposed multi-stage registration framework.

3.1. Point Cloud Based Affine Registration

A feature based registration algorithm with significant edge points used as features, is used for the purpose of establishing correspondence. The choice of feature based registration stems from the fact that feature based
algorithms usually perform better in large-scale misalignment correction. Area based registration algorithms have a tendency to get stuck in a local optima unless the initial position before registration is indeed close to the final solution. Figure 3.3 gives a subset of the figure 1.5 and concerns only with the point cloud based affine registration. As seen in this figure, there are three main functional blocks in the point cloud based affine registration module of the algorithm. Those are:

1. A Robust Edge Detection Algorithm to detect the feature points in the images from both the modalities (section 3.1.1).
2. Color Image Segmentation to Separate the different tissues in histology image (section 3.1.2).
3. Point Cloud Registration (section 3.1.3).
The algorithmic details of these functional blocks are covered in the following subsections.

![Diagram of point cloud based registration algorithm](image)

**Figure 3.3: Overview of the point cloud based registration algorithm**

### 3.1.1. Structured Forest Based Edge Detection

Robust edge detection is extremely important for the success of this registration. Hence we use Structured Forest Based edge Detection (SFED) [44], a state-of-the-art supervised edge detection algorithm for this purpose. The current sub-section explains the SFED algorithm in detail.

**Random Forest for Structured Output:**

Random forest is an ensemble classifier that consists of $T$ decision trees $(f_1, f_2, ..., f_T)$. A decision tree $f_t(x)$ classifies a sample $x$ by recursively branching left or right (until it reaches a leaf node) based on whether the sample value is less than or greater than a threshold $\theta_j$ associated with the $j$-th node. Even though the incoming sample $x$ could have multiple dimensions, the threshold at each node usually corresponds to a single feature dimension chosen at random for each node at the time of training. The output of the tree is the prediction stored at the leaf node reached by incoming $x$. Figure 3.4 illustrates this process diagrammatically.

Given an input sample, each tree in the decision forest comes up with its own prediction and an ensemble model combines these decisions into a single output. A commonly used ensemble model is majority voting. For a detailed compilation of different ensemble models, one may refer to Criminisi et al.’s work [2]. The aforementioned process describes testing of an already trained forest. The remainder of the sub-section is on training the decision forest.

Each tree is trained independently to select a threshold $\theta_j$ at each node for a randomly selected feature out of a multi-dimensional feature vector. The selection of this threshold is based on information gain criterion. Given a feature vectors in a multi-class classification problem, the selection of threshold along a particular
3. PROPOSED FRAMEWORK

Figure 3.4: Illustration of Decision Tree [2]

The dimension (which is randomly selected for a node) is done such that the resultant information gain is maximized. Figure 3.5 illustrates the net information gain as a result of choosing an optimal threshold (c) and compares this with the gain as a result of choosing a sub-optimal threshold (b).

Figure 3.5: Information gain due to selection of a threshold [2]

TRAINING A RANDOM FOREST FOR STRUCTURED OUTPUT:

The outputs of the multi-class classification problem considered previously is a scalar. The output is considered a structured output when complex objects such as sentences (in natural language processing) or scalars along with spatial information between them (in object localization) is the desired result. For edge detection, this structured output used is an image (with edges). The two main difficulties in training a random
forest with a structured output is defining information gain and the second is prohibitively high complexity of candidate splits at each node.

Dollar and Zitnick [44] propose a two step procedure for computing an approximate information gain measure. At the time of training, the structured output is considered to be a $16 \times 16$ ground-truth segmentation patch. Each pixel pair is evaluated to check if they are in the same segment or different ones in the ground-truth. However, evaluating $\binom{16 \times 16}{2}$ pairs is computationally expensive. Hence, 256 randomly selected pixel pairs are evaluated to reduce the dimensionality of the problem. After evaluation, 256 long binary vectors for all the training samples are aggregated and principal component analysis [80] is used to further reduce the dimensionality to at most 5. Based on the 5 dimensional binary feature space, structured output is clustered to $k$ different labels. The high complexity of candidate splits can be effectively managed by restricting the value of $k$. For $k = 2$, the splits become binary and the approximate information gain gets reduced to its scalar output counterpart. Based on $k$ different labels, information gain at a node ($I_j$) can be computed using Shannon entropy. Equation 3.1 shows this relation.

$$I_j = H(S_j) - \sum_{k \in \{L,R\}} \frac{|S_j^k|}{|S_j|} H(S_j^k) \quad (3.1)$$

Where, $L$ and $R$ are the left and right split in a binary split at a node, and $H(S)$ denotes the Shannon entropy given in equation 3.2, where $p_y$ is the fraction of elements in $S$ that belongs to label $y$. Intuitively, this gets maximized when all the elements belong to the same label.

$$H(S) = -\sum_y p_y \log(p_y) \quad (3.2)$$

**Feature Extraction for Edge Detection:**

Feature extraction is an important part of any supervised classification problem. Feature extraction for edge detection is done in each $32 \times 32$ image block to provide a sub-sampled structured output of $16 \times 16$ edge map. For edge detection, the following features are used:

- Three color channels of the image in CIE-LUV color space.
- Normalized gradient magnitude at 2 scales, the original and half resolution
- Four gradient orientation channel for each gradient magnitude channel.
- Pairwise difference feature for each of the aforementioned 13 feature dimensions. Since computing pairwise difference features in $32 \times 32$ image patch leads to $\binom{32 \times 32}{2}$ features, to reduce the number of features, each image patch (including gradient and orientation channels) is sub-sampled to $5 \times 5$ images. Thus, for each feature dimension, a pairwise feature vector of length $\binom{5 \times 5}{2}$ is computed.
As it can be inferred from the above explanation, SFED edge detector is defined for color images. This is not a problem for histology image. FF-OCT image, on the other hand, is a gray scale image. To apply the SFED edge detector, FF-OCT is converted to an image with three color planes with each plane being a replica of each other.

### 3.1.2. MEAN SHIFT CLUSTERING FOR IMAGE SEGMENTATION

Histological images typically contain multiple tissues of the subject. Hence, there is a need to separate the point clouds (significant edge points) generated from histological images based on the tissue to which it belongs. As the tissues are non-overlapping, it is safe to assume that there is some amount of background separating the tissues. Thus, by segmenting the image into foreground (tissues) and background, one can take point clouds in each connected component of the foreground separately. For this purpose, color based segmentation technique of mean shift clustering [56] was used.

Mean shift clustering is a non-parametric clustering algorithm introduced in [81]. Its application to segmenting images and a theoretical background for mode detection in an image using mean-shift clustering was given by Comaniciu and Meer in [56]. Given a feature space, mean shift clustering computes the mean of features in a pre-defined window. The newly computed mean is taken as the center of the search window for the next iteration. This procedure goes on until convergence is achieved. Mean shift clustering in a 2D feature space is diagrammatically illustrated in figure 3.6.

A typical window, being similar to a step function gives unfair advantage to something that has barely made into the window while completely ignoring the data points that are outside. This is not completely fair and can sometimes lead to drastic change in the computed mean. Hence a radially symmetric kernel is often used to estimate the probabilistic densities. For a $d$-dimensional feature space with $n$ samples, probabilistic density $P(x)$ is given in equation 3.3.

$$P(x) = \frac{1}{n h^d} \sum_{i=1}^{n} K\left(\frac{x - x_i}{h}\right)$$

(3.3)

Where $K$ is the radially symmetric kernel with $h$ as the kernel parameter. Now, going back to the original problem of computing mean around a point $x_i$, it can be done with the use of a kernel function as given in equation 3.4. Here, $K'$ denotes the derivative of the kernel. The most commonly used kernel function for mean computation is a Gaussian kernel.

$$m(x_i) = \frac{\sum_{j=1}^{n} K'\left(\frac{x_i - x_j}{h}\right) x_j}{\sum_{j=1}^{n} K\left(\frac{x_i - x_j}{h}\right)}$$

(3.4)

As mentioned before, converging on the cluster centers is an iterative procedure. To begin with, the mean
at each point $x_i$ is assumed to be $x_i$. After each iteration, the kernel center is shifted to the updated value of $m(x_i)$, much like the shift of the center of the rectangle in figure 3.6.

For color image segmentation, the crucial task is to select the feature space which amply describes the affinity of a pixel with respect to other pixels. This affinity can then be used for making a decision as to whether the pixels belong to the same region or different ones. There are two parts to this affinity measure, the range and the spatial affinities.

Range affinity is the perceptual distance between the two pixel intensities. If it were a gray scale image, the distance would be equal to the euclidean distance between their grey scale intensities. For a color image, the euclidean distance between their (R,G,B) values is not a measure of perceptual color difference. Hence the color space of the input image is converted to CIELUV color space before computing the euclidean distance. Spatial affinity is the spatial proximity of the two pixel locations.

For computing the range affinity in 2D color images such as histological images, 3 color planes from CIELUV color space are used. Spatial affinity is computed using the cartesian co-ordinates of the pixel locations in the 2D image. A 5D feature vector for each pixel is created and mean shift clustering is performed in this space. For the purpose of mean computation, a 5D Guassian kernel is chosen. As the first three range dimensions are fundamentally different from the last two spatial dimensions, the kernel bandwidth parameter $h$ is also different for the two. The two parameters which control the kernel bandwidth are spatial bandwidth...
parameter and the range bandwidth parameter. This is quite similar to the the homogeneity scale and the spatial scale parameters as used in the computation of attraction force field [82]. The reader is advised to refer to the original paper on attraction force field [82] for an in-depth analysis of the interdependence of spatial and range bandwidth parameter values.

Mean shift based image segmentation often leads to over-segmentation. As our aim is to separate the foreground from the background, clusters are merged based on their range and spatial proximity to each other, until there are only two cluster centres.

3.1.3. **Iterative Closest Point**

In the histology image, only the edge points within the foreground regions are considered for further steps in registration. All the foreground regions (connected components) are taken separately and are used to separate the point-clouds of different tissues in the same histology image.

After separating the point-clouds from each other, each one of them is processed separately with FF-OCT point-cloud. To minimize the distance between the two point clouds, we use Iterative Closest Point (ICP) algorithm. Although ICP is capable of finding an optimum affine transformation to align the point-clouds, it is quite possible that it could get stuck in a local optima. A robust initialization can go a long way in avoiding such mishaps. Hence we use a two pronged pre-processing step for coming up with a good initialization.

Pre-processing of the point-clouds consists of Orientation alignment and scale & translation normalization. Algorithm for orientation alignment is given in algorithm 1.

| Input: Point Cloud: \(X^{(1)}, X^{(2)}, \ldots, X^{(K)}\) |
| Output: Point Cloud: \(Y^{(1)}, Y^{(2)}, \ldots, Y^{(K)}\) |
| Parameters: \(\theta_0\) |
| \(\theta \leftarrow \text{PCA}(X^{(1)}, X^{(2)}, \ldots, X^{(K)})\); |
| \(Y \leftarrow \text{RotateCloud}(X, \theta_0 - \theta)\); |

**Algorithm 1**: Orientation Alignment Using Principal Component Analysis

In the above pseudo-code, the first step is finding out the orientation \(\theta\) of major axis of the point cloud using principal component analysis (PCA). This is done by finding the mean of co-ordinate positions of the points in the cloud and subtracting the mean from each of these positions. This is followed by finding the covariance matrix of the zero-mean point cloud. Eigen values and eigen vectors are found out for the covariance matrix. The vector that corresponds to the most dominant eigen value is the major eigen vector (or major axis). The angle of orientation of the major eigen vector with respect to one of the pre-defined co-ordinate axis (e.g.: x-axis), is the final output \(\theta\). Pictorial representation of major and minor eigen vector of a point-cloud can be seen in figure 3.7.

Once this is done, the point cloud is rotated such that the major axis has a pre-decided orientation\(\theta_0\). The choice of this angle is arbitrary. As long as the point clouds are all rotated to a pre-decided orientation,
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Figure 3.7: Illustration of Principal Component Analysis.

After orientation alignment of the point clouds based on their major eigen vector is completed, each point-cloud is also scaled and translated such that the coordinates have zero mean and unit variance. The equation for scale and translation normalization of a $D$ dimensional point cloud with $K$ points in the point cloud, is given in equation 3.5.

$$P(d)^{(k)} = \frac{Y(d)^{(k)} - \mu(d)}{\sigma(d)}$$  (3.5)

Where, $d \in [1, D]$ and $k \in [1, K]$. $\mu(d)$ is the mean location of the points in the $d^{th}$ dimension and $\sigma(d)$ is its standard deviation. Once the point clouds are normalized, the algorithm matches each point to its closest point and figure out an affine transformation such that this distance decreases in a mean-squared sense. The pseudo-code for the ICP algorithm used for this purpose, is given in algorithm 2.

As it can be seen, this is an iterative algorithm. As discussed in section 2.1, this needs an optimizer. Levenberg-Marquardt [28] algorithm was used for this purpose. As discussed before in section 2.2.3, it is important to separate the outliers while computing the total error. *ErrorThreshold* is hence needed as one of the user given parameters for detecting the outliers. *MaxIterations* and $\delta$ provide two different exit condition for the iterative algorithm. The former is needed when the algorithm fails to converge properly, in order to make sure the optimization doesn't continue indefinitely. The latter is needed as a threshold to decide if the algorithm has converged.
Input: Normalized Point Cloud: \( P^{(1)}_1, P^{(2)}_1, ..., P^{(n)}_1 \)

Input: Normalized Point Cloud: \( P^{(1)}_2, P^{(2)}_2, ..., P^{(m)}_2 \)

Input: Gradient Orientation for points in cloud \( P_1: \{G^{(1)}_1, G^{(2)}_1, ..., G^{(n)}_1\} \)

Input: Gradient Orientation for points in cloud \( P_2: \{G^{(1)}_2, G^{(2)}_2, ..., G^{(m)}_2\} \)

Output: Normalized Point Cloud \( P_2 \) aligned with \( P_1 \)

Parameters: MaxIterations, ErrorThreshold, WeightLUT, \( \delta \)

Initialization: counter ← 0;

Initialization: TransformationMatrix \( T_0 = I \); % Identity Matrix

while \((\text{counter} < \text{MaxIterations}) \& \& \| T_{\text{counter}} - T_{\text{counter-1}} \| \geq \delta \) do
  counter ← counter+1;
  \( P_2 \leftarrow \text{MovePointCloud}(P_2, T_{\text{counter}}) \);
  TotalDistanceError ← 0;
  for \( i = 1 \) to \( n \) do
    \( \text{Error}(i) \leftarrow \text{FindClosestPoint}(P^{(i)}_1, P_2, \text{WeightLUT}) \);
    if \( \text{Error}(i) < \text{ErrorThreshold} \) then
      TotalError ← TotalError + Error(i);
    end
  end
  \( T_{\text{counter}} \leftarrow \text{Optimizer}(T_{\text{counter-1}}, \text{TotalError}, P_1, P_2) \);
end

Algorithm 2: Edge Orientation Alignment Weighted Iterative Closest Point

One of the minor refinement in the well researched ICP algorithm that has been added in this work is the way in which error is computed. It is not just based on distance between the corresponding points, but also based on alignment of the edge orientations between the points that is selected as the corresponding points. The relation is given in equation 3.6.

\[
\text{Error} = D \times 0.5(1 + \sin^2(\Delta\theta))
\]  

(3.6)

Where, \( D \) is the physical distance between the two corresponding points. \( \Delta\theta \) is the difference in edge orientation between those two points. Since we are considering images from multiple modalities, contrast reversal could cause aligned edges to either have \( \Delta\theta = 0^\circ \) or \( 180^\circ \). Hence in cases where \( \Delta\theta > 90^\circ \), it is updated as \( \Delta\theta = 180^\circ - \Delta\theta \) before the computation of error metric. Even though the addition of edge-orientation based metric for error calculation was based on intuition, the exact choice of the function defined in equation 3.6 is empirical.

As the computation of \( 0.5(1 + \sin^2(\Delta\theta)) \) for different \( \Delta\theta \) can be avoided at the time of optimization, a look up table is created for finely quantized values of \( \Delta\theta \). This look up table serves as one more user defined parameter(WeightLUT) in the algorithm.

Since the point clouds were created using SFED algorithm (section 3.1.1), gradient orientation measure is not readily available at each edge point. To circumvent this problem, gradient orientation is computed based on Sobel edge detector. Unsupervised edge detector such as Sobel operator, while not being able to detect
3.2. AREA BASED NON-RIGID REGISTRATION

Area based registration techniques need good initialization to converge to a favourable optima and not get stuck at a local optima somewhere else. Once the match between FF-OCT and one of the several histology tissue samples of the subject is established, it provides a good initialization for the next step in multi-stage registration. Figure 3.8 (a subset of the figure 1.5) gives an overview of different functional blocks involved in the second stage in this registration framework culminating in a robust non-rigid registration solution.

![Figure 3.8: Overview of the approach used for Non-rigid Registration](image)

3.2.1. MULTI-SCALE MUTUAL INFORMATION BASED AFFINE REGISTRATION

As discussed in section 2.1, mutual information is the most obvious choice for inter-modality affine registration. For the sake of completeness, the metric used for registration is reiterated in equation 3.7. For the computation of MI, we only use the gray level intensity values of the histology image and ignore the color
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Optimizer used for this registration is Adaptive Stochastic Gradient Descent algorithm [30].

\[
MI(I_M, I_F) = H(I_M) + H(I_F) - H(I_M, I_F)
\]  

(3.7)

Even though the result of affine registration using edge-points is used for initializing this algorithm, edge points account for a very negligible percentage of the overall image area. Hence, it would be wise to expect that the overall optima obtained after MI based affine registration would be considerably different from point-cloud based affine registration. To help the algorithm cope with large transformations (and not get stuck in the wrong optima), we choose a multi-scale registration approach as illustrated in figure 3.9. To be precise, we perform registration in 3 different scales \(\frac{1}{4}, \frac{1}{2}, 1\) respectively.

![Multi-scale strategy for MI based Affine Registration](image)

Figure 3.9: Multi-scale strategy for MI based Affine Registration

The results of registration from each previous scale is used for initializing the transformation for the next step. The result of the last stage in this multi-scale registration is later used for initializing the non-rigid registration. This sort of multi-scale approach is known to help in speeding up the convergence as well as in improving the accuracy of converged result.

### 3.2.2. Introduction to Optical Flow in Registration

Demon registration as introduced by Thirion et al. [74] views the images to be registered as the same physical image moving across time. In this paradigm, the problem of finding a transformation for the moving image to best fit the fixed image is equivalent to that of finding a dense correspondence between the pixels of moving image and fixed image. In this sense, demon registration algorithm can be thought of an offshoot of optical flow algorithm.

Demon algorithm uses image gradient as the image based force. Equation 3.8 gives the image force \(\vec{u}\). Intuitively, demons algorithm pushes the pixels towards the gradient in case the pixel value in the fixed image \(I_F\) is lower than the pixel value of the corresponding pixel in the moving image \(I_M\) and away from the gradient if it is higher.
\[ \vec{u} = \frac{(I_M - I_F)\nabla I_F}{|\nabla I_F|^2 + (I_M - I_F)^2} \]  

(3.8)

As it can be seen from the above equation, it thrives mainly on edge-based force of the fixed image. The image forces push the initial displacement vector \( \vec{s} \) such that \( I_M \circ (\vec{s} + \vec{u}) \) becomes more like \( I_F \). The newly obtained field \((\vec{s} + \vec{u})\) is Gaussian smoothed which serves as a regularization function. The smoothed displacement vector is taken as \( \vec{s} \) for the next iteration. The deformation field is computed and regularized iteratively until convergence to register the two images.

Wang et.al. [83] proposed a modification in which the edge-based force of both fixed and moving image play vital roles in image force. The modified equation is given in equation 3.9

\[ \vec{u} = \frac{(I_M - I_F)\nabla I_F}{|\nabla I_F|^2 + \alpha^2(I_M - I_F)^2} + \frac{(I_M - I_F)\nabla I_M}{|\nabla I_M|^2 + \alpha^2(I_M - I_F)^2} \]  

(3.9)

where \( \alpha \) is a coefficient to decide the effect of edge-based force. Although the above formulations converges to a solution, there exists no theoretical foundation which guarantees a convergence. Hence Cachier et.al. [84] modified the demons algorithm to that of a global minimization problem. The error metric for minimization is given in equation 3.10.

\[ E(\vec{u}) = ||I_F - I_M \circ (\vec{s} + \vec{u})||^2 + \frac{\sigma_s^2}{\sigma_i^2} ||\vec{u}||^2 \]  

(3.10)

The added term \( ||\vec{u}||^2 \) acts as an implicit regularizer in the above equation. \( \sigma_s \) accounts for spatial uncertainty in the correspondence and \( \sigma_i \) accounts for noise in the intensity level of the image. The term \( \frac{\sigma_s^2}{\sigma_i^2} \) weighs the regularizing term with the image-based similarity term in the error function. The net effect of this term is quite similar to that of Lagrange’s multiplier in a minimization problem. Apart from this, an explicit regularization of the displacement field obtained after each iteration using Gaussian kernel is also performed.

All the variants of Demon registration algorithm discussed so far work on the assumption that the two images that needs to be registered are obtained from the same imaging modality. For images from multiple modality, optical flow based registration algorithms are not commonly used. However, if the images from multiple modalities can somehow be transformed to pseudo-similar modality images, optical flow based registration algorithms including demon and its variants can be applied to these transformed images.

### 3.2.3. Edge Preserving Mutual Transformation

Modality Transformation is a way of transforming an image in one modality to an image in another modality based on the joint-occurrence of gray-level intensities. This transformation assumes that the input images have the same number of color-channels. In this case, the histology image is a color image where as the FF-
OCT image is a gray scale image. For computation of joint occurrence of gray-level intensities as well as for further deformable registration process, we only consider gray-level intensities of histology image and ignore the color information. Mutual transform as introduced by Kroon et al. [14] constructs a joint histogram using intensity values of images from different modalities. Let $N_1 \times N_2$ be the size of the joint histogram. The transformed image after modality transformation ($I_{1T}$) at a pixel ($x$) is given by:

$$I_{1T}(x) = \arg\max_j (H(I_1(x), j)) \quad \forall j \in [1, N_2] \quad (3.11)$$

However, a gray-level intensity in one image modality often correspond to multiple gray-level intensities. Therefore, if $I_1$ and $I_2$ are from 2 different modalities, intensity level $L_1$ in $I_1$ may not always get uniquely mapped to $L_2$ in $I_2$. This was handled by Kroon et al. using local modality transformation where the transformation was local to each pixel and was calculated using its corresponding neighbourhood. The drawback of this approach is that the edges are not properly defined in the transformed domain.

We argue that the joint histogram should not be weighed equally for each joint occurrence of intensities ($L_1, L_2$) in $I_1$ and $I_2$ respectively, but should be based on the confidence of each occurrence. For a perfectly registered pixel, we know that the gradient orientation in both the images would be identical [85]. This is used to measure the confidence ($C$) if a gray-level $L_1$ in $I_1$ corresponds to a gray-level $L_2$ in $I_2$. Thus the histogram is computed as:

$$H(I_1(x), I_2(x)) = H(I_1(x), I_2(x)) + C(x) \quad (3.12)$$

Since we are considering images from multiple modalities, contrast reversal could cause aligned edges to either have $\Delta \theta = 0^\circ$ or $180^\circ$. Hence the confidence measure is defined as follows:

$$C_{edge}(x) = \begin{cases} 
\cos^2(\Delta \theta), & \text{for } \Delta \theta \leq 90^\circ \\
\cos^2(180 - \Delta \theta), & \text{for } \Delta \theta > 90^\circ 
\end{cases} \quad (3.13)$$

Confidence is computed for only those points gradient magnitude is significant and for all the other points, confidence is induced based on proximity to an edge point. Equation 3.14 brings out this relationship.

$$C_{non-edge}(x) = (0.1 + 0.9 \times \exp\left(-\frac{d^2}{d_0^2}\right)) \times C_{edge} \quad (3.14)$$

where, $d$ is the euclidean distance from the nearest edge point and $d_0$ is a parameter which decides the range in which an edge point has an effect on its neighbourhood and $C_{edge}'$, is the confidence of the nearest edge point. The value of $d_0$ is selected based on the scale which we are operating in.
Accordingly for a perfectly aligned edge, the joint histogram is incremented by 1, whereas if the edge directions are completely misaligned ($\Delta \theta = 90^\circ$), the joint histogram is not incremented at all. Thus, the occurrence of $L_1$ in $I_1$ and $L_2$ in $I_2$ is not given any weight at all in such a scenario. Once the histogram is constructed, equation 3.11 is used for modality transformation. This transformation preserves aligned edges completely.

### 3.2.4. Introduction to Deep Flow

The Demon registration algorithm and its variants are known to work well only for small deformations. Large displacements are completely missed by both Demon registration algorithms and by the traditional optical flow algorithm on which it is based. With advent of optical flow algorithms which cope with large displacements, it is time we revisited the problem formulation of the Demon registration algorithm. But before we do that, this section is dedicated to the introduction of algorithm called Deep Flow [86] which computes accurate optical flow displacement vectors even in case of large displacements.

**Deep Flow**

Traditionally, variational approach has been the most sought out one for optical flow algorithms [87]. Brox and Malik [88] devised the first optical flow algorithm which combines descriptor based matching with the variational approach. Weinzaepfel *et. al.* [89] modified Brox and Malik’s approach with a better descriptor based matching technique but the core idea remains the same. This new algorithm was named as Deep Flow, because of the connection the matching technique has with deep convolutional networks.

The energy function optimized in Deep Flow (equation 3.15) is a weighted summation of data term ($E_D$), smoothness term ($E_S$) and the matching term ($E_M$). $\Omega$ is the space in which the images exist and $\vec{w}$ is the flow vector.

$$E(\vec{w}) = \int_{\Omega} (E_D + \alpha E_S + \beta E_M) d\Omega$$  

(3.15)

The data term is based on brightness constancy ($E_B$) and gradient constancy ($E_G$) as defined in [90]. Brightness constancy criteria as defined in [87] is given by $\left( (\nabla_T^3 I) \vec{w} = 0 \right)$, where $\nabla_T^3$ is the spatio-temporal gradient $(d x, d y, d t)^T$. If $B = (\nabla_T^3 I) \vec{w}$, $B^T B$ gives the penalty term used for minimization. This is known to add higher weight in locations with high image gradient. Hence, the penalty term is divided by $\epsilon + ||\nabla_2 I||^2$ to compensate for the high weight in the numerator near gradient locations. $\epsilon$ is added to avoid divide by 0. This is summarized in equation 3.16.

$$E_B = \frac{B^T B}{\epsilon + ||\nabla_2 I||^2}$$  

(3.16)
The gradient constancy term was defined in [90] for color images. Since we are dealing with gray-scale images, we only are only interested in the simplified version of the term. Equation 3.17 and 3.18 gives the gradient constancy part of the deep flow energy metric.

\[ J_{xy} = \frac{\nabla_x^T I_x}{\epsilon + ||\nabla_x I_x||^2} + \frac{\nabla_y^T I_y}{\epsilon + ||\nabla_y I_y||^2} \]  

(3.17)

\[ E_G = \tilde{u}^T J_{xy} \tilde{u} \]  

(3.18)

Combining the brightness constancy term and the gradient constancy term, the data term \( E_D \) is given by:

\[ E_D(\tilde{u}) = \delta E_B(\tilde{u}) + \gamma E_G(\tilde{u}) \]  

(3.19)

The smoothness term acts as a regularizing term in the optical flow optimization problem. Equation 3.20 gives the relation between the smoothness constraint and the flow components in the two co-ordinate directions.

\[ E_S(\tilde{u}) = ||\nabla u||^2 + ||\nabla v||^2 \]  

(3.20)

The matching term is based on the score obtained from Deep Matching. This part is covered in the next sub-section.

**Deep Matching**

Rigid matching between the template and any subsequent images does not account for any relative motion between different objects in the template. This problem is addressed in the deep matching algorithm. Deep Matching is a robust matching technique capable of matching an object even after it has gone through major transformations, including deformation. It is based on a descriptor constructed using histogram of oriented gradients [17].

Consider an image such as the one shown in 3.10. The template (the object to be matched, usually defined...
by a bounding rectangle) is divided into $4 \times 4$ cells. In each cell, a weighted histogram of gradients is created for 8 different orientations. The weighing of these histograms is based on gradient magnitude at each location. This gives rise to a descriptor $R \in \mathbb{R}^{4 \times 4 \times 8}$. This can be seen as concatenation of descriptors from 4 quadrants of the template, each with size $2 \times 2$ cells. Thus, $R = [R_0, R_1, R_2, R_3]$.

Each quadrant $R_i$ can be thought to have a center at $p_i$. Matching an object while also accounting for relative motion between objects is effectively allowing for relative motions between various $p_i$. Similarity between a template $R$ and $R'$ is given by equation 3.21. This quad-tree like sub-division of the templates (also known as patches), is done hierarchically until a cell size reaches $4 \times 4$ pixels.

$$
\text{sim}(R, R') = \frac{1}{4} \sum_{i=0}^{3} \max_{p_i} \text{sim}(R_i, R'_i)
$$

(3.21)

To determine matching regions, we need to compute matching scores for all probable locations. Since the matching of the overall template is defined recursively, it is important to create these matching scores for the smallest patches first and then work our way up. Figure 3.11 diagrammatically illustrates the correlation map creation process. As the correlation map creation is effectively bottom-up, aggregation method is needed to use the correlation maps created for smallest patches and combine them to find correlation maps for level-2, level-3 and so on. Figure 3.12 illustrates this aggregation process. The reader is advised to refer to [86] for a detailed explanation of the correlation map creation and aggregation algorithms.

![Figure 3.11: Correlation Map in Deep Matching](image1)

![Figure 3.12: Aggregation to create Correlation Map in Bottom-Up fashion](image2)
3.2.5. Using Deep Flow and Edge Preserving Mutual Transform for Registration

When we do a mutual transform using $I_M$ and $I_F$, we create two sets of pseudo-similar modality images. $I_{MT}$ & $I_F$ belong to the same modality and so does $I_M$ & $I_{FT}$. This gives rise to two spaces where the deep flow algorithm can be applied. Let the space with $I_{MT}$ & $I_F$ be termed as $\Omega^{(MT)}$ and the space with $I_M$ & $I_{FT}$ be termed as $\Omega^{(FTM)}$. The problem of finding dense correspondence between two different modality images can be written as equation 3.22. This objective function is fed to the optimizer for obtaining a deformation vector field which registers the images $I_M$ and $I_F$.

$$E(\tilde{w}) = \int_{\Omega^{(MT)}} (E_D^{(MT)} + \alpha E_S + \beta E_M^{(MT)}) d\Omega^{(MT)} + \int_{\Omega^{(FTM)}} (E_D^{(FTM)} + \alpha E_S + \beta E_M^{(FTM)}) d\Omega^{(FTM)}$$ (3.22)
EXPERIMENTS AND RESULTS

4.1. MATERIALS AND METHODS FOR IMAGING

The subjects chosen for this ex-vivo registration of Histology and FF-OCT images were the ones who were clinically screened for breast cancer and ovarian cancer. 15 histology and FF-OCT pairs for both breast cancer and ovarian cancer were taken for evaluating the several registration algorithms. The ages of the subject were between 19 and 74. Histogram of ages of all 30 subjects can be seen in figure 4.1.

![Histogram of Ages of Patients](image)

Figure 4.1: Histogram of Ages of Patients

After the breast / ovarian tissue was taken out during surgery, the tissue was transported to the pathology department. Here it was examined with the aim of diagnosis, prognosis and treatment of the patient. The
tissue was inked for orientation purposes, and shortly frozen to facilitate slicing of the tissue. After slicing the specimen in \( \pm 5mm \) thick slices, and macroscopic analysis by the pathologist, the tissue was placed in formalin overnight. The next day, the slices were again macroscopically analyzed, and small tissue pieces, around \( 2 \times 3cm \), were selected for further microscopic examination. Several pathological areas, non-pathological areas and suspicious resection margin areas were selected. These pieces were degreased (in alcohol), embedded into candle-wax, sliced very thin (5\( \mu m \)). The slices were further stained using hematoxylin and eosin stain. These were then digitized using Philips’ Digital pathology slide scanner called - IntelliSite Ultra Fast Scanner.

FF-OCT images were collected from either fresh or formalin-fixed tissues. For the purpose of this study, histology Images and FF-OCT images were created using two different slices from the same biopsy sample. This makes establishing the correspondence between FF-OCT and histology possible. The FF-OCT images were created with the LLTech’s Light-CT scanner.

The magnification and resolution (in mm) of histology images varied significantly across different images in the dataset. In some of the images, the physical resolution was even unknown. However, the resolution of FF-OCT images were consistent across different images in the dataset. FF-OCT was a square pixel of size \( 1.4\mu m \times 1.4\mu m \).

Several anatomically similar structures from histology and FF-OCT of the same subject are marked manually to correspond to each other. On an average, 10 manually marked point pairs spanning almost the entire tissue under consideration is marked per image-pair. This serves as a ground truth of comparison of different registration algorithms and for establishing accuracy of the proposed algorithm. The accuracies reported in this work are average distances between these 300 point-pairs (30 image-pairs with 10 corresponding points each) after the registration is complete. Ideally, the corresponding points should fall over each other making the ideal distance as 0.

All the algorithms used in this work were either implemented in MATLAB or called from MATLAB either through a mex interface (for Mutual Transform) or through system call to a pre-compiled executable (for Elastix [91]). The original resolution of the images in pixels were extremely huge with the size exceeding 50000 \( \times \) 30000 in several images. Since it is mandatory for the images to be loaded fully in memory before being able to process it in MATLAB, the RAM requirement for processing is also very high (greater than 24 GB RAM). To circumvent this problem and work with regular workstations (6 GB RAM), all the images used for registration were re-sized to \( \frac{1}{4} \) of the original size. Hence the physical dimensions of the FF-OCT pixels used for registration were \( 5.6\mu m \times 5.6\mu m \).
4.2. **Point Cloud Based Affine Registration**

This section gives detailed results of the first stage in the registration framework where the correspondence between tissues are established and a feature based registration between the two modality images are established using edge-points as features.

4.2.1. **Structural Forest Based Edge Detection**

As Structured Forest based Edge Detection (SFED) is a supervised edge detector, it is mandatory to train the classifier using a database which has similar feature statistics as that of the database that is intended as the test set. This ideally means training the detector with histology and FF-OCT images independently. However, creating ground truth for visual edges can be quite tricky and labour intensive. Thus as an alternative, BSDS500 database which contains a variety of natural color images along with their visually prominent edges, was used training the detector [38]. As the training and test data-set are quite different, we compare feature statistics for different features extracted during the classification procedure.

The features used for this classifier mainly consists of normalized gradient values (in multiple scales and orientations), LUV color values and pairwise difference of these features in a small neighbourhood 3.1.1. Figure 4.2 compares the histogram of normalized gradient values in $32 \times 32$ image patches selected in training dataset as well as in Histology and FF-OCT images. Since a histogram is computed for each $32 \times 32$, a box-plot is used to represent the variation in the feature statistic across different samples. Pairwise difference in $32 \times 32$ resized to $5 \times 5$ image patch consists of $\binom{5 \times 5}{2}$ values for each patch. Histogram of these values are computed and compared in figure 4.3. From figures 4.2 and 4.3, it can be inferred that although there are minor variations in the feature set, the overall trend in the feature set remains the same.

Comparison of LUV features in BSDS500 dataset and histology image is carried out in figure 4.4. As the training dataset is much more vast as compared to the testing dataset, the color features correspond to only a subset of the training dataset. Since the classifier has been trained using a dataset with lot more variations, it is quite safe to use the trained classifier for histology images. However, using SFED detector for FF-OCT image is quite tricky. FF-OCT being a gray-scale image, it consists of only L values in the LUV feature space. However it was observed (qualitatively) that SFED detector provides almost identical results for a color image and its gray scale counter-part. Hence we use a SFED detector which was trained with BSDS500 dataset.

Figures 4.5 and 4.6 shows the result of using SFED Edge Detector on a histology image and FF-OCT image respectively.
4.2.2. **Color Image Segmentation**

Mean Shift Clustering has an advantage over k-means clustering and its variants in that it works well even in cases where the feature space of different clusters form non-elliptical shapes. To justify the need to use a computationally expensive clustering technique of mean shift clustering, we plotted LUV feature values for foreground and background in histology images. Although the actual feature space used for clustering is a 5D feature space with 2 spatial dimensions as well, a 3D subset of the feature space can give a pretty good idea of the shape of the cluster and it can be easily visualized as well (as compared to its 5D counterpart). This feature space subset can be seen in figure 4.7 and it is quite evidently non-elliptical.

Mean-shift clustering for high dimensional feature vector is known to give a lot of fragments. The clustered output of the image seen in figure 4.5 is shown in figure 4.8 (a). This is clearly over-segmented as we can see multiple segmented regions within the intended tissue region. Hence there is a need for merging the clusters based on spatial and color based proximity. The results of segmentation after cluster merging can be seen in figure 4.8 (b).

4.2.3. **Iterative Closest Point for Affine Registration**

As mentioned in section 3.1.3, orientation correction is needed to get rid of large-scale rotation mis-alignments. This is done based on PCA of significant edge points as detected by SFED detector to find the major eigen vector and rotating the point-cloud such that major eigen vector has a pre-determined orientation. This pre-
determined orientation is taken to be along the x-axis. Figure 4.9 (a) shows a FF-OCT image with significant edge points overlaid on it, and (b) shows the overlaid point cloud after correction. In this illustration, the histology image (c) is already horizontal and correction mechanism for FF-OCT aligns the point cloud with that of histology image.

Point cloud based registration aligns only the significant edge points and not the area within it. Hence the alignment can only be seen as a crude initialization for more accurate registration algorithms. The edge orientation based weightage in the computation of objective function used for ICP algorithm was suggested in section 3.1.3. The result of this minor modification on 15 pairs of FF-OCT and histology images for both ovarian cancer data and breast cancer data can be seen in table 4.1. As it can be seen from the table, it improves the alignment between the point-clouds ever-so-slightly. This improvement is the result of penalizing proximities between edge-points which are not properly aligned for the sake of objective measure computation and rewarding the ones that does align well. In the bigger picture of multi-stage registration, this improvement may not be considered significant enough to affect the end result, but this finding can be quite useful for applications in other domains.

<table>
<thead>
<tr>
<th>Error (in pixels)</th>
<th>Standard ICP Breast Cancer Data</th>
<th>Standard ICP Ovarian Cancer Data</th>
<th>Edge Orientation Weighted ICP Breast Cancer Data</th>
<th>Edge Orientation Weighted ICP Ovarian Cancer Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>9.4861</td>
<td>8.6055</td>
<td>9.0337</td>
<td>8.3559</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>2.5551</td>
<td>2.3799</td>
<td>2.5208</td>
<td>2.3261</td>
</tr>
</tbody>
</table>
In cases where there are multiple tissues in the same histology image, the objective function used for ICP is also used as a deciding metric for establishing correspondence between FF-OCT and one of the several tissues in histology image. Visual results of point-cloud alignment can be seen in figures 4.10 and 4.11. It can also be seen from figure 4.11 that the FF-OCT point cloud establishes correspondence with the appropriate tissue in the histology image. However this cannot always be taken for granted. Establishing a correspondence between point-clouds becomes even more difficult if only a fraction of the tissue is present in the field of view. However, this is a realistic use case scenario as sometimes only part of the tissue is imaged using FF-OCT. This is similar to occlusion problem in many computer vision applications. Table 4.2 shows the variation of objective function with respect to percentage of tissue captured in FF-OCT in a particular case of registration. The table shows that it is quite possible for some other tissue in the same histology image to be mistakenly selected as the corresponding one, specially when only a part of the FF-OCT image is visible. Hence we intend this selection of corresponding tissue as an automatic initialization steps which needs to confirmed manually with a click of a button in the implementation intended for clinical use. While
4.2. **Point Cloud Based Affine Registration**

The algorithm would select the right tissue in majority of cases, in a few cases where it fails, a simple user click can prevent error propagation in the subsequent steps of registration.

To check the robustness of the point-cloud based registration with respect to ‘occlusion’, we varied the percentage of FF-OCT tissue in the field of view and studied the translation error of the registered point-cloud. Errors in individual cases varied depending on the how unique the shape of the ‘occluded’ part was. Figure 4.12 shows the mean trend in error. The errors are measured by treating the case with the complete tissue visibility as ground truth. While this is not completely accurate, for the sake of studying the variation with respect to tissue visibility in the field of view this assumption can be made. It can be seen from the plot that the mean error is well within 10 pixels even when 50% of the tissue is outside the field of view.

![Figure 4.6: Illustration of SFED Edge Detection in FF-OCT Image](image)

![Figure 4.7: LUV feature space: Non-elliptical cluster shapes of foreground and background](image)
4. EXPERIMENTS AND RESULTS

(a) Mean Shift Clustering of Histology Image

(b) Segmented Foreground after Cluster Merging

Figure 4.8: Segmentation of Tissues in Histology Image based on Color Information

<table>
<thead>
<tr>
<th>Percentage of Tissue Captured in FF-OCT</th>
<th>Objective Function with Tissue 1</th>
<th>Objective Function with Tissue 2</th>
<th>Objective Function with Tissue 3</th>
<th>Objective Function with Tissue 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>776.4923</td>
<td>370.3727</td>
<td>222.1450</td>
<td>420.2374</td>
</tr>
<tr>
<td>80</td>
<td>641.1938</td>
<td>236.2982</td>
<td>177.7160</td>
<td>298.1899</td>
</tr>
<tr>
<td>60</td>
<td>565.8954</td>
<td>152.2236</td>
<td>133.2870</td>
<td>184.1424</td>
</tr>
<tr>
<td>40</td>
<td>360.5969</td>
<td>78.1491</td>
<td>88.8580</td>
<td>108.0950</td>
</tr>
</tbody>
</table>

4.3. AREA BASED NON-RIGID REGISTRATION

Once the correspondence is established and a crude point-cloud based affine registration is performed, area based registration algorithms can be initialized. The advantage of having a crude algorithm initialize a more accurate and computationally intensive algorithm are two-fold. Firstly, it reduces the time taken for the computationally intensive algorithm to converge by initializing it quite close to the final result. Secondly, it also reduces the chances of the algorithm with more degrees of freedom from getting stuck in a local optima. With this in mind, ICP algorithm is used to initialize MI based multi-scale rigid registration algorithm which in turn initializes non-rigid registration algorithm.

Convergence of MI in Multiscale Registration is illustrated in figure 4.13. It can also be noted that the argument about faster convergence with a good initialization can actually be observed in these plots. In (a) -
the lowest scale - where the initialization is from ICP algorithm, it takes quite a lot of iterations to converge to a solution. However, in (c) - the highest scale - where the initialization is from MI based affine registration in an intermediate scale, the convergence is very rapid.

The results of edge preserving mutual transform introduced in section 3.2.3 can be seen in figures 4.14 and 4.15.

The results of Deep Flow based registration technique as discussed in section 3.2.5 is shown in figure 4.16. Figures (a) and (b) shows the Histology and FF-OCT images used for registration where as (c) depicts the Flow Vector using a pseudo coloring that is generally used in optical-flow based literature. The code for pseudo-coloring the vector flow can be obtained from the webpage with Middlebury optical flow dataset\(^1\).

The maximum magnitude of the flow vector is 19.92 pixels which means that between FF-OCT and histology image, there is a movement of as much as approximately 20 pixels in some places. The magnitude of flow vectors at different places is depicted as a gray scale image in figure 4.17 (a). A small region in the image is taken in (b) where a surface plot of the magnitude in the chosen region is shown. While the maximum displacement is seen in lower left region of the image where the tissues are absent and it is part of the background, the selected region in (b) shows as much as up to 12 pixel movement between the two images. This

\(^1\)http://vision.middlebury.edu/flow/data/
results in large deformation which is often not very well captured in demon based algorithms.

Table 4.3 shows the comparative results where FF-OCT and Histology images were registered using several non-rigid registration algorithms. The reported error is the mean error in pixels based on 15 registration results for both ovarian cancer and breast cancer data. As expected (due to the aforementioned reasons), Deep Flow based techniques quite easily outperform Demon registration based algorithm. Also, the edge preserving mutual transform, which was proposed to increase the gradient based image force in the objective function used for minimization, is seen to have a positive effect on the final result. It can also be observed that Vector flow based algorithms operating on the transformed domain consistently outperform MI and NMI based registration algorithms.

Finally, the result of the proposed framework on an incoming FF-OCT and Histology image is shown in a checker board pattern in figures 4.18 and 4.19. It can be easily observed that similar regions of these images are very well aligned as in the checker board pattern there is hardly any observable spatial discontinuity.
4.4. **IMPLEMENTATION DETAILS**

All the algorithms used in this work were either implemented in MATLAB or called from MATLAB either through a mex interface (for Mutual Transform) or through system call to a pre-compiled executable (for Elastix [91]). Several open source codes were used for different parts of the work. P. Dollár’s MATLAB toolbox for Structured Forest based Edge Detection\(^2\) was used for edge detection. Although Mean Shift Clustering was implemented in MATLAB, it took over an hour for clustering the histology images in 5D feature space. Edge Detection and Image SegmentatiON (EDISON)\(^3\) system’s C++ implementation of mean shift clustering was used for speeding up the registration process. Edge Orientation Alignment based Weighted Iterative Closest Point was implemented wholly in MATLAB and the optimizer used for this purpose was MATLAB’s inbuilt Levenberg Marquardt algorithm.

Multi-scale affine registration based on MI was implemented using Elastix. The parameter file for this registration is given in appendix A. The inspiration for using modality transformation based on Mutual Transform was obtained based on trying out a open source MATLAB code\(^4\). The suggested changes in modality transformation were implemented in C++ and a mex wrapper for mutual transform was made to speed up the computation. Open Source C++ implementation of Deep Flow\(^5\) was used for non-rigid registration sug-

\(^2\)http://research.microsoft.com/en-us/downloads/389109f6-b4e8-404c-84bf-239f7cbf4e3d/
\(^3\)http://coewww.rutgers.edu/riul/research/code/EDISON/index.html
\(^4\)http://nl.mathworks.com/matlabcentral/fileexchange/21451-multimodality-non-rigid-demon-algorithm-image-registration
\(^5\)http://lear.inrialpes.fr/src/deepflow/
gested in section 3.2.5. However the objective function used to optimize in the implementation was tweaked to suit the purpose of inter-modality registration based on mutual transform as given in equation 3.22.

Elastix was also used for generating comparative results in table 4.3 for MI and NMI based non-rigid registration with B-spline kernel based deformation field. The parameter file used for Elastix calls for these registrations are given in appendix B (MI) and C (NMI).
4.4. Implementation Details

Figure 4.16: Stationary Vector Flow between Histology and FF-OCT image

Figure 4.17: Magnitude of Flow Vector

Table 4.3: Non-Rigid Registration: Error (in pixels) using different registration techniques

<table>
<thead>
<tr>
<th>Method</th>
<th>Ovarian Cancer Data</th>
<th>Breast Cancer Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep Flow + Edge Preserving Mutual Transformation</td>
<td>3.4277</td>
<td>4.6215</td>
</tr>
<tr>
<td>Deep Flow + Mutual Transformation</td>
<td>3.7922</td>
<td>4.8507</td>
</tr>
<tr>
<td>Demon + Edge Preserving Mutual Transformation</td>
<td>4.8838</td>
<td>5.7007</td>
</tr>
<tr>
<td>Normalized Mutual Information</td>
<td>5.2402</td>
<td>6.0479</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>5.4193</td>
<td>6.2345</td>
</tr>
</tbody>
</table>
4. EXPERIMENTS AND RESULTS

Figure 4.18: Checker Board Pattern of the Non-Rigid Registration Result in one of the images in Ovarian Cancer Data

Figure 4.19: Checker Board Pattern of the Non-Rigid Registration Result in one of the images in Breast Cancer Data
5.1. DISCUSSION

A multi-stage framework for registration between histology and \textit{ex-vivo} FF-OCT has been presented here. The biopsy section used for creating FF-OCT and histology images, can be seen as made of several thin slices. The scene that can be observed in each slice changes continuously. Any two slices, however minute the separation between them, are different from each other in some sense. This results in deformation between the two corresponding structures. Thus, the deformation we observe here is the spatial change in the scene under observation. Optical flow algorithms deal with motion in consecutive frames of a video. The deformation we see in such scenarios is because of temporal change in the scene under observation. The realization of this similarity between the registration problem in hand and optical flow algorithms was instrumental in arriving at a robust framework for registration.

Optical flow based algorithms are generally not used for inter-modality registration problems. This is because the brightness constancy assumption (in optical flow algorithms) between the two images in different modalities does not hold true. This problem was solved by the introduction of modality transformation in [14]. The problem with this mutual transform is that it does not preserve the edges well and hence it affects the gradient based image force used in the objective function of many registration algorithms such as Demon algorithm. The proposed modification to the modality transformation addresses this and this results in better accuracy of registration.
Demon registration algorithm however does not quite work that well for large deformations. Since the slices of tissues used for histology and FF-OCT can be physically well separated (several $\mu m$ in the axial direction), large deformations should be anticipated and an appropriate algorithm should be used. Deep flow based optical flow algorithm is known to address this problem. The algorithm copes with large deformation by introducing a matching based term in the objective function used for minimization. Matching based term is nothing but a coarse deformation field obtained based on texture feature-based dense matching. The regularizing term in objective function increases the smoothness of the deformation field where as the matching based term increases the similarity of the final deformation field to that of matching based deformation field (which can be non-smooth). This addition results in much better estimation of deformation field even when the deformations are large. This can be conclusively seen in the registration accuracies.

Presence of significant edges in the images is an important information we use across different algorithms in the multi-stage registration framework. The absence of such edges causes the accuracy to reduce significantly. This is one of the reasons why the results in ovarian cancer data is consistently better than the ones in breast cancer data. Presence of the tissue edges in FF-OCT is almost a mandatory feature without which the first stage (ICP based affine registration) would completely fail. Even while experimenting with varying amounts of tissue captured in FF-OCT, at least 50% of the tissue edges were visible. Instead of taking a part of the tissue from one of sides if only the center portion of the tissue is captured in FF-OCT, the algorithm fails to align properly in the first stage of the algorithm and subsequently the entire registration fails to achieve its final goal.

The reason for Mutual Transformation followed by Vector Flow based algorithms to outperform MI and NMI based non-rigid registration algorithm is slightly puzzling. Unlike other inter-modality registration applications such as CT-MRI registration, where a one-to-one correspondence between each point in both the modalities exists (as it is from the same patient), FF-OCT-Histology registration is between two different slices prepared from the same biopsy sample which are spatially in slightly different places in the sample. Corresponding structures may not exist for some regions. Mutual Transformation of a image with a blank image transforms the blank image to be identical to the input image. Hence in regions where the corresponding structures are absent and we instead find blank regions of the background, mutual transformation duplicates the image under consideration and the net deformation in the region is nil. In other regions where the corresponding structures exists, it finds the deformation well. This is not the case in MI based registration algorithms. Even in places where the corresponding structures do not exist, MI based algorithm computes the metric and uses it in finding an overall deformation field. This might be one of the reasons which affects the overall performance of the algorithm.
5.2. Conclusion and Future Work

The automated framework can significantly reduce the pathologist’s involvement and effort in finding correspondence. Point-cloud based affine registration is invariant to tissue orientation and is also quite robust with respect to the amount of tissue present in the field of view. Modification to modality transformation that has been proposed here. Instead of giving equal weights to each joint-occurrence of gray levels, a confidence measure based on edge alignment has been introduced here. The modified transformation has more prominent edges in places where the edges in both modalities align well and this has been shown to lead to a faster convergence of demon registration algorithm. This is seen to have a positive effect on gradient based image force used in vector flow based registration techniques such as Demon Registration and Deep Flow algorithm. This is also the first reported use of Deep Flow based optical flow technique in inter-modality registration.

The fields of point-cloud based registration, color image segmentation, non-rigid registration using vector flow based techniques are all evolving continuously. The proposed framework of multi-stage registration between FF-OCT and histology image recognizes these ever-evolving fields and is hence divided into several distinct modules each of which can be replaced by an improved algorithm as and when they are proposed.

Extension of the work presented here can be done in many directions. From algorithm point of view, modality transformation for inter-modality registration is not as widely used as MI based techniques. The use of edge-preserving transformation in other inter-modality registration techniques can be investigated. Deep Flow and other such optical flow algorithms designed to compute large-deformations can be investigated more rigorously for several registration applications.

From an application point of view, in-situ FF-OCT is still a distant dream. This is because the current machine is quite bulky and the imaging technique cannot deal with motion of the subject yet. Research in these domains can make intra-operative pathology a very realistic option in the future. Increasing the dataset to several hundreds.

Also, from an implementation point of view, the registration algorithms used here require several GBs of RAM even while working with sub-sampled images of $\frac{1}{4}$ resolution. This can be significantly improved upon by using streaming feature in ITK library wherein it would not be required for the entire image to be loaded in memory for the algorithms to commence. Different parts of the image can be loaded as and when they are required for computation. This would help in reducing the RAM requirement for processing the images and can help in working with original resolution images. This in-turn might have a direct implication on the accuracy of the presented methods (it might improve). GPU implementation of the presented algorithms can be done to speed-up the registration process before wide-spread use of such registration algorithms.


// Description: affine
(FixedInternalImagePixelType "float")
(FixedImageDimension 2)
(MovingInternalImagePixelType "float")
(MovingImageDimension 2)

// Components
(Registration "MultiResolutionRegistration")
(FixedImagePyramid "FixedSmoothingImagePyramid")
(MovingImagePyramid "MovingSmoothingImagePyramid")
(Interpolator "BSplineInterpolator")
(Metric "AdvancedMattesMutualInformation")
(Optimizer "AdaptiveStochasticGradientDescent")
(ResampleInterpolator "FinalBSplineInterpolator")
(Resampler "DefaultResampler")
(Transform "AffineTransform")
(NumberOfResolutions 3)
(ImagePyramidSchedule 4 4 2 2 1 1)
(HowToCombineTransforms "Compose")
(AutomaticTransformInitialization "true")
(AutomaticScalesEstimation "true")
(WriteTransformParametersEachIteration "false")
(WriteResultImage "true")
(CompressResultImage "true")
(WriteResultImageAfterEachResolution "true")
(ShowExactMetricValue "true")
//Maximum number of iterations in each resolution level:
(MaximumNumberOfIterations 40)
//Number of grey level bins in each resolution level:
(NumberOfHistogramBins 32)
(NumberOfFixedHistogramBins 32)
(NumberOfMovingHistogramBins 32)
(FixedLimitRangeRatio 0.01)
(MovingLimitRangeRatio 0.01)
(FixedKernelBSplineOrder 3)
(MovingKernelBSplineOrder 3)
(ImageSampler "Grid")
(SampleGridSpacing 1 1 2)
(UseRandomSampleRegion "false")
(NumberofSpatialSamples 2000)
(NewSamplesEveryIteration "true")
(CheckNumberOfSamples "true")
//Order of B-Spline interpolation used in each resolution level:
(BSplineInterpolationOrder 1)
//Order of B-Spline interpolation used for applying the final deformation:
(FinalBSplineInterpolationOrder 3)
//Default pixel value for pixels that come from outside the picture:
(DefaultPixelValue 0)
//SP: Param-A in each resolution level. \(a_k = a / (A + k + 1)^a\)
(SP \(A\) 20.0)
//Result Image Format
(ResultImagePixelFormat "unsigned char")
(ResultImageFormat "bmp")
// Description: BSpline NonRigid Transform with MI
(FixedInternalImagePixelType "float")
(FixedImageDimension 2)
(MovingInternalImagePixelType "float")
(MovingImageDimension 2)
// Components
(Registration "MultiResolutionRegistration")
(FixedImagePyramid "FixedSmoothingImagePyramid")
(MovingImagePyramid "MovingSmoothingImagePyramid")
(Interpolator "BSplineInterpolator")
(Metric "AdvancedMattesMutualInformation")
(Optimizer "AdaptiveStochasticGradientDescent")
(ResampleInterpolator "FinalBSplineInterpolator")
(Resampler "DefaultResampler")
(Transform "BSplineTransform")
(ErodeMask "false")
(NumberOfResolutions 3)
(ImagePyramidSchedule 4 4 2 2 1 1 )
(HowToCombineTransforms "Compose")
(WriteTransformParametersEachIteration "false")
(WriteResultImage "false")
(CompressResultImage "true")
(WriteResultImageAfterEachResolution "false")
(ShowExactMetricValue "false")
// Option supported in elastix 4.1:
(UseFastAndLowMemoryVersion "true")
// Maximum number of iterations in each resolution level:
(MaximumNumberOfIterations 100 )
// Number of grey level bins in each resolution level:
(NumberOfHistogramBins 32)
(NumberOfFixedHistogramBins 32)
(NumberOfMovingHistogramBins 32)
(FixedLimitRangeRatio 0.01)
(MovingLimitRangeRatio 0.01)
(FixedKernelBSplineOrder 3)
(MovingKernelBSplineOrder 3)
(UseDirectionCosines "true")

// Number of spatial samples used to compute the mutual information in each resolution level:
(ImageSampler "Grid")
(SampleGridSpacing 2 3 5)
(UseRandomSampleRegion "false")
(NumberOfSpatialSamples 2000)
(CheckNumberOfSamples "true")

// Order of B-Spline interpolation used in each resolution level:
(BSplineInterpolationOrder 1)

// Order of B-Spline interpolation used for applying the final deformation:
(FinalBSplineInterpolationOrder 3)

// Default pixel value for pixels that come from outside the picture:
(DefaultPixelValue 0)

// Result Image Format
(ResultImagePixelType "unsigned char")
(ResultImageFormat "bmp")
ELASTIX: NON-RIGID REGISTRATION (NMI)

// Description: BSpline NonRigid Transform with NMI
(FixedImageInternalImagePixelType "float")
(FixedImageDimension 2)
(MovingImageInternalImagePixelType "float")
(MovingImageDimension 2)

// Components
(Registration "MultiResolutionRegistration")
(FixedImagePyramid "FixedSmoothingImagePyramid")
(MovingImagePyramid "MovingSmoothingImagePyramid")
(Interpolator "BSplineInterpolator")
(Metric "NormalizedMutualInformation")
(Optimizer "AdaptiveStochasticGradientDescent")
(ResampleInterpolator "FinalBSplineInterpolator")
(Resampler "DefaultResampler")
(Transform "BSplineTransform")
(ErodeMask "false")
(NumberOfResolutions 3)
(ImagePyramidSchedule 4 4 2 2 1 1)
(HowToCombineTransforms "Compose")
(WriteTransformParametersEachIteration "false")
(WriteResultImage "false")
(CompressResultImage "true")
(WriteResultImageAfterEachResolution "false")
(ShowExactMetricValue "false")

// Option supported in elastix 4.1:
(UseFastAndLowMemoryVersion "true")

// Maximum number of iterations in each resolution level:
(MaximumNumberOfIterations 100)

// Number of grey level bins in each resolution level: 69
(NumberOfHistogramBins 32)
(NumberOfFixedHistogramBins 32)
(NumberOfMovingHistogramBins 32)
(FixedLimitRangeRatio 0.01)
(MovingLimitRangeRatio 0.01)
(FixedKernelBSplineOrder 3)
(MovingKernelBSplineOrder 3)
(UseDirectionCosines "true")

// Number of spatial samples used to compute the mutual information in each resolution level:
(ImageSampler "Grid")
(SampleGridSpacing 2 3 5)
(UseRandomSampleRegion "false")
(NumberOfSpatialSamples 2000)
(CheckNumberOfSamples "true")

// Order of B-Spline interpolation used in each resolution level:
(BSplineInterpolationOrder 1)

// Order of B-Spline interpolation used for applying the final deformation:
(FinalBSplineInterpolationOrder 3)

// Default pixel value for pixels that come from outside the picture:
(DefaultPixelValue 0)
($S_{pa}$ 10000.0)
($S_{P A}$ 100.0)
($SP_{alpha}$ 0.6)

// Result Image Format
(ResultImagePixelType "unsigned char")
(ResultImageFormat "bmp")
DEMON REGISTRATION OF OCT AND HISTOLOGY IMAGES THROUGH EDGE ORIENTATION-WEIGHTED MODALITY TRANSFORMATION

Smruti Rekha*† Jouke Dijkstra†

* Department of Computer Science, TU Delft
† Department of Radiology, Division of Image Processing, Leiden University Medical Center

ABSTRACT

Registration between histology and ex-vivo OCT can help in many clinical applications including identifying surgical margin in a tumour tissue during intra-operative pathological diagnosis, quantifying features in OCT for diagnosis and reduction of tissue processing time. In this paper, we present a framework for non-rigid registration between Histology and ex-vivo OCT images. The proposed framework consists of a two-stage registration process. The first step consists of large-scale misalignment correction while also establishing the match between OCT and one of the several histology tissue samples based on iterative closest point of prominent edge points. The second step consists of Demon registration based on modality transformation. A modification to modality transformation [1] which preserves the sharpness of the edges in the resultant transformation is also suggested here. This is seen to help in faster convergence of demon registration.

Index Terms— Inter-modality Registration, Iterative Closest Point, Demon Registration

1. INTRODUCTION

Histological examination of a tissue plays a central role and is often considered as a gold standard for diagnosis of various diseases. However, the process of fixing, sectioning and staining a tissue is long and time consuming. Also, there is chance of rendering the tissue unusable with a human error at any of the numerous steps in the specimen preparation process. There has been a growing interest in the use of Optical Coherence Tomography (OCT) in intra-operative pathology as the procedure is quite fast and needs very little preparation time [2] [3]. Establishing a dense correspondence between histology and OCT can help in identifying surgical margin in a tissue using OCT. Identifying descriptors for diagnosis using OCT is also very much at its nascent stage and often involves observing corresponding sections from histology and OCT. Registration between histology and OCT for establishing this correspondence can help speed up the aforementioned clinical procedures. Extensive use of OCT in pathological diagnosis would require training of personnel to extract similar visual information from OCT images as they would from histological slides. Having an automated framework for registration can also help in this transition.

Registration between images of two different modalities is a well researched topic. A complete overview of area-based and feature-based registration techniques is given in Zitova et.al. [4]. Features used in feature-based registration could be one of edges, contours, corners or salient points. The choice of features is essentially application specific. Metrics for area-based registration could either be based on Correlation or Mutual Information(MI). However MI based metric is often preferred in inter-modality registration. Pluim et.al. [5] provides a complete review of MI based registration in medical image analysis.

This paper provides a framework for the problem of inter-modality non-rigid registration between Histology and ex-vivo OCT images. Since minor deformations are unavoidable at the time of tissue preparation we assume that the corresponding sections could be deformed and hence there is a need for non-rigid registration. A slide prepared for histological examination could contain multiple tissue samples from the same subject. We consider establishing a match between an incoming ex-vivo OCT image and one of the several tissue samples present of the same subject as an integral part of the problem as it is in the spirit of speeding up of clinical procedure as discussed before.

The remainder of the paper is organized as follows: The proposed framework for registration of histology and ex-vivo OCT images is detailed in section 2. Results are provided in section 3, followed by concluding remarks in section 4.

2. THE PROPOSED APPROACH

As a starting point we present a bird’s eye view of the approach followed by delving into the details of each aspect of it. The proposed framework consists of a two-stage registration process. The first step consists of large-scale misalignment correction while also establishing the match between OCT and one of the several histology tissue samples based on iterative closest point [6] of prominent edge points. The second step consists of Demon registration based on edge orientation and gray-level based modality transformation. This
is motivated by [1] but is different from it in the sense that it uses edge-orientation information as a means for establishing confidence of joint occurrence of gray-levels used in modality transformation. This modification is seen to preserve the edges in the resultant transformation.

2.1. Point Cloud Based Rigid Registration

The process of establishing a match between an incoming ex-vivo OCT image and one of the histology tissues of the subject is posed as a feature-based registration problem where the features are significant edges in the images. The detected edge points are then registered with each other based on iterative closest point.

**Point Cloud Generation:** Edge detection is a fundamental low-level task in computer vision and have been widely used in various applications. Learning techniques for edge detection have recently been explored as visually salient edges do not always correspond to color gradient as observed by Martin et.al. [7]. We use structured forest based edge detection (SFED) in our work [8]. Classification of each pixel is based on individual predictions of decision trees for the pixel in question as well as the ones in its neighbourhood. Features used for this classification include 3 color channels in CIE-LUV color space, gradient magnitude in original scale as well as half its scale and orientation of the aforementioned gradients.

**Point Cloud Pre-processing:** The edge points in point clouds could correspond to multiple tissues of the subject. These point clouds are separated from each other by segmenting the foreground(tissue) from the background. For this purpose, color based segmentation technique of mean shift clustering [9] was used. Once the cluster centres are found, clusters are merged based on their proximity to each other until there are only two cluster centres. After separating the point-clouds from each other, each one of them is processed separately with OCT point-cloud. Major orientation of each of these point clouds are found out using principal component analysis and are aligned before registration. Each point-cloud is also scaled and translated such that the coordinates have zero mean and unit variance. This normalization procedure corrects for large-scale translation, scaling and orientation differences.

**Iterative Closest Point (ICP):** To minimize the distance between the two normalized point clouds, we use ICP. The algorithm matches each point to its closest point and figure out an affine transformation such that this distance decreases in a mean-squared sense. Mean-squared error cost computation excludes outliers so that the error function is not overly affected by a few far away points. This is done iteratively until convergence is reached. The histology point cloud which best matches the OCT point cloud is selected as the corresponding tissue.

2.2. Demon Registration and Modality Transformation

Demon Registration as introduced by Thirion et.al. [10] and the improved version by Cachier et.al. [11] thrives on edge based force for finding the deformation. Displacement field \( \mathbf{u} \) is defined by:

\[
\mathbf{u} = \frac{(I_2 - I_1)\nabla I_1}{\nabla I_1^2 + \alpha^2 (I_2 - I_1)^2} + \frac{(I_2 - I_1)\nabla I_2}{\nabla I_2^2 + \alpha^2 (I_2 - I_1)^2}
\]

where \( I_1 \) and \( I_2 \) are the two images to be registered and \( \alpha \) is a coefficient to decide the effect of edge based force. The obtained field is Gaussian smoothed which serves as a regularization function. The deformation field is computed and regularized iteratively until convergence to register the two images. This works on the assumption that the two images that needs to be registered are obtained from the same imaging modality.

Mutual transform as introduced by Kroon et.al. [1] constructs a joint histogram using intensity values of images from different modalities. Let \( N_1 \times N_2 \) be the size of the joint histogram. The transformed image after modality transformation \( (I_{1T}) \) at a pixel \((x)\) is given by:

\[
I_{1T}(x) = \arg\max_j (H(I_1(x), j)) \quad \forall j \in [1, N_2]
\]

Since \( I_1 \) and \( I_2 \) are from 2 different modalities, intensity level \( L_1 \) in \( I_1 \) may not always get uniquely mapped to \( L_2 \) in \( I_2 \). This was handled by Kroon et.al. using local modality transformation where the transformation was local to each pixel and was calculated using its corresponding neighbourhood. The drawback of this approach is that the edges are not properly defined in the transformed domain.

We argue that the joint histogram should not be weighed equally for each joint occurrence of intensities \((L_1, L_2)\) in \( I_1 \) and \( I_2 \) respectively, but should be based on the confidence of each occurrence. For a perfectly registered edge, we know that the edge orientation in both the images would be identical [12]. This is used to measure the confidence \( (C) \) if a gray-level \( L_1 \) in \( I_1 \) corresponds to a gray-level \( L_2 \) in \( I_2 \). Thus the histogram is computed as:

\[
H(I_1(x), I_2(x)) = H(I_1(x), I_2(x)) + C(x)
\]

Since we are considering images from multiple modalities, contrast reversal could cause aligned edges to either have \( \Delta\theta = 0^\circ \) or \( 180^\circ \). Hence the confidence measure is defined as follows:

\[
C_{\text{edge}}(x) = \begin{cases} 
\cos^2(\Delta\theta), & \text{for } \Delta\theta \leq 90^\circ \\
\cos^2(180 - \Delta\theta), & \text{for } \Delta\theta > 90^\circ
\end{cases}
\]
Confidence is computed for only those points which were
selected as edges as defined in section 2.1 and for all the non-
edge points, confidence is induced based on proximity to an
edge point. Equation 5 brings out this relationship.

\[ C_{\text{non-edge}}(x) = \{0.1 + 0.9 \times \exp\left(-\frac{d^2}{d_0^2}\right)\} \times C_{\text{edge}} \quad (5) \]

where, \( d \) is the euclidean distance from the nearest edge
point and \( d_0 \) is a parameter which decides the range in which
an edge point has an effect on its neighbourhood and \( C_{\text{edge}} \)
is the confidence of the nearest edge point. The value of \( d_0 \) is
selected based on the scale which we are operating in.

Accordingly for a perfectly aligned edge, the joint his-
togram is incremented by 1, whereas if the edge directions
are completely misaligned (\( \Delta \theta = 90^\circ \)), the joint histogram
is not incremented at all. Thus, the occurrence of \( L_1 \) in \( I_1 \) and
\( L_2 \) in \( I_2 \) is not given any weight at all in such a scenario. Once
the histogram is constructed, equation 2 is used for modality
transformation. This transformation preserves aligned edges
completely.

3. RESULTS

Figure 1 shows an illustration of SFED based edge detection
used in this work. To test the performance of our algorithms,
30 Histology and ex-vivo Full-Field OCT [13] pairs involving
ovarian and breast cancer were collected from Leiden Univer-
sity Medical Center.

Establishing a correspondence between point-clouds be-
comes difficult if only a fraction of the tissue is present in the
field of view. However, this is a realistic use case scenario
as sometimes only part of the tissue is imaged using OCT.
This is similar to occlusion problem in many computer vi-
sion applications. To check the robustness of the point-cloud
based registration with respect to ‘occlusion’, we varied
the percentage of OCT tissue in the field of view and studied
the translation error of the registered point-cloud. Errors in indi-
vidual cases varied depending on the how unique the shape
of the ‘occluded’ part was. Figure 2 shows the mean trend
in error. The errors are measured by treating the case with
the complete tissue visibility as ground truth. While this is
not completely accurate, for the sake of studying the variation
with respect to tissue visibility in the field of view this
assumption can be made. It can be seen from the plot that
the mean error is well within 10 pixels even when 50% of the
tissue is outside the field of view. Result of the point-cloud
based registration as discussed in section 2.1 is shown in fig-
ure 3.

Modified modality transformation has a stronger effect on
Demon Registration motion field estimation because of the
presence of more prominent edges. This makes the algorithm
converge faster than when original modality transformation
was used. Figure 4 shows the variation of negated mutual in-
formation evaluated after each iteration of demon registration
algorithm.
4. CONCLUSION

A multi-stage framework for registration between histology and ex-vivo OCT has been presented here. The automated framework can significantly reduce the pathologist’s involvement and effort in finding correspondence. Point-cloud based affine registration is invariant to tissue orientation and is also quite robust with respect to the amount of tissue present in the field of view. Modification to modality transformation has also been proposed here. Instead of giving equal weights to each joint-occurrence of gray levels, a confidence measure based on edge alignment has been introduced here. The modified transformation has more prominent edges in places where the edges in both modalities align well and this has been shown to lead to a faster convergence of demon registration algorithm.
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