MVMO-Based Identification of Key Input Variables and Design of Decision Trees for Transient Stability Assessment in Power Systems With High Penetration Levels of Wind Power
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Unlike synchronous generators, wind turbines cannot directly respond to large disturbances, which may cause transient instability, due to their power electronic-based interface and maximum power control strategy. To effectively monitor the influence of wind turbines, this paper proposes an approach that combines decision trees (DTs), and a newly developed variant of the Mean-Variance Mapping Optimization (MVMO) algorithm, to simultaneously tackle the problem of selecting the key variables that properly reflect the transient stability performance of a system dominated by wind power, and designing the DTs for reliable online assessment of transient stability.

The notion of key variables refers to the set of variables that are closely related to the modified power system transient stability performance as a consequence of the replacement of conventional power plants by wind generators. The selection of key variables is formulated as a non-linear optimization problem with weight factors as decision variables and is tackled by MVMO. A weight factor is assigned to each key variable candidate, and its value is considered to reflect the degree of influence of the key variable candidate on the splitting property and estimation accuracy of the DTs. The samples of the key variable candidates and the initialized weight factors are used to build the first group of DTs. Then, MVMO iteratively evolves the weight factors according to its special mapping function with minimizing DTs’ estimation error. According to the final list of optimized weight factors, system operators can select a reduced set of variables with the largest weight factors as key variables, depending on the resulting accuracy of the DTs. Meanwhile, DTs built by using key variables are considered as the optimal performance trees for transient stability estimation. In this way, the selection of key variables and the development of DTs are made jointly and automatically, without the interference of the users of the DTs. Test results
INTRODUCTION

Transient stability concerns with the ability of synchronous generators to remain in synchronism after being subjected to a large disturbance, such as a three-phase short circuit or a transmission line tripping (Kundur et al., 2004). When such a disturbance occurs, the equilibrium between the mechanical and the electrical torques in each synchronous generator is significantly disturbed, which forces some generators to accelerate and others to decelerate. If the relative motions cannot be attenuated, transient instability (i.e., loss of synchronism) occurs.

As a result, transient instability can lead to generator outages, transmission lines tripping, load shedding, and even blackouts. Significant research efforts have been devoted to efficiently monitor and estimate the degree of transient stability in order to enable system operators to take necessary controls to avoid the occurrence of transient instability (Oluic et al., 2017; Velez et al., 2017). A significant research effort has been devoted to power systems dominated by synchronous generators. Nevertheless, the massive integration of wind power imposes the new challenge on transient stability, because of the different operation and control characteristics from conventional synchronous generators.

The rotor behavior of synchronous generators is directly coupled to the dynamics of electromagnetic power at the terminal bus, via the internal flux linkage (Kundur et al., 2004). It enables the rotor to promptly respond to power fluctuations at the generator’s terminal bus in the form of absorbing or releasing kinetic energy, i.e., inertia response. This helps to balance the post-disturbance power flow and improve transient stability. However, the rotor response of the wind turbine is decoupled from power grid dynamics, because of the maximum power pointing track (MPPT) and power electronics interface (Cirrincione et al., 2015; Huang et al., 2015). So, essentially, wind turbines cannot directly provide inertial response like synchronous generators. From this perspective, the replacement of synchronous generators by wind turbines is expected to worsen the transient stability performance of power systems.

On the other hand, the underlying cause of transient instability is the electrical-mechanical power imbalance, due to fluctuations of electromagnetic power at the generator’s terminal bus. The electromagnetic power is influenced by all generation/load sources connected to the same transmission network. Therefore, there also exist some possibilities for wind turbines to bring forth positive influences on transient stability. That is to say, regulating the wind turbine output may alleviate the power imbalance of the synchronous generator when a disturbance occurs.

Wind power is in essence highly variable. In Shi et al. (2014), different wind speeds are sampled by the Monte Carlo method and simulated in different operating conditions to obtain the probabilistic profile of transient stability indicators after integrating wind turbines. To get more statistical information about the influence of wind farms on transient stability, different sizes, locations and control parameters of wind farms are simulated in different operating conditions with possible fault scenarios in Meegahapola et al. (2008), Shewarega et al. (2009), and Faried et al. (2010). Unlike the aforesaid sampling-based method, the references (Lin et al., 2013; Liu et al., 2016) formulate analytically the influence of wind turbine on the rotor motion of synchronous generators, which makes possible to use equal area criterion to quantitatively judge transient stability.

However, the influence of wind turbines on transient stability depends on the dynamic properties of each power system: e.g., wind turbine locations, sizes, controllers’ parameters, as well as the pre-disturbance system operating conditions. In order to ensure the transient stability of power systems, such an influence should be closely monitored and reliably estimated. This causes two questions: which variables should be monitored? and how to estimate reliably transient stability?

Ideally, monitored variables should be able to cover adequate information for making a reliable estimation of transient stability under a given operating condition. Bus voltage, line current, generator accelerating speed, etc., all could be candidates. However, the use of a large number of variables requires much more computation resources. Therefore, one pragmatic solution is to select a small set of key variables that needs less computation resources, but, nevertheless, enables a reliable estimation for transient instability. The methods to estimate transient stability can be classified into model-based methods (Vu and Turitsyn, 2016) and artificial intelligence-based methods (Hoballah and Erlich, 2012; Cepeda et al., 2014; Wang et al., 2016). The latter requires reduced computation effort to make fast estimations.

This paper proposes a new approach that jointly solves the selection of key variables and the estimation of transient stability by combining a selected method from computational intelligence, i.e., decision trees (DTs), with a powerful optimization tool, MVMO (Mean-Variance Mapping Optimization). Other methods from computational intelligence could also be used, e.g., support vector machine. Nevertheless, the focus of this paper provides insight into how optimization can improve to achieve an optimal performance of a selected computational intelligence method when challenged to provide
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confident transient stability assessment in systems with very high penetration of power electronic interfaced generation. A detailed comparison with other options with data mining based algorithms or other forms of decision trees, e.g., like algorithms presented in Kamwa et al. (2010) and Rahmatian et al. (2017), is a topic for future research after this paper. Particularly, a group of variables related to transient stability are selected as key variables candidates to build DTs. Each of them is assigned a weight factor. MVMO optimizes these weight factors toward reducing the estimation errors of DTs. Finally, an optimal list of weight factors is obtained. System operators can select a number of variables with the largest weight factors as the key variables to be measured, depending on their communication infrastructure and the estimation accuracy of DTs. At the same time, DTs taking the key variables as the inputs are considered as the optimal performance trees, which are adopted for fast estimation of transient stability.

The rest of the paper is organized as follows. Section Illustration of the Influence of WT on Power System Transient Stability first describes the used WT model and its influence on transient stability. Next, the proposed method is introduced in section The Combined Key Variable Identification and DT Designs, in terms of the mathematic formulation, the algorithm flow, DTs and MVMO. The proposed approach is firstly tested on a modified version of the IEEE 9 bus system in section Test Results on IEEE 9 Bus System. Section Test Results on Great Britain (GB) System provides the results obtained on a reduced size model of a real power system. Section Transient Stability Assessment discusses the possible implementation of the proposed method. Finally, conclusions and future work are given in section Implementation of the Proposed Approach.

ILLUSTRATION OF THE INFLUENCE OF WT ON POWER SYSTEM TRANSIENT STABILITY

Wind Turbine Model

Figure 1 shows the main components of investigated WT type 4 (WT4): wind turbine (WT), gearbox (GB), permanent magnet synchronous generator (PMSM), machine side rectifier (MSR), and grid side inverter (GSI). The MSR controller regulates the stator currents and thus controls the rotation speed of PMSM to regulate the extracted mechanical power. On the other hand, the GSI controller is responsible to regulate the active power and reactive power injected to the grid. This wind turbine is simulated by an industrial-level PowerFactory model, developed on the basis of IEC 614000-27-1 standard.

WT4 Influence on Transient Stability

The output of PMSM is expressed in the synchronous d-q reference coordinate by the following equations (Krause et al., 2012):

$$
\begin{align*}
    u_{sd} &= -R_s i_{sd} - L_s \frac{di_{sd}}{dt} + L_s \omega i_{sq} \\
    u_{sq} &= -R_s i_{sq} - L_s \frac{di_{sq}}{dt} - L_s \omega i_{sd} + \omega \psi_f
\end{align*}
$$

where $u_{sd}$, $u_{sq}$, $i_{sd}$, and $i_{sq}$ are respectively the d and q axis stator voltages and currents; $L_s$ and $R_s$ are the stator inductance and resistance; $\psi_f$ is the flux; $\omega$ is the electrical angular speed of rotor.
Next, the PMSM voltages and currents are rectified to charge the DC capacitor. The dynamics of MSR are defined as follows:

\[
\begin{align*}
L_s \frac{di_{sd}}{dt} &= u_{sd} - R_s i_{sd} - L_s \omega i_{sq} - d_{su} u_{dc} \\
L_s \frac{di_{sq}}{dt} &= u_{sq} - R_s i_{sq} + L_s \omega i_{sd} - d_{su} u_{dc} \\
C \frac{du_{dc}}{dt} &= d_{qi} i_{sd} - d_{qi} i_{sq} - i_{dci}
\end{align*}
\]  

where \( C \) is the DC capacitance; \( u_{dc} \) is the DC voltage; \( d_{su}, d_{sq}, d_{su}, d_{sq} \), and \( d_{qi} \) are the coefficients related to the duty ratio of rectifier; \( i_{dci} \) is the current flowing from the DC capacitor to GSI.

\( i_{dci} \) is inverted into three phase AC currents through GSI. The dynamics of GSI are defined by the following equations.

\[
\begin{align*}
L_g \frac{di_{gd}}{dt} &= -u_{gd} - R_g i_{gd} + \omega i_{gq} - d_{gd} u_{dc} \\
L_g \frac{di_{gq}}{dt} &= -u_{gq} - R_g i_{gq} - \omega i_{gd} - d_{gq} u_{dc}
\end{align*}
\]  

From the Equations (1)–(4), it can be seen when \( i_{sd}, i_{sq}, \) and \( \omega \) varies following the regulation of rotation speed, \( u_{sd}, u_{sq}, u_{dc}, i_{gd}, \) and \( i_{gq} \) will change correspondingly. As a result, the power injected to the grid, \( P \) and \( Q \), also changes. This will influence the post-disturbance power flow and further the electromagnetic power at the terminal buses of synchronous generators.

Indeed, WT and its control loops influence transient stability of synchronous generators only through changing the post-disturbance power flow and in this way regulating the power imbalance at the terminal bus of synchronous generator, especially when WTs and synchronous generators
are not connected at the same bus. In addition, transient stability is a kind of electromechanical phenomenon, not an electromagnetic phenomenon (namely subsynchronous resonance). Electromagnetic transients of WT control loops cannot influence transient stability because they are too fast to respond to the mechanical shaft of the synchronous generator.

Therefore, the power flow is the unique intermediary between WTs and the dynamics of synchronous generators. While, the power flow is a network-wise phenomenon, which is decided not only by WTs. So this paper describes the influence of WTs on transient stability from the perspective of networks, namely analyzing the change in post-disturbance power flow caused by them. This point is demonstrated in the next part.

**Demonstration of Wind Turbine Influence**

An adapted IEEE 9 bus system, as shown in Figure 2, is used to demonstrate the influence of WTs on transient stability. Generator G1 is replaced by a WT4. G3 is selected as the reference generator. The angle of generator G2 is observed to analyze transient stability.

![Diagram](https://example.com/diagram.png)

**FIGURE 4** | Key variables selection jointly using DTs and MVMO.
A temporary three-phase short circuit to ground fault is applied to line 7–8. The wind turbine operates at three power factors ($\cos\phi$): 0.9, 0.95, and 1.0. Figure 3A shows the reactive power produced by the wind farm. If the wind farm outputs more reactive power, the post-disturbance Bus 5 voltage will be recovered faster. Furthermore, more reactive power will flow through line 5–7 to the terminal bus of G2 (Figure 3C), which lifts the terminal bus voltage and increases the electromagnetic power output of G2. This improves G2 transient stability (Figure 3D). This observed behavior motivated the problem definition given in section The Combined Key Variable Identification and DT Designs.

THE COMBINED KEY VARIABLE IDENTIFICATION AND DT DESIGNS

Outline of the Proposed Method

This paper presents an approach that combines DTs and MVMO to select key variables and at the same time, to design DTs for transient stability estimation. Key variables refer to the variables that can unveil the influence of wind power and are also closely related to the transient behavior of synchronous generators. Taking key variables as the input, DTs are expected to be able to make a more accurate estimation of transient stability.

First, a group of key variables candidates are selected as DT inputs. Each of them is given a weight factor (which can be interpreted as a normalized score reflecting the degree of influence of the key variable on the resulting value of transient stability indicator). With the internal mapping function, MVMO mutates and hybridizes the new offspring of initial weight factors. Weight factors will change the key variable candidates’ probability of being selected as the splitting property of DTs. Thus, DTs with different splitting rules are built. MVMO continuously evolves weight factors toward the direction of improving the DTs estimation accuracy, until a pre-defined convergence criterion (e.g., a given number of function evaluations) is met. At the end, a list of weight factors corresponding to the highest accuracy is obtained, and the variables with the largest weight factors are considered as the key variables. Meanwhile, DTs built using key variables and their weight factors as inputs are considered as the optimal performance trees, which will be used to estimate transient stability.

The flow chart of the proposed DTs and MVMO based approach is shown in Figure 4:

Step 1: First select a group of key variable candidates. This can be done based on existing operation experience or by considering all related variables to transient stability issues as candidates. Secondly, in order to make DTs reliably estimate transient stability, adequate training samples covering different operation conditions and faults scenarios are collected through off-line simulations or on-line measurements. Please note that depending on the studied power system model, different lengths of the time windows of the simulated/measured variable candidates might be needed. The time adaptive based approach proposed in Yu et al. (2018) is suggested as a good option to determine the length of the time windows.

Step 2: Initialize the weight factor for each key variable candidate. One combination of all weight factors is named as a particle.

Step 3: Build an ensemble of DTs to calculate the fitness for each particle.

Step 4: Judge if the termination criteria are satisfied. If yes, output a descending list of weight factors and optimal DTs; else, continue.

Step 5: MVMO mutates weight factors and generates new offspring. And then return to Step 3.

Mathematical Formulation of Involved Evolutionary Optimization

The evolution of weight factors can be defined by the following non-linear optimization:

$$\text{min } \text{Err}(x)$$

subject to:

$$x = [w_1, w_2, \ldots, w_L]$$

$$w_{l}^{\text{min}} \leq w_l \leq w_{l}^{\text{max}}, l = 1, 2, \ldots, L$$

where $x$ is a vector including $L$ weight factors; $w_{l}^{\text{min}}$ and $w_{l}^{\text{max}}$ are the lower bound and the upper bound of the $l$th weight factor. $\text{Err}(x)$ represents DTs estimation errors, which is defined as the sum of deviations between the estimated transient stability indicator $\eta_{\text{DTs},k}$ and the simulated one $\eta_{\text{sim},k}$, associated to $K$ tests, namely:

$$\text{Err}(x) = \sum_{k=1}^{K} |\eta_{\text{DTs},k} - \eta_{\text{sim},k}|$$

The $\eta_{\text{sim},k}$ is considered as the accurate value. $\text{Err}(x)$ is minimized by using MVMO to continuously evolve weight factors.
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**FIGURE 5** | Typical structure of decision tree.
Figure 6 | Flow chart of MVMO.
Since transient stability mainly involves the relative motions of synchronous generator shafts, the stability indicator $\eta$ is defined by (9) and described in detail in Powertech Labs Inc. (2011). It is worth pointing out that other indicators could be alternatively used in future studies.

$$\eta = \Delta\delta_{th} - \max \Delta\delta$$  

where $\Delta\delta$ is the rotor angle difference between any two generators. If the maximum value of $\Delta\delta$ (namely $\max \Delta\delta$) is less than an acceptable threshold $\Delta\delta_{th}$, e.g., $180^\circ$ (Kundur et al., 2004), the system is considered as transient stable. Conversely, the system is transient unstable.

In the interconnected power systems, transient stability means the ability of synchronous generators in one area to maintain synchronism against generators in other areas after a large disturbance. Under this condition, $\delta$ is redefined as the average rotor angle at the center of inertia of generators in one coherent area (Wang et al., 2016). When the angle difference between two coherent areas is $<180^\circ$, that is to say, $\eta$ is positive, the interconnected system is considered as transient stable.

**Decision Trees (DTs)**

DTs as intelligent classifiers have already been used to judge the transient stability status (stable or unstable) because of its good interpretability (or transparency) and easy implementation (Wehenkel et al., 1989; Amraee and Ranjbar, 2013; He et al., 2013; Guo and Milanović, 2014).

As shown in Figure 5, a decision tree is a graphical description of a well-defined decision problem, which is composed of a root node, branches, internal nodes and leaves (Gass and Harris, 1996; Rokach and Maimon, 2005). The root node is the starting point of a tree, without any incoming branch. A branch is a connection descending from an upper (parent) node to a lower (child) node. The internal nodes mean those nodes with incoming branches and outgoing branches. Each internal node splits its sample set into two or more sub-classes according to a certain splitting criterion. The nodes with incoming branches but without outgoing branches are called leaf nodes. Each leaf node is assigned a target value or a decision as its output. A decision tree is built in such a way that the training samples are recursively split into smaller left and right subsets in a top-down manner by selecting a certain splitting rule at a node until the stopping criterion is met.

Essentially, a model built by DTs consists of a series of if-else splitting rules. How to select the splitting rules is critical for DTs to give satisfying estimation accuracy. One relative variance reduction based index is proposed in Ernst et al. (2005), namely:

$$\text{Score} \left( \left\{ f_k < t_k, TS \right\} \right) = \frac{\text{var}(o|TS) - \frac{N_{LTS}}{N_{TS}} \text{var}(o|LTS) - \frac{N_{RTS}}{N_{TS}} \text{var}(o|RTS)}{\text{var}(o|TS)}$$  

where $TS$ represents the training sample set at one node; $LTS$ and $RTS$, respectively mean the left subset and the right subset which are obtained by splitting the parent training set $TS$. $\text{var}(o|TS)$, $\text{var}(o|LTS)$, and $\text{var}(o|RTS)$ are the variances of output $o$ in the training sets $LS$, $LTS$, and $RTS$. $N_{TS}$, $N_{LTS}$, and $N_{RTS}$ denote the sample numbers in three training sets.

This index quantifies the distance between the left subset and the right subset. The bigger it is, the larger the difference in $\eta$ of
samples in two subsets are, and the more possibly DTs classify a new observation to a group of samples with similar $\eta$. In this paper, this splitting index is further extended by multiplying a weight factor:

$$\text{Score}_{\text{New}}\left([f_k < t_k, \text{TS}]\right) = w_k \cdot \text{Score}\left([f_k < t_k, \text{TS}]\right)$$  \hspace{1cm} (11)

The Equation (11) is used to calculate a score for each possible splitting. The splitting with the largest score is adopted to split a TS into an LTS and an RTS. The bigger the weight factor is, the more possibly the corresponding variable is selected as the splitting attribute. A weight factor 0 means the relevant variable will not be considered during the selection of splitting attributes.

After building a group of DTs, the new observation will be navigated from a root node down to a leaf node, according to the if-else rule used at each node. The $\eta$ average of samples in the leaf node is taken as approximately the estimation value for the new observation. Furthermore, the average of all DT estimations is considered as the definite estimation for the new observation, namely:

$$\eta_{\text{DTs}} = \frac{\sum_{n=1}^{N} \eta_n}{N}$$  \hspace{1cm} (12)

where $\eta_n$ is the estimation value made by the $n$th DT, and $\eta_{\text{DTs}}$ is the average estimation given by a group of $N$ DTs.

**Mean–Variance Mapping Optimization (MVMO)**

MVMO belongs to the family of population-based stochastic optimization. Its novel feature is the use of a special mapping function for mutating the new offspring, on the basis of the mean and variance of the n-best population attained so far. Due to its good performance in terms of convergence and quality of solutions, MVMO is used to reactive power management of offshore wind power plants (Theologi et al., 2017), reconfiguration of distribution systems (Rueda et al., 2015b), and identification of model parameters for real-time digital simulation (Gbadamosi et al., 2017).

The flow chart of MVMO is shown in Figure 6. In particular, MVMO is carried out as follows (Rueda et al., 2015a; Wildenhues et al., 2015):

1. **Step 1:** Initialize optimization parameters. Another significant feature of MVMO is that it normalizes variables $x_i$ to be optimized in the range of [0, 1] so that it ensures that no violation of the searching border occurs in mutated/hybridized offspring.

2. **Step 2:** Fitness evaluation. De-normalize each variable and calculate the value of fitness function.

3. **Step 3:** Termination judgment. Check if the termination criteria are satisfied. If yes, stop; if no continue.

4. **Step 4:** Archive/update the first n-best solutions in descending order of fitness value only if the new solutions are better than existing solutions. Furthermore, calculate the means, mapping shape for each variable $x_i$.

<table>
<thead>
<tr>
<th>Component</th>
<th>States</th>
</tr>
</thead>
<tbody>
<tr>
<td>G2, G3</td>
<td>Terminal voltage</td>
</tr>
<tr>
<td></td>
<td>Current injected to the grid</td>
</tr>
<tr>
<td></td>
<td>Active power and reactive power</td>
</tr>
<tr>
<td></td>
<td>Speed, angle, and accelerating speed</td>
</tr>
<tr>
<td>Bus</td>
<td>Voltage magnitude and angle</td>
</tr>
<tr>
<td>Transmission line</td>
<td>Active power and reactive power</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tree number</th>
<th>Leaf size</th>
<th>Attribute number</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1</td>
<td>58</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number</th>
<th>Weight factor</th>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.94</td>
<td>G2 speed</td>
</tr>
<tr>
<td>2</td>
<td>0.88</td>
<td>Bus 9 voltage magnitude</td>
</tr>
<tr>
<td>3</td>
<td>0.86</td>
<td>Line 8–9 reactive power</td>
</tr>
<tr>
<td>4</td>
<td>0.83</td>
<td>G2 terminal voltage magnitude</td>
</tr>
<tr>
<td>5</td>
<td>0.82</td>
<td>Line 5–7 reactive power</td>
</tr>
<tr>
<td>6</td>
<td>0.81</td>
<td>G2 angle</td>
</tr>
<tr>
<td>7</td>
<td>0.78</td>
<td>Bus 5 voltage magnitude</td>
</tr>
<tr>
<td>8</td>
<td>0.77</td>
<td>Bus 2 voltage magnitude</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>57</td>
<td>0.0162</td>
<td>Bus 1 voltage magnitude</td>
</tr>
<tr>
<td>58</td>
<td>0.0047</td>
<td>G3 speed</td>
</tr>
</tbody>
</table>

**TABLE 1** | Key variable candidates.

**TABLE 2** | Decision tree parameters.

**TABLE 3** | Weight factors obtained on 9 bus system.
Step 5: Parent assignment. Assign the best one or several solutions as the parents for mutating the offspring.
Step 6: Offspring generation. \( m \) variables in the parent vector are mutated by the following mapping function \( h \), which is defined by the mean \( \bar{x} \) and the shape \( s_1, s_2 \).

\[
h(\bar{x}, s_1, s_2, x) = \bar{x}(1 - e^{-sx_1}) + (1 - \bar{x})e^{-(1-x)s_2}
\]  

(13)

The new value after mutation \( x_r \) is calculated by:

\[
x_r = h_x + (1 - h_1 + h_0) x^* - h_0
\]

\[
h_x = h(x = x^*)
\]

\[
h_0 = h(x = 0)
\]

\[
h_1 = h(x = 1)
\]  

(14)

The mapping curve is adjusted according to the progress of the search process in order to make MVMO continuously update the optimal solution candidates.

Step 7: The new offspring is sent back to Step 2. The above steps are repeatedly executed until a predefined termination criterion is fulfilled.

MVMO method provides a sequence of weight factors from the largest to the smallest. The system operator can decide how many variables are selected. Selecting more variables means more measurements and smaller estimation errors of decision trees. Selecting less variables means less measurements and larger errors of decision trees.

From Figure 4, when obtaining key variables (loop MVMO-build decision trees), a group of decision trees are built. For the sake of illustration, Figure 7 shows one part of a designed decision tree, taking the modified IEEE 9 bus system (indicated in section Illustration of the Influence of WT on Power System Transient Stability) as an example. Overall, it is worth pointing out that decision trees have rules that are built upon input-output data obtained from simulations of the power system. The rules constitute the knowledge extracted from the samples of inputs (e.g., generator speed \( S_2 \), bus voltage magnitude \( V_9 \) and \( V_5 \), etc.) and output (stability indicator, e.g., rotor angle margin, which corresponds to the sampled inputs).

**TEST RESULTS ON IEEE 9 BUS SYSTEM**

The proposed method is first illustrated on a variant of the IEEE 9-bus system, as shown in Figure 2. The parameters of the variant of the IEEE 9 bus system and the added wind turbines (developed on the basis of IEC 61400-000-27-1 standard) are given in Farrokhseresht et al. (2019). Interested reader can find details of the dynamic response of the wind turbine under different disturbances in Farrokhseresht et al. (2019). In order to build DTs, training samples are collected by considering the following uncertainties:

- Fault locations. A three-phase short circuit fault is applied on different locations [1, 50, 99%] in each of six transmission lines.
- Fault durations. Different fault durations are considered to simulate the severity of the fault.
- Inertia constant of \( G_2 \). This factor determines how quickly \( G_2 \) accelerates/decelerates due to the imbalance of electrical and mechanical torques.

In total, 396 samples (combinations of three samples of fault location in six transmission lines, 11 samples of fault duration, two samples of \( G_2 \) inertia constant) are collected in PowerFactory 2016. The required amount of training samples depends on how many uncertainties should be investigated and the system size, which can be further refined by expert knowledge of system operators on network topology, critical faults, operation conditions, and so on.

A group of 58 variables that possibly influence \( G_2 \) transient stability is selected as key variable candidates, which are listed in Table 1. The post-disturbance time responses of them are collected for DTs training and testing.

**FIGURE 9** | (A) Estimation using 8 variables; (B) Errors using different amounts of variables and different methods.
The involved algorithms of DTs, as well as MVMO, are programmed in Matlab 2016b. The settings of MVMO given in Rueda et al. (2015a) are also used in this paper. The parameters of DTs are given in Table 2. All variables in Table 1 are selected as the available properties to split a group of training samples. Therefore, 58 splitting attributes are used.

The initial weight factor for each variable in Table 1 is 0.5. The upper bound of the weight factor is 1, and the lower bound is 0. 60 tests are generated to estimate the errors of DTs. Following the traditional practice in evolutionary algorithms, uniform random initialization is used. The optimized errors by MVMO after 200 iterations are shown in Figure 8. The better performance of MVMO was also observed when repeating the optimization 50 times. This is consistent with the observed computationally efficient performance (i.e., ability to quickly find a near-to-optimal solution within a very reduced computing budget, i.e.,
200 iterations in the particular problem shown in this paper) of MVMO computationally expensive optimization problems as shown in Rueda et al. (2015a). A statistical assessment of the performance of MVMO and GA is out of the scope of this paper.

It is seen that by regulating the weight factors, DTs errors are reduced gradually. Table 3 gives the first eight biggest weight factors and two smallest weight factors in the list of weight factors which corresponds to the smallest error.

Among the first eight variables, the 1st and 6th variables are associated to the post-disturbance response of G2. They represent the influence of the fault on the generator motion dynamics. During the fault, the power balance at the G2 terminal bus is affected, which forces G2 to accelerate. After the fault, if G2 speed still is larger than the synchronous speed and the rotor angle exceeds the critical value, G2 loses transient stability.

The 5th and 7th variables represent the influence of wind farm reactive power on G2 transient stability, which is also illustrated in Figure 3. This shows the proposed method can effectively identify the key variables related to the influence of a wind farm. The 2nd and 3rd describe the reactive power support from G3 for the voltage at the load bus 8. These four variables together influence the terminal voltage of G2 (namely the 4th and 8th variables), and in this way, influence G2 active power output as well as its transient stability.

The first eight variables with the largest weight factors are selected as key variables. DTs taking them as the inputs give good estimations, as shown in Figure 9A. Next, a natural question to be answered is: using eight key variables, could DTs achieve a similar estimation accuracy like using all 58 variables? The estimation errors obtained by using all 58 variables and by using the eight key variables are compared in Figure 9B. It is seen that the estimations made by using eight variables (blue circles) have nearly the same accuracy as the estimations done by using 58 variables (black diamonds).

In order to verify the efficiency of MVMO, a Genetic Algorithm with a Multi-Parent Crossover is adopted to optimize weight factors (Elsayed et al., 2014). The parameters of this algorithm, as given in Elsayed et al. (2014) are used also in this paper. Its convergence during 200 iterations is shown in Figure 8. It can be seen that MVMO finds faster the weight factors which bring forth the less estimation errors of DTs. Respectively using the optimal weight factors searched by GA and MVMO to build DTs, the estimation errors of 60 tests are shown in Figure 9B. It

<table>
<thead>
<tr>
<th>TABLE 4</th>
<th>Synchronous power and wind power.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zone 1</td>
<td>Zone 2</td>
</tr>
<tr>
<td>Synchronous power (MW)</td>
<td>964</td>
</tr>
<tr>
<td>Wind power (MW)</td>
<td>912</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 5</th>
<th>Wind penetration levels.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Penetration (%)</td>
<td>Level 1</td>
</tr>
<tr>
<td>63</td>
<td>68</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 6</th>
<th>Observed variables in the north area.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component</td>
<td>States</td>
</tr>
<tr>
<td>G1, G6, G7, G8</td>
<td>Terminal voltage</td>
</tr>
<tr>
<td></td>
<td>Current injected to the grid</td>
</tr>
<tr>
<td></td>
<td>Active power and reactive power</td>
</tr>
<tr>
<td></td>
<td>Speed, angle, accelerating speed, and inertia</td>
</tr>
<tr>
<td>Buses GT1, GT5, GT7, GT8</td>
<td>Voltage magnitude and angle</td>
</tr>
<tr>
<td>25 Transmission lines</td>
<td>Active power and reactive power</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 7</th>
<th>Decision tree parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tree number</td>
<td>Leaf size</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 8</th>
<th>Selected key variables in GB system.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>Weight factor</td>
</tr>
<tr>
<td>1</td>
<td>0.98</td>
</tr>
<tr>
<td>2</td>
<td>0.96</td>
</tr>
<tr>
<td>3</td>
<td>0.94</td>
</tr>
<tr>
<td>4</td>
<td>0.91</td>
</tr>
<tr>
<td>5</td>
<td>0.87</td>
</tr>
<tr>
<td>6</td>
<td>0.85</td>
</tr>
<tr>
<td>7</td>
<td>0.82</td>
</tr>
<tr>
<td>8</td>
<td>0.81</td>
</tr>
<tr>
<td>9</td>
<td>0.8</td>
</tr>
<tr>
<td>10</td>
<td>0.79</td>
</tr>
<tr>
<td>11</td>
<td>0.76</td>
</tr>
</tbody>
</table>
can be seen that DTs using the key variables selected by MVMO (blue circles) give less estimation errors.

**TEST RESULTS ON GREAT BRITAIN (GB) SYSTEM**

**Key Variable Identification**

The proposed method is further tested on a reduced size model of the Great Britain (GB) system in Figure 10. The GB system has three sub-areas, the north, the center, and the south, which consists of 29 power plants, 161 buses, 119 lines. The parameters of the reduced size model of the GB system and the added wind turbines (developed on the basis of IEC 614000-27-1 standard) are given in Farrokhseresht et al. (2019). Considering the complexity of the GB system, the proposed method is applied to a three-phase short circuit to a ground fault between the north and the center, which causes the generators in the north area to lose transient stability.

In this case, more wind penetration levels, different dispatches between synchronous generators and wind farms are further considered. The following uncertainties are investigated to cover different operation conditions for DTs training.

- Fault duration. Indeed, GB system is fairly (rotor angle) stable for large-disturbances. So in order to generate unstable samples, the fault duration is perturbed in a range from 0.2 to 0.3 s.
- Dispatches among synchronous generators. In the north area, synchronous generators are distributed in 4 zones. Different dispatching scenarios between them are generated. Moreover, because of the change of commissioned generator units, the inertia of different zones is also changed.
- Wind penetration levels in the north area. The initial output of synchronous generators and wind turbines are listed in Table 4.

One part of synchronous generators in Table 4 is further decommissioned and replaced by wind generators in order to analyze transient stability under high wind power penetration levels. The wind penetration levels dealt with in this test case are listed in Table 5.

In total, 633 samples are collected. For each of them, 98 key variable candidates in Table 6 are observed.

Similar to test case 1, 100 decision trees (cf. Table 7) are built. In each tree, one leaf node only includes one sample. Each variable in Table 6 is selected as a property to split a group of training samples. Therefore, 98 splitting attributes are available.

An initial weight factor, 0.5, is given to each variable. It’s upper bound and the low bound are respectively 1 and 0. The convergence of MVMO optimization process in 1,000 iterations is depicted in Figure 11.

It takes nearly 5 h to finish these 1,000 iterations by using a parallel computing process on a computer with Intel(R) Core(TM) i7-8650U 2.11 GHz. To tackle changes in operating conditions of a power system, updating the DTs and weighting factors will be needed. To this aim, the computation time can be lowered by extending the proposed approach with the distributed computing strategy defined in He et al. (2013).

Table 8 gives the selected 10 key variables from the weight factor list corresponding to the minimum error. It is seen in Table 8 that the transient stability of zone 1 is influenced by:

- The loading level of generators in zone 1, which are determined by the terminal bus voltage (variable 1) and the current injected into the grid (variable 3). A higher loading level after the disturbance will impose one bigger electromagnetic torque and preventing the rotor angle from increasing.
- The generator speed (namely variable 5), which represents the obtained accelerating energy during the fault.
- The reactive power distribution after the fault, namely the 2nd, 4th, 10th, and 11th variables. They jointly influence the voltage changes in the system.
at the terminal bus connecting the generators in zone 1. It is known that a too low terminal voltage will prevent generators from outputting normally active power and force the rotors to accelerate.

- The active power flow, namely the 6th, 7th, 8th, and 9th variables. These values influence directly the power balance on the rotor and transient stability.

**TRANSIENT STABILITY ASSESSMENT**

Next, DTs are built using the above 11 key variables, and the estimation accuracy is tested under different operating scenarios.

**65% Wind Penetration**

The comparison between using 11 key variables and 98 available variables is made in Figure 12. It can be seen that the estimations...
done by using 11 key variables provide a similar accuracy as using 98 variables.

Another point which is noticed in Figure 12 is that there are some points with relatively large estimation errors, circled by the dashed oval. This is caused by the sudden transition from transient stability to transient instability due to a minor change of fault duration, which is shown in Figure 13. Under the condition that other uncertainties considered in section Key Variable Identification are neglected, a slight perturbation on the fault duration from 0.271 to 0.272 s causes transient instability. During the transition (border) from stability to instability, usually, the artificial intelligence-based methods have relatively large errors.

70% Wind Penetration
Forty-six tests are made at this penetration level, which cover different fault duration and dispatching scenarios. The results are shown in Figure 14. It can be seen again that the estimation done by using 11 key variables gets the same accuracy as the estimation done using all variables. DTs give good estimations for stable cases and unstable cases (upper and lower points in Figure 14).

79% Wind Penetration
At the end, more synchronous generators are decommissioned and wind penetration nearly reaches 80% in the north area. For all used 48 tests, transient instability occurs. Figure 15 demonstrates that using all variables and using 11 key variables, both provide good and similar estimations.

IMPLEMENTATION OF THE PROPOSED APPROACH
The typical way of using DTs (at the top half of Figure 16) is to first select manually a group of variables of interest for transient stability. Then the rules for splitting samples are figured
out and DTs are built. The performance of DTs is tested, and, correspondingly, the researcher decides whether or not to adjust the splitting rules. If yes, the new rules are sent to DTs and new trees are built. Similarly, the performance of new trees is tested and this procedure is repeated until the performance of DTs is satisfactory.

Compared with the above method, the selection of key variables and the training of DTs are done at the same time and automatically by using MVMO in the proposed method, as shown by the bottom half in Figure 16. The users can input any variables which they want to investigate, together with initial weight factors in the range [0, 1]. MVMO is responsible to mutate/optimize weight factors. The new weight factors are sent back to DTs to evaluate the fitness. In this way, MVMO continues to automatically optimize weight factors until the stopping criterion is satisfied.

On the basis of the obtained weight factors, system operators can select the first $n$ variables with the largest weight factors as the key variables. The value of $n$ is decided by the estimation accuracy, which can be accepted by system operators. Selecting more variables means more installations of measurement devices and smaller estimation errors of DTs. Inversely, selecting less variables means less measurements and larger DTs’ estimation errors.

At the same time, DTs built using $n$ key variables are considered as the finally trained trees for transient stability assessment. One possible application is demonstrated in Figure 17. First, considering the large scale and the complexity of real power systems, different groups of DTs are trained offline and separately for different fault scenarios. In practice, when a fault occurs, a disturbance indicator will send the fault information to a classifier. This classifier is responsible to select the corresponding group of DTs, like group 1. Measurement devices (like PMU) collect the post-disturbance values of key values. Taking this information as the input, DTs will estimate stability indicator, like Margin $\eta_1$.

CONCLUSIONS

This paper proposed a DTs and MVMO based method to identify key variables and to estimate transient stability in power systems with high penetration of wind power. Key variables are defined as the variables which are related to the transient
stability performance of a power system. Usually, the selection of key variables relies on system operators’ expert knowledge and attentive investigation on possible transient instability. Here, such a selection is made through optimizing DTs estimation errors by MVMO, with the help of a weight factor assigned to each key variable candidate. The optimized weight factors indicate key variables, and at the same time, DTs built using key variables are considered as the optimal performance trees for transient stability estimation.

The test results on the 9-bus system and GB system show that the proposed method not only identified the key variables related to the influence of wind farms but also find other key variables that conform to the generic understanding on transient stability. In most tests, DTs built using key variables give nearly accurate estimations as those built using all available variables. This shows that the proposed method can select correctly a few of key variables to reduce measurement/communication investment, and at the same time keep good estimation accuracy for transient stability.

Another finding from the obtained results is that in some transitions from transient stability to transient instability due to slight parameter changes, DTs may have some relatively large errors. This is a common challenge for artificial intelligence-based methods. More research effort should be put into solving the misjudgement on the border between stability and instability. Moreover, to apply this proposed method in real power systems, it is necessary to collect adequate samplings on possible operating conditions and fault scenarios, which is quite difficult due to the complexity of real systems. A promising solution is to apply the proposed method to typical operating conditions and critical fault scenarios. This study is currently being extended to consider other factors that also affect transient stability of power systems with high penetration of power electronic interfaced generation. Among these factors are the variable number of wind power generators in service and the degree of randomness of the active power output of wind power generators. A detailed comparison with other options with data mining based algorithms or other forms of decision trees, e.g., like algorithms presented in Kamwa et al. (2010) and Rahmatian et al. (2017), is a topic for future research after this paper. Future work should also be performed to provide a comparative assessment of using other optimization tools and by using real-time data (which can be generated by using a digital twin of a real system built in a real-time digital simulator). Such comparison shall include a detailed comparative analysis with statistical tests.
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