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1. Het wordt niet aangeraden om de mediaanwaarden van onzekere verdelingen van model invoerparameters te gebruiken om 'indicatieve' waarden van de model uitvoer te verkrijgen, zie voorbeeld op p. 112-113 van [1] waarin het product van de medianen gelijk is aan het maximum van de verdeling van het product van de model invoerparameters.

2. Om 'indicatieve' waarden van de model uitvoer te verkrijgen, als de verdeling over de model invoerparameters is verkregen met behulp van probabilistische inversie, is het beter om de model-inversies te gebruiken, behorende bij de medi- aanschattingen van de elicitation variabelen (correspondend met model uitvoerparameters), dan de mediaanwaarden van de onzekere verdelingen van de model invoerparameters.

3. Beschouw regressie-model

\[ y = f(x; \bar{\beta}) + \epsilon \]

waar \( \epsilon \) normaal verdeeld is (\( \epsilon \sim N(0, \sigma^2) \)). In het geval dat er \( n_i \) (\( n_i > 1 \)) experimentele metingen beschikbaar zijn voor het \( i \)-de niveau van \( x_i \), dan kan er in een ANOVA analyse gesproken worden over 'lack of fit' van het regressie-model. Traditioneel wordt deze 'lack of fit' uitgedrukt door \( \sigma^2 \), maar deze kan, gebruikmakend van probabilistische inversie, ook 'terugvertaald' worden naar parameteronzekerheid over \( \bar{\beta} \), rekeninghoudend met de afhankelijkheden tussen de experimentele metingen.

4. De experimentele metingen (\( n_i \geq 1 \)) uit Stelling 3 zijn altijd onderhevig aan meetvariabiliteit. Met probabilistische inversie is het mogelijk ook deze meetvariabiliteit 'terug te vertalen' naar parameteronzekerheid over \( \bar{\beta} \).
5. Optimalisatieprobleem (1.38), op p. 42 van [1], ligt aan de basis van de iteratieve versie van PREJUDICE. Om in de \(i\)-de iteratie te concluderen dat het domein \(M^{(i)}\) observationally complete is dient de uitdrukking
\[
\left( f^{(\infty)\backslash(i)}_\lambda \right)^T \exp(A^{T}_{M^{(\infty)\backslash M^{(i)}}}y_{M^{(\infty)}} - e)
\]  
van optimalisatieprobleem (1.38) gelijk aan 0 te zijn. Dus het argument van de exponentiële functie van uitdrukking 1 dient naar \(-\infty\) te gaan. Een stopcriterium kan in termen van de waarde van het argument geformuleerd worden, maar beter is ook rekening te houden met de afgeleide. Immers als \(M^{(i)}\) observationally complete is dan zal het differentiequotiënt tussen twee waarden van het argument van opeenvolgende iteraties ook naar \(-\infty\) moet gaan (zie Figuur 1.17 p.49 van [1]).

6. De benaming achtergrondmaat is misleidend omdat de rol van de achtergrondmaat snel op de voorgrond kan treden.

7. Het engelse spreekwoord onder sporters ‘No pain, No gain’ is ook van toepassing op wiskundigen.

8. Eigenlijk is biathlon de gemakkelijkste sport om met je concurrentie af te rekenen.

Propositions for the dissertation

Probabilistic Inversion in Uncertainty Analysis
and related topics

by B.C.P. Kraan

1. It is not advisable to use the medians of uncertainty distributions of model input parameters in order to obtain 'representative' values of the model output parameters, see example on p. 112-113 of [1] where the product of the medians is equal to the maximum of the distribution of the product of the model input parameters.

2. To obtain 'representative' values of the model output parameters in case the distribution on the model input parameters is obtained using probabilistic inversion, it is better to use the model inversion corresponding to the median assessments of the elicitation variables (corresponding to the model output parameters), compared to the medians of the uncertainty distribution of the model input parameters.

3. Consider regression model

\[ y = f(x; \bar{\beta}) + \epsilon \]

where \( \epsilon \) is normally distributed (\( \epsilon \sim N(0, \sigma^2) \)). If \( n_i (n_i > 1) \) experimental observations are available for the \( i \)-th level of \( x_i \), then the 'lack of fit' of the regression model can be determined by ANOVA methods. Traditionally the 'lack of fit' is expressed by \( \sigma^2 \), however by making use of probabilistic inversion, the 'lack of fit' can be translated into parameter uncertainty on \( \bar{\beta} \), taking account of dependencies between the experimental observations.

4. The experimental observations of Proposition 3 are always subject to measurement variability. Using probabilistic inversion it is also possible to translate the measurement variability into parameter uncertainty on \( \bar{\beta} \).
5. Optimization problem (1.38), on p. 42 of [1], is regarded as the basis of the iterative version of PREJUDICE. In order to conclude that domain $M^{(i)}$ in the $i$-th iteration is observationally complete, the expression

$$
\left( f_{\lambda}^{(\infty)\setminus(i)} \right)^{T} \exp(A_{M(\infty)\setminus M^{(i)}}^{T} y_{M(\infty)} - e) \tag{1}
$$

of optimization problem (1.38) has to be equal to 0. Hence the argument van de exponential function of expression 1 should go to $-\infty$. A stopping criterion can be formulated in terms of the value of the argument, however it is better to take account of the derivative as well. In case $M^{(i)}$ is observationally complete, the differential quotient between two values of the argument of sequential iterations should go to $-\infty$ as well (see Figure 1.17 p.49 of [1]).

6. The name background measure is misleading, because the importance of the background measure can quickly surface.

7. The adage among sportsmen 'No pain, no gain' can equally well be used by mathematicians.

8. Biathlon should actually be the easiest sport to deal with your competitors.
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Summary

Over the last decade uncertainty analysis has become more important in the decision process. It is acknowledged that if decisions are based on mathematical models it is wise to investigate the uncertainty associated with model input parameters, because a slight change in the values of the model input parameters of may result in a different decision.

In performing uncertainty analysis a distribution on the values of the uncertain model input parameters is required. Using sampling techniques this distribution is propagated through the model to obtain a distribution on the values of the model output parameters. The crucial part in performing uncertainty analysis is the determination of the distribution on the uncertain model input parameters. If experimental data on these parameters are available this may be used to derive the distribution. In case very little or no experimental data on these parameters are available a different approach is needed to obtain the distribution. This thesis deals with the latter situation.

Confronted with a situation where very little or no experimental data are available it is reasonable to consult experts and take account of their views. Experts will have the best overview of literature, will have access to mathematical models and are able to discriminate, interpolate and extrapolate the experimental data available. In other words it would be helpful if a methodology could be developed in which experts quantify their degrees of belief in a structured, open and defensible way. This led to the development of the Structured Expert Judgment Elicitation Methodology, [12].

In this thesis new mathematical techniques are introduced for the Structured Expert Judgment Elicitation Methodology. The thesis can be divided into four parts: a Probabilistic Inversion part, a part which deals with dependencies in uncertainty analysis, a part which is concerned with performance measures which determine the capability of an expert in how well he/she is able to quantify their degrees of belief and a part which discusses the modeling of uncertainty. Examples from the Joint CEC/USNRC Uncertainty Analysis (Contract F13P-CT92-0023 and 93-ET-001) were used to illustrate the mathematical techniques developed.
Probabilistic inversion

A key element of the Structured Expert Judgment Elicitation Methodology is that experts are queried only about potentially measurable quantities. Hence, it could be that uncertain model input parameters are not suited to be subjected to expert judgment. However, by querying information on potentially measurable quantities and using probabilistic inversion techniques, information on the uncertain model input parameters can be obtained. In Chapter 1 the foundations and implementations of probabilistic inversion techniques are presented.

 Dependencies

In order to perform an uncertainty analysis, a distribution on the uncertain model input parameters has to be available. Usually this distribution is constructed using the marginal distributions of uncertain model input parameters and dependency measures among the input parameters. In Chapter 2 a strategy to query dependence from experts is selected which, for reasons explained, is considered to be the most appropriate. Currently the Structured Expert Judgment Elicitation Methodology combines the information of experts for each queried quantity only. Two strategies are introduced which combine expert information and dependence information. Finally it is shown that dependencies between quantities can be incorporated easily in probabilistic inversion.

 Calibration with uncertain observations

Under the Structured Expert Judgment Elicitation Methodology, performance measures have been developed which assess/quantify (in a statistical sense) the capability of experts to quantify their degrees of belief. Experts are asked to quantify their knowledge for quantities for which the outcome has been measured by an experiment. This outcome is not available to the expert, but only for the project staff. If a reasonable number of such questions are available, the performance of an expert can be measured statistically. Since reproducibility of experimental results is often not possible and different measurement procedures may result in different outcomes, the outcome of an experiment is uncertain itself. In Chapter 3 the performance measures are extended by allowing the outcome of the experiment to be uncertain as well. The effect of taking account of measurement variability is shown by making use of examples taken from the Joint CEC/USNRC Accident Consequence Code Uncertainty Analysis and a study conducted for the Ministry of Transport, Public Works and Water Management.
Modeling Uncertainty

Modeling uncertainty deals with questions regarding the quantification of uncertainty of model input parameters and the effect/considerations on how to reduce the complexity of a mathematical model before performing uncertainty analysis. Special attention is given to a special class of acyclic compartmental models (ACMs). ACMs are widely used in environmental modeling and due to their graphical representation may look easy to use. However ACMs need special attention when performing uncertainty analysis. Like ACMs, influence diagrams (IDs) are acyclic graphs as well. In Chapter 4 the relationship between ACMs and IDs is investigated, which resulted into a decomposition strategy of complex ACMs. The decomposition will influence the line of questioning. However, the line of questioning should be in compliance with the Structured Expert Judgment Elicitation Methodology at all times.

Application of Results

Each chapter introduces new mathematical techniques to support the Structured Expert Judgment Elicitation Methodology and the majority of which have been validated and shown practicable in the Joint CEC/USNRC Uncertainty Analysis [25], [26], [27], [28], [29], [30], a study for the Ministry of Transport, Public Works and Water Management [21] and in the PhD thesis ‘Uncertainty in predictions of thermal comfort in buildings’ [19]. In performing an uncertainty analysis, these mathematical techniques will be used in the reverse order as presented. Firstly, one has to think deeply and possibly use the considerations introduced in Chapter 4 on how the uncertainty can be modeled satisfactorily. Secondly, if experts are used to quantify the uncertainty and their performance is measured using experimental results, it is only fair, for reasons explained in Chapter 3, to take account of the measurement variability in these experimental results. Thirdly, the expert’s assessments will be combined using the elicited dependence information and strategies introduced in Chapter 2. And if necessary, the probabilistic inversion techniques developed in Chapter 1 can be used to obtain a distribution on target variables.
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Introduction

It is becoming common practice to perform uncertainty analysis on complex models. In an uncertainty analysis one works with a joint probability distribution over the model input parameters instead of 'nominal values' for these parameter. With distributional input, the model does not make deterministic predictions, rather a distribution over the model outcomes is obtained. Concepts like model validation, model calibration and sensitivity of model output to input, take on a new meaning when viewed from the perspective of uncertainty analysis. A growing field of physicists, engineers, mathematicians and modelers is focusing on this cluster of issues [36]. The question remains how to determine the distribution on the uncertain model input parameters. In many situations the uncertain model input parameters do not correspond to physically measurable/observable quantities. Moreover the uncertainties may exhibit strong dependencies. In case uncertain model input parameters do not correspond to physically measurable/observable quantities, the model outcome is usually a physically measurable/observable quantity, however, there may be situations where the experimental data available on model outcomes are scarce, conflicting and exhibit wide uncertainty.

A possible way to proceed in this type of situation is to consult experts in the field. They will have the best overview of the literature, will have access to mathematical models and are able to discriminate, interpolate and extrapolate the experimental results available. In other words, experts can be used to express/quantify their views in cases where experimental data on model outcomes are scarce or conflicting. In order to make this process transparent and defensible the Structured Expert Judgment Elicitation Methodology [12] has been developed. A key element of the Structured Expert Judgment Elicitation Methodology is that experts can express their degrees of belief only for quantities which are observable; a quantity is regarded as observable if there is a physically (not necessarily practical) procedure for determining its value. The variables for which the experts quantify their degrees of beliefs are called elicitation variables and the uncertain model input parameters are termed target variables. In case the target variables are regarded as non-observable, elicitation variables will have to be formulated which are related to the target variables and which
are familiar to the experts.

Since experts may have different viewpoints on how to value experimental results, what model is appropriate etc., it is recommended to have a number of experts who individually express their degrees of beliefs for the elicitation variables. By allowing a diversity of viewpoints, a better understanding of the ‘true’ uncertainty associated with the elicitation variable is obtained. Under the Structured Expert Judgment Elicitation Methodology the experts’ uncertainty distributions are aggregated to obtain the uncertainty distribution of the Decision Maker (DM); if \( N_{\text{exp.}} \) experts have assessed elicitation variable \( Y \), the Decision Maker (DM) ’s density is given by:

\[
f_{\text{DM,eq,Y}} = \sum_{j=1}^{N_{\text{exp.}}} w_j f_{j,Y}
\]

where \( w_j \) and \( f_{j,Y} \) are the weight of expert \( j \) and the density associated with expert \( j \)’s assessments for elicitation variable \( Y \), respectively.

This thesis introduces new mathematical techniques for the Structured Expert Judgment Elicitation Methodology, which have been developed and applied under the joint CEC/USNRC Accident Consequence Code Uncertainty Analysis using Expert Judgment (Contract F13P-CT92-0023 and 93-ET-001) [25], [26], [27], [28], [29], [30]. The newly developed mathematical techniques concern Probabilistic Inversion, the elicitation and application of dependencies and the development of a special set of weights \( w_j \) to be used in Equation 1. Finally, in the course of the Joint CEC/USNRC Uncertainty Analysis a large variety of models was encountered for which the uncertainty had to be quantified. The final chapter of this thesis is a discussion on experiences gained and introduces a mathematical technique which may be applied in the future on how to model uncertainty.

**Probabilistic Inversion**

Chapter 1 introduces the mathematical technique Probabilistic Inversion (PI). In short, the objective of PI is to take a distribution representing the uncertainty on certain observables, and to translate this uncertainty to uncertainty on the target variables of a certain model. Note that the distribution on certain observables does not have to be obtained from structured expert judgment but also may be obtained from experimental data. In Section 1.1, PI is formulated in terms of a measure theoretical problem. Based on this formulation, certain approximations are introduced on which the implementation will be based. In sections 1.2.1 and 1.2.2 the implementations PARFUM (PARameter Fitting for Uncertain Models) and PREJUDICE (PRocessing Expert JUDgment Into Code paramEters) are introduced, respectively. PARFUM is based on an idea of Cooke [10] and PREJUDICE is based on an idea proposed by Hora and Young [27] and PARFUM. The
dispersion coefficient example from [27] will be used to illustrate the different steps involved in PI; lateral plume spread $\sigma_y$ is modeled as a power law function of downwind distance $z$ from the source of a release:

$$\sigma_y(z) = A_y z^{B_y}$$

(2)

where the coefficients $A_y$ and $B_y$ depend on the stability of the atmosphere at the time of the release. Clearly there will be more variables, like wind variation, plume meander, surface roughness and vertical wind profile, which influence lateral plume spread. Although it hasn’t been derived from underlying physical laws and the coefficients are fit to data from tracer experiments, Expression 2 is recognized to capture the uncertainty associated with lateral plume spread well enough. In performing uncertainty analysis on Expression 2, a joint distribution on $A_y$ and $B_y$ is required; with the use of this distribution the uncertainty on $\sigma_y$ for any desired downwind distance $z$ can be determined. In the dispersion coefficient example $A_y$ and $B_y$ are the target variables. Since the dimension of $A_y$ must be [meters$^{1-B_y}$], these parameters do not have any obvious physical interpretation, so that no experimental data are available to directly determine a distribution on $A_y$ and $B_y$. According to the Structured Expert Judgment Elicitation Methodology, the target variables $A_y$ and $B_y$ are non observables and cannot serve as elicitation variables. However, the lateral plume spread $\sigma_y$ is an observable and could be determined from tracer experiments, hence $\sigma_y$ became the elicitation variable. Experts were queried to quantify their uncertainty on $\sigma_y(z_i)$ for downwind distances $z_1, \ldots, z_n$. Note that since the expert is only asked about uncertainty on observables, he/she may use their own preferred mathematical model for lateral plume spread if he/she wishes. The expert data do not rely on any particular model. This way of querying information from experts is also known as model independent elicitation. Finally, it is noted that the uncertainty on the target variables, obtained by PI, will include both parameter uncertainty and model uncertainty.

Summarized, the PI problem for the dispersion coefficient example is to translate the distributions on $\sigma_y(z_i)$ into a distribution on $(A_y, B_y)$ using Expression 2, such that the push-forward distributions $A_y z_i^{B_y}$ comply with the distributions on $\sigma_y(z_i)$ for $i = 1, \ldots, n$. To numerically illustrate this PI problem, the uncertainty distributions for $\sigma_y(z_i)$ ($i = 1, \ldots, 5$) for the DM have been taken from [27], see Table 1. The uncertainty distributions are available in the form of 5%, 50% and 95% quantile points and concern stability category C according to the Pasquill-Gifford classification scheme$^1$.

$^1$Stability category C of the Pasquill-Gifford classification scheme corresponds to neutral (nor stable, nor unstable) weather conditions.
Table 1: Dispersion coefficient example (stability class C): Assessments of Decision Maker for $\sigma_y$.

<table>
<thead>
<tr>
<th>Quantile</th>
<th>$\sigma_y(z_i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>500 m.</td>
</tr>
<tr>
<td>5%</td>
<td>3.30e+1</td>
</tr>
<tr>
<td>50%</td>
<td>9.49e+1</td>
</tr>
<tr>
<td>95%</td>
<td>1.95e+2</td>
</tr>
</tbody>
</table>

Dependencies

From PI the distribution on $(A_y, B_y)$ is obtained. Based on this distribution different dependence measures between $A_y$ and $B_y$ can be determined. Recall that the target variables $A_y$ and $B_y$ were non observables and hence could not be elicitation variables. But what to do in case a set of target variables are observables? Since a joint distribution on the target variables of the model has to be specified before performing the uncertainty analysis, how shall we obtain the dependence between target variables which are observable. Chapter 2 starts off with an overview of available dependence elicitation techniques. Based on the considerations that the dependence elicitation technique should be easy understandable to the expert, and should fit in the Structured Expert Judgment Elicitation Methodology, a dependence elicitation technique is selected. It is stressed that the selected technique may not be the most rigorous way of eliciting dependence, but it is satisfactorily for reasons explained. Experts had little difficulty understanding the selected of dependence elicitation technique and acknowledged its importance. Next the usage of dependence information in combining expert assessments and in PI is investigated.

Calibration with uncertain observations

Table 1 lists quantile information of the DM for $\sigma_y$. These quantiles are obtained by combining the uncertainty distributions of the $N_{\text{exp}}$ experts using equal weights, i.e. the weights $w_j$ of Equation 1 are set to $w_j = \frac{1}{N_{\text{exp}}}$ for $j = 1, \ldots, N_{\text{exp}}$. At Delft University of Technology procedures have been developed to assign weights to experts based on statistical performance on so-called seed variable questions; seed variable questions are questions in the experts' field of expertise for which the answer/experimental result is known to the project staff, but unknown to the expert. Project oversight authorities of the Joint CEC/USNRC project Uncertainty Analysis requested to investigate the effect of measurement variability in determining the experimental result on performance based weights. Different experimental procedures may have different strengths and weaknesses. Since the elicitation does not specify an experimental procedure, the values used to score the expert’s performance might be contaminated by a measurement vari-
ability which the experts could not take into account. In Chapter 3 different methods are presented which take account of measurement variability.

Modeling Uncertainty

As mentioned earlier there are many variables which influence lateral plume spread, but power law model 2 is regarded to capture the uncertainty associated satisfactorily. The focus of Chapter 4 is to provide guidelines in developing/extracting models which capture the associated uncertainty. The use of mathematical models to capture uncertainty rather than to make predictions requires experts and decision makers to think about these models in a new and different ways. In particular a special class of compartmental models are studied and a relationship between acyclic compartmental models and influence diagrams is established.

Application of Results

As mentioned earlier, the aim of this thesis has been the development of new mathematical techniques which support the Structured Expert Judgment Elicitation Methodology. In performing an uncertainty analysis, these mathematical techniques have to be used in the reverse order as presented. Firstly, the model under consideration has to be investigated if it can be simplified using the considerations of Chapter 4. Based on the simplified model the target variables are identified, upon which the elicitation variables will be based. If data are scarce, experts are queried on the marginal distribution of the elicitation variables and the dependence among them. Based on these results, the expert’s calibration is scored using the techniques developed in Chapter 3. Based on the expert’s calibration scores the marginal distributions and dependence information are aggregated using the strategies of Chapter 2. If necessary, the probabilistic inversion techniques of Chapter 1 will be used on certain elicitation variables to obtain the distribution on target variables. The end result will be a joint distribution on all relevant model input parameters of the model. The final step of the uncertainty analysis will be the analysis of the model output and to investigate which uncertain model input parameters influence the model output uncertainty the most.
Chapter 1

Probabilistic Inversion

Many scientific applications involve the use of computer modeling to predict the course of a physical process, such as lateral plume spread. These models typically contain lots of parameters whose precise values are unknown. Probabilistic Inversion (PI) is used to establish a subjective probability distribution over the parameters of such models, and is needed when the model input parameters do not have a direct physical interpretation. The method works by taking subjective probability distributions on the observables and inverting them through the model. Mathematically, PI means that a probability distribution in the domain of a certain mapping is re-weighted using a Radon-Nikodym derivative so that its push-forward distribution on the image space of the mapping equals a given required distribution. This chapter start off with an investigation on the foundations of PI [33], which result in two implementation schemes [36],[38]. Crucial will be the determination of the domain on which the measure of the uncertain input parameters will be determined. To ensure the correctness of the determination of the domain an iterative version of an implementation has been developed which checks at each iteration whether or not the domain has to be extended. Finally, based on a theoretical result an efficient implementation is given which is able to deal with large problems.

1.1 Foundations

Let \((\mathbb{R}^m, \mathcal{B}, \lambda)\) and \((\mathbb{R}^n, \mathcal{B}, \nu)\) be two Borel probability spaces and \(T : \mathbb{R}^m \rightarrow \mathbb{R}^n\) a continuous mapping. The mapping \(T\) will represent a physical model that gives an output representing an observable quantity when an input, specifying the parameters of the physical model, is given; in case of the dispersion coefficient example (see Introduction); if information on one downwind distance \(x\) is available we might choose \(T(z) := \sigma_y(z) = A_y z^B_y\). Based on practical considerations, a compact subset \(N \subset \mathbb{R}^n\) is identi-
fied as the set of potential observations in the image space. A compact set
\( M \subset \mathbb{R}^m \) \((\lambda(M) > 0)\) is identified as the set of potential input parameter
values and we say that \( M \) is observationally complete if \( N \) is in the image
of \( M \), \( N \subseteq T(M) \). This means that all potentially observable outputs can
be reproduced by some combination of model input parameter values. Here
it assumed that \( M \) is such that it is observationally complete.

The measure \( \lambda \) on \( M \) (normalized if necessary, so \( \lambda(M) = 1 \)) will be
termed the background measure and the variable \( \mu \) will be used to denote
another probability measure on \( M \). Furthermore, the measure \( \gamma \) on \( N \) is
defined as \( \gamma := \lambda \circ T^{-1} \); that is, \( \gamma \) is the push-forward of \( \lambda \). Finally, assume
that the measure \( \nu \) on \( N \) is given and \( \nu(N) = 1 \). Intuitively, the background
measure plays a similar role as the prior distribution in Bayesian Analysis.

PI can be expressed mathematically as follows: a measure \( \mu \) on \( M \) is
sought such that

\[
\forall B \in \mathcal{B}(N) \quad \mu \circ T^{-1}(B) = \nu(B)
\]

where \( \mu \circ T^{-1}(B) = \mu(T^{-1}(B)) \) and \( \mathcal{B}(N) \) is the restriction of the Borel
\( \sigma \)-algebra to \( N \).

Figure 1.1 illustrates the relation between the various objects.

![Diagram showing the relation between \( M \) and \( N \) via \( T \) and \( \lambda \) and \( \gamma \) and \( \nu \).]

Figure 1.1: Graphical illustration of relation between measures.

The following examples illustrate that the uniqueness and existence of
\( \mu \) are not guaranteed.

**Example 1:** If \( \mu \) exists it may not be unique. Suppose \( T : \mathbb{R}^2 \to \mathbb{R} \),
with \( T(x_1, x_2) = x_1 - x_2 \) and \( \nu = \delta_0 \), then any probability \( \mu \) supported on
\( \{(x_1, x_2) | x_1 = x_2\} \) satisfies \( \mu \circ T^{-1}(B) = \nu(B) \) for all Borel sets \( B \). See
Figure 1.2.

**Example 2:** The probability measure \( \mu \) need not exist. Suppose \( T : \mathbb{R} \to \mathbb{R}^2 \), with \( T(x) = (x, \frac{1}{2}) \) and \( N = [0, 1]^2 \) with \( \nu \) being uniform on \( N \).
For any \( \mu \) on \( M \), \( \mu \circ T^{-1} \) is supported on \( T(\mathbb{R}) = \{(x, \frac{1}{2}) | x \in \mathbb{R}\} \) which
has \( \nu \)-measure 0 in \( N \). So Equation 1.1 cannot hold. Note that \( T \) is not
surjective onto \( N \). See Figure 1.3.

**Example 3:** Even if \( T \) is surjective onto \( N \), the push-forward of an
arbitrary measure \( \mu \) need not be absolutely continuous w.r.t. \( \nu \). Suppose
$T : \mathbb{R}^2 \rightarrow \mathbb{R}^2$, with $T(x, y) = (x, y)$. Let $M = N = [0, 1]^2$, then $M$ is observationally complete. Let $\nu$ be uniform on the diagonal $D = \{(x, x) | x \in [0, 1]\}$ and $\mu$ be uniform on $M$. Then $\mu \circ T^{-1}$ is uniformly distributed on $N$, and $\mu \circ T^{-1}(D) = 0$ but $\nu(D) = 1$. See Figure 1.4

It can be shown that under certain conditions a probability measure $\mu$ can be found solving Equation 1.1. It is assumed that $\nu \ll \gamma$, which is stronger than assuming $M$ is observationally complete. Under these conditions the Radon-Nikodym Theorem [3] (Theorem 32.2 p.443) permits us to assert the existence of a measurable non-negative function $g : N \rightarrow \mathbb{R}$, unique up to sets of $\gamma$-measure 0, such that

$$\nu(B) = \int_B g(y) d\gamma(y) \quad \forall B \in \mathcal{B}(N). \quad (1.2)$$
The function $g$ is $\gamma$-integrable, since $\nu$ is finite, but it is assumed also that $g$ is continuous, $g(y) > 0$ for $y \in \mathbb{N}$ and $\int_{\mathbb{N}} g(y) \log g(y) d\gamma(y) < \infty$. Define $\tilde{f} : M \to \mathbb{R}$ as $\tilde{f} := g \circ T$, and $\tilde{\mu} = \tilde{\mu}_{\gamma, \nu}$ as a new probability measure on $(M, \mathcal{B}(M))$ by $\tilde{f} = \frac{d\tilde{\mu}}{d\lambda}$, that is

$$\tilde{\mu}(A) := \int_A \tilde{f}(x) d\lambda(x) \quad \forall A \in \mathcal{B}(M) \quad (1.3)$$

so $\tilde{\mu} \ll \lambda$. Hence $\tilde{f}$ is a continuous function unique up to sets of $\lambda$-measure 0, $\tilde{f}(x) = \tilde{f}(x')$ when $T(x) = T(x')$ and $\tilde{f}(x) > 0$ for $x \in T^{-1}(\mathbb{N})$. Since

$$\tilde{\mu} \circ T^{-1}(B) = \tilde{\mu}(T^{-1}(B)) = \int_{T^{-1}(B)} \tilde{f}(x) d\lambda(x) = \int_{T^{-1}(B)} g \circ T(x) d\lambda(x) \leq \int_B g(y) d\gamma(y) = \nu(B)$$

the induced Borel measure $\tilde{\mu} \circ T^{-1}$ equals $\nu$. In particular $\tilde{\mu}$ is a probability measure satisfying Equation 1.1.

The measure $\tilde{\mu}$ is not necessarily the only measure satisfying Equation 1.1 (see Example 1). However, measure $\tilde{\mu}$ is the preferred one in the sense (as described in [40], p.4-5) that it uniquely minimizes the relative information\footnote{Relative information is referred to frequently as the Kullback-Leibler divergence.} with respect to $\lambda$ amongst all those measures satisfying Equation 1.1. The motivation for relative information is briefly recalled. Consider measures $\mu_i$ ($i = 1, 2$) satisfying Expression 1.1 and such that $\mu_i \ll \lambda$, and denote the Radon-Nikodym derivates by $f_i$. As stated in [40], if $H_2$ is the hypothesis that $X$ is from the statistical population with measure $\mu_i$, then it follows from Bayes theorem that

$$P(H_i|X = x) = \frac{P(H_i) f_i(x)}{P(H_1) f_1(x) + P(H_2) f_2(x)} \lambda, \quad i = 1, 2 \quad (1.4)$$

from which it follows:

$$\log \frac{f_1(x)}{f_2(x)} = \log \frac{P(H_1|X = x)}{P(H_2|X = x)} = \log \frac{P(H_1)}{P(H_2)} \lambda \quad (1.5)$$

where $\lambda$ means that the assertion is unique up to sets of $\lambda$-measure 0. Furthermore, $P(H_i)$ ($i = 1, 2$) is the prior probability of $H_i$ and $P(H_i|X = x)$ is the posterior probability of $H_i$, or the conditional probability of $H_i$ given $X = x$. The right-hand side of Equation 1.5 can be viewed as a measure of the difference between the logarithm of the odds in favor of $H_1$ after observing $X = x$ and before the observation. This difference, which may be negative or positive, may be considered as the information resulting from the observation $X = x$. The relative information is defined
as the logarithm of the likelihood ratio, \( \log \frac{f_1(x)}{f_2(x)} \) when \( X = x \), for the discrimination in favor of \( H_1 \) against \( H_2 \). The mean relative information for discrimination in favor of \( H_1 \) against \( H_2 \) given \( x \in A \in \mathcal{B}(M) \), for \( \mu_1 \), is

\[
I(\mu_1|\mu_2) := \begin{cases} 
\frac{1}{\mu_1(A)} \int_A f_1(x) \log \frac{f_1(x)}{f_2(x)} d\lambda(x) & \text{for } \mu_1(A) > 0 \\
0 & \text{for } \mu_1(A) = 0.
\end{cases} \tag{1.6}
\]

A necessary, but not sufficient, condition for \( I(\mu_1|\mu_2) \) to be finite is if \( \mu_1 \) and \( \mu_2 \) are absolutely continuous with respect to one another, i.e. \( \mu_1 \ll \mu_2 \) and \( \mu_2 \ll \mu_1 \). Furthermore, relative information is non-negative, that is \( I(\mu_1|\mu_2) \geq 0 \), with equality if and only if \( \mu_1 = \mu_2 \), see [40] (Theorem 3.1 p. 14).

In general, the initial (background) measure \( \lambda \) does not have to satisfy Equation 1.1.

\[
\forall B \in \mathcal{B}(N) \quad \lambda \circ T^{-1}(B) \neq \nu(B) \tag{1.7}
\]

Probabilistic inversion is concerned with the determination of a measure \( \hat{\mu} \) on \( M \), which satisfies Equation 1.1. Under the conditions we have imposed the existence of a solution to Equation 1.1 is guaranteed. A uniqueness property will be obtained by searching for a minimal relative informative measure satisfying Equation 1.1.

### 1.1.1 The measure \( \hat{\mu} \)

Let \((X, S, \alpha_1)\) and \((Y, T, \beta_i)\), \( i = 1, 2 \) be probability spaces, where \( X \) is a topological space with \( S \) the Borel \( \sigma \)-algebra, \((Y, T)\) is a Polish space with \( T \) the Borel \( \sigma \)-algebra, and let \( S \) be a continuous mapping from \( X \) to \( Y \). These probability spaces are introduced because Theorem 1.1.4 will be applied to various probability spaces. Suppose \( \beta_1 = \alpha_1 \circ S^{-1} \) and assume \( \beta_2 \ll \beta_1 \), then a measurable non-negative function \( s_\beta \) exists, such that \( \beta_2(B) = \int_B s_\beta(y) d\beta_1(y) \) for all \( B \in T \). Figure 1.5 illustrates the relation between the different objects.

\[
\begin{array}{c}
X \\
\alpha_1
\\
\uparrow S
\\
\downarrow \beta_1
\\
\beta_2
\\
Y
\end{array}
\]

Figure 1.5: Graphical illustration of relation between \( \alpha_1 \), \( \beta_1 \) and \( \beta_2 \).

Additionally it is assumed that \( s_\beta \) is continuous, \( s_\beta(y) > 0 \) for \( y \in Y \) and \( \int_Y s_\beta \log s_\beta d\beta_1(y) < \infty \). Define \( \tilde{s} := s_\beta \circ S \) (\( \tilde{s} \) is continuous and \( \tilde{s}(x) > 0 \)
for \( x \in X \) and \( \tilde{\alpha}(A) := \int_A \tilde{s}(x) d\alpha_1(x) \) for all \( A \in \mathcal{S} \) so that \( \tilde{\alpha} \) is absolutely continuous to \( \alpha_1, \tilde{\alpha} \ll \alpha_1 \).

Let \( A_{\alpha_1, \beta_2, \mathcal{S}} = \{ \alpha | \alpha \ll \alpha_1, \alpha \circ S^{-1} = \beta_2 \} \) be the set which contains measures \( \alpha \) which are a solution to

\[
\forall B \in \mathcal{T} \quad \alpha \circ S^{-1}(B) = \beta_2(B). \tag{1.8}
\]

**Lemma 1.1.1.** The set \( A_{\alpha_1, \beta_2, \mathcal{S}} \) is non-empty and convex.

**Proof:** To show that \( A_{\alpha_1, \beta_2, \mathcal{S}} \) is non-empty, we prove that \( \tilde{\alpha} \) is an element. Clearly \( \tilde{\alpha} \ll \alpha_1 \) and

\[
\tilde{\alpha} \circ S^{-1}(B) = \tilde{\alpha}(S^{-1}(B)) = \int_{S^{-1}(B)} \tilde{s}(x) d\alpha_1(x) = \int_{S^{-1}(B)} s_\beta \circ S(x) d\alpha(x)
\]

\[
= \int_B s_\beta(y) d\beta_1(y)
\]

\[
= \beta_2(B).
\]

In order to demonstrate convexity, let \( \alpha', \alpha'' \in A_{\alpha_1, \beta_2, \mathcal{S}} \) and \( \delta \in [0, 1] \). Because \( \alpha' \ll \alpha_1 \) and \( \alpha'' \ll \alpha_1 \) it follows that \( \delta \alpha' + (1 - \delta) \alpha'' \ll \alpha_1 \). Let \( B \in \mathcal{T} \),

\[
(\delta \alpha' + (1 - \delta) \alpha'') \circ S^{-1}(B) = (\delta \alpha' + (1 - \delta) \alpha'')(S^{-1}(B))
\]

\[
= \delta \alpha'(S^{-1}(B)) + (1 - \delta) \alpha''(S^{-1}(B))
\]

\[
= \delta \beta_2(B) + (1 - \delta) \beta_2(B) = \beta_2(B).
\]

\[\square\]

In the remainder assume that \( A_{\alpha_1, \beta_2, \mathcal{S}} \) contains a measure with finite relative information with respect to \( \alpha_1 \). Presently, it is shown that \( \tilde{\alpha} \) is the unique measure in \( A_{\alpha_1, \beta_2, \mathcal{S}} \) minimizing relative information with respect to \( \alpha_1 \), hence \( I(\tilde{\alpha} | \alpha_1) < \infty \).

Let \( \alpha \in A_{\alpha_1, \beta_2, \mathcal{S}} \) and define \( \alpha_{1,y} \) and \( \alpha_y \) to be the conditional measures of \( \alpha_1 \) and \( \alpha \), respectively, on \( X \) induced by conditioning on \( S(x) = y \). By Theorem 10.2.2 (p. 270) from [20], these conditional measures exist for \( \beta_1 \) almost all \( y \). Denote the Radon-Nikodym derivative of \( \alpha \) with respect to \( \alpha_1 \) by \( s_\alpha \). Lemma 1.1.3 will show that \( \alpha_y \ll \alpha_{1,y} \) by explicitly giving a version of \( \frac{d\alpha_y}{d\alpha_{1,y}} \). Theorem 10.2.1 taken from [20] (p. 269) will be used in Lemma 1.1.3:

**10.2.1 Theorem** Let \( (X \times Y, \mathcal{A}, P) \) be a probability space where \( (X, S) \) and \( (Y, \mathcal{T}) \) are measurable spaces and \( \mathcal{A} \) is the product \( \sigma \)-algebra. Denote the points of \( X \times Y \) by \( (x, y) \). Suppose there exist conditional distributions \( P_y \) of \( x \) for \( y \in Y \). Let \( \beta := \int_X P(\bar{x}, y) d\bar{x} \) be the projection of \( P \) onto \( Y \). Then for any integrable function \( f \) for \( P \),

\[
\int_{X \times Y} f dP = \int_X \int_Y f(x, y) dP_y(x) d\beta(y).
\]
Let $P$ be the push-forward measure of $\alpha$ onto $D$, and $P_1$ be the push-forward measure of $\alpha_1$ onto $D$, where $D = \{(x, y) \in X \times Y | S(x) = y\}$. Note that for any measurable integrable function $g(x, y)$ and any measure $\alpha$ on $X$ we have

$$\int g(x, y) \, d\alpha \circ S^{-1}(x, y) = \int g(x, S(x)) \, d\alpha(x).$$

(1.9)

See Figure 1.6 for a graphical illustration on how the measures, mapping and set $D$ are connected.

Figure 1.6: Illustration of measures, mapping $S$ and set $D$.

**Lemma 1.1.2.** The measure $P$ is absolutely continuous with respect to $P_1$, with Radon-Nikodym derivative

$$\frac{dP}{dP_1}(x, y) = \begin{cases} s(x) & \text{if } y = S(x) \\ 0 & \text{otherwise.} \end{cases}$$

**Proof:** For any measurable integrable function $g$,

$$\int_{A \times B} g(x, y) s(x) \, dP(x, y) = \int_{(A \cap S^{-1}(B)) \times B} g(x, y) s(x) \, dP(x, y)$$

$$= \int_{A \cap S^{-1}(B)} g(x, S(x)) s(x) \, d\alpha(x)$$

$$= \int_{A \cap S^{-1}(B)} g(x, S(x)) \, d\alpha_1(x)$$

$$= \int_{A \times B} g(x, y) \, dP_1(x, y).$$

\[\square\]
Lemma 1.1.3. The conditional measure $P_y$ is absolute continuous with respect to $P_{1,y}$, for $\beta_2$ almost all $y$, with Radon-Nikodym derivative

$$\frac{dP_y}{dP_{1,y}}(x) = \begin{cases} \frac{s(x)}{s_\beta(S(x))} & \text{if } y = S(x) \\ 0 & \text{otherwise.} \end{cases}$$

Proof: We have

$$\int g(x, y) \frac{s(x)}{s_\beta(S(x))} dP_{1,y}(x)d\beta_2(y) = \int g(x, y)s(x) dP_{1,y}(x)d\beta_1(y)$$

$$= \int g(x, y)s(x) dP_{1}(x, y)$$

$$= \int g(x, y) dP(x, y)$$

$$= \int g(x, y) dP_y(x)d\beta_2(y)$$

for any measurable integrable function $g$.

Finally, remark that since $P$ is the push-forward of $\alpha$, and $P_1$ of $\alpha_1$, that $P_y = \alpha_y$ and $P_{1,y} = \alpha_{1,y}$.

Theorem 1.1.4. For any $\alpha \in A_{\alpha_1, \beta_2, S}$,

$$I(\alpha|\alpha_1) = \int_Y I(\alpha_y|\alpha_{1,y})d\beta_2(y) + I(\beta_2|\beta_1)$$

Proof: Recall $s = \frac{d\alpha}{d\alpha_1}$, then $I(\alpha|\alpha_1)$ can be written as

$$I(\alpha|\alpha_1) = \int_X \log s(x)d\alpha(x)$$

$$= \int_Y \int_{S^{-1}(y)} \log s(x)d\alpha_y(x)d\beta_2(y).$$

Using Lemma 1.1.3 we write

$$I(\alpha|\alpha_1) = \int_Y \int_{S^{-1}(y)} \log \left( \frac{d\alpha_y}{d\alpha_1,y}(x)s_\beta(y) \right) d\alpha_y(x)d\beta_2(y)$$

$$= \int_Y \int_{S^{-1}(y)} \log \frac{d\alpha_y}{d\alpha_1,y}(x)d\alpha_y(x)d\beta_2(y) + \int_Y \log s_\beta(y)d\beta_2(y)$$

$$= \int_Y I(\alpha_y|\alpha_{1,y})d\beta_2(y) + I(\beta_2|\beta_1).$$
Corollary 1.1.5. The probability measure $\hat{\alpha}$ is the unique element of $A_{\alpha_1,\beta_2,S}$ minimizing relative information w.r.t. $\alpha_1$, $I(\hat{\alpha}|\alpha_1) = I(\beta_2|\beta_1)$, and $I(\hat{\alpha}|\alpha_1) < \infty$.

Proof: For $\hat{\alpha}$, by construction $\frac{d\hat{\alpha}_{1,y}}{d\alpha_{1,y}}(x) = \frac{s_{1,y}(x)}{s_{1,y}(y)} = \frac{s_{1,y}(y)}{s_{1,y}(y)} = 1$ \([\alpha_1]\) almost surely, is constant. Hence $\hat{\alpha}_{1,y} = \alpha_{1,y}$ \([\beta_2]\) almost surely and $I(\hat{\alpha}_{1,y}|\alpha_{1,y}) = 0$ \([\beta_2]\) almost surely. To show that $\hat{\alpha}$ is unique, suppose that the measure $\alpha \in A_{\alpha_1,\beta_2,S}$ satisfies $I(\alpha|\alpha_1) = I(\beta_2|\beta_1)$. We then have $I(\alpha_{y}|\alpha_{1,y}) = 0$ \([\beta_2]\) almost surely. Hence $\alpha_{y} = \alpha_{1,y}$ \([\beta_2]\) almost surely and so $\alpha_{y} = \hat{\alpha}_{y}$ \([\beta_2]\) almost surely, from which $\alpha = \hat{\alpha}$ follows. In order to conclude that $I(\hat{\alpha}|\alpha_1) < \infty$, we remark that $I(\beta_2|\beta_1) = \int y s_{\beta} \log s_{\beta} d\beta_1(y) < \infty$.

Specializing Theorem 1.1.4 and Corollary 1.1.5 to the setting of probabilistic inversion as introduced in the previous section gives the following two results.

Corollary 1.1.6. For any $\mu \in A_{\lambda,\nu,T}$,

$$I(\mu|\lambda) = \int_N I(\mu_y|\lambda_y) d\nu(y) + I(\nu|\gamma)$$

Corollary 1.1.7. The probability measure $\tilde{\mu}$ is the unique element of $A_{\lambda,\nu,T}$ minimizing relative information w.r.t. $\lambda$, $I(\tilde{\mu}|\lambda) = I(\nu|\gamma)$, and $I(\tilde{\mu}|\lambda) < \infty$.

In many applications, only partial information on the measure $\nu$ is available. For example, under the Structured Expert Judgment Elicitation Methodology [12], experts provide information on the measure $\nu$ by specifying a number of quantile points of their distribution. In case of the dispersion coefficient example, the experts provided the 5%, 50% and 95% quantile point. Section 1.1.2 discusses the implications of the availability of partial information $\nu_k$ for $\nu$.

1.1.2 Approximating $\tilde{\mu}$ by $\tilde{\mu}_k$

Let $B_k (k = 1, 2, \ldots)$ be a sequence of finite Borel partitions of $N$ such that

$$\sigma(\cup_{k=1}^{\infty} B_k) = B(N)$$

and $B_{k+1}$ refines $B_k$. For simplicity, it is assumed that the cardinality of $B_k$ is equal to $k$, and $\max_{B_i \in B_k} B_i \rightarrow 0$. We write $B_k = \{B_1, \ldots, B_k\}$. Clearly $A_k = T^{-1}(B_k)$ is a finite Borel partition of $M$, $A_k = \{A_1, \ldots, A_k\}$ where $A_i = T^{-1}(B_i)$.

Define $\phi_k : N \rightarrow \{1, \ldots, k\}$, by $\phi_k(y) := i$ when $y \in B_i$. Furthermore, define $T_k : M \rightarrow \{1, \ldots, k\}$ as the composition $T_k := \phi_k \circ T$. Let $\gamma_k = \gamma \circ \phi^{-1}_k$ and $\nu_k = \nu \circ \phi^{-1}_k$ be the push-forwards of $\gamma$ and $\nu$, respectively, onto $\{1, \ldots, k\}$.
Figure 1.7: Graphical illustration of extended relation between measures.

See Figure 1.7 for a graphical illustration of how the different measures are connected.

This models the situation in which a limited number of probability 'bins' are quantified by expert opinion. In principle, this can be refined as much as required by doing more expert assessments. This corresponds to refining the partition $\mathcal{B}_k$.

**Lemma 1.1.8.** The condition $\nu \ll \gamma$ implies that for all $k$,

$$\nu_k \ll \gamma_k.$$  

**Proof:** Let $i \in \{1, \ldots, k\}$ and suppose that $\gamma_k(i) = 0$. Then clearly $\gamma(B_i) = 0$, so that $\nu(B_i) = 0$, and $\nu_k(i) = 0$.

By the Radon-Nikodym theorem, the density $g_k : \{1, \ldots, k\} \to \mathbb{R}$ given by $g_k = \frac{d\nu_k}{d\gamma_k}$ exists. Define $\tilde{f}_k : M \to \mathbb{R}$ as $\tilde{f}_k := g_k \circ T_k$ and $\tilde{\mu}_k(A) = \int_A \tilde{f}_k(x)d\lambda(x)$.

**Corollary 1.1.9.** For any $\mu_k \in A_{\lambda, \nu_k, T_k}$,

$$I(\mu_k|\lambda) = \sum_{i=1}^k I(\mu_k|_{\lambda_k(i)}\nu_k(i)) + I(\nu_k|\gamma_k).$$

**Proof:** Apply Theorem 1.1.4 with $\alpha = \mu_k$ and $S = T_k$ between $(M, \mathcal{B}(M), \lambda)$ and $((1, \ldots, k), \mathcal{B}([1, \ldots, k]), \gamma_k, \nu_k)$.

**Corollary 1.1.10.** The probability measure $\tilde{\mu}_k$ is the unique element of $A_{\lambda, \nu_k, T_k}$ minimizing relative information w.r.t. $\lambda$, $I(\tilde{\mu}_k|\lambda) = I(\nu_k|\gamma_k)$, and $I(\tilde{\mu}_k|\lambda) < \infty$.

Since $\mathcal{B}_{k+1}$ refines $\mathcal{B}_k$, $\sigma(\mathcal{B}_k) \subset \sigma(\mathcal{B}_{k+1})$ from which follows $\sigma(A_k) \subset \sigma(A_{k+1})$. Hence $\sigma(A_k)$ is a sub-$\sigma$-algebra of $\sigma(A_{k+1})$. Our objective is to
show that the measures $\mu_k$ will converge to $\mu$ as $k \to \infty$. To show this it will be convenient to show that the densities $\tilde{f}_k$ form a right-closable martingale.

**Theorem 1.1.11.** The sequence $\{\tilde{f}_k, \sigma(A_k)\}$ is a right-closable martingale.

**Proof:** Recall the increasing sequence of partitions $B_k$, and measurable partitions $A_k$ on $M$ defined by $A_k = T^{-1}(B_k) = \{A_i| A_i = T^{-1}(B_i), B_i \in B_k\}$. By construction $\tilde{f}_k$ is constant on elements on $A_k$. Hence $\tilde{f}_k$ is $\sigma(A_k)$-measurable since $\sigma(\tilde{f}_k) \subset \sigma(A_k)$. We claim that $\{\tilde{f}_k, \sigma(A_k)\}$ is a right-closable martingale sequence.

Firstly, $\tilde{f}_k$ and $\tilde{f}$ are densities, hence $L^1$-functions and $\sigma(A_k) \subset \sigma(A_{k+1})$ for all $k$. Secondly for any $k, l \geq k$ and $A_i \in A_k$

$$E_\lambda(\tilde{f}_l|A_i) = \frac{1}{\lambda(A_i)} \int_{A_i} \tilde{f}_l(x)d\lambda(x)$$

$$= \frac{\tilde{\mu}_l(A_i)}{\lambda(A_i)}$$

$$= \frac{\nu(B_i)}{\lambda(A_i)}$$

$$= \frac{\tilde{\mu}_k(A_i)}{\lambda(A_i)}$$

$$= \tilde{f}_k(x) \quad \text{for any } x \in A_i$$

This shows that $\tilde{f}_k = E_\lambda(\tilde{f}_l|\sigma(A_k))$. Similarly $\tilde{f}_k = E_\lambda(\tilde{f}|\sigma(A_k))$. Hence $\{\tilde{f}_k, \sigma(A_k)\}$ is a right-closable martingale sequence, with extension $\tilde{f}_\infty = \tilde{f}$ and $\sigma(A_\infty) = T^{-1}(B(N))$.

\[\square\]

Note that $\{f_k, \sigma(A_k)\}$, with $f_k$ not constant on elements of $A_k$, is not a martingale sequence. By applying a martingale convergence theorem 10.5.1 (p.285) of [20], it follows that $f_k(x) \to f(x) [\lambda]$ almost surely as $k \to \infty$. However a stronger convergence result is needed for Lemma 1.1.15 and Theorems 1.1.13 and 1.1.18, namely that $\frac{f(x)}{f_k(x)} \to 1 [\lambda]$ uniformly\(^2\) as $k \to \infty$.

**Proposition 1.1.12.** $\lim_{k \to \infty} \frac{f(x)}{f_k(x)} = 1 [\lambda]$ uniformly.

**Proof:** $N$ is compact, hence $\tilde{f}$ is uniformly continuous on $T^{-1}(N)$. Furthermore, since $\tilde{f}(x) > 0$, there must exist an $L > 0$ such that $\tilde{f}(x) > \frac{1}{L}$ for all $x \in T^{-1}(N)$. Hence we also have $\tilde{f}_k = E(\tilde{f}|A_i) > \frac{1}{L}$. Additionally, since $g$ is uniformly continuous on $N$, for any $\epsilon > 0$ there exists a $\delta > 0$ such that $|g(y_1) - g(y_2)| < \frac{\epsilon}{L}$ for all $y_1, y_2 \in N \subset \mathbb{R}^n$ satisfying $||y_1 - y_2||_{\max} < \delta$, where $||y_1 - y_2||_{\max} = \max_{j=1,\ldots,n} |y_{1,j} - y_{2,j}|$.

\(\phantom{2}\forall \epsilon > 0, \exists k_1, M_\epsilon \text{ such that } \lambda(M_\epsilon) = 1 \text{ and } |\frac{f(x)}{f_k(x)} - 1| < \epsilon \forall x \in M_\epsilon \text{ and } k > k_1.\)
Suppose \( x \in A_i = T^{-1}(B_i) \) for some \( B_i \in \mathcal{B}_k \), choose \( \delta > 0 \) such that \( \max_{y^* \in B_i} |g(y) - g(y^*)| < \frac{\epsilon}{L} \) for all \( y \in B_i \) then

\[
\left| \frac{\tilde{f}(x)}{\tilde{f}_k(x)} - 1 \right| \leq \frac{1}{\tilde{f}_k(x)} \left| \tilde{f}(x) - \tilde{f}_k(x) \right| < L \left| \tilde{f}(x) - E_{\lambda}(\tilde{f} | A_i) \right| \\
\leq L \max_{x^* \in A_i} \left| \tilde{f}(x) - \tilde{f}(x^*) \right| \\
= L \max_{y^* \in B_i} |g(y) - g(y^*)| < \epsilon.
\]

\( \square \)

**Theorem 1.1.13.** \( \lim_{k \to \infty} \tilde{\mu}_k = \tilde{\mu} \) weakly.

**Proof:** It is sufficient to prove that \( \int_M h(x) \, d\tilde{\mu}_k(x) \to \int_M h(x) \, d\tilde{\mu}(x) \) as \( k \to \infty \) for any continuous bounded function \( h : M \to \mathbb{R} \), or equivalently

\[
\int_M h(x) \tilde{f}_k(x) \, d\lambda(x) \to \int_M h(x) \tilde{f}(x) \, d\lambda(x).
\]

Since \( h(x) \) is bounded, the above is implied by

\[
\int_M |\tilde{f}_k(x) - \tilde{f}(x)| \, d\lambda(x) \to 0.
\]

We have

\[
\int_M \left| \frac{\tilde{f}_k(x)}{\tilde{f}_k(x)} - 1 \right| \, d\lambda(x) \leq \int_M \left| \tilde{f}(x) - 1 \right| \sup_{x \in M} \left| \tilde{f}_k(x) \right| \, d\lambda(x) \\
\leq \int_M \left| \tilde{f}(x) - 1 \right| \sup_{x \in M} \left| \tilde{f}(x) \right| \, d\lambda(x) \to 0
\]

as \( k \to \infty \) by Proposition 1.1.12.

\( \square \)

**Lemma 1.1.14.** For every \( k > 0 \) we have \( \tilde{\mu} \ll \tilde{\mu}_k \).

**Proof:** It is sufficient to prove that \( \tilde{f}_k(x) = 0 \Rightarrow \tilde{f}(x) = 0 \). By construction, if \( \tilde{f}_k(x) = 0 \) then \( \tilde{f}_k(x^*) = 0 \) for all \( x^* \in A_i \). Hence \( g_k(i) = g_k \circ T_k(x^*) = \tilde{f}_k(x^*) = 0 \). But then \( \nu_k(\{i\}) = 0 \) which implies \( \nu(B_i) = 0 \). Then \( g(y) = 0 \) for all \( y \in B_i \), from which is concluded that \( \tilde{f}(x) = 0 \).

\( \square \)
Lemma 1.1.15. \( \lim_{k \to \infty} I(\hat{\mu}|\hat{\mu}_k) = 0. \)

Proof: Since \( \lim_{k \to \infty} \frac{\hat{f}(x)}{f_k(x)} = 1 [\lambda] \) uniformly, then for all \( \epsilon > 0 \), there exist \( k_1, M_\epsilon \) such that \( \lambda(M_\epsilon) = 1 \) and \( |\frac{\hat{f}(x)}{f_k(x)} - 1| < \epsilon \) for all \( x \in M_\epsilon \) and \( k > k_1 \). So

\[
I(\mu|\mu_k) = \int_{M_\epsilon} \hat{f}(x) \log \frac{\hat{f}(x)}{f_k(x)} d\lambda(x)
\leq \int_{M_\epsilon} \hat{f}(x) \log(1 + \epsilon) d\lambda(x)
= \log(1 + \epsilon).
\]

Hence \( I(\mu|\mu_k) \to 0 \) as \( k \to \infty \).

The next lemma shows that the relative information increases when a partition is refined.

Lemma 1.1.16. For partition \( B_k \) and \( B_l \), with \( k \geq l \), \( I(\nu_k|\gamma_k) \geq I(\nu_l|\gamma_l) \).

Proof: Recall \( (\{1, \ldots, i\}, B(\{1, \ldots, i\}), \gamma_i, \nu_i) \) for \( i \in \{k, l\} \) are probability spaces and define \( \pi_{k,l} : \{1, \ldots, k\} \to \{1, \ldots, l\} \) as the projection map such that \( \pi_{k,l} \circ \phi_k = \phi_l \) be a projection from elements of \( A_k \) to \( A_l \). Application of Theorem 1.1.4 between \( (\{1, \ldots, k\}, B(\{1, \ldots, k\}), \gamma_k) \) and \( (\{1, \ldots, l\}, B(\{1, \ldots, l\}), \gamma_l, \nu_l) \), with \( \alpha = \nu_k \) and \( S = \pi_{k,l} \). Since the first term of the right hand-side will consist of positive terms only, it follows that \( I(\nu_k|\gamma_k) \geq I(\nu_l|\gamma_l) \).

Lemma 1.1.17. \( I(\hat{\mu}_k|\lambda) \leq I(\hat{\mu}|\lambda) < \infty \).

Proof: By Corollary 1.1.10, \( I(\hat{\mu}_k|\lambda) = I(\nu_k|\gamma_k) \) and Lemma 1.1.16 states \( I(\nu_k|\gamma_k) \geq I(\nu_l|\gamma_l) \) for \( k \geq l \), hence \( I(\hat{\mu}_k|\lambda) \) is an increasing function in \( k \), which is bounded above by \( I(\mu|\lambda) \) since application of Theorem 1.1.4 between \( (M, B(M), \lambda) \) and \( (\{1, \ldots, k\}, B(\{1, \ldots, k\}), \gamma_k, \nu_k) \) with \( \alpha = \hat{\mu} \) and \( S = T_k \) results in \( I(\hat{\mu}|\lambda) \geq I(\nu_k|\gamma_k) = I(\hat{\mu}_k|\lambda) \). In particular, it is assumed that \( A_{\lambda, V, T} \) contains a measure with finite relative information with respect to \( \lambda \), \( I(\hat{\mu}|\lambda) < \infty \), hence \( I(\hat{\mu}_k|\lambda) \) is bounded.
Theorem 1.1.18. \( \lim_{k \to \infty} I(\tilde{\mu}_k|\lambda) = I(\tilde{\mu}|\lambda) \).

Proof: Write
\[
I(\tilde{\mu}|\lambda) = \int_M \tilde{f}(x) \log \tilde{f}(x) d\lambda(x) \\
= \int_M \tilde{f}(x) \log \frac{\tilde{f}(x)}{\tilde{f}_k(x)} d\lambda(x) + \int_M \tilde{f}(x) \log \tilde{f}_k(x) d\lambda(x).
\]
Consider
\[
I(\tilde{\mu}|\lambda) - I(\tilde{\mu}_k|\lambda) = \int_M \tilde{f}(x) \log \frac{\tilde{f}(x)}{\tilde{f}_k(x)} d\lambda(x) + \\
+ \int_M (\tilde{f}(x) - \tilde{f}_k(x)) \log \tilde{f}_k(x) d\lambda(x).
\]
Taking the absolute value of the equation above and applying the triangle inequality,
\[
|I(\tilde{\mu}|\lambda) - I(\tilde{\mu}_k|\lambda)| \leq \left| \int_M \frac{\tilde{f}(x)}{\tilde{f}_k(x)} \log \frac{\tilde{f}(x)}{\tilde{f}_k(x)} \tilde{f}_k(x) d\lambda(x) \right| + \\
+ \left| \int_M (\tilde{f}(x) - \tilde{f}_k(x)) \log \tilde{f}_k(x) d\lambda(x) \right|.
\]
Since \( \frac{\tilde{f}(x)}{\tilde{f}_k(x)} \to 1 [\lambda] \) uniformly, it follows for sufficiently large \( k \), there exists an \( \epsilon > 0 \) such that \( |\tilde{f}(x) - \tilde{f}_k(x)| < \epsilon |\tilde{f}_k(x)| \)
\[
|I(\tilde{\mu}|\lambda) - I(\tilde{\mu}_k|\lambda)| \leq \left| \int_M \frac{d\tilde{\mu}}{d\tilde{\mu}_k} \log \frac{d\tilde{\mu}}{d\tilde{\mu}_k} d\tilde{\mu}_k \right| + \epsilon \left| \int_M \tilde{f}_k(x) \log \tilde{f}_k(x) d\lambda(x) \right| \\
= I(\tilde{\nu}||\tilde{\mu}_k) + \epsilon I(\tilde{\mu}_k|\lambda) \\
\leq I(\tilde{\nu}||\tilde{\mu}_k) + \epsilon I(\tilde{\nu}|\lambda) \quad (1.11)
\]
by Lemma 1.1.17. It follows from Lemma 1.1.15 that \( I(\tilde{\mu}|\tilde{\mu}_k) \to 0 \) as \( k \to \infty \).

In the implementation of the probabilistic inversion scheme, discrete probability approximations will be considered. Section 1.1.3 explores the implications of approximating \( \tilde{\mu}_k \) by \( \tilde{\mu}'_{n',k} \), where \( n' \) denotes the total number of samples.

1.1.3 Approximating \( \tilde{\mu}_k \) by \( \tilde{\mu}'_{n',k} \)

Assume that \( \{x_1, \ldots, x_{n'}\} \subset M \) is an i.i.d. sample of size \( n' \) from the background measure \( \lambda \). Let \( \lambda'_{n'} \) be the empirical background measure of the sample \( \{x_1, \ldots, x_{n'}\} \). Recall \( \gamma_k = \lambda \circ T_k^{-1} \), we now define \( \gamma_{n',k} := \gamma_{n'} \circ \phi_k^{-1} \) as the sample push-forward background measure of \( \lambda_{n'} \).

Lemma 1.1.19. For fixed $k$, $\lim_{n' \to \infty} \gamma_{n',k} = \gamma_k$ [\lambda] almost surely.

Proof: Since $A_k$ is a finite measurable partition of $M$, the strong law of large numbers says that, for [\lambda] almost surely, the sequence $X_1, X_2, \ldots$

$$\lambda_n(A_i) = \frac{\# \{ j | X_j \in A_i, 1 \leq j \leq n' \}}{n'} \to \lambda(A_i)$$

(1.12)

where $i = 1, \ldots, k$. Hence $\lambda_{n'}(A_i) \to \lambda(A_i)$ for $i = 1, \ldots, k$ almost surely, or equivalently $\gamma_{n',k}(\{i\}) \to \gamma_k(\{i\})$ [\lambda] almost surely. \hfill \Box

Since $\{1, \ldots, k\}$ is discrete, a sample of size $n'$ may be taken for which $\gamma_{n',k} \equiv \gamma_k$, i.e. for large $n'$: $\gamma_{n',k} \ll \gamma_k$ and $\gamma_k \ll \gamma_{n',k}$. Let $n'$ be large enough that $\gamma_{n',k} \equiv \gamma_k$, whence by Lemma 1.1.8, $\nu_k \ll \gamma_{n',k}$. Then $g_{n',k} = \frac{d\nu_k}{d\gamma_{n',k}}$ exists by the Radon-Nikodym Theorem and define $\tilde{f}_{n',k} := g_{n',k} \circ T_k$. Finally, define $\tilde{\mu}_{n',k}(A) := \int_A \tilde{f}_{n',k}(x) d\lambda_{n'}(x)$ for $A \subset M$.

Lemma 1.1.20. For fixed $k$ and $i \in \{1, \ldots, k\}$, $\lim_{n' \to \infty} \frac{g_{n',k}(i)}{g_k(i)} = 1$ [\lambda] almost surely.

Proof: Let $k$ be fixed and choose $i \in \{1, \ldots, k\}$. For all large $n'$,

$$\frac{g_{n',k}(i)}{g_k(i)} = \frac{d\nu_k(i)}{d\gamma_{n',k}(i)} \frac{d\gamma_k(i)}{d\nu_k(i)} = \frac{d\gamma_k(i)}{d\gamma_{n',k}(i)} = \frac{\gamma_k(\{i\})}{\gamma_{n',k}(\{i\})}.$$

From Lemma 1.1.19 it follows that $\frac{g_{n',k}(i)}{g_k(i)} \to 1$ [\lambda] almost surely as $n' \to \infty$. \hfill \Box

Theorem 1.1.21. For fixed $k$, $\lim_{n' \to \infty} \tilde{\mu}_{n',k} = \tilde{\mu}_k$ weakly [\lambda] almost surely.

Proof: Recall $\tilde{\mu}_{n',k}(A) = \int_A \tilde{f}_{n',k}(x) d\lambda_{n'}(x)$,

$$\tilde{\mu}_{n',k}(A) = \sum_{i=1}^k \tilde{\mu}_{n',k}(A \cap A_i) = \sum_{i=1}^k \int_{A \cap A_i} \tilde{f}_{n',k}(x) d\lambda_{n'}(x).$$

Note that $\tilde{f}_{n',k}$ is constant on $A \cap A_i$. For each $i$ choose $x_i \in A_i \cap A$ then

$$\tilde{\mu}_{n',k}(A) = \sum_{i=1}^k \tilde{f}_{n',k}(x_i) \lambda_{n'}(A \cap A_i) = \sum_{i=1}^k g_{n',k}(T_k(x_i)) \lambda_{n'}(A \cap A_i).$$
The Strong Law of Large Numbers implies that as \( n' \to \infty \) then \( \lambda_{n'} \to \lambda \) almost surely. Application of Lemma 1.1.20,

\[
\tilde{\mu}_{n',k}(A) \to \sum_{i=1}^{k} g_k(T_k(x_i)) \lambda(A \cap A_i)
\]
\[= \sum_{i=1}^{k} \tilde{f}_k(x_i) \lambda(A \cap A_i)
\]
\[= \tilde{\mu}_k(A).
\]

\[\square\]

**Theorem 1.1.22.** \( \lim_{k \to \infty} \lim_{n' \to \infty} \tilde{\mu}_{n',k} = \tilde{\mu} \) weakly, [\( \lambda \)] almost surely.

**Proof:** Follows from applying Theorem 1.1.21 first, followed by applying Theorem 1.1.13.

\[\square\]

**Proposition 1.1.23.** For fixed \( k \), \( \lim_{n' \to \infty} I(\tilde{\mu}_{n',k} | \lambda_{n'}) = I(\tilde{\mu}_k | \lambda) \).

**Proof:** Let \( A_i \in \mathcal{A}_k \) and \( x_i \in A_i \), then

\[
I(\tilde{\mu}_{n',k} | \lambda_{n'}) = \sum_{i=1}^{k} \tilde{f}_{n',k}(x_i) \log \tilde{f}_{n',k}(x_i) \lambda_{n'}(A_i)
\]
\[= \sum_{i=1}^{k} g_{n',k}(T_k(x_i)) \log g_{n',k}(T_k(x_i)) \lambda_{n'}(A_i).
\]

The Strong Law of Large Numbers implies that as \( n' \to \infty \) then \( \lambda_{n'} \to \lambda \) almost surely. Application of Lemma 1.1.20,

\[
I(\tilde{\mu}_{n',k} | \lambda_{n'}) \to \sum_{i=1}^{k} g_k(T_k(x_i)) \log g_k(T_k(x_i)) \lambda(A_i)
\]
\[= \sum_{i=1}^{k} \tilde{f}_k(x_i) \log \tilde{f}_k(x_i) \lambda(A_i)
\]
\[= I(\tilde{\mu}_k | \lambda).
\]

\[\square\]

**Theorem 1.1.24.** \( \lim_{k \to \infty} \lim_{n' \to \infty} I(\tilde{\mu}_{n',k} | \lambda_{n'}) = I(\tilde{\mu} | \lambda) \).

**Proof:** First apply Proposition 1.1.23, followed by Theorem 1.1.18.

\[\square\]

Theorem 1.1.24 says that the sequence thus obtained also approximates \( \tilde{\mu} \) in terms of relative information.
1.1.4 Example: revisited

In the dispersion coefficient example, $M \subset \mathbb{R}^2$ and $N \subset \mathbb{R}^3$: the target variables $\mathbf{X}$ are $(A_y, B_y)$ and $(\sigma_y(z_1), \sigma_y(z_2), \ldots, \sigma_y(z_n))$ are the elicitation variables $\mathbf{Y}$. Quantile assessments for the measure $\nu$ on $N$ are given in Table 1. Let $I_{j,l}$ denote the $l$-th interquartile interval of the lateral plume spread assessments for the $j$-th elicitation variable ($l = 1, \ldots, 4, j = 1, \ldots, 5$), for example:

$$
I_{1,1} = [0.33], \\
I_{4,2} = [448, 1220]
$$

Taking the product of all such interquartile intervals, the partition elements ('observable hypercubes') $B_i$ are defined as,

$$
B_i := I_{1,i_1} \times I_{2,i_2} \times \ldots \times I_{5,i_5}, \quad B_i \in \mathcal{B}_k
$$

where $j \in \{1, \ldots, 5\}, i_j \in \{1, \ldots, 4\}$. The number of partition elements equals $k = 4^5$. The mapping $\phi_k$ of Section 1.1.2, links the interquartile intervals with the partition element $k$ and is defined here as

$$
\phi_k(y_1, \ldots, y_5) := \sum_{j=1}^{5} \sum_{l=1}^{4} l 4^{j-1} 1_{I_{j,l}}(y_j)
$$

and thus associates with each partition element a number in base 4. Note that experts provided information in terms of information on the interquartile intervals ($\nu(I_{j,l})$) rather than on the partition elements ($\nu(B_i)$); in this example, an interquartile interval is the union of 4 partition elements. By asking experts about other quantiles, a sequence of partitions is obtained as in Section 1.1.2.

1.2 Probabilistic Inversion Implementations

In the implementation of Probabilistic Inversion, the discrete approximation $\hat{\mu}_{n', k}$ is determined in two steps. Firstly, based on a Monte-Carlo heuristic, a sample set in the target variable space is generated, which is considered to approximate the i.i.d. sample of size $n'$ from background measure $\lambda$. The resulting sample set is identified as domain $M$ upon which in Step 2 the measure $\hat{\mu}_k$ will be determined. The target variables (uncertain input parameters) are represented by $\mathbf{X} = (X_1, \ldots, X_m)$ with realizations $\mathbf{x} = (x_1, \ldots, x_m)$ and the elicitation variables (observables) are represented by $\mathbf{Y} = (Y_1, \ldots, Y_n)$ with realizations $\mathbf{y} = (y_1, \ldots, y_n)$. The two steps of the implementation are illustrated graphically using the diffusion coefficient example for 2 observables.\(^3\) For notational convenience, the measures $\hat{\mu}_{n', k}$, $\lambda_{n'}$ will be denoted by $\hat{\mu}_k$, $\lambda$, respectively.

\(^3\)It must be stressed that the figures illustrating the different steps are used only for the purpose of illustration and are not based on actual data.
Two different implementations will be presented; PARFUM and PREJUDICE. Each implementation has advantages and disadvantages which will be discussed in Section 1.2.3.

1.2.1 PARFUM

The acronym PARFUM stands for PARameter Fitting for Uncertain Models and is described in [10], [36]. The current computer implementation of PARFUM is suitable only for linear models, or models that become linear when transformed, whereas the implementation of PARFUM can be applied to non-linear models as well.

Step 1 Determination of $M$: for each elicitation variable $Y_j$ ($j = 1, \ldots, n$) the $k^*$-th quantile point is chosen ($k^* = 1, \ldots, K$),

$$y = (y_{1,k^*}, \ldots, y_{n,k^*})$$

(1.13)

where $y_{1,1}$ would represent the 5% quantile point of $Y_1$ and $K$ the total number of quantile points elicited. Next the vector $y$ is checked if it is potentially observable. If $y$ is potentially observable, it will be called a scenario and it will be added to the set of potentially observable scenarios $N$.

For each $y \in N$, define $x_y := (x_{y,1}, \ldots, x_{y,m})$ as the model inversions which minimize,

$$\min \sum_{j=1}^{n} (y_{j,k^*} - T_{(j)}(x_y))^2$$

(1.14)

where $T_{(j)} : \mathbb{R}^m \rightarrow \mathbb{R}$ is the mapping into $j$-th dimension of the observable space$^4$; for example, in case of the dispersion coefficient example $T(2) = A_{y^2}$.

For each target variable $X_i$ ($i = 1, \ldots, m$) the minimum and maximum value, represented by $\min_i$ and $\max_i$, respectively, are determined. The interval $[\min_i, \max_i]$ is extended with a certain percentage of its range on both sides to determine the interval $M_i$ on which the distribution for $X_i$ will be specified. Next $M_i$ is discretized by a number of equally spaced points. The domain $M$ will be the Cartesian product of the discretized versions of $M_i$;

$$M = M_1 \times \ldots \times M_m$$

(1.15)

The domain $M$ is propagated through $T_{(j)}$ to obtain $n$ observable spaces, see Figure 1.8; in case of the dispersion coefficient example

$^4$The mapping $T_{(j)}$ should not be mistaken by the mapping $T_k$, since $T_{(j)} : \mathbb{R}^m \rightarrow \mathbb{R}$ and $T_k : \mathbb{R}^m \rightarrow \{1, \ldots, k\}$ (see Section 1.1.2).
the realizations of \((A_y, B_y)\) are represented as \((a_y, b_y)\) and the 'dots' in the target variable space represent target variable realizations and the 'dots' above the lines in the observable space represent the push-forward outcomes of the target variable realizations.

![Diagram showing the relationship between target and observable spaces]

Figure 1.8: PARFUM: Propagation of samples.

**Step 2** Determination of distribution: For each elicitation variable \(Y_j\), the conditional probability mass function \(f_{k|j}\) of conditional measure \(\mu_{k|j}\) for \(x \in M\) is defined as

\[
f_{k|j}(x|T(x) \in I_{j,k_j}) := \frac{\nu(I_{j,l_j})}{\sum_{x \in M} \mathbb{1}_{T(\nu(x)) \in I_{j,l_j}}(x)}
\]

(1.16)

where \(l_j = 1, \ldots, K + 1\) and \(\nu(I_{j,l_j})\) has to be interpreted as the probability of the \(l_j\)-th interquantile interval of elicitation variable \(Y_j\) under measure \(\nu\); intuitively the push-forward outcomes receive probabilities depending on the probability associated with interquantile interval \(I_{j,k_j}\) and the number of push-forward samples contained in \(I_{j,k_j}\). These probabilities are 'pulled-back' onto the corresponding target variable realizations.

To summarize, for each elicitation variable \(Y_j\), a measure \(\mu_{k|j}\) on \(M\) is obtained. See Figure 1.9.

Next, the measure \(\mu_k\) on \(M\) has to be determined, which best fits the measures \(\mu_{k|1}, \ldots, \mu_{k|n}\). Relative information arguments are used to solve the problem ([40], for a discussion in this context see [10]): find the measure \(\mu_k\) on \(M\) for which \(\sum_{j=1}^n I(\mu_{k|j}|\mu_k)\) is minimal, where

\[
I(\mu_{k|j}|\mu_k) = \sum_{x \in M} f_{k|j}(x) \ln \frac{f_{k|j}(x)}{f_k(x)}.
\]

(1.17)
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Figure 1.9: PARFUM: Determination of distribution.

The $\hat{\mu}_k$ solving the minimization problem is just the average of the measures $\mu_{kij}$, $j = 1, \ldots, n$. Other solution concepts could be used leading to other solutions, for details see [10].

1.2.2 PREJUDICE

The solution scheme implemented in PREJUDICE is based on an idea proposed by Hora and Young, [27]. The acronym PREJUDICE stands for PRocessing Expert JUDgment Into Code paramEters.

Step 1 Determination of $M$: all possible combinations of quantile points $y_{j,k}$ among the elicitation variable $Y_j$ ($j = 1, \ldots, n$) will be generated:

$$y = (y_{1,k_1}, \ldots, y_{n,k_n})$$

(1.18)

where $k_j \in \{1, \ldots, K\}$ and $K$ the total number of quantile points elicited. Next each combination $y$ is checked if it is potentially observable. If the combination is potentially observable, it will be called a scenario and it will be added to the set of potentially observable scenarios $N$.

For each $y \in N$ define $x_y := (x_{y,1}, \ldots, x_{y,m})$ as the model inversions which minimize,

$$\min \sum_{j=1}^{n} \left( y_{j,k} - T_{(j)}(x_y) \right)^2$$

(1.19)

Expression 1.19 is evaluated for each scenario in $N$. 
The main difference between PARFUM and PREJUDICE is the dimension of the observable space; PARFUM considers an observable space for each elicitation variable, PREJUDICE considers one observable space which consists of all elicitation variables. Another difference between PREJUDICE and PARFUM concerns the construction of domain $M$. In case the number of target variables is large, the construction of $M$ as done in PARFUM leads to combinatorial problems. PREJUDICE allows the user to choose from the following schemes: to illustrate the sampling scheme it is assumed that the set of model inversions obtained from minimizing Expression 1.19 are the same for both sampling schemes.

**$\epsilon$-neighborhood** : For $i = 1, \ldots, m$, choose $\epsilon_i > 0$ and for each model inversion $x_y, y \in N$, sample randomly from $M_{x_y}$ defined as:

$$M_{x_y} := M_{x_{y,1}} \times \ldots \times M_{x_{y,m}}$$

where $M_{x_{y,i}} := [(1 - \epsilon_i) x_{y,i}, (1 + \epsilon_i) x_{y,i}]$. The samples are propagated through $T$, see Figure 1.10.

![Figure 1.10: PREJUDICE: Propagation of samples ($\epsilon$-neighborhood).](image)

**Bin combinations** : for each target variable $X_i$ ($i = 1, \ldots, m$) the minimum and maximum value are represented by $\min_i$ and $\max_i$ respectively. The interval $[\min_i, \max_i]$ is extended with a certain percentage of its range on both sides to determine the interval $M_i$ on which the distribution for $X_i$ will be specified. For each target variable $X_i$, bins $B_{i,p}$ ($p = 1, \ldots, C_i$) are constructed such that

$$\bigcup_{p=1}^{C_i} B_{j,p} = [\min M_i, \max M_i]$$
and $B_{i,p} \cap B_{i,q} = \emptyset$ for $p, q = 1, \ldots, C_i$, $p \neq q$. For each target variable, the number of bins $C_i$ depends on the spread of the model inversions $x_y$.

For each $x_y$, it is determined in which bin $B_{i,p_i}$ ($p_i \in \{1, \ldots, C_i\}$) the model inversion $x_{y,i}$ is positioned ($i = 1, \ldots, m$). The sample region $M_{x_y}$ is defined as the Cartesian product of the bins $B_{i,p_i}$, in formula

$$M_{x_y} := B_{1,p_1} \times \ldots \times B_{m,p_m} \quad (1.22)$$

Next, samples are drawn randomly from $M_{x_y}$ and propagated through $T$. See Figure 1.11.

**Figure 1.11:** PREJUDICE: Propagation of samples (bin combinations).

Appendix A illustrates the difference between the $\epsilon$-neighborhood and bin-combinations sampling schemes for the dispersion coefficient example. The crucial step in the probabilistic inversion implementation is the determination of $M$, which depends heavily on the minimization of Expression 1.19; Appendix B investigates the influence of various global optimization routines, different characteristics of $T$ and choice of starting points for 3 cases taken from the Joint CEC/USNRC Uncertainty Analysis.

Compared to Section 1.1, the sample set is actually the support of $\lambda$, but by the results of Section 1.1 we can approximate $M$ by this set. For simplicity the sample set of size $n'$ will be called $M$.

**Step 2** Determination of distribution: briefly, a measure $\tilde{\mu}_k$ (with probability mass function $\tilde{f}_k \in \mathbb{R}^{n'}$) on domain $M$ is determined, which has minimum relative information with respect to a background measure $\lambda$ (with probability mass function $f_{\lambda} \in \mathbb{R}^{n'}$) under the condition
that its push-forward measure complies with the quantile information available on the elicitation variables $Y_j$, i.e.

$$
\sum_{x \in \mathcal{M}} \tilde{f}_k(x) 1_{\{x| T_{ij}(x) \in I_{ij}\}}(x) = \nu(I_{ij}) \quad j = 1, \ldots, n.
$$

(1.23)

The probability mass function $\tilde{f}_k$ can be looked at as the solution of the Convex Programming (CP) Problem:

$$
\begin{align*}
\min_{f_k} & \quad \sum_{x \in \mathcal{M}} f_k(x) \log \frac{f_k(x)}{f_k(x)} \\
\text{s.t.} & \quad A_M f_k = b \\
& \quad f_k(x) > 0 \quad \forall x \in \mathcal{M}
\end{align*}
$$

(1.24)

where $f_k \in \mathbb{R}^{n'}$ and $A_M \in \mathbb{R}^{n'(K+1) \times n'}$ contains the information based on the indicator function of Expression 1.23, in case $n'$ samples are drawn from $\mathcal{M}$, and $b \in \mathbb{R}^{n'(K+1)}$ is defined as

$$
b := (\nu(I_{1,1}), \ldots, \nu(I_{1,K+1}), \ldots, \nu(I_{n,1}), \ldots, \nu(I_{n,K+1}))^T.
$$

Note that $f_k \in \mathbb{R}^{n'}$, hence the dimension of $f_k$ depends on the samples drawn from $\mathcal{M}$.

![Figure 1.12: PREJUDICE: determination of probability mass function $\tilde{f}_k$.](image)

Looking at Figure 1.12, the sample $(a_y, b_y)$ from the target variable space maps into $(a_y z_1^{b_y}, a_y z_2^{b_y})$ in the observable space, which is contained in partition element $B_{19} = I_{1,3} \times I_{2,4}$. Hence, the assignment of $\tilde{f}_k(a_y, b_y)$ is such that the probability of the push-forward samples contained in $I_{1,3}$ adds up to 0.45 (the /-area in Figure 1.12) and be such that the probability of the push-forward samples contained in $I_{2,4}$ adds up to 0.05 (the \-area in Figure 1.12).
Let PI problem (1.24) be the primal formulation of the PI problem. The dual formulation of PI problem (1.24) can be obtained by looking at the Lagrangian, and results in an unconstrained CP problem:

$$\max_{y_{M}} y_{M}^T b - f_{\lambda}^T \exp(A_{M}^T y_{M} - e)$$

(1.25)

where $y_{M} \in \mathbb{R}^{n(K+1)}$ is the dual variable corresponding to the dual formulation of the PI problem (1.24) and $e \in \mathbb{R}^{n'}$ the unit vector. Hence, in this thesis a PI problem is always a CP problem.

Lemma 1.2.1 and Corollary 1.2.2 list some well-known duality properties of PI problem (1.24), see [44].

**Lemma 1.2.1 (Weak duality).** If $f_k$ is feasible for PI problem (1.24) and $y$ is feasible for PI problem (1.25), then

$$\sum_{x \in M} f_k(x) \log \frac{f_k(x)}{f_\lambda(x)} \geq y^T b - \sum_{x \in M} f_\lambda^T \exp(A_{M}^T y - e)$$

(1.26)

with equality if and only if for all $x \in M$,

$$f_k = f_\lambda \cdot \exp(A_{M}^T y - e).$$

(1.27)

where $\cdot$ represents the element-wise multiplication of vectors.

Looking at Expression 1.27, the vector $\exp(A_{M}^T y - e)$ can be looked at as the vector with which the background probability mass function $f_\lambda$ will be re-weighted. Let the feasible regions of PI problems (1.24) and (1.25) be denoted by $\mathcal{P}$ and $\mathcal{D}$, respectively.

**Corollary 1.2.2.** If Expression 1.27 holds for some $f_k \in \mathcal{P}$ and $y \in \mathcal{D}$ then they are both optimal and the duality gap\(^5\) is zero.

Hence, necessary and sufficient conditions for optimality for PI problem (1.24) are obtained if $f_k = f_\lambda \cdot \exp(A_{M}^T y_{M} - e)$. Furthermore, the primal formulation of PI problem (1.24) always has an optimal solution, if it is feasible, and the objective function is bounded.

### 1.2.3 PARFUM versus PREJUDICE

Both implementations, PARFUM and PREJUDICE, were applied to the dispersion coefficient example. The number of scenarios considered by PARFUM and PREJUDICE were 5 and 50, respectively, and the domain $M$ consisted in both cases of 900 samples. In order to avoid numerical problems at $f_k = 0$, the interior point method contained in the commercial

---

\(^5\)The duality gap is defined as the difference between the left hand side and right hand side of Inequality 1.26.
optimization package MOSEK (www.mosek.com) was used. Quantile information and Spearman’s rank correlations of the distribution on the target variables are given in Table 1.1. The results of PREJUDICE are based on the uniform background distribution on $M$. Figure 1.13 presents the marginal distributions of the target variables, graphically.

<table>
<thead>
<tr>
<th>Quantile</th>
<th>PARFUM</th>
<th>PREJUDICE</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>1.06e-1</td>
<td>2.24e-2</td>
</tr>
<tr>
<td>50%</td>
<td>3.11e-1</td>
<td>4.19e-1</td>
</tr>
<tr>
<td>95%</td>
<td>9.86e-1</td>
<td>3.48</td>
</tr>
<tr>
<td>$A_y$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5%</td>
<td>8.09e-1</td>
<td>5.87e-1</td>
</tr>
<tr>
<td>50%</td>
<td>8.84e-1</td>
<td>8.63e-1</td>
</tr>
<tr>
<td>95%</td>
<td>9.66e-1</td>
<td>1.19</td>
</tr>
<tr>
<td>$B_y$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5%</td>
<td>-6.09e-2</td>
<td>-8.99e-1</td>
</tr>
</tbody>
</table>

Table 1.1: Dispersion coefficient example (stability class C): quantile information and Spearman’s rank correlations on target variables from PARFUM and PREJUDICE.

Figure 1.13: Dispersion coefficient example (stability class C): graphical comparison of distributions of $A_y$ (left) and $B_y$ (right) as determined by PARFUM (- -) and PREJUDICE (-).

The most important step in the implementation of Probabilistic Inversion is the determination of the domain $M$ in the target variable space. The Monte Carlo heuristics used in determining $M$ consist of three elements: (i) the assessments of the Decision Maker (DM), (ii) the mapping $T$, and (iii) the physics underlying the problem. These three elements meet in Expression 1.19 of Step 1 of the implementation. Since the dispersion coefficient example has two target variables only, it is possible to display the domain $M$. Figure 1.14 shows the domain $M_{\text{PARF}}$ and $M_{\text{PRED}}$. The domain $M_{\text{PRED}}$ is more spread out than $M_{\text{PARF}}$. This is explained by the manner in which scenarios are generated in PREJUDICE and PARFUM.
Figure 1.14: Dispersion coefficient example (stability class C): graphical comparison of domain $M$ as determined by PARFUM (black area) and PREJUDICE ($\cdot$).

To measure the performance of PARFUM and PREJUDICE, their distributions on $M$ are pushed through the power law function and compared to the DM distributions. Table 1.2 gives quantile information of the DM distributions and the push-forward distributions of PARFUM and PREJUDICE.

On the basis of comparing quantile information of the DM distribution and the push-forward distributions, it is concluded that the push-forward distributions of PREJUDICE resemble the DM distributions very well. The push-forward of PARFUM has the tendency to slightly overestimate the uncertainty expressed by the DM, whereas the medians are comparable to the DM medians.

The differences between the PARFUM and PREJUDICE solution schemes can be summarized as:

1. Generation of scenarios in PARFUM is based only on a certain quantile of the distribution of the elicitation variables. This way of generating scenarios is considered to result in a set of potentially observable scenarios which is too sparse. Taking account of combinations of different quantile points of the distributions of the elicitation variables leads to a larger set of potentially observable scenarios.

2. The construction of domain $M$ in PARFUM may lead to computational problems in case of a large number of target variables. Therefore different sampling schemes were introduced for PREJUDICE.
Table 1.2: Dispersion coefficient example (stability class C): quantile information comparison between DM distributions vs. PARFUM and PREJUDICE ‘push-forward’ distributions.

<table>
<thead>
<tr>
<th>Distance</th>
<th>$\sigma_y(z_i)$</th>
<th>DM</th>
<th>PARFUM</th>
<th>PREJUDICE</th>
</tr>
</thead>
<tbody>
<tr>
<td>500 m.</td>
<td></td>
<td>3.30e+1</td>
<td>3.32e+1</td>
<td>3.38e+1</td>
</tr>
<tr>
<td>5%</td>
<td></td>
<td>9.49e+1</td>
<td>8.72e+1</td>
<td>9.55e+1</td>
</tr>
<tr>
<td>50%</td>
<td></td>
<td>1.95e+2</td>
<td>2.09e+2</td>
<td>1.94e+2</td>
</tr>
<tr>
<td>95%</td>
<td></td>
<td>6.16e+1</td>
<td>5.92e+1</td>
<td>6.57e+1</td>
</tr>
<tr>
<td>1 km.</td>
<td></td>
<td>6.48e+1</td>
<td>5.92e+1</td>
<td>6.57e+1</td>
</tr>
<tr>
<td>5%</td>
<td></td>
<td>1.72e+2</td>
<td>1.61e+2</td>
<td>1.74e+2</td>
</tr>
<tr>
<td>50%</td>
<td></td>
<td>3.46e+2</td>
<td>3.90e+2</td>
<td>3.41e+2</td>
</tr>
<tr>
<td>95%</td>
<td></td>
<td>1.75e+2</td>
<td>1.54e+2</td>
<td>1.77e+2</td>
</tr>
<tr>
<td>3 km.</td>
<td></td>
<td>4.16e+2</td>
<td>4.28e+2</td>
<td>4.55e+2</td>
</tr>
<tr>
<td>5%</td>
<td></td>
<td>1.04e+3</td>
<td>1.10e+3</td>
<td>1.03e+3</td>
</tr>
<tr>
<td>50%</td>
<td></td>
<td>1.75e+2</td>
<td>1.54e+2</td>
<td>1.77e+2</td>
</tr>
<tr>
<td>95%</td>
<td></td>
<td>4.48e+2</td>
<td>4.37e+2</td>
<td>4.19e+2</td>
</tr>
<tr>
<td>10 km.</td>
<td></td>
<td>3.37e+3</td>
<td>3.20e+3</td>
<td>3.36e+3</td>
</tr>
<tr>
<td>5%</td>
<td></td>
<td>1.10e+3</td>
<td>1.10e+3</td>
<td>1.11e+3</td>
</tr>
<tr>
<td>50%</td>
<td></td>
<td>2.82e+3</td>
<td>3.30e+3</td>
<td>2.83e+3</td>
</tr>
<tr>
<td>95%</td>
<td></td>
<td>8.25e+3</td>
<td>8.99e+3</td>
<td>8.17e+3</td>
</tr>
</tbody>
</table>

3. The optimal fitting for PARFUM is done in the target variable space, whereas PREJUDICE performs the optimal fitting in the observable space. As a result of this, the push-forward distributions of PREJUDICE resemble the distributions of the DM better than the push-forward distributions of PARFUM.

4. PARFUM is easily implemented and nearly always feasible because each elicitation variable has its own observable space, whereas PREJUDICE is not easily implemented and not always feasible, because the observable space is constructed of all elicitation variables.

From the above it is concluded that PREJUDICE performs better than PARFUM, even though it may be hampered by infeasibilities. Hereafter the attention is focused on PREJUDICE. Special attention will be given to develop a procedure to check if $M$ is observationally complete and how to deal with a Probabilistic Inversion problem which is infeasible.

So far no attention has been given to the background measure $\lambda$. Since the probability mass function $f_k$ is a re-weighted version of $f_\lambda$ (see Expression 1.27), it is important to determine a background measure which is representative. As mentioned earlier the background measure $\lambda$ plays a similar role as the prior distribution in Bayesian Analysis. The next section addresses the determination of background measure $\lambda$. 
1.3 Background measure

Recall that the domain $M$ is based on the model inversions, as determined in the Step 1 of the implementation. In many cases $\lambda$ is constructed by combining (dependent or independent) marginal background measures $\lambda_i$ of target variables $X_i$. Research into the implications of taking dependency information into account is still ongoing. In the remainder of this thesis the background measure $\lambda$ is constructed by combining the marginal measures $\lambda_i$ independently.

The assignment of a marginal background measures $\lambda_i$ to a target variable $X_i$ depends on numerous factors; results reported in literature, previous studies to quantify its uncertainty, spread in its model inversions and the physics underlying the problem. For certain target variables the spread in model inversions can be the only information available. For this type of situation, the following is suggested: if the spread in model inversions for a target variable covers two orders of magnitude or less, the uniform background distribution is assigned to the model inversions\(^6\). In case the spread of model inversions covers more than two orders of magnitude, the uniform background distribution is assigned to the orders of magnitude. Hence, the (positively oriented) target variable is considered to be log-uniformly distributed over the area.

1.3.1 Uniform background measure

Besides being a suitable background measure in certain situations, the uniform background measure has some useful computational features as well.

Given $\lambda$ is the uniform background measure, PI problem (1.24) can be written as

\[
\begin{align*}
\min_{f_k} & \quad \sum_{x \in M} f_k(x) \log f_k(x) \\
\text{s.t.} & \quad A_M f_k = b \\
& \quad f_k(x) > 0 \quad \forall x \in M.
\end{align*}
\tag{1.28}
\]

The contribution of the uniform background measure to the objective function of PI problem (1.28) is omitted as it is a constant ($\log(n')$). Finally note that minimizing the objective function of PI problem (1.28) is equivalent to maximizing the entropy of probability mass function $f_k$; the entropy of probability mass function $f_k$ is defined as $H(f_k) := -\sum_{x \in M} f_k(x) \log f_k(x)$.

Suppose sample $x' \notin M$ is added to PI problem (1.28) which satisfies $T_k(x') \in T_k(M)$, where $T_k(M) := \cup_{x \in M} T_k(x)$; $x'$ maps into a hypercube which has already been covered by the propagation of $M$. PI problem (1.28)

\(^6\)Intuitively, any sample from that area is considered to be as reasonable as any other sample from the same area. This assumption is reflected by the uniform distribution.
is extended with $\mathbf{x}'$

$$
\min_{f_k} \sum_{\mathbf{x} \in \mathcal{M}} f_k(\mathbf{x}) \log f_k(\mathbf{x}) + f_k(\mathbf{x}') \log f_k(\mathbf{x}') \\
\text{s.t.} \quad A_M f_k + A_{\mathbf{x}'} f_k(\mathbf{x}') = b \\
f_k \geq 0.
$$

(1.29)

The column vector $A_{\mathbf{x}'} \in \mathbb{R}^{n \times (K+1)}$ contains the information based on the indicator function of Expression 1.23 for $\mathbf{x}'$. Lemma 1.3.1 is specific for the uniform background measure.

**Lemma 1.3.1.** Given $\lambda$ is uniform, if $T_k(\mathbf{x}') = T_k(\mathbf{x})$ then $f_k(\mathbf{x}') = f_k(\mathbf{x})$.

**Proof.** Since $\lambda$ is uniform, it follows $f_\lambda(\mathbf{x}') = f_\lambda(\mathbf{x})$. Furthermore, if $T_k(\mathbf{x}') = T_k(\mathbf{x})$ then column vectors $A_{\mathbf{x}'}$ and $A_{\mathbf{x}}$ are equal. From the above and Expression 1.27,

$$
f_k(\mathbf{x}') = f_\lambda(\mathbf{x}') \exp(A_{\mathbf{x}'}^T \mathbf{y} - 1) = f_\lambda(\mathbf{x}) \exp(A_{\mathbf{x}}^T \mathbf{y} - 1) = f_k(\mathbf{x}).
$$

\[ \square \]

Lemma 1.3.1 states that in case of the uniform background measure, samples whose images are contained in the same hypercube, even though $T_{(j)}(\mathbf{x}') \neq T_{(j)}(\mathbf{x})$ for some or all $j$ ($j = 1, \ldots, n$), receive the same probability.

The implications of Lemma 1.3.1 to PI problem (1.29) are for the objective function if for some $\mathbf{x}^* \in \mathcal{M}$, $T_k(\mathbf{x}^*) = T_k(\mathbf{x})$ then by Lemma 1.3.1, the objective function of PI problem (1.29) can be written as

$$
\sum_{\mathbf{x} \in \mathcal{M} \setminus \mathbf{x}^*} f_k^*(\mathbf{x}) \log f_k^*(\mathbf{x}) + 2 f_k^*(\mathbf{x}') \log f_k^*(\mathbf{x}')
$$

(1.30)

The reason $f_k^*$ is written in Expression 1.30 instead of $f_k$ is because $f_k^*$ is not a probability mass function as opposed to $f_k$. A similar analysis can be conducted for the constraints of PI problem (1.29), which will result in the entries of the column of $A_{\mathbf{x}'}$ describing hypercube $T_k(\mathbf{x}')$ being equal to 2. Since propagated samples in the same hypercube receive the same probability, it is more convenient to write PI problem (1.29) in terms of hypercubes: let $\mathcal{M} := \mathcal{M} \cup \mathbf{x}'$ then, by Corollary 1.1.7, solving PI problem (1.29) is equivalent to determining $g_k^*$ which is the solution of:

$$
\min_{g_k^*} \sum_{l \in T_k(M)} a(l) g_k^*(l) \log g_k^*(l) \\
\text{s.t.} \quad B_{M_k} g_k^* = b \\
\quad g_k^* \geq 0
$$

(1.31)

where $a(l) := \sum_{\mathbf{x} \in \mathcal{M}} 1_{T_k(\mathbf{x})=l}(\mathbf{x})$. Intuitively, $a(l)$ represents the number of samples in hypercube $l$ and $B_{M_k} \in \mathbb{R}^{n \times (K+1) \times \#(T_k(\mathcal{M}))}$ represents the constraint matrix for this formulation, with $\#(T_k(\mathcal{M}))$ representing the number
of hypercubes covered by $T_k(M)$. The entries of $B_{M_k}$ are positive integers and not restricted to 0 and 1 like for $A_M$. The probability mass function $\tilde{f}_k$ on $M$ is defined as, for each $x \in M$

$$\tilde{f}_k(x) := \tilde{g}^*_k(l) 1_{T_k(x) \in l}(x).$$  \hspace{1cm} (1.32)

Note that the solution of PI problem (1.31) $\tilde{g}^*_k \in \mathbb{R}^{\#(T_k(M))}$, whereas the solution of PI problem (1.28) $\tilde{f}_k \in \mathbb{R}^{n'}$. In case sample size $n'$ is large, PI problem (1.31) may involve far less optimization variables than PI problem (1.28) which is interesting from a computational point of view.

### 1.3.2 Results

The model inversions, on which the measure $\tilde{\mu}_k$ of Table 1.1 is based, are given in Figure 1.15. From Figure 1.15 it can be seen that the model inversions of $A_y$ cover several orders of magnitude.

![Figure 1.15: Dispersion coefficient example (stability class C): model inversions for 50 scenarios.](image)

According to the recommendations for choosing a background measure, it is ‘reasonable’ to assume that the orders of magnitude of $A_y$ are uniformly distributed. Table 1.3 compares quantile information on the target variables using a uniform distribution and a log-uniform background distribution for $A_y$. The background distribution for $B_y$ is uniform. In both cases, the samples taken from domain $M$ are identical.

The quantiles of the push-forward distributions of the target variables comply with the quantiles of the DM distributions, see Table 1. Figure 1.16 compares the marginal distributions of $A_y$ and $B_y$, graphically. On the
Table 1.3: Dispersion coefficient example (stability class C): quantile information on marginal distributions of $A_y$ and $B_y$, using a uniform and log-uniform background distribution for $A_y$ and a uniform distribution for $B_y$.

<table>
<thead>
<tr>
<th>Quantile</th>
<th>$A_y$ uniform</th>
<th>$A_y$ log-uniform</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>2.24e-2</td>
<td>9.85e-3</td>
</tr>
<tr>
<td>50%</td>
<td>4.19e-1</td>
<td>1.65e-1</td>
</tr>
<tr>
<td>95%</td>
<td>3.48</td>
<td>2.35</td>
</tr>
<tr>
<td>5%</td>
<td>5.87e-1</td>
<td>6.86e-1</td>
</tr>
<tr>
<td>50%</td>
<td>8.63e-1</td>
<td>9.73e-1</td>
</tr>
<tr>
<td>95%</td>
<td>1.19</td>
<td>1.33</td>
</tr>
<tr>
<td>$P(A_y, B_y)$</td>
<td>-8.99e-1</td>
<td>-8.03e-1</td>
</tr>
</tbody>
</table>

basis of Table 1.3 and Figure 1.16 it is concluded that there is a difference between the two cases, which, just by eye-ball, is considered significant.

Figure 1.16: Dispersion coefficient example (stability class C): graphical comparison of distributions of $A_y$ (left) and $B_y$ (right) as determined using a log-uniform background distribution (--) and uniform background distribution (--) for $A_y$.

Unless stated otherwise, the target variable $A_y$ is assigned the log-uniform background distribution in the remainder of this thesis.

Even more important than determining the background measure on $M$ is the determination of $M$ itself. The most crucial element in the implementation is the determination of $M$, such that it is observationally complete. Since Step 1 of the implementation is conducted for a selection of potentially observable scenarios, it is not clear if the resulting $M$ is observationally complete. In the next section a heuristic is developed which is capable of checking if $M$ is observationally complete.
1.4 Iterative PREJUDICE

Recall that the domain $M$ is observationally complete if every potentially observable scenario of $N$ can be reproduced using $T$ and $M$, in notation $N \subseteq T(M)$. Many times a domain $M$, as determined in Step 1 of the PREJUDICE implementation, is based on model inversions which are obtained from a selection of potentially observable scenarios. Because $M$ is based on a selection, it is not clear if $M$ is observationally complete. To illustrate this, consider Table 1.4 where results are presented for the dispersion coefficient example. For each run, 50 potentially observable scenarios were randomly selected, which determined the different domains on which the measure $\mu_k$ are specified. The total number of samples for each run equaled 900.

<table>
<thead>
<tr>
<th></th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
<th>Run 4</th>
<th>Run 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_y$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5%</td>
<td>9.85e-3</td>
<td>1.64e-2</td>
<td>1.13e-3</td>
<td>1.11e-2</td>
<td>1.97e-2</td>
</tr>
<tr>
<td>50%</td>
<td>1.65e-1</td>
<td>1.71e-1</td>
<td>2.46e-1</td>
<td>1.68e-1</td>
<td>2.04e-1</td>
</tr>
<tr>
<td>95%</td>
<td>2.35</td>
<td>3.88</td>
<td>3.80</td>
<td>1.82</td>
<td>4.63</td>
</tr>
<tr>
<td>$B_y$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5%</td>
<td>6.86e-1</td>
<td>6.38e-1</td>
<td>6.16e-1</td>
<td>7.08e-1</td>
<td>5.70e-1</td>
</tr>
<tr>
<td>50%</td>
<td>9.73e-1</td>
<td>9.34e-1</td>
<td>9.62e-1</td>
<td>9.57e-1</td>
<td>9.12e-1</td>
</tr>
<tr>
<td>95%</td>
<td>1.33</td>
<td>1.27</td>
<td>1.30</td>
<td>1.23</td>
<td>1.23</td>
</tr>
<tr>
<td>$\rho_{A_y,B_y}$</td>
<td>-8.03e-1</td>
<td>-8.96e-1</td>
<td>-8.65e-1</td>
<td>-7.74e-1</td>
<td>-8.22e-1</td>
</tr>
<tr>
<td>Relative Information</td>
<td>3.31</td>
<td>3.62</td>
<td>3.34</td>
<td>3.18</td>
<td>2.70</td>
</tr>
</tbody>
</table>

Table 1.4: Dispersion coefficient example (stability class C): 5 independent runs.

Based on the results presented in Table 1.4 it is concluded that the marginal distributions among runs are not similar, especially for $A_y$. Additionally, the spread in the relative information values suggests that the measures on the respective domains are not similar. In case the domains are considered to be observationally complete, the marginal distributions and relative information values between runs are expected to be more similar.

The domains obtained from the 5 runs can be regarded as the result of the first iteration of the probabilistic inversion implementation; in notation, let $M^{(1)}$ denote the domain obtained after the first iteration. The key question addressed in this section is:

If domain $M^{(1)}$ were to be extended with a certain set $M^*$, would the extension $M^{(1)} \cup M^*$ be observationally complete? And would the marginal distributions and relative information values between runs be similar?

Starting from scratch, one of the following situations will occur after propagation of $M^{(1)}$ through $T$:

**Situation A**: no distribution on $M^{(1)}$ can be determined.
Situation B: a distribution on \( M^{(1)} \) can be determined, although \( M^{(1)} \) may not be observationally complete.

Before discussing Situation A in terms of extending the domain \( M^{(1)} \) and thus keeping the dimension of the observable space constant, another strategy is available which reduces the dimension of the observable space. This technique is known as Reduction of Dimension and is described in Appendix C.

Dealing with Situation A and Situation B in terms of extending domain \( M^{(1)} \), let \( M^{(\infty)} \) denote the observationally complete domain. Let the primal formulation of the observationally complete problem be given by:

\[
\min_{f_k^{(\infty)}} \sum_{x \in M^{(\infty)}} f_k^{(\infty)}(x) \log \frac{f_k^{(\infty)}(x)}{f_\lambda^{(\infty)}(x)}
\]

s.t.
\[
A_{M^{(\infty)}} f_k^{(\infty)} = b \\
f_k^{(\infty)} \geq 0.
\]

Without specifying the dimension of the vectors and matrices, it is assumed that the multiplications and equations of PI problem (1.33) are well defined. The dual formulation of PI problem (1.33) is

\[
\max_{y_{M^{(\infty)}}} y_{M^{(\infty)}}^T b - \left(f_\lambda^{(\infty)}\right)^T \exp(A_{M^{(\infty)}}^T y_{M^{(\infty)}} - e)
\]

where \( y_{M^{(\infty)}} \) is the dual variable for the observationally complete problem.

Note that the observationally complete problem is an artifact. It is introduced here for the purpose of illustration only; in performing probabilistic inversion the observationally complete problem is unknown, however it is desired to design criteria which are able to check if a PI problem formulation is close to the observationally complete problem.

As mentioned before, since domain \( M^{(1)} \) is based on model inversions determined for a selection of potentially observable scenarios \( N \), it is not unreasonable to assume that \( M^{(1)} \) is not observationally complete. Let the primal formulation of the PI problem formulated on samples after propagation of \( M^{(1)} \) be given by

\[
\min_{f_k^{(1)}} \sum_{x \in M^{(1)}} f_k^{(1)}(x) \log \frac{f_k^{(1)}(x)}{f_\lambda^{(1)}(x)}
\]

s.t.
\[
A_{M^{(1)}} f_k^{(1)} = b \\
f_k^{(1)} \geq 0
\]

where \( f_k^{(1)} \) and \( f_\lambda^{(1)} \) represent the probability mass function and background probability mass function on the samples in \( M^{(1)} \), respectively.
The dual formulation of PI problem (1.35) is

\[
\max_{y_{M^{(1)}}} \quad y_{M^{(1)}}^T b - \left( f^{(1)}_\lambda \right)^T \exp(A_{M^{(1)}}^T y_{M^{(1)}} - e).
\]

(1.36)

Note that the constraint matrix \(A_{M^{(\infty)}}\) of the observationally complete problem can be represented as

\[
A_{M^{(\infty)}} = A_{M^{(1)}} \cup (M^{(\infty)} \setminus M^{(1)}).
\]

(1.37)

Using Expression 1.37, the dual formulation of the observationally complete problem (1.34) can be written as

\[
\max_{y_{M^{(\infty)}}} \quad y_{M^{(\infty)}}^T b - \left( f^{(1)}_\lambda \right)^T \exp(A_{M^{(1)}}^T y_{M^{(\infty)}} - e) +
\]

\[ - \left( f^{(\infty) \setminus (1)}_\lambda \right)^T \exp(A_{M^{(\infty)} \setminus M^{(1)}}^T y_{M^{(\infty)}} - e)
\]

(1.38)

where \(f^{(\infty) \setminus (1)}_\lambda\) represents the probability mass function of the background measure on \(M^{(\infty)} \setminus M^{(1)}\). In case \(M^{(1)}\) is not observationally complete, the contribution of the third term of dual formulation 1.38

\[
\left( f^{(\infty) \setminus (1)}_\lambda \right)^T \exp(A_{M^{(\infty)} \setminus M^{(1)}}^T y_{M^{(\infty)}} - e)
\]

(1.39)

is greater than zero, because \(M^{(\infty)} \setminus M^{(1)}\) is non-empty. The intuitive understanding of the criteria to check for observational completeness, is to extend domain \(M^{(1)}\) to \(M^{(2)}\) such that Expression 1.39 reduces to zero. In that case, the dual solution \(y_{M^{(2)}}\) will equal the dual solution \(y_{M^{(\infty)}}\).

**Situation A**: Given that PI problem (1.35) is infeasible, its dual formulation (1.36) is unbounded. If the dual formulation (1.36) is unbounded, then the existence of a \(y^*\) can be shown such that

\[
(y^*)^T b > 0
\]

(1.40)

\[
A_{M^{(1)}}^T y^* \leq 0.
\]

(1.41)

The unboundedness of the dual formulation (1.36) is easily seen, since \(\alpha y^* \ (\alpha > 0)\) satisfies Inequalities 1.40 and 1.41 also. In order to make dual formulation (1.36) bounded, domain \(M^{(1)}\) has to be extended with a set \(M_d \subseteq M^{(\infty)} \setminus M^{(1)}\), such that the third term in dual formulation (1.38) becomes larger than zero. In order to determine \(M_d\) efficiently the following heuristic is proposed: find an observable hypercube, indexed \(l_d \in T_k(M \setminus M^{(1)})\), which maximizes \(e_l^T y^*\) for all \(l \in T_k(M \setminus M^{(1)})\), where \(e_l\) is the vector with entries 1 on positions which correspond to the observable hypercube indexed by \(l\). Briefly,
determine model inversions \( x_{y_{l_d}} \) based on potentially observable scenarios \( y_{l_d} \) sampled from \( l_d \), and generate a domain \( M_{x_{y_{l_d}}} \) for each \( x_{y_{l_d}} \). The domain \( M^{(1)} \) is extended with the union of \( M_{x_{y_{l_d}}} \). The stopping criteria for the heuristic would be if no \( y^* \) can be found which satisfies Inequalities 1.40 and 1.41.

The construction of a feasible PI problem will result most likely in a PI problem of the type as described under **Situation B**.

**Situation B**: As mentioned earlier, note that the objective function of dual formulation (1.38) contains the objective function of dual formulation (1.36), in case \( y_{M(\infty)} = y_{M(1)} \). Based on this observation it is concluded that if \( M^{(1)} \) is close to being observationally complete then the third term of dual formulation (1.38) should be close to zero. The rough idea for the heuristic is to extend \( M^{(1)} \) by \( M_d \subset M^{(\infty)} \) such that the contribution of the third term of dual formulation (1.38) reduces to zero. In order to determine the extension \( M_d \) efficiently the following heuristic is proposed: find observable hypercube, indexed by \( l_d \), which maximizes \( e_l^T y_{M(1)} \) for all \( l \in T_k(M(\infty)) \), where \( e_l \) is the vector with entries 1 on positions which correspond to hypercube indexed by \( l \). Briefly, determine model inversions \( x_{y_{l_d}} \) based on potentially observable scenarios \( y_{l_d} \) sampled from \( l_d \), and generate a domain \( M_{x_{y_{l_d}}} \) for each \( x_{y_{l_d}} \). The domain \( M^{(1)} \) is extended with the union of \( M_{x_{y_{l_d}}} \).

Note that the heuristic suggested is similar to the heuristic suggested for **Situation A**. A stopping criteria in this situation would be to stop if the value of \( \left( f_{i+1}^{(i+1)}(x) \right)^T \exp(A_{M(1)} f_{i+1}^{(i+1)}(x) - e) \) at the \( i + 1 \) iteration is close to zero.

In conclusion, the heuristic suggested will extend the domain \( M^{(1)} \) based on the dual solution \( y_{M(1)} \) and can be applied both in **Situation A** and **Situation B**.

Since the heuristic suggested can be applied both in **Situation A** and **Situation B**, the derivation of the iterative version of PREJUDICE will be illustrated for **Situation B** only. Hence, PI problem (1.35) is considered to be feasible although \( M^{(1)} \) is not observationally complete. The extension of \( M^{(1)} \) is modeled as an iterative process. The extension is illustrated using one sample but can be extended easily to sets of samples.

Suppose \( M^{(1)} \) is extended with sample \( x_d \in M_{x_{l_d}} \). PI problem (1.35) becomes:

\[
\begin{align*}
\min_{f_k^{(1)}, f_k} & \sum_{x \in M^{(1)}} f_k^{(1)}(x) \log_{\lambda} f_k^{(1)}(x) + f_k(x_d) \log_{\lambda} f_k(x_d) \\
\text{s.t.} & \quad A_{M(1)} f_k^{(1)} + A_{x_d} f_k(x_d) = b \\
& \quad f_k^{(1)}, f_k(x_d) \geq 0
\end{align*}
\]  

(1.42)
Depending on the ratio \( f_k(x_d) / f_k(x_s) \), the sign of the last term in the objective function of PI problem (1.42) will be positive or negative. Hence, it is unclear if the value of the objective function in the next iteration will increase or decrease. However, much more important is that repetitive application of the heuristic will lead to an observationally complete domain. Obtaining an observationally complete domain is much more important than the value of the objective function.

Furthermore, note that the solution of PI problem (1.35) can be used to construct a solution for PI problem (1.42); assign probability zero to \( x_d \) and leave \( f_k^{(1)} \) untouched\(^7\). This way of constructing a new measure in the next iteration should be satisfied by the implementation of the iterative version of PREJUDICE.

The implementation of the iterative version of PREJUDICE involves the following steps:

**Step 1** Determination of \( M^{(1)} \); see Section 1.2.2 and let \( i = 1 \).

**Step 2** Determination of distribution: Solve

\[
\max_{y_{M(i)}} y_{M(i)}^T b - \left(f_{\lambda}^{(i)}\right)^T \exp(A_{M(i)}^T y_{M(i)} - e). \tag{1.43}
\]

**Step 3** \( N \not\subseteq T(M^{(i)}) \): for the \( i \)-th iteration, the dual solution \( y_{M(i)} \) of the PI problem is used to determine observable hypercube, indexed by \( l_d \in \{1, \ldots, k\} \), which maximizes \( e_l^T y_{M(i)} \) for all \( l \in \{1, \ldots, k\} \). If \( e_l^T y_{M(i)} \) is less than a certain cutoff, then it is assumed that the \( i \)-th PI problem formulation resembles the observationally complete problem closely and the algorithm is stopped; if \( e_l^T y_{M(i)} \) is larger than the cutoff, potentially observable scenarios \( y_{l_d} \) are sampled randomly from \( l_d \) and model inversions \( x_{y_{l_d}} \) are determined, which in turn determine \( M_{x_{y_{l_d}}} \). Domain \( M^{(i)} \) is extended with the union of \( M_{x_{y_{l_d}}} \) to obtain \( M^{(i+1)} \). Next, \( M^{(i+1)} \) is propagated through \( T \) and the PI problem for the \( i + 1 \)-th iteration is obtained. Go to **Step 2**.

In case the iterative version of PREJUDICE ends at the \( i \)-th iteration, the probability mass function \( f_k^{(i)} \) is obtained by element-wise multiplication:

\[
f_k^{(i)} = f_{\lambda}^{(i)} \cdot \exp(A_{M(i)}^T y_{M(i)} - e) \tag{1.44}
\]

where \( y_{M(i)} \) maximizes PI problem (1.43).

\(^7\)Note that this solution is a solution of PI problem (1.42), however it is likely not to be the solution which minimizes relative information value.
1.4.1 Iterative PREJUDICE: Uniform background measure

Section 1.3.1 discussed the implications of selecting the uniform background distribution on the target variables. In case of the uniform background distribution, the number of optimization variables is equal to the number of hypercubes covered. This observation allowed the PI problem to be formulated in terms of hypercubes covered. The question put forward here is: does the heuristic of Section 1.4 to determine if $M(t)$ is observationally complete, hold for the formulation in terms of hypercubes as well? The answer to this question is negative.

Dealing with a PI problem formulation depending on hypercubes covered, domain $M$ will be termed hypercube-complete if $\phi_k(N) \subseteq \phi_k(T(M)) = T_k(M)$. In case $K$ quantile points are queried and uniform background distribution is considered, let the primal formulation of the hypercube-complete problem be given by

$$\min g_k \sum_{l \in T_k(M)} a(l) g_k(l) \log g_k(l)$$
\[\text{s.t.} \quad B_{M_k} g_k = b \]
\[g_k \geq 0.\]

(1.45)

For notational convenience the star superscript, as introduced in the formulation of PI problem (1.31), has been dropped, however it must be stressed that $g_k$ is still not a probability mass function in this section.

The dual formulation of the hypercube-complete problem is given by

$$\max y_{M_k}^T b - a^T \exp(D_{M_k}^T y_{M_k} - e)$$

where $a \in \mathbb{R}^{k(T_k(M))}$ with elements $a(l)$ for $l \in T_k(M)$ and $D_{M_k}$ is of the same dimension as $B_{M_k}$, but has entries 1 where $B_{M_k}$ has non-zero entries.

At the $i$-th iteration, let the dual formulation of a PI problem be given by

$$\max y_{M_k}^{(i)} y_{M_k}^T b - (a^{(i)})^T \exp(D_{M_k}^{(i)} y_{M_k}^{(i)} - e)$$

(1.46)

Application of the heuristic suggested will lead to the determination of an observable hypercube, indexed by $l_d$, which maximizes $e_l^T y_{M_k}^{(i)}$ for all $l \in \{1, \ldots, k\}$. Potential observable scenarios $y_{l_d}$ are sampled for which model inversions $x_{l_d}$ will be determined. It is not unreasonable to assume that propagation of $M_{\text{ext}} := \bigcup_{x_{l_d}} M_{x_{l_d}}$ will be such that some propagated samples are contained in $l_{o,d}$ and some are included in hypercubes already contained in $T_k(M^{(i)})$: instead of extending $a^{(i)}$ and $B_{M_k^{(i)}}$, its entries are likely to change as well. The changing of entries of $a^{(i)}$ and $B_{M_k^{(i)}}$ in the $i+1$-th iteration has implications.
A requirement the iterative version of PREJUDICE had to satisfy is that the solution of the $i$-th iteration could be used to construct a solution for the $(i+1)$-th iteration, simply by setting the new optimization variables equal to 0. Looking at the constraints for the primal formulation of PI problem (1.46) at the $(i+1)$-th iteration, the following equation should hold element-wise

$$B_{M_{k}^{(i+1)}} \left( \begin{array}{c} g_{k}^{(i)} \\ 0 \end{array} \right) = b$$

(1.47)

where $0 \in \mathbb{R}^{n^*}$ with $n^* = \#(T_k(M^{(i+1)})) - \#(T_k(M^{(i)}))$, i.e. the extra number of hypercubes covered by $T_k(M^{(i+1)})$ compared to $T_k(M^{(i)})$. Equation 1.47 cannot hold in general since the entries of $B_{M_{k}^{(i+1)}}$ are likely to be different than of $B_{M_{k}^{(i)}}$.

PI problem (1.45) can be looked at as a weighted entropy maximization problem. Roughly, the proposed solution to the problem described above is to focus first on the un-weighted version of the PI problem (1.45) and secondly weight the solution to obtain the measure on the domain.

The primal formulation of the un-weighted version of PI problem (1.45) at the $i$-th iteration is

$$\min_{g_k^{(i)}} \sum_{l \in T_k(M^{(i)})} g_k^{(i)}(l) \log g_k^{(i)}(l)$$

$$\text{s.t.}$$

$$D_{M_k^{(i)}} g_k^{(i)} = b$$

$$g_k^{(i)} \geq 0.$$  

(1.48)

Next probability mass function $\tilde{f}_k^{(i)}(x)$ on $M^{(i)}$ can be determined via

$$\tilde{f}_k^{(i)}(x) := \frac{g_k^{(i)}(l)}{a_k^{(i)}(l)} 1_{\{x \mid T_k(x) \in l\}}(x)$$

(1.49)

PI problem formulation (1.48) in combination with Expression 1.49 bears strong resemblance with the Hora/Young method\(^8\) as described in [27].

The dual formulation of PI problem (1.48) for the $i$-th iteration is:

$$\max_{z_{M_k^{(i)}}} z_{M_k^{(i)}}^T b - e^T \exp(D_{M_k^{(i)}} z_{M_k^{(i)}} - e)$$

(1.50)

\(^8\)Briefly, the main difference concerns the criteria to assign probability to the samples in case the assignment is not unique. The Hora/Young method chooses to minimize the average probability. The probability of an observable hypercube $l$ is just $\frac{a_k^{(i)}(l)}{V_l}$, where $V_l$ is the volume of observable hypercube $l$. Hence, in determining the minimal average probability the objective function of PI problem (1.48) is replaced by

$$\min_{g_k^{(i)}} \sum_{l \in T_k(M)} g_k^{(i)}(l) \frac{a_k^{(i)}(l)}{V_l}.$$
where $z_{M^{(i)}} \in \mathbb{R}^{n(K+1)}$ is the dual variable. Note, if $a^{(i)} = e$ at the $i$-th iteration, PI problem (1.45) and PI problem (1.48) are the same; PI problem (1.48) can be viewed as a special case of PI problem (1.45). Furthermore, at each iteration PI problem (1.48) can be extracted from PI problem (1.45). The iterative version of PREJUDICE in case of the uniform background distribution will make use of the relationship between the two PI problem formulations.

Like the dual formulation for the observationally complete problem (1.38), the dual formulation for the hypercube-complete problem of PI problem (1.48) can be written as

$$\max_{z_{M^{(\infty)}}} \left( z_{M^{(\infty)}} \right)^T b - e^T \exp(D_{M^{(i)}} T_{M^{(i)}} z_{M^{(\infty)}} - e) +$$

$$- e^T \exp(D_{M^{(\infty)} \setminus M^{(i)}} T_{M^{(i)}} z_{M^{(\infty)}} - e).$$

Application of the heuristic suggested results in the identification of hypercube $l_d$. From hypercube $l_d$, potentially observable scenarios $y_{l_d}$ are sampled randomly. Based on $y_{l_d}$, the model inversions $x_{y_{l_d}}$ are determined, which are used to determine $M_{x_{y_{l_d}}}$. Again, it is reasonable to assume that propagation of $x_{y_{l_d}} M_{x_{y_{l_d}}}$ will lead to propagated samples in observable hypercube $l_d$ and hypercubes $T_k(M^{(i)})$. Since, the vector $a^{(i)}$ is not contained in dual formulation (1.51), the value of the objective function will increase only if hypercube $l_d \in T_k(M^{(\infty)} \setminus M^{(i)})$ is covered.

These insights lead to a special iterative version of PREJUDICE in case of uniform background distribution.

**Step 1** Determination of $M^{(1)}$; see Section 1.2.2. For $i = 1$, derive the dual formulation (1.46).

**Step 2** Determination of distribution: extract dual formulation (1.50) from dual formulation (1.46). Solve dual formulation (1.50) to obtain $z_{M^{(i)}}$.

**Step 3** $\phi_K(N) \subseteq T_k(M^{(i)})$: in case of the $i$-th iteration, take dual solution $z_{M^{(\infty)}}$ and determine an observable hypercube, indexed by $l_d$ which maximizes $e_d^T z_{M^{(\infty)}}$ for all observable hypercubes, indexed by $l$. If $e_d^T z_{M^{(\infty)}}$ is less than a certain cutoff, then it is assumed that the $i$-th iteration of PI problem formulation resembles the hypercube-complete problem closely, go to **Step 4**; if $l_d$ can be identified, potentially observable scenarios $f_{y_{l_d}}$ are sampled randomly from $l_d$ and model inversions $x_{y_{l_d}}$ are obtained, which determine $M_{x_{y_{l_d}}}$. Domain $M^{(i)}$ is extended with $x_{y_{l_d}} M_{x_{y_{l_d}}}$ to obtain $M^{(i+1)}$. Next, $M^{(i+1)}$ is propagated through $T$ and the dual formulation (1.46) for the $i + 1$-th iteration is obtained. Go to **Step 2**.
Step 4: Solve dual formulation (1.46) to obtain $z_{M^{(i)}}$ from which probability mass function $f^{(i)}_k$ on $M^{(i)}$ can be determined, via Expression 1.49.

Domain $M^{(i)}$ of Step 4 will be close to hypercube-complete, however the aim of probabilistic inversion is to determine a domain such that $M^{(i)}$ is observationally complete. Given the uniform background distribution, it is has not been investigated at this stage how to extend a hypercube complete domain to an observationally complete domain.

1.4.2 Results

In this section results of the iterative version of PREJUDICE are given for the dispersion coefficient example, the systemic retention of Sr in the human body. No computation times are given as the software is research software, which at this stage is not optimized.

Dispersion coefficient example (stability class C)

The settings of the iterative version of PREJUDICE for the dispersion coefficient example were $\epsilon = 0.5$, the number of samples taken from the $\epsilon$-neighborhood of the model inversions was 18, the number of scenarios to determine $M^{(1)}$ was 50, the number of scenarios sampled randomly from an observable hypercube equaled 10. Finally, it was stipulated that an observable hypercube could not be visited more than once.

In order to investigate the sensitivity of the choice of the cutoff value, the iterative version of PREJUDICE has been applied to the dispersion coefficient example when no cutoff was specified; the iterative version will stop when all observable hypercubes have been visited, which was obtained after 348 iterations at a relative information value of 4.78. At each iteration the cutoff value was determined, see Figure 1.17 (left).

Starting from the left and following the graph, the first circle indicates at how many iterations the iterative version would have stopped if the cutoff value would have been set to -1, the next circle gives information on how many iterations if the cutoff value would have been set to -2, etc. The same holds for the relative information graph of Figure 1.17 (right).

The behavior of relative information tends to increase with iterations, see Figure 1.17 (right). This is explained as follows: the iterative version of PREJUDICE searches for a domain $M$ which is close to observationally complete. At the beginning (small number of iterations) it is likely that $M$ is not observationally complete (or even such that the corresponding PI problem is infeasible). The dual solution is used to identify area’s in the observable space which are not covered, but which need to be covered for $M$ to be observationally complete. Thus $M^{(i)}$ at the $i$-th iteration may be ‘bigger’ than $M^{(i-1)}$, i.e. $M^{(i)}$ may include $M^{(i-1)}$. Since $M^{(i)}$
Figure 1.17: *Dispersion coefficient example (stability class C): cutoff value vs. number of iterations (left) and relative information value vs. number of iterations (right), with o representing different cutoff levels.*

is determined by the values of $A_y$ and $B_y$; it is interesting to look at the minimum and maximum values of $A_y$ and $B_y$ over iterations, see Figure 1.18.

Figure 1.18: *Dispersion coefficient example (stability class C): The maximum (−) and minimum (−) values of $A_y$ and $B_y$ versus number of iterations.*

It is clear from Figure 1.18 that the domain $M^{(1)}$ 'grows' with the number of iterations, because the difference between the minimum and maximum values for both $A_y$ and $B_y$ grows with the number of iterations. The original domain $M^{(1)}$ and the final domain $M^{(348)}$ are displayed in Figure 1.19, clearly $M^{(348)}$ contains $M^{(1)}$.

It appears that the growing difference between the minimum and maximum values of $A_y$ and $B_y$ with iterations is the reason why the relative information value increases with the number of iterations. Intuitively, the domain $M^{(348)}$ contains domain $M^{(1)}$, which results in a higher relative in-
Figure 1.19: Dispersion coefficient example (stability class C): graphical comparison between original domain $M^{(1)}$ (left) and final domain $M^{(348)}$ (right) for cutoff=-9.

information value for the distribution on $M^{(348)}$ compared to $M^{(1)}$ since the distribution on $M^{(348)}$ is more 'dispersed' than the distribution on $M^{(1)}$.

Besides the growing difference between minimum and maximum values of $A_y$ and $B_y$ with the number of iterations, one may wonder to what extent the sample size influences the relative information value; at each iteration a number of samples is added to the problem. Four situations were distinguished; for each model inversion 1, 4, 9 and 18 samples were drawn using the $\epsilon$-neighborhood sampling scheme. Note that the situation involving 18 samples is equal to the situation considered previously. The relative information values for the four situations are listed in Table 1.4.2.

<table>
<thead>
<tr>
<th>Number of samples in $\epsilon$-neighborhood</th>
<th>Total number of samples</th>
<th>Relative information value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3520</td>
<td>4.77</td>
</tr>
<tr>
<td>4</td>
<td>14080</td>
<td>4.80</td>
</tr>
<tr>
<td>9</td>
<td>31680</td>
<td>4.77</td>
</tr>
<tr>
<td>18</td>
<td>63360</td>
<td>4.78</td>
</tr>
</tbody>
</table>

Table 1.5: Dispersion coefficient example (stability class C): relative information value for different number of samples taken from $\epsilon$-neighborhood.

From Table 1.4.2 it is observed that sample size has very little influence on the relative information value.

At this moment no stopping criteria has been formulated; the user specifies a cutoff value based on the size of the PI problem. A large negative cutoff value will take longer than a small negative cutoff value. Research is conducted if a stopping criteria can be formulated which is based on the difference between the relative information value at cutoff $c$ ($c < 0$) and $c - 1$. Based on Figure 1.17, a cutoff of -9 was chosen for the iterative version of
PREJUDICE for the dispersion coefficient example.

Next, the iterative version of PREJUDICE was applied 5 times to the dispersion coefficient example using a cutoff of -9. The setup for these 5 runs was similar to the setup of the 5 runs presented Section 1.4. For each run, \( M^{(1)} \) was determined based on model inversion resulting from a random selection of 50 potentially observable scenarios. Hence, it is unlikely that \( M^{(1)} \) for the 5 runs is the same. Table 1.6 lists the quantile information of \( A_y \) and \( B_y \) together with information on \( \rho_{A_y,B_y} \), the number of iterations/samples and relative information values.

<table>
<thead>
<tr>
<th>( A_y )</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
<th>Run 4</th>
<th>Run 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>2.41e-3</td>
<td>3.02e-3</td>
<td>2.52e-3</td>
<td>2.60e-3</td>
<td>2.68e-3</td>
</tr>
<tr>
<td>50%</td>
<td>2.07e-1</td>
<td>2.01e-1</td>
<td>2.13e-1</td>
<td>2.09e-1</td>
<td>2.04e-1</td>
</tr>
<tr>
<td>95%</td>
<td>3.54</td>
<td>3.13</td>
<td>3.00</td>
<td>3.17</td>
<td>3.44</td>
</tr>
<tr>
<td>( B_y )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5%</td>
<td>6.15e-1</td>
<td>6.18e-1</td>
<td>6.28e-1</td>
<td>6.23e-1</td>
<td>6.07e-1</td>
</tr>
<tr>
<td>50%</td>
<td>9.51e-1</td>
<td>9.44e-1</td>
<td>9.43e-1</td>
<td>9.44e-1</td>
<td>9.36e-1</td>
</tr>
<tr>
<td>95%</td>
<td>1.40</td>
<td>1.39</td>
<td>1.41</td>
<td>1.43</td>
<td>1.42</td>
</tr>
<tr>
<td>( \rho_{A_y,B_y} )</td>
<td>-9.07e-1</td>
<td>-8.97e-1</td>
<td>-9.15e-1</td>
<td>-9.10e-1</td>
<td>-9.19e-1</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>323</td>
<td>301</td>
<td>303</td>
<td>339</td>
<td>329</td>
</tr>
<tr>
<td>Number of samples</td>
<td>57672</td>
<td>54180</td>
<td>54378</td>
<td>60894</td>
<td>58770</td>
</tr>
<tr>
<td>Relative Information</td>
<td>4.72</td>
<td>4.69</td>
<td>4.77</td>
<td>4.69</td>
<td>4.71</td>
</tr>
</tbody>
</table>

Table 1.6: Dispersion coefficient example (stability class C): iterative PREJUDICE for 5 runs with a cutoff=-9.

Due to the choice of cutoff and the stipulation of no more than ‘one visit’ to a hypercube, there is some variation in the relative information values and quantile points of the target variables in Table 1.6, but far less variation than the relative information values and quantile points as presented in Table 1.4. Figure 1.20 shows the relative information value as a function of number of iterations (left) and a close-up of the ‘tail’ of this relationship (right).

Based on the results of Table 1.6 and Figure 1.20 it is observed that the iterative version of PREJUDICE tends to ‘converge’ to a similar result. This observation is supported when the dispersion coefficient example of Section 1.3.2 is extended to look if it ‘converges’ to a similar distribution as presented in Table 1.6. Table 1.7 presents information of the distribution if the Original problem is extended to Extension, from which is concluded that the results under Extension are similar to the results presented in Table 1.6.

Figure 1.21 shows the distribution functions of the target variables for Original and Extension graphically. Note the difference at the lower and upper quantile points for both target variables.
Figure 1.20: Dispersion coefficient example (stability class C): graphical comparison of relative information values among 5 independent runs for cutoff=-9. Remark: Figure on the right is a close-up of the ‘tail’ of the Figure on the left.

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>Extension</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_y$</td>
<td>5%</td>
<td>9.85e-3</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>1.65e-1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>2.35</td>
</tr>
<tr>
<td>$B_y$</td>
<td>5%</td>
<td>6.86e-1</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>9.73e-1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>1.33</td>
</tr>
<tr>
<td>$\rho_{A_y,B_y}$</td>
<td>-8.03e-1</td>
<td>-9.08e-1</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>N/A</td>
<td>346</td>
</tr>
<tr>
<td>Number of samples</td>
<td>900</td>
<td>62280</td>
</tr>
<tr>
<td>Relative Information</td>
<td>3.31</td>
<td>4.61</td>
</tr>
</tbody>
</table>

Table 1.7: Dispersion coefficient example (stability class C): comparison Original and Extension for cutoff=-9.
Systemic retention of Sr in the human body

Figure 1.22 shows the acyclic compartmental model which is used to determine the retention of Sr in various parts of the human body.

---

The aim is to determine a distribution on the transfer coefficients \( k_{ij} \). The transfer coefficients are considered to be non-measurable and hence probabilistic inversion was used to determine the distribution on the transfer coefficients. For a more detailed description of the Systemic retention of Sr in the human body see Appendix B.4. This PI problem was considered to be complex, because the number of target variables and information on the elicitation variables was large. In order to keep the PI problem of systemic retention of Sr in the human body computational tractable the background measure on the target variables \( k_{ij} \) was set to uniform.
Given the uniform background measure, determining the minimum relative information distribution is equivalent to determining the maximum entropy distribution, see Section 1.3.1. Therefore, in this section the value of the objective function is expressed in terms of entropy.

The following situations were considered:

**Original**: The information is based on the PI problem for Sr as described in Appendix B Section B.4 and is the same as presented in the column headed by `lsqcurvefit` of Table B.9. Entropy value 5.03.

**Run A**: The PI problem for Sr is solved using the iterative version of PREJUDICE. The number of potentially observable scenarios in Step 1 equaled 1000. In order to keep the problem computationally tractable, it was stipulated that an observable hypercube cannot be visited more than once and the cutoff was set to -2. Under these settings, the number of iterations equaled 179. The total number of samples equaled 1.395e+5. Entropy value 5.49.

**Run B**: Similar to **Run A**, however the number of iterations equaled 285. The reason why **Run B** takes more iterations than **Run A** is that the set of potentially observable scenarios at the first iteration is not the same for both runs. The total number of samples equaled 1.925e+5 samples. Entropy value 5.47.

**Extension**: Extension of the PI problem as described under **Original**. The results listed under **Extension** are based on applying the iterative solution scheme to the PI problem as described under **Original**. Like for **Run A** and **Run B** it was stipulated that a particular hypercubes could not be visited more than once and the cutoff was set to -2; 488 iterations were needed. The total number of samples equaled 4.40e+5 samples. Entropy value 5.42.

Figure 1.23 presents the relationship between entropy and the number of hypercubes covered. Based on the horizontal lines the different entropy values can be compared graphically easily.

Based on the information contained in Figure 1.23 it is observed that the entropy values of **Run A**, **Run B** and **Extension** are close to each other, however the number of hypercubes covered by **Extension** is far more than the number of hypercubes covered by **Run A** and **Run B**. It seems that **Run A** and **Run B** are most efficient; starting with a small number of potentially observable scenarios and extending it, will result in comparable entropy values and with fewer hypercubes covered.

Table 1.8 presents quantile information on the target variables for the situations considered, which is graphically presented in Figure 1.24. Tables 1.9 through 1.11 give the Spearman's rank correlations matrices.

Comparing the quantile information of marginal distributions headed by **Original** and **Extension** in Table 1.8, it is observed that the 95%-tiles of
Figure 1.23: Systemic retention of Sr: graphical display of entropy versus the number of hypercubes covered. Original (—), Run A (−−), Run B (−) and Extension (−·−).

<table>
<thead>
<tr>
<th></th>
<th>Quantile</th>
<th>Original</th>
<th>Run A</th>
<th>Run B</th>
<th>Extension</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{13}$</td>
<td>5%</td>
<td>1.57e-1</td>
<td>1.76e-1</td>
<td>1.59e-1</td>
<td>1.96e-1</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>4.23e-1</td>
<td>6.80e-1</td>
<td>6.77e-1</td>
<td>5.12e-1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>1.21</td>
<td>2.25</td>
<td>2.58</td>
<td>4.58</td>
</tr>
<tr>
<td>$k_{14}$</td>
<td>5%</td>
<td>1.21e-3</td>
<td>3.60e-3</td>
<td>3.70e-3</td>
<td>1.70e-3</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>1.19e-2</td>
<td>1.29e-2</td>
<td>1.67e-2</td>
<td>1.72e-2</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>3.32e-1</td>
<td>1.52e-1</td>
<td>1.19e-1</td>
<td>2.81e-1</td>
</tr>
<tr>
<td>$k_{15}$</td>
<td>5%</td>
<td>2.44e-1</td>
<td>3.07e-1</td>
<td>2.40e-1</td>
<td>2.22e-1</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>5.59e-1</td>
<td>7.35e-1</td>
<td>7.17e-1</td>
<td>6.13e-1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>9.07e-1</td>
<td>2.16</td>
<td>1.76</td>
<td>2.49</td>
</tr>
<tr>
<td>$k_{25}$</td>
<td>5%</td>
<td>5.83e-5</td>
<td>3.40e-4</td>
<td>3.30e-5</td>
<td>7.45e-5</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>2.49e-3</td>
<td>4.89e-3</td>
<td>6.50e-3</td>
<td>5.79e-3</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>1.17e-1</td>
<td>7.66e+1</td>
<td>6.60e+1</td>
<td>6.21e+1</td>
</tr>
<tr>
<td>$k_{35}$</td>
<td>5%</td>
<td>4.28e-6</td>
<td>1.06e-5</td>
<td>6.64e-6</td>
<td>4.17e-6</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>3.08e-5</td>
<td>3.14e-5</td>
<td>3.12e-5</td>
<td>3.38e-5</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>9.13e-5</td>
<td>8.08e-5</td>
<td>9.00e-5</td>
<td>9.90e-5</td>
</tr>
<tr>
<td>$k_{45}$</td>
<td>5%</td>
<td>1.02e-5</td>
<td>4.43e-12</td>
<td>1.26e-9</td>
<td>5.13e-6</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>4.47e-5</td>
<td>4.57e-5</td>
<td>4.46e-5</td>
<td>4.47e-5</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>9.68e-5</td>
<td>9.74e-5</td>
<td>1.05e-1</td>
<td>1.00e-1</td>
</tr>
</tbody>
</table>

Table 1.8: Systemic retention of Sr: quantile information on target variables for Original, Run A, Run B and Extension (1/d.).

marginal distributions of $k_{13}$, $k_{15}$ and $k_{25}$ have changed. The 5% and 50%-iles of these marginal distributions hardly changed. The difference among Original and Extension for the marginal distributions $k_{14}$, $k_{35}$ and $k_{45}$ is minor.

Comparing the quantile information of marginal distributions headed by Run A, Run B and Extension in Table 1.8, it is concluded that the
Figure 1.24: Systemic retention of Sr: graphical display of distribution of $k_{13}$ (top-left), $k_{14}$ (top-right), $k_{15}$ (middle-left), $k_{25}$ (middle-right), $k_{35}$ (below-left) and $k_{45}$ (below-right). Original (-), Run A (·-·), Run B ( ) and Extension (· · ·).

marginal distributions obtained from Run A and Run B are similar, even though $M^{(1)}$ for Run A is likely to be different from $M^{(1)}$ for Run B. In comparing the marginal distributions of Run A and Run B to Extension it
Table 1.9: Systemic retention of Sr: Spearman’s rank correlation matrix among target variables from Run A.

\[
  \begin{pmatrix}
    k_{13} & 1 & -5.21e-1 & 5.00e-1 & 4.23e-1 & -1.30e-1 & -4.08e-1 & -2.94e-1 \\
    k_{14} & -5.21e-1 & 1 & -2.61e-1 & -1.12e-1 & 9.29e-2 & 3.41e-1 & 2.79e-1 \\
    k_{15} & 5.00e-1 & -2.61e-1 & 1 & 3.76e-2 & -8.30e-2 & -1.62e-1 & -3.86e-2 \\
    k_{25} & 4.23e-1 & -1.12e-1 & 3.76e-2 & 1 & 5.00e-3 & -2.43e-1 & -2.09e-1 \\
    k_{35} & -1.30e-1 & 9.29e-2 & -8.30e-2 & 5.00e-3 & 1 & 4.58e-1 & 7.18e-2 \\
    k_{45} & -4.08e-1 & 3.41e-1 & -1.62e-1 & -2.43e-1 & 4.58e-1 & 1 & 1.65e-1 \\
    tc & -2.94e-1 & 2.79e-1 & -3.86e-2 & -2.09e-1 & 7.18e-2 & 1.65e-1 & 1
  \end{pmatrix}
\]

Table 1.10: Systemic retention of Sr: Spearman’s rank correlation matrix among target variables from Run B.

\[
  \begin{pmatrix}
    k_{13} & 1 & -5.12e-1 & 4.75e-1 & 4.11e-1 & -8.50e-2 & -3.35e-1 & -3.04e-1 \\
    k_{14} & -5.42e-1 & 1 & -3.51e-1 & -2.07e-1 & 2.03e-2 & 3.60e-1 & 9.01e-2 \\
    k_{15} & 4.75e-1 & -3.51e-1 & 1 & -3.33e-2 & -1.87e-1 & -2.93e-1 & -1.00e-1 \\
    k_{35} & -8.50e-2 & 2.03e-2 & -1.87e-1 & 1.71e-2 & 1 & 4.79e-1 & -1.01e-1 \\
    k_{45} & -3.35e-1 & 3.60e-1 & -2.93e-1 & -9.39e-2 & 4.79e-1 & 1 & 1.20e-1 \\
    tc & -3.04e-1 & 9.01e-2 & -1.00e-1 & -4.29e-2 & -1.01e-1 & 1.20e-1 & 1
  \end{pmatrix}
\]

is concluded that the marginal distributions of Extension are quite similar to the marginal distributions obtained from Run A and Run B.

Except for a few instances the rank correlations between the marginal distribution of Run A and Run B are similar. Between the rank correlations of Run A, Run B and Extension the main difference are the rank correlations among the transfer coefficients \((k_{13}, k_{14})\) and \((k_{14}, k_{15})\); the sign of these rank correlations is different for Extension then for Run A and Run B. The remaining rank correlations are quite similar.

A number of rank correlations have changed when comparing the rank correlation matrices of Original (Table B.10) and Extension (Table 1.11); the rank correlations between \((k_{13}, k_{15}), (k_{13}, tc), (k_{14}, tc), (k_{15}, k_{25}), (k_{15}, tc), (k_{15}, k_{45}), (k_{25}, tc)\) and \((k_{14}, tc)\) are considered to have changed significant.
\[ k_{13} = \begin{pmatrix} 1 & 3.21e-1 & 5.92e-1 & 5.78e-1 & -9.09e-2 & -2.81e-1 & -3.77e-1 \\ 3.21e-1 & 1 & 2.32e-1 & -1.63e-1 & -6.82e-2 & 3.16e-1 & 1.10e-1 \\ 5.92e-1 & 2.32e-1 & 1 & 3.39e-1 & -2.80e-1 & -3.33e-1 & -3.02e-1 \\ 5.78e-1 & -1.63e-1 & 3.39e-1 & 1 & -1.75e-1 & -4.69e-1 & -2.71e-1 \\ -9.09e-2 & -6.82e-2 & -2.80e-1 & -1.75e-1 & 1 & 3.80e-1 & -1.85e-1 \\ -2.81e-1 & 3.16e-1 & -3.33e-1 & -4.69e-1 & 3.80e-1 & 1 & 1.96e-1 \\ -3.77e-1 & 1.10e-1 & -3.02e-1 & -2.71e-1 & -1.85e-1 & 1.96e-1 & 1 \end{pmatrix} \]

Table 1.11: Systemic retention of Sr: Spearman’s rank correlation matrix among target variables from Extension.

1.5 CP solvers

In this section different optimization solvers are used to solve either the primal or dual formulations of a PI problem. As stated before, both the primal and dual formulation are convex optimization problems. A wide range of optimization solvers are available which are capable of dealing with convex optimization problems.

Just by looking at any primal formulation of a PI problem, it is obvious that the solution is near the origin, because the optimization variables have to be greater than 0 and have to sum up to 1. Searching for the optimal solution along the feasible region will lead to numerical problems, since the gradient of the relative information function is not defined whenever \( f_k \) equals 0. One might argue that this problem could be solved by specifying a lower bound for \( f_k \), but by specifying a lower bound on \( f_k \) the primal formulation of the PI problem might become infeasible, although the problem may be feasible. Searching for the optimal solution from within the feasible region will avoid such problems. Therefore it is recommended to use interior point methods whenever solving the primal formulation of a PI problem. For a detailed description on interior point methods, see [45].

In case of the dual formulation of the PI problem, the number of optimization variables is far less than the optimization variables in the primal formulation. Even though the number of optimization variables for the dual formulation is not large, the number of columns contained in the constraint matrix may be large. Hence, solving the dual formulation may be a time consuming task after all. Unlike for the optimization variables of the primal formulation, it is impossible to put restrictions on the range of the optimization variables of the dual formulation. Interior point methods may be used to solve the dual formulation, but non-interior point methods can be used as well.
The interior point methods used for solving the primal formulations are:

**MOSEK**: Commercial software package for large scale convex programming problems using interior point methods developed by Dr E.D. Andersen. (for more information [www.mosek.com](http://www.mosek.com)).

**AFSNCP**: Non-commercial interior point solver based on a polynomial primal-dual affine scaling algorithm for non-complementarity problems developed by Dr B. Jansen and described in detail in [32].

**NUOPT**: Extension for the commercial S-Plus statistical and data analysis software, which includes a primal-dual interior point method based on line search for general CP problems, for details see [48].

The non-interior point method used for solving the dual formulations is:

**Minos5**: Activate set based algorithm for general NLP problems in GAMS and suitable for dealing with unconstrained NLP problems.

No computation times are given as some of the interior point methods are qualified research software and for others some external processing had to be done to derive the information as listed in Table 1.12. At this point, the optimization solvers MOSEK and Minos5 can be applied to PI problem with a large number of optimization variables, whereas S-Plus and AFSNCP are capable of dealing with a small number of optimization variables; S-plus and AFSNCP remain computationally tractable for problems involving around 1000 and 3000 optimization variables respectively.

The optimization routines will be applied to the dispersion coefficient example \((A_y \log\text{-uniform})\), Lung morbidity and Systemic retention of Sr in the human body. Lung morbidity and Systemic retention of Sr in the human body are described in more detail in Appendix B.

For the dispersion coefficient example, the PI problem as introduced in Section 1.3.2 was used. The number of optimization variables equaled 900.

Before presenting the results of the different optimization routines, it must be stressed that the optimization solver are applied to the same PI problem, i.e. the samples taken from domain \(M\), which make up the PI problem, are the same.

The results listed in Table 1.12 indicate that the AFSNCP, S-Plus and Minos5 routine are very similar and that the MOSEK results are somewhat out of line with them. Looking at the relative information values for the Lung morbidity and Systemic retention of Sr in Table 1.13 then MOSEK and Minos5 perform better than AFSNCP and S-Plus. Furthermore, AFSNCP and S-plus are suitable for small problems only, i.e. the constraint matrix consists of a relatively small number of columns. For larger problems, like the Systemic retention of Sr, these interior point methods are far more time consuming than MOSEK and Minos5.

In conclusion, for small problems like the dispersion coefficient example the difference between the optimization routines is considered to be minor.
<table>
<thead>
<tr>
<th>Quantile</th>
<th>Optimization Routines</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MOSEK</td>
</tr>
<tr>
<td>$A_y$</td>
<td></td>
</tr>
<tr>
<td>5%</td>
<td>9.85e-3</td>
</tr>
<tr>
<td>50%</td>
<td>1.65e-1</td>
</tr>
<tr>
<td>95%</td>
<td>2.35</td>
</tr>
<tr>
<td>$B_y$</td>
<td></td>
</tr>
<tr>
<td>5%</td>
<td>6.86e-1</td>
</tr>
<tr>
<td>50%</td>
<td>9.73e-1</td>
</tr>
<tr>
<td>95%</td>
<td>1.33</td>
</tr>
<tr>
<td>$\rho_{A_y, B_y}$</td>
<td>-8.03e-1</td>
</tr>
<tr>
<td>Relative Information</td>
<td>3.31</td>
</tr>
</tbody>
</table>

Table 1.12: Dispersion coefficient example (stability class C): comparison of quantile information on marginal distributions of $A_y$ and $B_y$ for different optimization solvers.

<table>
<thead>
<tr>
<th></th>
<th>Number of opt. variables</th>
<th>Relative information</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MOSEK</td>
<td>AFSNCP</td>
</tr>
<tr>
<td>Lung morbidity</td>
<td>964</td>
<td>3.98</td>
</tr>
<tr>
<td>System Retention of Sr</td>
<td>15725</td>
<td>5.66</td>
</tr>
</tbody>
</table>

Table 1.13: Relative information values for Lung morbidity and Systemic retention of Sr for different NLP solvers.

For PI problems involving more optimization variables, like Lung morbidity, the difference in relative information value between MOSEK and Minos5 on the one hand and AFSNCP and S-plus on the other hand, tends to become apparent. For large PI problems, like the Systemic retention of Sr in the human body, the relative information values of MOSEK and Minos5 are still very close.

### 1.6 Efficient version of PREJUDICE

The main problem in solving the primal formulation of a PI problem concerns the number of optimization variables being equal to number of samples taken from the domain. As stated previously, the number of optimization variables in the dual formulation equals the number of interquantile intervals $(K + 1)$ multiplied by the number of elicitation variables $n$. In general the number of optimization variables for the dual formulation is far less than the number of optimization variables for the primal formulation, however, the number of columns contained in the constraint matrix will be equal to the number of samples taken from $M$. Hence, solving the dual formulation may be a time consuming task after all.

Section 1.3.1 discussed the implications of the uniform background measure and it turned out that the number of optimization variables was equal to the number of observable hypercubes covered rather than the total num-
number of samples drawn. In this section a PI problem formulation is given which depend on the number of observable hypercubes covered for any background measure on the target variables. Corollary 1.1.10 is used to deal with PI problems involving a large number of samples.

Recall from Section 1.1.2 that \( \nu_k \) and \( \gamma_k \) denote the push-forward measures of \( \nu \) and \( \gamma \) onto \( \{1, \ldots, k\} \), respectively, with \( k = (K + 1)^n \). Based on Corollary 1.1.10, the strategy to solve a PI problem is to determine measure \( \nu_k \) which minimizes \( I(\nu_k | \gamma_k) \) and determine \( \tilde{\mu}_k \) based on \( \nu_k \).

The PI problem formulation based on \( \nu_k \) and \( \gamma_k \) is

\[
\begin{aligned}
\min_{g_k} & \quad \sum_l g_k(l) \log \frac{g_k(l)}{g_{\gamma, k}(l)} \\
\text{s.t.} & \quad \sum_{x \in M} \sum_l g_k(l) 1_{A_l}(x) = \nu(I_{j, l_j}) \quad j = 1, \ldots, n \\
& \quad g_k \geq 0.
\end{aligned}
\tag{1.52}
\]

where \( A_l = \{ T_{(j)}(x) \in B_{l_j}, B_{l_j} \cap I_{j, l_j} \neq \emptyset \} \), \( g_{\gamma, k}(l) := \sum_{x \in M} f_{\lambda}(x) 1_{\{T_{(k)}(x) = l\}}(x) \) and \( I_{j, l_j} \) the \( l_j \)-th interquantile interval of elicitation variable \( Y_j \), with \( j = 1, \ldots, n \) and \( l_j = 1, \ldots, K + 1 \).

Let probability mass function \( \tilde{f}_k \) on sample \( x \in M \) be defined as

\[
\tilde{f}_k(x) := f_{\lambda}(x) \sum_{l=1}^{(K+1)^n} \frac{g_k(l)}{g_{\gamma, k}(l)} 1_{\{T_{(k)}(x) = l\}}(x)
\tag{1.53}
\]

Corollary 1.1.10 states in case of minimum relative information measure \( \tilde{\mu}_k \), the relative information value \( I(\tilde{\mu}_k | \lambda) \) in the target variable space equals the relative information value \( I(\nu_k | \gamma_k) \) in the observable space. Briefly, the efficient version of PREJUDICE determines a distribution on the hypercubes covered which has minimum relative informative with respect to the push-forward of the background measure in the target variable space. This push-forward background measure is the main difference with PI problem formulation 1.48; for PI problem formulation 1.48 the background distribution (i.e. the uniform background distribution) is specified in the observable space rather than the target variable space.

The difference between PREJUDICE and the efficient version of PREJUDICE is illustrated using the dispersion coefficient example from Section 1.4.2 referred to as Extension. Both PI problem formulations are based on the same set of samples taken from domain \( M \) and the background distribution for \( A \) is log-uniform and for \( B \) uniform. Table 1.14 lists information of the distribution on the target variables.

As expected the results are the same, except for the number of optimization variables which is reduced dramatically from 62280 to 78. Since the number of optimization variables has dropped, the optimization routines as introduced in Section 1.5 (which were qualified as suitable for small problems only) can be used to determine the distribution as well. There is some variation in the results, but it is considered to be little.
Table 1.14: Dispersion coefficient example (stability class C): comparison of quantile information on marginal distributions of \( A_y \) and \( B_y \) between PREJUDICE (Extension) and the efficient version of PREJUDICE.

<table>
<thead>
<tr>
<th>Quantile</th>
<th>Extension</th>
<th>Efficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_y )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5%</td>
<td>2.74e-3</td>
<td>2.74e-3</td>
</tr>
<tr>
<td>50%</td>
<td>2.10e-1</td>
<td>2.10e-1</td>
</tr>
<tr>
<td>95%</td>
<td>3.39</td>
<td>3.39</td>
</tr>
<tr>
<td>( B_y )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5%</td>
<td>6.12e-1</td>
<td>6.12e-1</td>
</tr>
<tr>
<td>50%</td>
<td>9.46e-1</td>
<td>9.46e-1</td>
</tr>
<tr>
<td>95%</td>
<td>1.40</td>
<td>1.40</td>
</tr>
<tr>
<td>( \rho_{A_y,B_y} )</td>
<td></td>
<td>-9.08e-1</td>
</tr>
<tr>
<td>Number of optimization variables</td>
<td>62280</td>
<td>78</td>
</tr>
<tr>
<td>Relative Information</td>
<td>4.61</td>
<td>4.61</td>
</tr>
</tbody>
</table>

Table 1.15: Dispersion coefficient example (stability class C): comparison of quantile information on marginal distributions of \( A_y \) and \( B_y \) for different optimization solvers for the Efficient version of PREJUDICE.

<table>
<thead>
<tr>
<th>Quantile</th>
<th>Optimization Routines</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_y )</td>
<td>MOSEK</td>
</tr>
<tr>
<td>5%</td>
<td>2.74e-3</td>
</tr>
<tr>
<td>50%</td>
<td>2.10e-1</td>
</tr>
<tr>
<td>95%</td>
<td>3.39</td>
</tr>
<tr>
<td>( B_y )</td>
<td></td>
</tr>
<tr>
<td>5%</td>
<td>6.12e-1</td>
</tr>
<tr>
<td>50%</td>
<td>9.46e-1</td>
</tr>
<tr>
<td>95%</td>
<td>1.40</td>
</tr>
<tr>
<td>( \rho_{A_y,B_y} )</td>
<td></td>
</tr>
<tr>
<td>Relative Information</td>
<td>4.61</td>
</tr>
</tbody>
</table>

Clearly, the benefits of the efficient version of PREJUDICE are apparent; solving a PI problem with a ‘suitable’ background distribution on the target variables and a manageable number of optimization variables is both from conceptual and computational point of view very attractive. Furthermore the iterative version of PREJUDICE as described in Section 1.4 applies to the efficient version as well.

Finally, note that the uncertainty analyst may decide in which space the background measure is specified; either in the target variable space or observable space. Here it is recommended to specify the background measure in the target variable space, since the resulting measure will be minimum relative informative with respect to the specified background measure. It is not obvious what the background measure in the target variable space is when a background measure in the observable space is specified; to which background measure is the resulting measure minimal relative informative?
1.7 Conclusions

Due to the Structured Expert Judgment Elicitation Methodology or experimental data it may happen that the information available on variable Y has to be translated/inverted into information on the variable X using the mapping T. This translation can be seen as to invert T with respect to Y to obtain X. Since Y is uncertain, this translation is called probabilistic inversion.

In cases where partial information is available, the concept of relative information was used to determine the unspecified information. The unspecified information was determined in such a way that the resulting information differed minimally compared to the partial information when measured using relative information.

It has been shown that probabilistic inversion has a sound theoretical foundation and that it is practical to implement; two implementations PARFUM and PREJUDICE were discussed. Based on results and conceptual reasons, PREJUDICE was qualified better than PARFUM (Section 1.2.3).

Roughly, probabilistic inversion involves two steps:

**Step 1** Determination of the domain M in the target variable space.

**Step 2** Determination of a measure on M.

**Step 1** is of crucial importance for the success of probabilistic inversion. The determination of M is driven largely by heuristics which include the information on the elicitation variables, mapping T and the physics underlying the problem. These three elements meet when minimizing Expression 1.14 or 1.19. The resulting values for the target variables are termed model inversions. It is recommended that the number of elicitation variables is larger than the number of target variables. Since more target variables than elicitation variables will most likely result in multiple combinations of model inversions which minimize Expression 1.14 or 1.19.

The measure on M will be determined such that it has minimum relative information with respect to a certain background measure and that the marginal distributions of its push-forward comply with the marginal distributions of the DM; a constrained convex optimization problem. Since the determination of the distribution on M is done with respect to a background distribution, the specification of this background distribution is very important. Section 1.3 provides guidelines on how to construct an appropriate background measure and reports on the computational advantages of the uniform background measure.

The aim of probabilistic inversion is to determine a domain M which is observationally complete, meaning every potentially observable scenario N can be reproduced by T(M). However, in the implementation a selection of potentially observable scenarios are used in **Step 1** to determine M, which in turn will make it unlikely that M is observationally complete. An iterative version of PREJUDICE is introduced in Section 1.4, which concentrates
on checking observable hypercubes which have not been covered so far. The results between PREJUDICE and the iterative version of PREJUDICE are compared for two examples, which clearly show the beneficial effect of the iterative version of PREJUDICE.

The primal and dual formulation of a PI problem are convex optimization problems. In Section 1.5 the effect of different optimization solvers capable of dealing with constrained convex optimization problems are investigated. When solving the primal formulation, it is strongly recommended to use interior point methods, since it is clear that the solution is near the origin and non-interior point methods will search along the feasible region which most likely will lead to numerical problems since the gradient of the relative information function is not defined whenever an optimization variable has a value equal or very close to 0. However, non-interior point methods may be used in solving the dual formulation of the PI problem. For problems involving a small number of optimization variables the solution and computation time of the different solvers are similar. For problems involving a large number of optimization variables it is recommended to use MOSEK. MOSEK is capable of solving large problems very quickly and delivers, besides the primal solution, the dual solution as well, which can be used in the iterative version of PREJUDICE.

When solving the primal formulation using a non-uniform background measure, the number of optimization variables is equal to the number of samples. As indicated in Section 1.5, the dual formulation involves a small number of optimization variables but still it may be a time consuming task after all. In Section 1.3.1 it was observed that the number of optimization variables in case of the uniform background measure was equal to the number of observable hypercubes covered. However the uniform background measure may be unsuitable for many problems. Based on Corollary 1.1.10 an efficient version of PREJUDICE has been formulated in Section 1.6 for which the number of optimization variables is equal to the number of hypercubes covered for any background measure. For the dispersion coefficient example the efficient version resulted in the same results as the iterative version, only it used far less optimization variables, which is attractive from a computational point of view.
Chapter 2

Dependencies

It has long been known that significant errors in uncertainty analysis can be caused by ignoring dependencies between uncertainties [1],[35]. In this chapter the use of dependencies in uncertainty analysis is addressed. Section 2.1 discusses different dependence elicitation techniques and considerations which have to be taken into account when applied in expert judgment studies. The use of dependencies in combining expert judgments is treated in Section 2.2. Finally, Section 2.3 investigates the use of dependencies in probabilistic inversion.

2.1 Dependence elicitation techniques

In the framework of the Structured Expert Judgment Elicitation Methodology, the best source of information about dependencies is often the experts themselves. The most thorough approach would be to elicit directly the expert’s joint distributions. As stated in [34], one obvious strategy would be to ask experts directly to assess a (rank) correlation coefficient. Even trained statisticians have difficulty with this type of assessment [22], however in [5] it is argued that the most accurate way to obtain subjective dependence is simply to query experts on the rank correlation between two variables; the experts in [5] were MBA students who had taken a course in statistics.

2.1.1 Overview literature

It is stated in [6] that we should not ask ourselves whether experts can assess dependencies accurately, but to question if experts can assess dependencies well enough to be useful in an analysis. Although the results as presented in [6] are very preliminary, an affirmative to the latter question is suggested.

Roughly, the dependence elicitation techniques can be subdivided into three categories:
Statistical Approaches: two approaches are suggested, see [5], [6]:

- Strength of relationship: the strength of relationship \( S_{Y_1,Y_2} \) between elicitation variables \( Y_1 \) and \( Y_2 \) is measured on a scale from 1 to 7, where 1 represents 'very strong negative relationship', 4 represents 'no relationship' and 7 represents 'very strong positive relationship'. This method to query dependence is the least rigorous, but may serve as a starting point to think about the dependence between two variables. In [5] the value of \( S_{Y_1,Y_2} \) is transformed to a Spearman's \( \rho_{Y_1,Y_2} \) using: 
  \[ \rho_{Y_1,Y_2} = \frac{S_{Y_1,Y_2} - 4}{3} \]

- Spearman's correlation: the Spearman's \( \rho_{Y_1,Y_2} \) is defined on the \([-1,1]\) interval, with -1 expressing \( Y_1 \) and \( Y_2 \) 'very strong negatively correlated', 0 expressing \( Y_1 \) and \( Y_2 \) 'uncorrelated' and 1 expressing 'very strong positively correlated'. Assessing \( \rho_{Y_1,Y_2} \) requires thorough knowledge of statistics.

Probability: in [5], [6] 3 types of probabilities are introduced which may be used to query dependence.

- Probability of concordance: The probability of concordance \( P_C \) between \( Y_1 \) and \( Y_2 \) is defined, based on \( n \) samples from \((Y_1, Y_2)\), as
  \[ P_C := \frac{\sum_{i=1}^{n-1} \sum_{j=i+1}^n C^*((y_{1,i}, y_{2,i}),(y_{1,j}, y_{2,j}))}{\binom{n}{2}} \]
  where \( C^* = \{(y_{1,i} - y_{1,j})(y_{2,i} - y_{2,j}) > 0\} \). A value for \( P_C \) close to 0.5 indicates 'no relationship', whereas a value of 0 expresses 'very strong negative relationship' and 1 expresses 'very strong positive relationship'. \( P_C \) relates to Kendall's \( \tau \) by
  \[ \tau = 2 P_C - 1. \quad (2.1) \]

In [5] it is assumed that the distribution on \( Y_1 \) and \( Y_2 \) can be well approximated by a bivariate normal distribution, from which the following relationships between the product moment (Pearson) correlation \( \rho_{Y_1,Y_2}^* \), Spearman's \( \rho_{Y_1,Y_2} \) and Kendall's \( \tau \) can be established, [39] :

\[ \rho_{Y_1,Y_2} = 2 \sin \left( \frac{\pi \rho_{Y_1,Y_2}^*}{6} \right) \quad (2.2) \]
\[ \rho_{Y_1,Y_2}^* = \sin \left( \frac{\pi \tau}{2} \right) \quad (2.3) \]

The relationship between \( \rho_{Y_1,Y_2}^* \) and Spearman's \( \rho_{Y_1,Y_2} \) as given in Equation 2.2 is studied in some more detail in [8]; given a Spearman's rank correlation matrix it is not guaranteed that the product moment correlation matrix obtained from Equation
2.2 is positive definite. It must be stressed that there may be instances that the assumption that the distribution on \((Y_1, Y_2)\) is well approximated using a bivariate normal distribution, is not valid. Another way to construct a joint distribution on \((Y_1, Y_2)\) is to determine the minimum relative information distribution with respect to the product distribution of \(Y_1\) and \(Y_2\) and Spearman’s \(\rho_{Y_1, Y_2}\), see [11], [43]. Using this representation of the distribution on \((Y_1, Y_2)\), a numerical relationship between Kendall’s \(\tau\) and Spearman’s \(\rho_{Y_1, Y_2}\) can be derived as well.

- **Joint probability:** The joint probability distribution is defined as
  
  \[ P_{JP}(y_1, y_2) := P(Y_1 \leq y_1, Y_2 \leq y_2). \]

  In case the expert regards \(Y_1\) and \(Y_2\) as independent, he/she should assign a probability of
  
  \[ P_{JP} = F_{Y_1}(y_1) F_{Y_2}(y_2), \]

  where \(F_{Y_i}\) represents the continuous cumulative distribution function of elicitation variable \(Y_i, i = 1, 2\). A ‘very strong negative relationship’ is expressed by \(P_{JP}\) close to zero, whereas a ‘very strong positive relationship’ is expressed by
  
  \[ P_{JP} = F_{Y_1}(y_1), \]

  in the special case \(F_{Y_1}(y_1) = F_{Y_2}(y_2)\). Expressing dependence by means of \(P_{JP}\) is considered to be very difficult for experts. It requires from the experts reasonable knowledge on probability theory, which in many situations is not available. By making assumptions on the distribution of \((Y_1, Y_2)\), it is possible to transform \(P_{JP}\) into a Spearman’s \(\rho_{Y_1, Y_2}\).

- **Conditional probability:** The conditional probability distribution of \(Y_1\) given \(Y_2\) is defined as
  
  \[ P_{CP}(y_1, y_2) := P(Y_1 \leq y_1|Y_2 \leq y_2). \]

  In case the expert regards \(Y_1\) and \(Y_2\) as independent
  
  \[ P_{CP} = P(Y_1 \leq y_1), \]

  whereas a ‘negative relationship’ between \(Y_1\) and \(Y_2\) is expressed through
  
  \[ P_{CP} \in [0, P(Y_1 \leq y_1)) \] and a ‘positive relationship’ through
  
  \[ P_{CP} \in (P(Y_1 \leq y_1), 1]. \]

  Conditioning on an interval instead of a fractile or realization, is considered in [6] to be a potential difficulty in providing assessments for \(P_{CP}\). Like for the joint probability, it is possible to transform \(P_{CP}\) into a Spearman’s \(\rho_{Y_1, Y_2}\) by making assumptions on the distribution of \((Y_1, Y_2)\).

**Conditional quantile estimates:** for this type of dependence elicitation the experts is given the information that \(Y_2\) takes the value \(y_2\) which corresponds to a certain quantile of the distribution of \(Y_2\), next the expert is queried on his/her expected quantile of \(Y_1\) which corresponds to the situation where \(Y_2 = y_2\); since there may be many realizations \(y_1\) of \(Y_1\) possible, the conditional expected quantile estimate required

\[ E(F_{Y_1}(y_1)|Y_2 = y_2) \]

The conditional quantile estimate is related to Spearman’s \(\rho_{Y_1, Y_2}\) by the standard nonparametric regression representation

\[ E(F_{Y_1}(y_1)|Y_2 = y_2) = \rho_{Y_1, Y_2}(F_{Y_2}(y_2) - 0.5) + 0.5. \] (2.4)
Based on this representation it can be easily seen that the conditional quantile estimate should satisfy

$$\mu_{\text{min}} \leq \mathbb{E}(F_{Y_1}(y_1)|Y_2 = y_2) \leq \mu_{\text{max}}$$  (2.5)

with $\mu_{\text{min}} = \min\{F_{Y_2}(y_2), 1 - F_{Y_2}(y_2)\}$ and $\mu_{\text{max}} = \max\{F_{Y_2}(y_2), 1 - F_{Y_2}(y_2)\}$; the min and max operations take account of the position of the percentile of $y_2$ with respect to the median of $Y_2$ and guarantee the validity of Inequality 2.5. In case $F_{Y_2}(y_2) > 0.5$, values of $\mathbb{E}(F_{Y_1}(y_1)|Y_2 = y_2)$ close to the left-hand side of Inequality 2.5 express a ‘very strong negative relationship’ and values close to the right-hand side of Inequality 2.5 expresses a ‘very strong positive relationship’ between $Y_1$ and $Y_2$. In case of ‘no relationship’ the value of $\mathbb{E}(F_{Y_1}(y_1)|Y_2 = y_2)$ should be equal to 0.5.

For all techniques, the experts require some training; for strength of relationship, correlation coefficient and conditional quantile estimates, the experts need to have a good understanding of statistical concepts; weak vs. strong relationship, correlation and quantile, respectively. In case of querying probabilities the training seems to be less technical; understanding of the events and getting a feel of quantifying the dependence in terms of probability. Finally, probabilities can easily be interpreted in terms of frequencies in contrast of strength of relationship, correlation coefficient and conditional quantile estimates. It is suggested that the frequency interpretation would make the expert less susceptible to cognitive biases.

Based on these considerations the probability dependence elicitation technique was chosen for the Structured Expert Judgment Elicitation Methodology.

### 2.1.2 Dependence Elicitation and Structured Expert Judgment Elicitation Methodology

Under the Structured Expert Judgment Elicitation Methodology, experts have to quantify their knowledge for events which are potentially measurable and with which they are familiar, hence it seems natural to quantify dependence among similar events as well. Therefore dependence questions have to be formulated among relevant pairs of events and in line with the Structured Expert Judgment Elicitation Methodology and, additionally, the dependence elicitation technique should be easy to understand for the experts. In performing an expert judgment study, experts will have only a limited amount of time to quantify their knowledge. They should focus firstly on the determination of the distributions for the elicitation variables and secondly on quantifying the dependence among elicitation variables; ignoring dependence may lead to significant errors in doing uncertainty analysis, but even greater errors will arise in case the distributions over the model input parameters are inaccurate.
The elicitation of dependence in the Joint CEC/USNRC Uncertainty Analysis was done via conditional probability.Querying dependence via joint probability was considered to be too difficult and specification of the probability of concordance for among independent samples too technical. The conditional probability dependence elicitation technique, however, is flexible, easy to communicate to the experts and the type of dependence elicitation questions can be easily formulated to satisfy the Structured Expert Judgment Elicitation Methodology.

Experts assess the marginal distributions for (continuous) elicitation variables $Y_1$ and $Y_2$ first. Next they are asked the question:

Consider an experiment involving both $Y_1$ and $Y_2$. Suppose $Y_2$ were observed and its value was found to lie above your median value for $Y_2$; what's your probability that, in this same experiment, the value for $Y_1$ would also lie above your median value for $Y_1$?

Experts in the joint CEC/USNRC uncertainty analysis quickly became comfortable with this assessment technique, acknowledged its importance and dealt with the questions in terms of possible outcomes of experiments. Most experts addressed the question in terms of frequency which, as stated earlier, makes them less susceptible to cognitive biases.

If $F_{Y_1}$ and $F_{Y_2}$ are the (continuous invertible) cumulative distribution functions of $Y_1$ and $Y_2$ respectively, the experts thus assess,

$$
\pi_{\frac{1}{2}, \frac{1}{2}}(Y_1, Y_2) := P(F_{Y_1}(Y_1) > \frac{1}{2} \mid F_{Y_2}(Y_2) > \frac{1}{2}). \quad (2.6)
$$

In case there are a large number of potential dependencies among elicitation variables, not all dependencies will be queried; firstly there would be too many questions and secondly, in eliciting and combining all dependencies, it is almost impossible to ensure that the resulting Spearman’s rank correlation matrix is positive definite. Therefore it is better to query the dependence for a selection of all possible dependencies. If this selection is such that the resulting dependency graph is acyclic, it is shown in [43] that a joint distribution can be found for which:

(i) the marginal distributions complies the expert’s distributions,

(ii) Spearman’s rank correlation matrix is positive definite and satisfies the expert’s information as specified in the dependency structure.

From the set of distributions, which share Properties (i) and (ii), the distribution is selected which has minimum relative information with respect to the product distribution\(^1\), for details see [11].

\(^1\)When referring to minimum relative information distribution in this chapter, it is understood to be minimum with respect to the product distribution.
2.1.3 $\pi_{\frac{1}{2}, \frac{1}{2}}(Y_1, Y_2)$ and Spearman's $\rho_{Y_1, Y_2}$

The dependence information over a selection of elicitation variables queried from the experts is available via conditional probabilities $\pi_{\frac{1}{2}, \frac{1}{2}}(Y_1, Y_2)$. However, a relationship between $\pi_{\frac{1}{2}, \frac{1}{2}}(Y_1, Y_2)$ and Spearman's $\rho_{Y_1, Y_2}$ must be derived in order to ensure that the Spearman rank correlation matrix of the minimum relative information distribution satisfies the dependency information as specified by the experts.

Consider all distributions for $(Y_1, Y_2)$ having marginals $F_{Y_1}, F_{Y_2}$, having minimum relative information with respect to the distribution with independent marginals $F_{Y_1}, F_{Y_2}$ and having Spearman rank correlation $\rho_{Y_1, Y_2} \in [-1, 1]$. Based on simulation results the unique relationship between Spearman's $\rho_{Y_1, Y_2}$ and $\pi_{\frac{1}{2}, \frac{1}{2}}(Y_1, Y_2)$ is determined, see Figure 2.1. Hence, the conditional probability $\pi_{\frac{1}{2}, \frac{1}{2}}(Y_1, Y_2)$ may be considered as a characterizaton of the minimum relative information distribution with Spearman's $\rho_{Y_1, Y_2}$.

This characterization is used to determine the unique relationship between Spearman’s $\rho_{Y_1, Y_2}$ and $\pi_{r_1, r_2}(Y_1, Y_2)$, $r_1, r_2 \in (0, 1)$. The simulation program UNICORN [11] is used to determine the numerical relationship between Spearman’s $\rho_{Y_1, Y_2}$ and conditional probability $\pi_{r_1, r_2}(Y_1, Y_2)$. The resulting table will be referred to as the $\rho\pi$-table.\(^2\)

\(^2\)The values of $r_1$ and $r_2$ were taken from the set \{0.0025, 0.05, 0.1, 0.2, \ldots, 0.8, 0.9, 0.95, 0.9975\}. The Spearman correlations $\rho_{Y_1, Y_2}$ were taken from the set \{-1, -0.9, \ldots, 0.9, 1\}. The information is stored as $[r_1, r_2, \rho_{Y_1, Y_2}, \pi_{r_1, r_2}(Y_1, Y_2)]$
2.2 Combining Expert Judgments

The current strategy for combining experts marginal distribution for elicitation variable $Y$, as described in [27], may be summarized as: let $w_e$ represent the weight of the $e$-th expert ($e = 1, \ldots, N_{exp}$) such that $w_e \geq 0$ and $\sum_e w_e = 1$. The density of elicitation variable $Y$ of the DM is obtained from linear pooling the densities of the experts for $Y$;

$$f_{Y, DM} = \sum_{e=1}^{N_{exp}} w_e f_{Y,e}$$

(2.7)

where $f_{Y,e}$ is the density associated with the $e$-th expert assessments for elicitation variable $Y$. The combination of the experts' densities is done using EXCALIBR [14].

Two strategies will be introduced in this section which combine experts' marginal distributions and dependence information via linear pooling to obtain the information for the DM;

**Strategy 1**: Information on the marginal distributions and conditional probabilities for the DM are obtained by combining firstly the experts' marginal distributions and secondly conditional probabilities using linear pooling on both occasions. Based on the information for the DM a minimum relative information distribution is determined satisfying Properties (i) and (ii) of Section 2.1.2, see [34].

**Strategy 2**: For each expert, determine a minimum relative information distribution satisfying Properties (i) and (ii) of Section 2.1.2. The distribution for the DM is obtained by combining the minimum relative information distributions of experts using linear pooling.

The difference between the two strategies may be characterized as follows: the dependence information under Strategy 1 is combined after the marginal distributions are combined, whereas under Strategy 2 the marginal distributions and dependence information are combined at the same time.

2.2.1 Strategy 1

Before discussing Strategy 1 in more detail, consider the following; having queried the conditional probabilities from the experts, it is tempting to pool the conditional probabilities linearly to determine the conditional probability of the DM. However, in general the medians of the experts will be different, for this reason one cannot combine the conditional probabilities $\pi_{Y,1}(Y_1, Y_2)$ via linear pooling; the pooling will not be over the same events.

Let $y_{1,DM,50}$ and $y_{2,DM,50}$ denote the medians for the DM's distribution for $Y_1$ and $Y_2$. With each expert a minimum relative information distribution on $Y_1$ and $Y_2$ is associated; for each such distribution the conditional probabilities $P(Y_1 > y_{1,DM,50} \mid Y_2 > y_{2,DM,50})$ are computed. Since
these conditional probabilities are defined over the same events for all experts, they can be combined using linear pooling. This yields a value for \( \pi_{\frac{1}{2}, \frac{1}{2}}^{DM}(Y_1, Y_2) \) for DM, for which the corresponding Spearman's \( \rho_{\pi}^{DM} \) for the DM can be found.

**Solution scheme**

The various steps involved in Strategy 1 are summarized in the solution scheme below:

**Step 1**: For each expert \( e \) query \( \pi_{\frac{1}{2}, \frac{1}{2}}^{e}(Y_1, Y_2) = P(F_{Y_1,e}(Y_1) > \frac{1}{2} \mid F_{Y_2,e}(Y_2) > \frac{1}{2}) \).

**Step 2**: For each expert \( e \), find Spearman's \( \rho_{Y_1,Y_2}^e \) from the \( \rho_{\pi} \)-table which passes through \( \left( \frac{1}{2}, \frac{1}{2}, \pi_{\frac{1}{2}, \frac{1}{2}}^{e}(Y_1, Y_2) \right) \).

**Step 3**: Take linear pooling of experts' marginals to determine \( F_{Y_1,DM} \) and \( F_{Y_2,DM} \) and \( y_{1,DM,50}, y_{2,DM,50} \).

**Step 4**: For each expert \( e \);

- Determine \( P(F_{Y_1,e}(Y_1) > F_{Y_1,e}(y_{1,DM,50})) = 1 - F_{Y_1,e}(y_{1,DM,50}) \) and \( P(F_{Y_2,e}(Y_2) > F_{Y_2,e}(y_{2,DM,50})) = 1 - F_{Y_2,e}(y_{2,DM,50}) \).
- Based on \( P(F_{Y_1,e}(Y_l) > F_{Y_l,e}(y_{l,DM,50})) \) with \( l = 1, 2 \), determine for each Spearman's \( \rho_{Y_1,Y_2} \in \{-1, -0.9, \ldots, 0.9, 1\} \),

\[
P_{\rho_{Y_1,Y_2}}(F_{Y_1,e}(Y_1) > F_{Y_1,e}(y_{1,DM,50}) \mid F_{Y_2,e}(Y_2) > F_{Y_2,e}(y_{2,DM,50}))
\]

using linear interpolation, from the \( \rho_{\pi} \)-table.

- Determine

\[
P_{\rho_{Y_1,Y_2}}(F_{Y_1,e}(Y_1) > F_{Y_1,e}(y_{1,DM,50}) \mid F_{Y_2,e}(Y_2) > F_{Y_2,e}(y_{2,DM,50}))
\]

by linear interpolation from the

\[
P_{\rho_{Y_1,Y_2}}(F_{Y_1,e}(Y_1) > F_{Y_1,e}(y_{1,DM,50}) \mid F_{Y_2,e}(Y_2) > F_{Y_2,e}(y_{2,DM,50}))
\]

values.

**Step 5**: Take linear pooling of

\[
P_{\rho_{Y_1,Y_2}}(F_{Y_1,e}(Y_1) > F_{Y_1,e}(y_{1,DM,50}) \mid F_{Y_2,e}(Y_2) > F_{Y_2,e}(y_{2,DM,50}))
\]

to find

\[
\pi_{\frac{1}{2}, \frac{1}{2}}^{DM}(Y_1, Y_2) = P(F_{Y_1,DM}(Y_1) > \frac{1}{2} \mid F_{Y_2,DM}(Y_2) > \frac{1}{2}).
\]
Step 6: Find Spearman’s $\rho_{Y_1,Y_2}^{DM}$ from the $\rho \pi$ table as the value which passes through $(\frac{1}{2}, \frac{1}{2}, \pi_{\frac{1}{2},\frac{1}{2}}^{DM}(Y_1,Y_2))$.

Step 7: Construct a minimum relative information distribution on the elicitation variables which satisfies Properties (i) and (ii) of Section 2.1.2 for the DM data obtained in Step 3 and Step 6.

2.2.2 Strategy 2

Strategy 2 extends the current strategy of combining experts’ marginal density (Expression 2.7) to combining experts’ joint densities on the elicitation variables. Let $\mathbf{Y} = (Y_1, \ldots, Y_n)$, then a minimum relative information distribution satisfying Properties (i) and (ii) of Section 2.1.2 is assigned to the expert’s assessments of $\mathbf{Y}$. Hence the joint density for each expert is available. Let $f_{Y,e}$ represent the joint density associated with expert $e$’s minimum relative information distribution on the elicitation variables $\mathbf{Y}$. The density of $\mathbf{Y}$ of the DM is obtained from

$$f_{Y,DM} = \sum_{e=1}^{N_{exp.}} w_e f_{Y,e}. \quad (2.8)$$

The combination of the experts’ joint densities is done using the simulation program UNICORN, [11].

It is assumed here that all experts provided assessments for elicitation variables $\mathbf{Y}$, the procedure can be adapted in case experts did not provided assessments for certain elicitation variables.

Solution scheme

The various steps involved in Strategy 2 are summarized in the solution scheme below:

Step 1: For each expert $e$ query

$$\pi_{\frac{1}{2},\frac{1}{2}}^{e}(Y_1,Y_2) = P(F_{Y_1,e}(Y_1) > \frac{1}{2} \mid F_{Y_2,e}(Y_2) > \frac{1}{2}).$$

Step 2: For each expert $e$, find Spearman’s $\rho_{Y_1,Y_2}^{e}$ from the $\rho \pi$-table which passes through $(\frac{1}{2}, \frac{1}{2}, \pi_{\frac{1}{2},\frac{1}{2}}^{e}(Y_1,Y_2))$.

Step 3: For each expert, construct a minimum relative information distribution on the elicitation variables which satisfies Properties (i) and (ii) of Section 2.1.2.

Step 4: Take linear pooling of experts’ minimum relative information distributions to obtain the minimum relative information distribution for the DM.
2.2.3 Performance based weights

The question put forward in this section is 'Do the strategies apply in case of performance based weights as well?'. For an introduction to performance based weights, see [9],[13]. The application of performance based weights (global and item) for both strategies, needs some care. In case of global weights, both Strategy 1 and 2 can be applied. Item weights differ from item to item, hence Strategy 2 can be applied but Strategy 1 cannot be applied, since the weights to determine $F_{Y_{1,DM}}$ will be different from the weights to determine $F_{Y_{2,DM}}$, hence it is unclear which set of weights to use in Step 5 of the solution scheme of Strategy 1.

2.2.4 Examples

The similarities and differences between Strategies 1 and 2 will be illustrated by two examples. The elicitation variable is a target variable in the first example, whereas the elicitation variable is not a target variable in the second example.

Example 1: Elicitation variable is target variable; the example is taken from the Foodchain panel [26] and deals with data on the daily intake of dairy cows (D) and beef cattle (B) for different feedstuffs (Pasture (P), Silage (S) and Cereals (C)) both indoors (I) and outdoors (O); for example the abbreviation DPO represents the daily intake of pasture for a dairy cow grazing outside and BCI represents the daily intake of cereals for a beef cow eating indoors.

The individual expert assessments on conditional probabilities and corresponding Spearman's rank correlations are given in Appendix E in Table E.1 and E.2, respectively. Note the difference between the conditional probability assessments among some experts, especially Expert 3 and Expert 4.

The marginal distribution for the DM as determined by Strategy 1 and Strategy 2 are the same. It is more interesting to look at the Spearman's rank correlation matrices for the DM, since dependencies are combined at different stages under both strategies.

The difference among the Spearman's rank correlation matrices resulting from both strategies is illustrated graphically using so-called 'radar-plots', see Figure 2.2. Each radar-plot presents graphically the Spearman's rank correlation with respect to a certain variable resulting from Strategy 1 (---) and Strategy 2 (----); the radar-plot in the upper left corner presents the Spearman's rank correlations for variables with respect to variable DPO.

The actual Spearman's rank correlation matrices are given in Table E.3 and E.4 of Appendix E. It is clear from the radar-plots that com-
Figure 2.2: Example 1: radar plots of Spearman’s rank correlations obtained from Strategy 1 (\(\rightarrow\)) and Strategy 2 (\(\rightarrow \rightarrow\)).

Bining dependencies using Strategy 1 or Strategy 2 result in different dependencies for the DM.

Example 2: Elicitation variable is not a target variable. No probabilistic inversion is required, but the distribution on the target vari-
ables is obtained by simulation. The example is taken from the Late Health effects panel [30] and deals with data concerning the number of radiation-induced cancer deaths fatalities following an exposure in a population of a hundred million persons (5.0e+7 male, 5.0e+7 female) each receiving a whole body dose of 1 Gy low LET (=gamma) radiation at a uniform dose rate $DR$. The information on the elicitation variables is represented as:

$Y_{i,1}$ : fraction of radiation induced cancer deaths up to 40 years for cancer site $i$ following a whole body dose at high dose rate.

$Y_{i,2}$ : fraction of radiation induced cancer deaths over a lifetime for cancer site $i$ following a whole body dose at high dose rate.

$Y_{i,3}$ : fraction of radiation induced cancer deaths up to 40 years for cancer site $i$ following a whole body dose at low dose rate.

The cancer sites considered were Bone Marrow, Bone, Breast, Lung, Stomach, Colon, Liver, Pancreas, Thyroid, Skin and Other cancers, where Other cancers has to be interpreted as a set of cancer sites other than the ones mentioned\(^3\). The target variables $X_i$ were defined as the fraction of radiation induced cancer deaths over a lifetime for cancer site $i$ following a whole body dose at low dose rate. The distribution of $X_i$ has been obtained from the 3 elicitation variables for cancer site $i$ using the model:

$$X_i = \frac{Y_{i,2}}{Y_{i,1}} Y_{i,3}$$  \hspace{1cm} (2.9)

The simulation was done conditional on $y_{i,3} \leq y_{i,1} \leq y_{i,2}$ and $\sum_{i} x_i \leq 1$, where $y_{i,1}$, $y_{i,2}$, $y_{i,3}$ and $x_i$ represent samples from $Y_{i,1}$, $Y_{i,2}$, $Y_{i,3}$ and $X_i$, respectively.

The dependency was queried among cancer sites for $Y_{i,2}$, between cancer sites of $Y_{i,1}$ and $Y_{i,2}$, and between cancer sites for $Y_{i,1}$ and $Y_{i,3}$.

As in Example 1, Appendix E lists the information on the conditional probabilities and corresponding Spearman’s rank correlations for Example 2 via Tables E.5 and E.6. For this example the assessed conditional probabilities show agreement between experts.

The difference between Example 1 and Example 2 is that the elicitation variable is no target variable in Example 2; model 2.9 is used to obtain the distribution on the target variables $X_i$. The implications of this extra feature to both strategies will be discussed now.

Let $D_i$ be defined as

$$D_i := \{(y_{i,1}, y_{i,2}, y_{i,3}) | y_{i,3} \leq y_{i,1} \leq y_{i,2}\}.$$  \hspace{1cm} (2.10)

\(^3\)The index $i$ runs over the set consisting of \{Bone Marrow, Bone, . . . , Other Cancers\).
In case of Strategy 1, the expert assessments and the conditional probability are aggregated using Strategy 1 which result in a distribution for the DM on all elicitation variables, denoted by \( Y_{DM} \). The distribution on the target variables \( X \) is obtained through correlated combination of marginal distributions of \( Y_{DM} \); for cancer site \( i \), the density of \( X_i \) is obtained by

\[
x_i = \frac{y_{DM,i,2}}{y_{DM,i,1}} y_{DM,i,3} 1_D(y_{DM,i,1}, y_{DM,i,2}, y_{DM,i,3}). \tag{2.11}
\]

and conditional on \( \sum_i x_i \leq 1 \). The sample \((y_{DM,i,1}, y_{DM,i,2}, y_{DM,i,3})\) in model 2.11 is taken from \( Y_{DM} \). In summary, the distribution for the DM on the target variables is obtained in two steps: firstly the individual expert assessments are combined into a distribution on the elicitation variables \( Y_{DM} \) for the DM and secondly this distribution is used to determine the minimal relative information distribution on the target variables \( X \) using model 2.11.

For this example, Strategy 2 is modified slightly in order to determine the distribution for the DM on the target variables in a single step. For expert \( e \), determine the minimal relative information distribution on all elicitation variables \( Y_{e} \) satisfying Properties (i) and (ii) of Section 2.1.2. The density on the target variables is obtained by linear pooling the densities resulting from model 2.9; for cancer site \( i \), the density of \( X_i \) is obtained by

\[
x_i = \sum_{e=1}^{N_{exp}} w_e \frac{y_{e,i,2}}{y_{e,i,1}} y_{e,i,3} 1_D(y_{e,i,1}, y_{e,i,2}, y_{e,i,3}). \tag{2.12}
\]

and conditional on \( \sum_i x_i \leq 1 \). The sample \((y_{e,i,1}, y_{e,i,2}, y_{e,i,3})\) is taken from \( Y_{e} \). Because model 2.9 is non-linear, the marginal distributions on \( X_i \) resulting from Strategy 1 and Strategy 2 will be different, since for Strategy 1 the experts’ assessments were combined prior to applying model 2.9, whereas for Strategy 2 the experts’ assessments and application of the model were done at the same time.

Based on the quantile information\(^4\) of Table 2.1 the difference between Strategy 1 and Strategy 2 is observed; most of the 5% quantiles are roughly the same, but the majority of the 50% and 95% quantiles are different. This difference is illustrated graphically, see Figure 2.3.

The difference between the Spearman’s rank correlation matrices resulting from Strategy 1 and Strategy 2 is illustrated via ‘radar plots’ in Figure 2.4. The Spearman’s rank correlation matrices based on Strategy 1 and Strategy 2 are given in Appendix E Tables E.7 and E.3, respectively.

\(^4\)The results for Strategy 1 and Strategy 2 for Example 2 are based on 987 and 916 samples, respectively and were determined with respect to a log-uniform background distribution.
<table>
<thead>
<tr>
<th></th>
<th>Strat.1</th>
<th>Strat.2</th>
<th>Strat.1</th>
<th>Strat.2</th>
<th>Strat.1</th>
<th>Strat.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bone Marrow (BM)</td>
<td>8.39e-8</td>
<td>8.77e-8</td>
<td>1.41e-4</td>
<td>2.98e-3</td>
<td>1.61e-2</td>
<td>1.31e-2</td>
</tr>
<tr>
<td>Bone (Bo)</td>
<td>2.82e-8</td>
<td>1.93e-8</td>
<td>3.21e-5</td>
<td>1.47e-5</td>
<td>3.56e-3</td>
<td>1.08e-3</td>
</tr>
<tr>
<td>Breast (Br)</td>
<td>1.07e-7</td>
<td>8.05e-8</td>
<td>2.11e-4</td>
<td>2.48e-3</td>
<td>1.90e-2</td>
<td>8.01e-3</td>
</tr>
<tr>
<td>Lung (Lu)</td>
<td>1.96e-8</td>
<td>1.66e-8</td>
<td>2.26e-4</td>
<td>1.77e-6</td>
<td>4.17e-2</td>
<td>1.76e-2</td>
</tr>
<tr>
<td>Stomach (St)</td>
<td>3.62e-8</td>
<td>1.92e-8</td>
<td>2.04e-4</td>
<td>8.56e-6</td>
<td>1.74e-2</td>
<td>6.23e-3</td>
</tr>
<tr>
<td>Colon (Co)</td>
<td>4.47e-8</td>
<td>1.97e-8</td>
<td>3.09e-4</td>
<td>2.40e-6</td>
<td>1.96e-2</td>
<td>1.16e-2</td>
</tr>
<tr>
<td>Liver (Li)</td>
<td>3.84e-8</td>
<td>2.13e-8</td>
<td>9.37e-5</td>
<td>5.63e-6</td>
<td>1.06e-2</td>
<td>1.35e-3</td>
</tr>
<tr>
<td>Pancreas (Pa)</td>
<td>4.32e-8</td>
<td>2.19e-8</td>
<td>3.00e-4</td>
<td>5.24e-6</td>
<td>7.75e-3</td>
<td>2.48e-3</td>
</tr>
<tr>
<td>Thyroid (Th)</td>
<td>3.29e-8</td>
<td>1.78e-8</td>
<td>1.22e-4</td>
<td>8.57e-7</td>
<td>3.53e-3</td>
<td>1.04e-3</td>
</tr>
<tr>
<td>Skin (Sk)</td>
<td>4.35e-8</td>
<td>5.59e-7</td>
<td>1.16e-4</td>
<td>1.36e-4</td>
<td>2.13e-3</td>
<td>6.96e-4</td>
</tr>
<tr>
<td>Other Cancers (OC)</td>
<td>5.51e-8</td>
<td>2.04e-8</td>
<td>1.29e-3</td>
<td>2.29e-5</td>
<td>6.41e-2</td>
<td>2.29e-2</td>
</tr>
</tbody>
</table>

Table 2.1: Example 2: quantile information comparison of marginal distributions of DM using Strategy 1 and Strategy 2 for the target variables.
Figure 2.3: Example 2: graphical display of marginal distributions of $X_i$ for cancer site $i$ resulting from Strategy 1 (---) and Strategy 2 (−).
Figure 2.4: Example 2: radar plots of Spearman's rank correlations obtained from Strategy 1 (---) and Strategy 2 (--).
2.3 Dependencies and Probabilistic inversion

As a result of the Structured Expert Judgment Elicitation Methodology, dependencies may have been queried among elicitation variables which are not target variables. For example, the distribution on the target variables for Example 2 was determined by simulation. But what if the distribution on the target variables has to be determined by probabilistic inversion. Is it possible to use dependency information among the elicitation variables in the probabilistic inversion solution scheme? The answer to this question is affirmative.

Suppose the dependency between elicitation variables $Y_1$ and $Y_2$ is available for the DM as a conditional probability $\pi_{\frac{1}{2},\frac{1}{2}}(Y_1, Y_2)$. This conditional probability and measure $\nu_k$ (with density $g_k$), as determined using the efficient version of PREJUDICE (Section 1.6), are related by

$$\pi_{\frac{1}{2},\frac{1}{2}}(Y_1, Y_2) = 2 \sum_{x \in M} \sum_l g_k(l) 1_{A_2}(x)$$

(2.13)

where $A_2 = \{T_1(x) > y_{1,DM,50\%}, T_2(x) > y_{2,DM,50\%}, T_k(x) = l\}$. The inclusion of Expression 2.13 in the efficient version of PREJUDICE (Section 1.6) is best explained as the addition of constraints to the PI problem; in notation

$$\min_{g_k} \sum_l g_k(l) \log \frac{g_k(l)}{g_{\nu_k}(l)}$$

s.t. $\sum_{x \in M} \sum_l g_k(l) 1_{A_1}(x) = \nu(I_{j,l_j})$

$$\sum_{x \in M} \sum_l g_k(l) 1_{A_2}(x) = \frac{1}{2} \pi_{\frac{1}{2},\frac{1}{2}}(Y_1, Y_2).$$

$g_k \geq 0.$

with $A_1 = \{T_{(j)}(x) \in B_l, B_l \cap I_{j,l_j} \neq \emptyset\}, j = 1, \ldots, n$ and $l_j = 1, \ldots, K + 1$. Including dependence information in a PI problem by the addition of constraints will most likely result in a smaller set of feasible solutions. Currently, the issue on what to do if the set of feasible solutions for PI problem (2.14) is empty has not been investigated. Consequently, the implications to the iterative version of PREJUDICE are unclear at this moment. At this moment the recommended strategy would be to determine a distribution $\tilde{\mu}^{(1)}$ on $M$ using the iterative version of the efficient version of PREJUDICE and next determine a distribution $\tilde{\mu}^{(2)}$ on $M$ which has minimum relative information with respect to $\tilde{\mu}^{(1)}$ and which also satisfies the dependence information.

2.3.1 Example

To illustrate the effect of taking dependencies into account in probabilistic inversion, the dispersion coefficient example of Section 1.6 is considered. No dependencies were elicited among the elicitation variables for the Dispersion
& Deposition panel, however, in order to illustrate the process, the conditional probabilities for the DM, as given in Table 2.2, are assumed to be representative: The conditional probabilities express a strong dependence

<table>
<thead>
<tr>
<th>Elicitation variables</th>
<th>$\pi_{DM,1}^{(1)}(Y_1, Y_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_1, Y_2$</td>
<td>0.90</td>
</tr>
<tr>
<td>$Y_2, Y_3$</td>
<td>0.85</td>
</tr>
<tr>
<td>$Y_3, Y_4$</td>
<td>0.75</td>
</tr>
<tr>
<td>$Y_4, Y_5$</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Table 2.2: *Dispersion coefficient example (stability class C): conditional probabilities between elicitation variables.*

between the elicitation variables $Y_1$ and $Y_2$, the lateral plume spreads at 500 m. and 1 km. downwind, respectively, and decreases as the difference between the downwind distances of the elicitation variables increases. In Section 1.6, the distribution on the samples, taking no dependency information into account, was determined, i.e. $\tilde{\mu}^{(1)}$. Here, a distribution on the same samples will be determined taking the dependence information into account, i.e. $\tilde{\mu}^{(2)}$; the intuitive understanding is that the probabilities on the propagated samples in the ‘independent’ situation are ‘re-weighted’ such that the conditional probabilities are also satisfied\(^5\).

Table 2.3 compares quantile information of the target variables for the ‘independent’ case and ‘dependent’ case.

<table>
<thead>
<tr>
<th>Quantile</th>
<th>Extension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>independent case</td>
</tr>
<tr>
<td>$A_y$ 5%</td>
<td>2.74e-3</td>
</tr>
<tr>
<td>50%</td>
<td>2.10e-1</td>
</tr>
<tr>
<td>95%</td>
<td>3.39</td>
</tr>
<tr>
<td>$B_y$ 5%</td>
<td>6.12e-1</td>
</tr>
<tr>
<td>50%</td>
<td>9.46e-1</td>
</tr>
<tr>
<td>95%</td>
<td>1.40</td>
</tr>
<tr>
<td>$\rho_{A_y,B_y}$</td>
<td>-9.08e-1</td>
</tr>
<tr>
<td>Relative Information</td>
<td>4.61</td>
</tr>
</tbody>
</table>

Table 2.3: *Dispersion coefficient example (stability class C): quantile information and rank correlations for target variables for independent case and dependent case.*

The results of Table 2.3 show that the 5%-95% quantile intervals for dependent case are wider and the rank correlation has become more negative

\(^5\)Here the background distribution for the ‘dependent’ case is taken the same as the background distribution in the ‘independent’ case. However, another interesting background distribution for the ‘dependent’ case would be the distribution on the samples of the ‘independent’ case.
compared to the results for independent case. A graphical comparison of the marginal distributions on the target variables is presented in Figure 2.5.

![Figure 2.5: Dispersion coefficient example (stability class C): graphical illustration of distribution of $A_y$ (left), $B_y$ (right) for the independent case (−) and dependent case (●).](image)

The 5%, 50% and 95%-iles of the marginal distributions of the push-forward distributions of the two cases are not given as they agree with the 5%, 50% and 95%-iles of the marginal distributions of the DM, see Table 1. For the dependent case, the conditional probabilities inherent in the push-forward distribution agree with the initial conditional probabilities $\pi^{DM}_{\frac{1}{2}, \frac{1}{2}}(Y_i, Y_j)$, see Table 2.2.

The Spearman's rank correlation matrices for target variables and elicitation variables for the independent and dependent case are given in Table 2.4 and Table 2.5, respectively. Based on comparing Spearman’s rank correlations between the correlation matrices, the effect of taking dependencies into account in the probabilistic inversion becomes clear, see Figure 2.6.

Based on the $\rho \pi$-table, it is possible to convert the rank correlations $\rho_{Y_i, Y_j}$ into conditional probabilities $\pi_{\frac{1}{2}, \frac{1}{2}}(Y_i, Y_j)$ which can be compared to the conditional probabilities $\pi^{DM}_{\frac{1}{2}, \frac{1}{2}}(Y_i, Y_j)$ of Table 2.2. Table 2.6 shows that the 'converted' conditional probabilities $\pi_{\frac{1}{2}, \frac{1}{2}}(Y_i, Y_j)$ differ significantly from the 'input' conditional probabilities $\pi^{DM}_{\frac{1}{2}, \frac{1}{2}}(Y_i, Y_j)$. This observation arouses the suspicion that the dependence structure contained in the distribution on the target variables cannot be represented satisfactorily by a Spearman's rank correlation matrix.

Hence the push-forward results of the joint distribution based on marginal distribution and Spearman's rank correlation matrix may not represent the DM results. See Table 2.7 for a comparison between DM quantiles and quantiles from the push-forward distributions of the dependent and independent case.

From Table 2.7 the effect of representing the distribution as marginal
Figure 2.6: Dispersion coefficient example (stability class C): graphical comparison of Spearman’s rank correlations resulting from the independent case (−) and the dependent case (−−).

distributions and Spearman’s rank correlation becomes evident; the results of the correlated propagation do not represent the DM well at all.

Based on the above it is questionable to represent the joint distribution resulting from PI as marginal distributions and a Spearman’s rank correlation matrix. Isn’t it possible to make use of a special sampling scheme which will generate a file of realizations based on the joint distribution on the target variables which can be fed into the computer code? In the future more research will be done to develop sampling techniques which do not violate the dependency structure as much as the marginal distributions and Spearman’s rank correlation representation.

2.4 Conclusions

This section started with a review of the existing dependence elicitation techniques. It is concluded that the conditional probability dependence
Table 2.4: Dispersion coefficient example (stability class C): Spearman’s rank correlations for target variables and elicitation variables for the ‘independent’ case.

Table 2.5: Dispersion coefficient example (stability class C): Spearman’s rank correlations for target variables and elicitation variables for the ‘dependent’ case.

elicitation technique is most suitable in the context of expert judgment. This type of dependence elicitation has a sound foundation in probability theory and is in line with the Structured Expert Judgment Elicitation Methodology. It is not claimed to be the best way to elicit dependence, but experts with different backgrounds understood the technique and type of questioning fairly easily and acknowledged its importance. Furthermore, it was pointed out that it is more important to get the marginal distributions ‘right’ compared to getting the dependence between the elicitation variables ‘right’.

Next the attention was focused on the aggregation experts’ assessments on marginal distributions and dependence into a joint distribution on the
### Table 2.6: Dispersion coefficient example (stability class C): comparison between conditional probabilities from experts and ‘converted’ conditional probabilities based on the $\rho \pi$ table.

<table>
<thead>
<tr>
<th>Elicitation variables</th>
<th>Cond. prob. from experts</th>
<th>Independent case $\pi_{Y_i, Y_j}$</th>
<th>Dependent case $\pi_{Y_i, Y_j}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_1, Y_2$</td>
<td>9.00e-1</td>
<td>9.68e-1</td>
<td>9.66e-1</td>
</tr>
<tr>
<td>$Y_2, Y_3$</td>
<td>8.50e-1</td>
<td>9.27e-1</td>
<td>9.51e-1</td>
</tr>
<tr>
<td>$Y_3, Y_4$</td>
<td>7.50e-1</td>
<td>9.23e-1</td>
<td>9.45e-1</td>
</tr>
<tr>
<td>$Y_4, Y_5$</td>
<td>6.00e-1</td>
<td>9.56e-1</td>
<td>9.91e-1</td>
</tr>
</tbody>
</table>

### Table 2.7: Dispersion coefficient example (stability class C): comparison of quantile information of DM and UNICORN for the independent and dependent case.

<table>
<thead>
<tr>
<th>Distance (z_i)</th>
<th>Quantiles</th>
<th>DM $\sigma_y(z_i)$</th>
<th>UNICORN $\rho_{A_y,B_y}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>500 m.</td>
<td>5%</td>
<td>3.30e+1</td>
<td>7.95</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>9.49e+1</td>
<td>6.52e+1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>1.95e+2</td>
<td>2.40e+2</td>
</tr>
<tr>
<td>1 km.</td>
<td>5%</td>
<td>6.48e+1</td>
<td>1.89e+1</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>1.72e+2</td>
<td>1.25e+2</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>3.46e+2</td>
<td>4.17e+2</td>
</tr>
<tr>
<td>3 km.</td>
<td>5%</td>
<td>1.75e+2</td>
<td>5.24e+1</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>4.46e+2</td>
<td>3.34e+2</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>1.04e+3</td>
<td>1.11e+3</td>
</tr>
<tr>
<td>10 km.</td>
<td>5%</td>
<td>4.48e+2</td>
<td>1.52e+2</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>1.22e+3</td>
<td>9.93e+2</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>3.37e+3</td>
<td>4.03e+3</td>
</tr>
<tr>
<td>30 km.</td>
<td>5%</td>
<td>1.10e+3</td>
<td>3.75e+2</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>2.82e+3</td>
<td>2.40e+3</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>8.25e+3</td>
<td>1.42e+4</td>
</tr>
</tbody>
</table>

Table 2.6: Dispersion coefficient example (stability class C): comparison between conditional probabilities from experts and ‘converted’ conditional probabilities based on the $\rho \pi$ table.

Table 2.7: Dispersion coefficient example (stability class C): comparison of quantile information of DM and UNICORN for the independent and dependent case.

elicitation variables. Two strategies based on linear pooling were introduced. Roughly, Strategy 1 combines the experts’ assessments on marginal distributions and dependence separately, whereas Strategy 2 combines the experts’ assessments on marginal distributions and dependence together. Looking at how the assessments of the expert on marginal distributions and dependence are treated by both strategies, it is concluded that Strategy 2 treats the experts’ assessments in a more ‘natural’ way than Strategy 1; currently the marginal distributions of the experts are combined, in case dependency information is available it would be ‘natural’ to combine the joint distributions of the experts. Additionally, Strategy 2 is able to deal with situations where the structure of the acyclic dependency trees of experts are not identical. In this situation Strategy 1 may result in a cyclic dependence
tree for the DM, which may result in a Spearman's rank correlation matrix which is not positive definite. In case of Strategy 2, a minimal relative information distribution satisfying Properties (i) and (ii) of Section 2.1.2 is fitted to the experts' assessments, hence the structure of the experts acyclic dependency trees do not have to be identical.

Both strategies were applied to two examples: Example 1 (elicitation variable is target variable) and Example 2 (elicitation variable is not a target variable). For Example 1 the marginal distributions resulting from the strategies were the same but the Spearman's rank correlation matrices differed significantly. Due to the non-linearity of the model, both the marginal distributions and Spearman's rank correlation matrices obtained from Strategy 1 and Strategy 2 differed.

Section 2.3 focused on using dependence information among the elicitation variables in probabilistic inversion. It was shown that it is very easy to extend the probabilistic inversion solution scheme with information on dependence between elicitation variables. For the dispersion coefficient example, the difference between taking and not taking dependence into account in determining the distribution on the target variables became apparent. At this moment it is unclear what the implications of taking account of dependence information are for the iterative version of PREJUDICE. Therefore it is suggested to apply first the iterative version of PREJUDICE taking no account of dependence information in order to determine a domain $M$ such that it is observationally or hypercube complete. The final distribution on the target variables will be a re-weighted version of this distribution, such that the dependence structure of its push-forward will also comply with the elicited dependence information and such that the difference between the distribution obtained in the first step will be minimal, when measured using relative information.

In doing uncertainty analysis, the distribution on the target variables is often represented by marginal distributions and Spearman's rank correlation matrix, see [37], [38]. For many situations, this type of representation of a distribution on the target variables will result in push-forward results which will resemble the distribution of the DM poorly. It seems that the dependence structures inherent in the distribution on target variables, obtained using probabilistic inversion, are difficult to capture using a dependence measure, like the Spearman's rank correlation. Therefore, future research will focus on application/development of new sampling schemes which can deal with more complex dependence structures.
Chapter 3

Calibration with Uncertain Observations

Classical references for calibration of subjective probabilities ([41],[42] for an update), treat calibration as a measure of 'correspondence with reality' but do not deal with the problem of the stochastic nature of numerical measures of calibration. Asymptotic definitions of well-calibrated were proposed in [16],[17], and a definition in terms of statistical likelihood was introduced in [7],[9],[13],[24]. In [9], the statement that an expert is well calibrated is interpreted as the statistical hypothesis that the uncertain quantities are independent and identically distributed with the appropriate distribution. This hypothesis is tested against observations/experimental results using the distribution of an appropriate scoring variable. In the most common implementation, experts assess $K$ quantiles of their subjective distributions for continuous quantities $Y_j$. Let probability vector $q = (q_1,\ldots,q_{K+1})$ contain the probabilities of the $K+1$ interquartile intervals, and probability vector $p = (p_1,\ldots,p_{K+1})$ be defined as the proportion of observations contained in the interquartile intervals and $n$ be the total number of observations. Calibration is scored as the upper tail probability (UTR) of the variable $R$

$$R = 2n I(p|q)$$

(3.1)

with $I(p|q) = \sum_{l=1}^{K+1} p_l \ln \frac{p_l}{q_l}$. If the observations are drawn independently from distributions with interquartile probabilities $q_l$, $l = 1,\ldots,K+1$, then $R$ is asymptotically $\chi^2_K$ distributed, as $n \to \infty$. Figure 3.1 shows the density of the $\chi^2_3$ distribution, where the calibration score is equal to the shaded area and equals $P(R > r) = 1 - \chi^2_3(r)$.

Evaluation of probabilistic forecasters in terms of scoring rules was introduced in [47]. [18] studied quantities similar to $R$, though in a slightly different context. The evaluation of sets of assessments against sets of ob-
servations was undertaken in [9], and $R$ and UTR were shown to be strictly proper in an appropriately generalized sense.

All of the developments sketched above assume that ‘crisp’ values of uncertain quantities $Y_j$ can be observed. In the Joint CEC/USNRC Uncertainty Analysis, the question was raised by project oversight authorities to what extent ‘measurement variability’ might affect the calibration scores of experts. For example, experts were asked to assess quantiles for lateral plume spread at various downwind distances under various atmospheric conditions. In some cases experimental values were available, and these were used to calibrate experts. Since lateral plume spread is a very complex physical process and relevant physical variables cannot all be controlled in any given experimental procedure, hence the reproducibility of experimental results is not high. Different experimental procedures for measuring lateral plume spread may have different strengths and weaknesses. Since the elicitation did not specify an experimental procedure, the values used to score calibration might be contaminated by a measurement variability which the experts could not take into account. It is assumed throughout that the distribution of measurement variability is known and is independent of other measurement variabilities and elicited quantities.

Let the observed variables be $\mathbf{Z} = (Z_1, \ldots, Z_n)$ and $\mathbf{Y} = (Y_1, \ldots, Y_n)$ the elicitation variable, which are related via

$$Z_j = Y_j + \epsilon_j.$$  \hfill (3.2)

The measurement variability $\epsilon_j$ is independent of $\epsilon_{j^*}$ ($j \neq j^*$) and independent of the observed and elicitation variables. Because of physical considerations it could be that the observed variables may take positive values only. If the additive model 3.2 yield negative values, it will be replaced by the multiplicative version

$$Z_j = Y_j \epsilon_j.$$  \hfill (3.3)
Taking the logarithm of multiplicative model 3.3 results in an additive model among the logarithms of the random variables;

$$\log(Z_j) = \log(Y_j) + \log(\epsilon_j).$$  \hspace{1cm} (3.4)

Roughly, scoring calibration taking account of measurement variability involves 2 steps

**Step 1**: The distribution of $Z_j$ is obtained by *folding* the measurement variability $\epsilon_j$ into the distribution of $Y_j$, via model 3.2 or 3.4.

**Step 2**: Determination of the calibration score based on the distribution of $Z_j$.

### 3.1 Step 1: The distribution of $Z_j$

If the entire distribution function for $Y_j$ is available and the distribution of $\epsilon_j$ is known and independent of $Y_j$, then the distribution for each expert for $Z_j$ is computed by simply taking the convolution of the density functions $f_{Y_j}$ and $f_{\epsilon_j}$. However, it is assumed here that the entire distribution of $Y_j$, and consequently $Z_j$, is not known. For reasons explained in Section 1.1, the distribution with minimum relative information with respect to a certain background distribution\(^1\) under the constraint that the 5%, 50% and 95% quantiles agree with the expert’s assessments, is determined. The question which remains to be answered is: should the minimum relative information arguments be applied to elicitation variables $Y_j$ or to observed variables $Z_j$?

The following numerical example illustrates the differences between the application of minimum relative information arguments to either $Y_j$ or $Z_j$. The 5%, 50% and 95% quantile assessments for $Y$ are $y_5 = 11.5$, $y_{50} = 13$, $y_{95} = 14$. Additionally the 0% and 100% quantile assessments were chosen as $y_0 = 10$ and $y_{100} = 15$. The vector of interquantile probabilities is

$$\mathbf{b} = (0.05, 0.45, 0.45, 0.05)^T.$$

The measurement variability was chosen to be normal distributed on the interval $[-4,4]$, such that $P(\epsilon \leq -4) = P(\epsilon > 4) = 10^{-3}$, see Figure 3.2 (the method is not restricted to the measurement variability being normal distributed).

In the next sections the methods of applying minimum relative information arguments on $Y$ and $Z$, referred to as Relinf $Y$ and Relinf $Z$ respectively, are introduced and illustrated using an the above example. In the implementation of the methods, discrete approximations of the respective densities will be determined.

---

\(^1\)Consideration for the choice of the appropriate background distribution are given in Section 1.3.
3.1.1 Relinf $Y$: Minimum relative information for $Y$

Determining the minimum relative information density function $f_Y$ with respect to background density $f_\lambda$, under the constraint that the sum of probabilities of realizations contained in the respective interquantile intervals equals $b$, can be written as a CP problem. Let the primal formulation of the CP problem be given by

$$\min_{f_Y} \sum_{i=1}^{N_Y} f_Y(y_i) \ln \frac{f_Y(y_i)}{f_\lambda(y_i)}$$

s.t. \hspace{1cm} Af_Y = b \hspace{1cm} (3.6)$$

The matrix $A \in \mathbb{R}^{(K+1) \times N_Y}$, with $N_Y$ the number of discretization points for $Y$. The $i$-th column of $A$ consists of zeros, except on the entry which corresponds to the interquantile interval in which $y_i$ is contained

$$a_{l,i} := 1_{I_l}(y_i) \hspace{1cm} (3.7)$$

where $I_l$ is the $l$-th interquantile interval of $Y$. Corollary 1.2.2 of Section 1.2.2 stated that if

$$f_Y = f_\lambda \cdot \exp(A^T y - e) \hspace{1cm} (3.8)$$

holds for some feasible primal solution $f_Y$ and feasible dual solution $y \in \mathbb{R}^{K+1}$, then $f_Y$ is the optimal solution of primal formulation (3.6) and $y$ the optimal solution of the dual formulation of CP problem (3.6). The vector $e \in \mathbb{R}^{K+1}$ represents the unit vector of dimension $K + 1$.

In case the background density $f_\lambda$ is uniform, it can be seen easily that $f_Y(y_1) = f_Y(y_2)$ for all $y_1, y_2 \in I_l$. Hence, $f_Y$ is a piece-wise uniform density, see Figure 3.3 (left), with $N_Y = 500$.

The final step is to convolute the densities of $Y$ and $\epsilon$ to obtain the density $f_Z$ of $Z$, see Figure 3.3 (right). The relative information of $f_Z$ with respect to its background density $f_\lambda$ is equal to $6.94e-1$. 

Figure 3.2: Probability density function of measurement variability $\epsilon$ on $[-4,4]$. 
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3.1.2 Relinf $Z$: Minimum relative information for $Z_j$

Instead of applying the minimum relative information argument to $Y_j$, it may also be applied to $Z_j$. Relinf $Z$ determines the minimum relative information distribution of $Z_j$ under the constraints that the sum of probabilities of realizations contained in the respective interquantile intervals of $Y_j$ equals $b$, and that the density of $Z$ is the convolution of the densities of $Y_j$ and $c$;

$$
\min_{f_Z} \sum_{l=1}^{N_Z} f_Z(z_l) \ln \frac{f_Z(z_l)}{f_Y(z_l)}
$$

$$
\text{s.t.} \quad A f_Y = b
$$

$$
f_Z(z_l) = \sum_{m=1}^{N_Y} f_Y(y_m) f_c(z_l - y_m)1_{[-4,4]}(z_l - y_m)
$$

(3.9)

where $N_Z$ represent the number of discretization points for $Z$. NLP problem 3.9 is also a convex programming problem\(^2\), for the same reasons as described in Section 1.5 is optimization package MOSEK (www.mosek.com) has been used. The example was calculated based on Relinf $Z$ ($N_Z = N_Y = 500$) and resulted in a density of $Z$ with a relative information value of 5.08e-1, see Figure 3.4 (Right).

Note that the relative information value for the density of $Z$ based on Relinf $Y$ is greater than based on Relinf $Z$. But the density of $Y$ based on Relinf $Z$ is highly informative, see Figure 3.4 (Left). It seems that minimizing the relative information of $Z$ given the constraints, results in a density of $f_Y$ with probability on or close to the 0%, 5%, 95% and 100% percentiles only.

3.1.3 Limiting behavior

In case of no measurement variability it is easy to see that the Relinf $Y$ and Relinf $Z$ approaches are the same. Figure B.7 illustrates the effect

\(^2\)The constraint describing the convolution may look non-linear, however $f_Y$ is the optimization variable and $f_c$ is known.
on the densities of $Z$ based on Relinf $Y$ (left) and densities of $Y$ (middle) and $Z$ (right) based on Relinf $Z$ for different measurement variabilities. The density for $Y$ based on Relinf $Y$ remains the same in all instances, see Figure 3.3. The numbers of discretization points are $N_Y = N_Z = 1000$. The ‘wild’ behavior for $\epsilon \in [-0.01, 0.01]$ is due to the discretization.

### 3.2 Step 2: Scoring calibration based on $Z_j$

The calibration score introduced at the beginning of the Chapter is described in detail in [9], [13]. However, this calibration score is not capable of dealing with measurement variability. In this section the calibration score is generalized such that assessments can be scored with respect to sampling distributions of variables rather than with individual values of the variables.

This section starts off with a more mathematical description of scoring calibration with individual values and is followed by the description of the extension which scores calibration using sampling distributions over the values. Clearly, both scoring techniques can be used in combination with Relinf $Y$ and Relinf $Z$.

#### 3.2.1 Scoring with individual values

For the purpose of illustration, suppose that for each elicitation variable $Y_j$ ($j = 1, \ldots, n$), the 5%, 50% and 95% quantiles are assessed using expert judgment. The vector of interquantile probabilities $b$ is given by Expression 3.5. Let $I_{j,l_j}^*$ represent the $k$-th interquantile interval of $Z_j$, such that the probability of $I_{j,l_j}^*$ is equal to the $l_j$-th entry of $b$.

When observations/experimental results $z^* = (z_1^*, \ldots, z_n^*)$ are available,
Figure 3.5: Probability density functions of $Y$ and $Z$ based on Relinf $Y$ and Relinf $Z$ for various measurement variabilities $\epsilon$. 
the sample distribution is

\[ p_{z^*}(n) := (p_{z^*,1}(n), \ldots, p_{z^*,4}(n)) \]

\[ p_{z^*,k}(n) = \frac{\sum_{i=1}^{n} 1_{I_{j,i}}(z_j^*)}{n} \quad \text{for } l_j = 1, \ldots, 4. \]

Based on \( p_{z^*}(n) \) and \( b \), the value of \( R \) is calculated using Expression 3.1, from which the calibration score is determined.

### 3.2.2 Scoring with sampling distributions

Given \( z^* = (z_1^*, \ldots, z_n^*) \), let \( q_{j,l_j} \) denote the probability that the unobserved \( y_j \) falls in the \( k \)-th interquartile interval \( I_{j,l_j} \) of \( y_j \); the conditional probability \( q_{j,l_j} \) can be written as

\[
q_{j,l_j} = P(y_j \in I_{j,l_j} | Z_j = z_j^*) = \sum_{y_j \in I_{j,l_j}} \frac{p_{l_j}(z_j^* - y_j) p_{y_j}(y_j)}{p_{z_j^*}(z_j^*)} 1_{A_r}(z_j^* - y_j)
\]  

(3.10)

where \( A_r \) is the support of \( \varepsilon \); a measurable set such that \( P(A_r) = 1 \). The set of possible interquartile intervals for \( y_j \) is a subset of \( \{1, \ldots, K + 1\} \). In words, there may be many unobserved realizations \( y_j \) from different interquartile intervals \( I_{j,l_j} \) which in combination with a possible value of \( \varepsilon_j \) result in observation \( z_j^* \). The likelihood that unobserved realizations \( y_j \in I_{j,l_j} \) in combination with the measurement variability result in \( z_j^* \) is given by \( q_{j,l_j} \).

Let \( \pi = (\pi_1, \ldots, \pi_n) \) be a vector of length \( n \) whose entries take values in the set \( \{1, \ldots, K + 1\} \), i.e., \( \pi_j := k \) if \( y_j \in I_{j,l_j} \). Given \( (z_1^*, \ldots, z_n^*) \), let the probability mass function of the sample distributions \( p_\pi \), generated by all possible interquartile interval combinations \( \pi \), be proportional to

\[
P(p_\pi) \propto \prod_{j=1}^{n} q_{j,\pi_j}.
\]  

(3.11)

Given the probability mass function of \( p_\pi \), we compute UTR(\( \pi \)) from the \( \chi^2 \) approximation as in the previous section, for \( n \) sufficiently large. The calibration is obtained by computing the expected value over all possible interquartile interval combinations \( \pi \)

\[
E(\text{UTR}) = \sum_\pi \text{UTR}(\pi) P(p_\pi).
\]  

(3.12)

Theoretically, such computations may give rise to computational problems on current platforms for problems involving a large number of observations/experimental results. However, the next section will list some results.
3.3 Examples

In this section the methods for determining the distribution on $Z_j$ (i.e. Relinf $Y$ and Relinf $Z$) and to score calibration are tested on two examples. The first example is taken from the Joint CEC/USNRC Uncertainty Analysis [27] and the second example is taken from an expert judgment study for an uncertainty analysis for the inundation probability conducted for the Ministry of Transport, Public Works and Water Management [21].

3.3.1 Dispersion example

For this example the quantile assessments for the DM are given in Appendix F; the density of the DM has been constructed based on an equal weighted combination of experts densities. In total 10 seed variable questions, i.e. questions for which the answers are known to the project staff but not to the experts, are considered. The reader is referred to [27] for descriptions of the experiments which measured the seed variables. Considering no measurement variability, the calibration score based on the DM quantile assessments and measurements equaled 6.83e-1. This calibration score will be compared to the calibration scores resulting from the possible combinations of determining the distribution on $Z_j$ and scoring calibration.

Information on the measurement variability was specified by the author, in terms of medians and error factor $EF_{95}$\(^3\). Instead of considering one measurement variability, three measurement variabilities were considered; the median values were fixed but the error factor $EF_{95}$ was multiplied by $c$, the value of $c$ considered are 1, 1.5 and 2. The multiplicative model 3.3 was used to avoid negative realizations of $Z_j$, except for question B-5-600 sig-y for which the additive version was used. The number of discretization points are $N_Y = N_Z = 1000$. In general, the distributions for the $Z_j$'s obtained from Relinf $Y$ are 'less informative/more dispersed' than the distributions obtained from Relinf $Z$, see Table 3.1 for the relative information values and Table 3.2 for the assessments for $c = 1$, where $Y$ represents the DM assessments.

Figure 3.6 presents the densities of $Y$ and $Z$ for seed variable question B-1-220 chi/Q for $c = 1$. Note that the probability density function for $Y$ was determined relative to a log-uniform background distribution.

Looking closer at Table 3.2, some counter intuitive results surface; by 'folding' the measurement variability into the assessments intuitively one would think that the resulting 5%-95% quantile interval of Relinf $Y$ and Relinf $Z$ would contain the 5%-95% quantile interval of the original assessments $Y$. This does not hold for most questions, especially the resulting 95% quantiles are smaller than the original 95% quantiles. At this moment

---

\(^3\)The error factor $EF_{95}$ is defined as $EF_{95} := \frac{z_{95} - z_{50}}{z_{50}}$, where $z_{50}$ and $z_{95}$ are the median and 95% quantiles of the distribution of $Z$, respectively.
<table>
<thead>
<tr>
<th>Seed variable</th>
<th>Relinf Y</th>
<th>Relinf Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>B-1-220 chi/Q</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c = 1</td>
<td>2.84</td>
<td>2.52</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>3.48</td>
<td>3.17</td>
</tr>
<tr>
<td>c = 2</td>
<td>3.99</td>
<td>3.36</td>
</tr>
<tr>
<td>B-1-315 chi/Q</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c = 1</td>
<td>1.34</td>
<td>1.28</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>1.88</td>
<td>1.57</td>
</tr>
<tr>
<td>c = 2</td>
<td>2.29</td>
<td>1.82</td>
</tr>
<tr>
<td>B-2-220 chi/Q</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c = 1</td>
<td>2.58</td>
<td>2.48</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>3.29</td>
<td>2.99</td>
</tr>
<tr>
<td>c = 2</td>
<td>3.66</td>
<td>3.17</td>
</tr>
<tr>
<td>B-2-315 chi/Q</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c = 1</td>
<td>1.53</td>
<td>1.47</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>2.23</td>
<td>1.95</td>
</tr>
<tr>
<td>c = 2</td>
<td>2.58</td>
<td>2.15</td>
</tr>
<tr>
<td>B-3-300 chi/Q</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c = 1</td>
<td>1.13</td>
<td>1.09</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>1.85</td>
<td>1.60</td>
</tr>
<tr>
<td>c = 2</td>
<td>2.13</td>
<td>1.87</td>
</tr>
<tr>
<td>B-3-600 chi/Q</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c = 1</td>
<td>1.02</td>
<td>9.84e-1</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>1.75</td>
<td>1.45</td>
</tr>
<tr>
<td>c = 2</td>
<td>2.07</td>
<td>1.72</td>
</tr>
<tr>
<td>B-4-300 chi/Q</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c = 1</td>
<td>1.68</td>
<td>1.55</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>2.19</td>
<td>1.93</td>
</tr>
<tr>
<td>c = 2</td>
<td>2.73</td>
<td>2.44</td>
</tr>
<tr>
<td>B-4-600 chi/Q</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c = 1</td>
<td>9.85e-1</td>
<td>9.41e-1</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>1.63</td>
<td>1.32</td>
</tr>
<tr>
<td>c = 2</td>
<td>2.18</td>
<td>1.78</td>
</tr>
<tr>
<td>B-5-600 sig-y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c = 1</td>
<td>7.73e-1</td>
<td>6.83e-1</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>7.55e-1</td>
<td>6.76e-1</td>
</tr>
<tr>
<td>c = 2</td>
<td>7.40e-1</td>
<td>6.52e-1</td>
</tr>
<tr>
<td>B-5-600 sig-z</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c = 1</td>
<td>5.56e-1</td>
<td>4.55e-1</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>1.02</td>
<td>7.09e-1</td>
</tr>
<tr>
<td>c = 2</td>
<td>1.30</td>
<td>9.83e-1</td>
</tr>
</tbody>
</table>

Table 3.1: Dispersion example: overview of relative information values of the p.d.f. of Z as determined using Relinf Y and Relinf Z.

No explanation has been found for this, but it may be due to the way of discretization.

Based on the seed variable questions the calibration scores, based on scoring with individual values (for this example the median values) and sampling distributions, are given in Table 3.3 for B-1-220 chi/Q in case c = 1.

The calibration scores in Table 3.3 for c = 1 are similar, which is not surprising since the measurement variability in this case is not large (see Table F.1); this will result in similar distributions for Y and Z (see Section 3.1.3), which in turn will result in similar calibration scores. Next the measurement variability is changed; keeping the median values fixed, the error factors $EF_{95}$ are multiplied by c = 1.5 and c = 2. The results presented in Table 3.3 show that the calibration scores with sampling distributions are decreasing both for Relinf Y and Relinf Z. The rate is different for Relinf Y than for Relinf Z; the difference between the calibration scores for c = 1.5
<table>
<thead>
<tr>
<th>Seed variable</th>
<th>Method</th>
<th>Quantile assessments for DM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>95%</td>
</tr>
<tr>
<td>B-1-220 chi/Q</td>
<td>Y</td>
<td>5.28e-7</td>
</tr>
<tr>
<td></td>
<td>Relinf Y</td>
<td>4.19e-7</td>
</tr>
<tr>
<td></td>
<td>Relinf Z</td>
<td>3.14e-7</td>
</tr>
<tr>
<td>B-1-315 chi/Q</td>
<td>Y</td>
<td>3.31e-6</td>
</tr>
<tr>
<td></td>
<td>Relinf Y</td>
<td>3.19e-6</td>
</tr>
<tr>
<td></td>
<td>Relinf Z</td>
<td>2.97e-6</td>
</tr>
<tr>
<td>B-2-220 chi/Q</td>
<td>Y</td>
<td>3.56e-7</td>
</tr>
<tr>
<td></td>
<td>Relinf Y</td>
<td>3.33e-7</td>
</tr>
<tr>
<td></td>
<td>Relinf Z</td>
<td>2.94e-7</td>
</tr>
<tr>
<td>B-2-315 chi/Q</td>
<td>Y</td>
<td>2.10e-6</td>
</tr>
<tr>
<td></td>
<td>Relinf Y</td>
<td>2.02e-6</td>
</tr>
<tr>
<td></td>
<td>Relinf Z</td>
<td>1.89e-6</td>
</tr>
<tr>
<td>B-3-300 chi/Q</td>
<td>Y</td>
<td>2.15e-6</td>
</tr>
<tr>
<td></td>
<td>Relinf Y</td>
<td>2.10e-6</td>
</tr>
<tr>
<td></td>
<td>Relinf Z</td>
<td>2.01e-6</td>
</tr>
<tr>
<td>B-3-600 chi/Q</td>
<td>Y</td>
<td>1.05e-6</td>
</tr>
<tr>
<td></td>
<td>Relinf Y</td>
<td>1.02e-6</td>
</tr>
<tr>
<td></td>
<td>Relinf Z</td>
<td>9.77e-7</td>
</tr>
<tr>
<td>B-4-300 chi/Q</td>
<td>Y</td>
<td>3.05e-6</td>
</tr>
<tr>
<td></td>
<td>Relinf Y</td>
<td>2.80e-6</td>
</tr>
<tr>
<td></td>
<td>Relinf Z</td>
<td>2.37e-6</td>
</tr>
<tr>
<td>B-4-600 chi/Q</td>
<td>Y</td>
<td>5.30e-6</td>
</tr>
<tr>
<td></td>
<td>Relinf Y</td>
<td>5.14e-6</td>
</tr>
<tr>
<td></td>
<td>Relinf Z</td>
<td>4.89e-6</td>
</tr>
<tr>
<td>B-5-600 sig-y</td>
<td>Y</td>
<td>1.51e+1</td>
</tr>
<tr>
<td></td>
<td>Relinf Y</td>
<td>1.43e+1</td>
</tr>
<tr>
<td></td>
<td>Relinf Z</td>
<td>1.30e+1</td>
</tr>
<tr>
<td>B-5-600 sig-z</td>
<td>Y</td>
<td>4.04</td>
</tr>
<tr>
<td></td>
<td>Relinf Y</td>
<td>5.46</td>
</tr>
<tr>
<td></td>
<td>Relinf Z</td>
<td>5.03</td>
</tr>
</tbody>
</table>

Table 3.2: Dispersion example: overview of quantiles for DM for the different methods (c=1).

<table>
<thead>
<tr>
<th>c * EF_{95}</th>
<th>Calibration score</th>
<th>Y</th>
<th>Relinf Y</th>
<th>Relinf Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>c = 1</td>
<td>Scoring with median values</td>
<td>6.83e-1</td>
<td>6.83e-1</td>
<td>6.83e-1</td>
</tr>
<tr>
<td></td>
<td>Scoring with sampling distributions</td>
<td>N/A</td>
<td>6.76e-1</td>
<td>6.83e-1</td>
</tr>
<tr>
<td>c = 1.5</td>
<td>Scoring with median values</td>
<td>6.83e-1</td>
<td>6.83e-1</td>
<td>6.83e-1</td>
</tr>
<tr>
<td></td>
<td>Scoring with sampling distributions</td>
<td>N/A</td>
<td>4.17e-1</td>
<td>2.96e-1</td>
</tr>
<tr>
<td>c = 2</td>
<td>Scoring with median values</td>
<td>6.83e-1</td>
<td>6.83e-1</td>
<td>6.83e-1</td>
</tr>
<tr>
<td></td>
<td>Scoring with sampling distributions</td>
<td>N/A</td>
<td>3.98e-1</td>
<td>1.56e-1</td>
</tr>
</tbody>
</table>

Table 3.3: Dispersion example: overview of calibration scores for B-1-220 chi/Q for different error factors EF_{95}.

and c = 2 is 5% for Relinf Y and 47% for Relinf Z. A possible explanation is that the support for unobserved variable Y remains the same for c = 1.5 and c = 2, however, the support of Z changes since it depends on the measurement variability ε, see model 3.2. Additionally, the distributions
Figure 3.6: Dispersion example: probability density functions of $Y$ and $Z$ based on Relinf $Y$ and Relinf $Z$ for B-1-220 chi/Q ($c=1$).

for $Z$ obtained via Relinf $Z$ are more informative than Relinf $Y$, see Table 3.1. These factors will influence the calibration score.

At this moment it is difficult to draw general conclusions, however it seems that the distributions obtained from Relinf $Y$ are less sensitive to scoring calibration with sampling distributions compared to Relinf $Z$. This may be because the distributions obtained from Relinf $Y$ are more ‘disperse’ than the distributions obtained from Relinf $Z$.

Table 3.4 gives an overview of interquantile intervals and conditional probabilities $q_{j,t_j}$ for $c = 1, 1.5$ and 2.

Since the measurement variability for $c = 1$ was small, it is observed from Table 3.4 that the majority of the uncertain observations are contained in a single interquantile interval, except B-1-220 chi/Q and B-3-600 chi/Q. However, it is observed for $c = 1.5$ and $c = 2$ that the uncertain observations may be contained in different interquantile intervals. Note the change in conditional probabilities between $c = 1.5$ and $c = 2$; the $q_{j,t_j}$’s for $c = 2$ are not as ‘peaked’ as for $c = 1.5$. This is in compliance with the intuition; a small $q_{j,t_j}$ for $c = 1.5$ gets larger for $c = 2$ since it is likely that more
<table>
<thead>
<tr>
<th>Seed variable</th>
<th>Interquantile intervals and $q_{0.51}$ for Relinf Y and Relinf Z</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Relinf Y</td>
</tr>
<tr>
<td>B-1-230 chi/Q</td>
<td></td>
</tr>
<tr>
<td>$c = 1$</td>
<td>$[l_{1.2}, l_{1.3}]$</td>
</tr>
<tr>
<td></td>
<td>$[1.60e-1, 8.40e-1]$</td>
</tr>
<tr>
<td>$c = 1.5$</td>
<td>$[l_{1.2}, l_{1.3}]$</td>
</tr>
<tr>
<td></td>
<td>$[8.94e-2, 9.12e-1]$</td>
</tr>
<tr>
<td>$c = 2$</td>
<td>$[l_{1.2}, l_{1.3}]$</td>
</tr>
<tr>
<td></td>
<td>$[9.52e-2, 9.95e-1]$</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>B-1-315 chi/Q</td>
<td></td>
</tr>
<tr>
<td>$c = 1$</td>
<td>$l_{0.3}$</td>
</tr>
<tr>
<td>$c = 1.5$</td>
<td>$l_{2.3}$</td>
</tr>
<tr>
<td></td>
<td>[1.40e-2, 9.56e-1]</td>
</tr>
<tr>
<td>$c = 2$</td>
<td>$[l_{2.2}, l_{2.3}, l_{2.4}]$</td>
</tr>
<tr>
<td></td>
<td>$[7.19e-2, 9.29e-1, 3.30e-1]$</td>
</tr>
<tr>
<td></td>
<td>$[9.99e-1, 1.00e-3]$</td>
</tr>
<tr>
<td>B-2-220 chi/Q</td>
<td></td>
</tr>
<tr>
<td>$c = 1$</td>
<td>$l_{4.3}$</td>
</tr>
<tr>
<td>$c = 1.5$</td>
<td>$[l_{4.2}, l_{4.3}]$</td>
</tr>
<tr>
<td></td>
<td>$[6.00e-2, 9.40e-1]$</td>
</tr>
<tr>
<td>$c = 2$</td>
<td>$l_{4.3}$</td>
</tr>
<tr>
<td></td>
<td>$[1.70e-2, 9.56e-1]$</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>B-2-315 chi/Q</td>
<td></td>
</tr>
<tr>
<td>$c = 1$</td>
<td>$l_{3.3}$</td>
</tr>
<tr>
<td>$c = 1.5$</td>
<td>$l_{3.3}$</td>
</tr>
<tr>
<td></td>
<td>$[7.00e-3, 9.93e-1]$</td>
</tr>
<tr>
<td>$c = 2$</td>
<td>$[l_{3.3}, l_{4.4}, l_{4.3}]$</td>
</tr>
<tr>
<td></td>
<td>$[2.12e-2, 9.70e-1, 2.91e-3]$</td>
</tr>
<tr>
<td></td>
<td>$[9.88e-1, 1.20e-2]$</td>
</tr>
<tr>
<td>B-3-300 chi/Q</td>
<td></td>
</tr>
<tr>
<td>$c = 1$</td>
<td>$l_{5.3}$</td>
</tr>
<tr>
<td>$c = 1.5$</td>
<td>$[l_{5.3}, l_{5.4}]$</td>
</tr>
<tr>
<td></td>
<td>$[9.92e-1, 8.00e-3]$</td>
</tr>
<tr>
<td>$c = 2$</td>
<td>$[l_{5.3}, l_{5.4}, l_{5.6}, l_{5.7}]$</td>
</tr>
<tr>
<td></td>
<td>$[1.39e-3, 9.55e-1, 1.40e-2]$</td>
</tr>
<tr>
<td></td>
<td>$[8.40e-1, 1.57e-2]$</td>
</tr>
<tr>
<td>B-3-600 chi/Q</td>
<td></td>
</tr>
<tr>
<td>$c = 1$</td>
<td>$l_{6.3}$</td>
</tr>
<tr>
<td>$c = 1.5$</td>
<td>$[l_{6.3}, l_{6.4}]$</td>
</tr>
<tr>
<td></td>
<td>$[4.56e-2, 5.44e-1]$</td>
</tr>
<tr>
<td>$c = 2$</td>
<td>$[l_{6.3}, l_{6.4}, l_{6.7}, l_{6.8}]$</td>
</tr>
<tr>
<td></td>
<td>$[5.40e-2, 4.51e-1]$</td>
</tr>
<tr>
<td></td>
<td>$[7.23e-1, 2.77e-1]$</td>
</tr>
<tr>
<td>B-4-300 chi/Q</td>
<td></td>
</tr>
<tr>
<td>$c = 1$</td>
<td>$l_{7.3}$</td>
</tr>
<tr>
<td>$c = 1.5$</td>
<td>$[l_{7.3}, l_{7.4}]$</td>
</tr>
<tr>
<td></td>
<td>$[9.62e-1, 3.80e-2]$</td>
</tr>
<tr>
<td>$c = 2$</td>
<td>$[l_{7.3}, l_{7.4}, l_{7.5}]$</td>
</tr>
<tr>
<td></td>
<td>$[7.34e-1, 2.06e-2]$</td>
</tr>
<tr>
<td></td>
<td>$[5.81e-2, 4.10e-2]$</td>
</tr>
<tr>
<td>B-4-600 chi/Q</td>
<td></td>
</tr>
<tr>
<td>$c = 1$</td>
<td>$l_{8.3}$</td>
</tr>
<tr>
<td>$c = 1.5$</td>
<td>$[l_{8.3}, l_{8.4}]$</td>
</tr>
<tr>
<td></td>
<td>$[4.72e-2, 9.95e-2]$</td>
</tr>
<tr>
<td>$c = 2$</td>
<td>$[l_{8.3}, l_{8.4}, l_{8.5}]$</td>
</tr>
<tr>
<td></td>
<td>$[1.39e-1, 8.64e-1]$</td>
</tr>
<tr>
<td></td>
<td>$[4.00e-3, 9.96e-1]$</td>
</tr>
<tr>
<td>B-5-660 sig-y</td>
<td></td>
</tr>
<tr>
<td>$c = 1$</td>
<td>$l_{9.2}$</td>
</tr>
<tr>
<td>$c = 1.5$</td>
<td>$l_{9.2}$</td>
</tr>
<tr>
<td>$c = 2$</td>
<td>$l_{9.2}$</td>
</tr>
<tr>
<td>B-5-660 sig-z</td>
<td></td>
</tr>
<tr>
<td>$c = 1$</td>
<td>$l_{10.2}$</td>
</tr>
<tr>
<td>$c = 1.5$</td>
<td>$[l_{10.3}, l_{10.4}]$</td>
</tr>
<tr>
<td></td>
<td>$[1.90e-3, 9.17e-1, 6.20e-2]$</td>
</tr>
<tr>
<td></td>
<td>$[6.67e-1, 3.26e-1]$</td>
</tr>
<tr>
<td>$c = 2$</td>
<td>$[l_{10.1}, l_{10.2}, l_{10.3}, l_{10.4}]$</td>
</tr>
<tr>
<td></td>
<td>$[1.90e-2, 7.70e-1, 2.19e-1, 3.90e-4]$</td>
</tr>
<tr>
<td></td>
<td>$[1.84e-3, 5.16e-1, 4.53e-1]$</td>
</tr>
</tbody>
</table>

Table 3.4: Dispersion example: overview of interquantile intervals information and conditional probabilities for $c = 1, 1.5$ and 2.
realizations in $I_{j_{i_{j}}}$ will satisfy the indicator function in Expression 3.10, likewise a large $q_{j_{i_{j}}}$ is likely to get smaller.

### 3.3.2 Ministry of Transport, Public Works and Water Management

The Public Works and Water Management example involves 8 seed variable questions, for a detailed description see [21]. For this example multiple observations/experimental results were available for each seed variable questions, see Table F.2 for experimental results and information on measurement variability distributions.

In total 17 experts were involved in [21]. Results for only 3 experts will be presented: Expert 1, Expert 6 and Expert 10. The quantile assessments of these experts are listed in Table F.3. From this table it is observed that the assessments of Expert 1 express more confidence than the assessments of Expert 6, Expert 10. The effect of folding measurement variability into the distributions of Expert 1 is shown in Tables 3.5 and 3.6: the Y-rows give the quantile assessments of the expert, the Relinf Y and Relinf Z rows give the quantile assessments of Expert 1 when measurement variability is folded in using the Relinf Y and Relinf Z approach, respectively. It is observed that the majority of the 5%-95% quantile intervals of Relinf Y include the 5%-95% quantile intervals of $Y$ (except for HS and TS) and the majority of the 5%-95% quantile intervals of Relinf Z include the 5%-95% quantile intervals of Relinf Y and $Y$ (except for mod1 and mod2).

<table>
<thead>
<tr>
<th>Seed variable</th>
<th>Expert 1</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Relinf Y</td>
<td>Relinf Z</td>
<td></td>
</tr>
<tr>
<td>ZR</td>
<td>1.35</td>
<td>1.13</td>
<td></td>
</tr>
<tr>
<td>ZG</td>
<td>1.33</td>
<td>1.11</td>
<td></td>
</tr>
<tr>
<td>ZD</td>
<td>1.34</td>
<td>1.12</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>9.77e-1</td>
<td>7.61e-1</td>
<td></td>
</tr>
<tr>
<td>TS</td>
<td>9.19e-1</td>
<td>7.75e-1</td>
<td></td>
</tr>
<tr>
<td>mod1</td>
<td>1.87</td>
<td>1.57</td>
<td></td>
</tr>
<tr>
<td>mod2</td>
<td>1.76</td>
<td>1.48</td>
<td></td>
</tr>
<tr>
<td>mod3</td>
<td>1.02</td>
<td>9.63e-1</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.5: Public Works and Water Management example: overview of relative information values for Relinf Y and Relinf Z for Expert 1.

Next, the use of the two techniques to score calibration of Section 3.2 is explained.

### Scoring with individual values

Suppose $n_{j}$ observations/experimental results are available for the $j$-th seed variable question, then $n_{j}$ independent realizations of the $j$-th seed variable
Table 3.6: Public Works and Water Management example: overview of quantiles for Expert 1 for the different methods.

will be available. In this way for each observation a copy of the seed variable question can be associated and the calibration is scored with the n_j observed values. For example, if 10 and 15 observations are available for seed variable question Y_1 and Y_2 respectively, then 10 copies of seed variable question Y_1 will be generated and 15 copies for Y_2. The 10 observations will be scored against the 10 copies of Y_1 and likewise the 15 observations will be scored against the 15 copies of Y_2. Hence, the calibration score can be considered to be determined on 25 seed variable questions.

Table 3.7 gives the calibration scores for the 3 experts for different situations: the column headed by Y presents the calibration scores as determined in [21], whereas the columns headed by Relinf Y and Relinf Z give the calibration scores when folding the measurement variability into the expert’s assessment of elicitation variables Y. In total 47 seed variable questions were generated. Looking at the calibration scores it is observed that the ranking of experts under Relinf Y and Relinf Z has changed with respect to the original ranking under Y; Expert 1 (the confident expert) is ranked first for Relinf Y and Relinf Z whereas he/she is ranked third for Y. Furthermore, note the difference between calibration scores based on Relinf Y and Relinf Z for Expert 6 and Expert 10.
### Table 3.7: Public Works and Water Management example: overview of calibration scores for 47 observations.

<table>
<thead>
<tr>
<th>Experts</th>
<th>$Y$</th>
<th>Relinf $Y$</th>
<th>Relinf $Z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert 1</td>
<td>1.47e-5</td>
<td>2.69e-1</td>
<td>2.41e-1</td>
</tr>
<tr>
<td>Expert 6</td>
<td>3.41e-2</td>
<td>1.64e-6</td>
<td>4.37e-10</td>
</tr>
<tr>
<td>Expert 10</td>
<td>3.96e-1</td>
<td>2.06e-2</td>
<td>1.85e-5</td>
</tr>
</tbody>
</table>

Scoring with sampling distributions

Suppose $n_j$ observations are available for the $j$-th seed variable question, then a distribution is determined based on the observations which will represent the measurement variability. For example, suppose 10, 15 observations are available for seed variable question $Y_1$, $Y_2$ respectively. Based on the 10 observations available for $Y_1$ a distribution will be determined which will represent the measurement variability, similarly based on the 15 observations for $Y_2$ a measurement variability distribution will be determined. Note that the number of seed variable questions remains the same.

Calibration scores are determined based on the original expert assessments $Y$ and based on Relinf $Y$ and Relinf $Z$ in combination with scoring calibration with median values and with sampling distributions.

<table>
<thead>
<tr>
<th>Experts</th>
<th>Calibration scores</th>
<th>$Y$</th>
<th>Relinf $Y$</th>
<th>Relinf $Z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert 1</td>
<td>Scoring with median values</td>
<td>8.56e-2</td>
<td>8.56e-2</td>
<td>8.56e-2</td>
</tr>
<tr>
<td></td>
<td>Scoring with sampling distributions</td>
<td>N/A</td>
<td>2.85e-1</td>
<td>2.42e-1</td>
</tr>
<tr>
<td>Expert 6</td>
<td>Scoring with median values</td>
<td>3.01e-1</td>
<td>3.01e-1</td>
<td>3.01e-1</td>
</tr>
<tr>
<td></td>
<td>Scoring with sampling distributions</td>
<td>N/A</td>
<td>4.99e-1</td>
<td>3.93e-1</td>
</tr>
<tr>
<td>Expert 10</td>
<td>Scoring with median values</td>
<td>7.94e-1</td>
<td>7.94e-1</td>
<td>7.94e-1</td>
</tr>
<tr>
<td></td>
<td>Scoring with sampling distributions</td>
<td>N/A</td>
<td>6.36e-1</td>
<td>3.98e-1</td>
</tr>
</tbody>
</table>

Table 3.8: Public Works and Water Management example: overview of calibration scores for 8 seed variable questions.

The results in Table 3.8 when scoring with median values are identical for $Y$, Relinf $Y$ and Relinf $Z$. Hence, for this example no effect of ‘folding’ measurement variability into the expert assessments is observed when scoring calibration with median values. Looking at the results for scoring with sampling distributions, it is observed that the spread in calibration scores among experts based on Relinf $Z$ is less than the spread based on Relinf $Y$; based on Relinf $Z$ the experts are almost equally weighted. The ranking among experts under $Y$ remains the same under Relinf $Y$ and Relinf $Z$. Furthermore the difference between the calibration scores for Expert 1 determined using the two calibration scores is noted; as mentioned the assessments of Expert 1 were regarded as confident and this resulted in a low calibration score (8.56e-2), however by folding in measurement variability and take it into account when scoring calibration his/her calibration score
has improved and is close to the calibration scores of the other experts. To
some extent the reverse holds for Expert 6 and Expert 10. This shows the
effect of taking measurement variability into account.

See Tables 3.9 for an overview of interquantile intervals and \( \eta_j, \eta_j \) when
scoring calibration with sampling distributions. See Tables F.5 and F.6 for
a similar overview of experts 6 and 10.

**Scoring with individual values versus Scoring with sample distributions**

In scoring calibration, both scoring rules use the information on multiple
observations directly or indirectly. Scoring with individual values uses the
multiple observations directly to score calibration, whereas scoring calibration
with sampling distributions, the observations are used to determine the
sampling distribution. Clearly the main difference between the two tech-
niques is the number of seed variable questions: the number of seed variable
questions was 47 for scoring with individual values and 8 for scoring with
sampling distributions. In order to compare the two techniques, the power
of the test \(^4\) should be reduced such that the effective number of samples
taken from the sampling distributions equals the total number of seed vari-
able questions when scoring with individual values.

A disadvantage of scoring calibration with sampling distributions can
be the determination of the sampling distributions. For this example, the
number of observation/experimental results available for the seed variable
questions ranged from 3 to 8. Hence, it is questionable if a sampling distri-
bution should be determined based on 3 observations/experimental results.

### 3.4 Conclusion

At this moment it is very difficult to draw any final conclusions. However,
it is clear that taking measurement variability into account can make a
difference when scoring calibration.

In the dispersion example, the measurement variability ranged from
small to large. In case of a small measurement variability, all calibration

\(^4\)In [14]: the power of a statistical test is the ability to distinguish between rival
hypotheses, and increases with the number of independent samples. Calibration power
may be chosen from the interval \([0,1,1]\), and determines the effective number of samples.
Choosing 50% power means reducing the resolution of the signiﬁcance test to that of a
test with half the number of samples.

Instead of calculating experts calibration with the formula

\[
P(R > r) = 1 - \chi^2_K(2 n I(p|q))
\]

the following formula is used:

\[
P(R > r) = 1 - \chi^2_K(2 \text{Power } n I(p|q))
\]

where Power \(\in [0,1,1]\).
<table>
<thead>
<tr>
<th>Seed variable</th>
<th>Interquantile intervals which may contain observation and $q_{k,t}$ for Relinf Y and Relinf Z</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ZR</strong></td>
<td>Relinf Y: $[I_{1.1}, I_{1.2}, I_{1.3}, I_{1.4}, I_{1.5}, I_{1.6}]$&lt;br&gt; 1.13e-3, 1.08e-1, 2.68e-1, 3.41e-1, 2.72e-1, 9.61e-3</td>
</tr>
<tr>
<td></td>
<td>Relinf Z: $[I_{1.2}, I_{1.3}, I_{1.4}, I_{1.5}]$&lt;br&gt; 6.49e-2, 2.64e-1, 3.86e-1, 2.91e-1</td>
</tr>
<tr>
<td><strong>ZG</strong></td>
<td>Relinf Y: $[I_{2.1}, I_{2.2}, I_{2.3}, I_{2.4}, I_{2.5}, I_{2.6}]$&lt;br&gt; 1.46e-3, 9.54e-2, 2.29e-1, 3.19e-1, 3.23e-1, 3.17e-2</td>
</tr>
<tr>
<td></td>
<td>Relinf Z: $[I_{2.2}, I_{2.3}, I_{2.4}, I_{2.5}]$&lt;br&gt; 6.42e-2, 2.20e-1, 3.30e-1, 3.86e-1</td>
</tr>
<tr>
<td><strong>ZD</strong></td>
<td>Relinf Y: $[I_{3.1}, I_{3.2}, I_{3.3}, I_{3.4}, I_{3.5}, I_{3.6}]$&lt;br&gt; 1.31e-4, 3.86e-2, 1.59e-1, 3.11e-1, 4.35e-1, 5.63e-2</td>
</tr>
<tr>
<td></td>
<td>Relinf Z: $[I_{3.2}, I_{3.3}, I_{3.4}, I_{3.5}, I_{3.6}]$&lt;br&gt; 1.43e-2, 1.16e-1, 2.58e-1, 6.09e-1, 2.41e-3</td>
</tr>
<tr>
<td><strong>HS</strong></td>
<td>Relinf Y: $[I_{4.3}, I_{4.4}, I_{4.5}]$&lt;br&gt; 1.19e-1, 8.28e-1, 5.36e-2</td>
</tr>
<tr>
<td></td>
<td>Relinf Z: $[I_{4.4}, I_{4.5}]$&lt;br&gt; 9.69e-1, 3.1e-2</td>
</tr>
<tr>
<td><strong>TS</strong></td>
<td>Relinf Y: $[I_{5.3}, I_{5.4}]$&lt;br&gt; 4.31e-1, 5.69e-1</td>
</tr>
<tr>
<td></td>
<td>Relinf Z: $[I_{5.3}, I_{5.4}]$&lt;br&gt; 9.5e-2, 9.02e-1</td>
</tr>
<tr>
<td><strong>mod1</strong></td>
<td>Relinf Y: $[I_{6.2}, I_{6.3}, I_{6.4}]$&lt;br&gt; 1.50e-1, 7.66e-1, 8.41e-2</td>
</tr>
<tr>
<td></td>
<td>Relinf Z: $[I_{6.3}, I_{6.4}]$&lt;br&gt; 7.53e-1, 2.47e-1</td>
</tr>
<tr>
<td><strong>mod2</strong></td>
<td>Relinf Y: $[I_{7.3}, I_{7.4}, I_{7.5}]$&lt;br&gt; 1.30e-1, 8.18e-1, 5.26e-2</td>
</tr>
<tr>
<td></td>
<td>Relinf Z: $[I_{7.4}, I_{7.5}]$&lt;br&gt; 7.34e-1, 2.66e-1</td>
</tr>
<tr>
<td><strong>mod3</strong></td>
<td>Relinf Y: $[I_{8.4}]$&lt;br&gt; 1</td>
</tr>
<tr>
<td></td>
<td>Relinf Z: $[I_{8.4}]$&lt;br&gt; 1</td>
</tr>
</tbody>
</table>

Table 3.9: Public Works and Water Management example: overview of interquantile information for Expert 1.
scores were similar. For larger measurement variabilities the effect between scoring calibration with median values and sampling distributions was observed. In the Public Works and Water Management example the effect of measurement variability was also observed. The calibration score of the expert, regarded as confident, increased by a few orders of magnitude and the ranking of the expert calibration scores changed.

In conclusion, the effect of folding measurement variability into expert assessments is apparent. However it is difficult at this stage to recommend Relinf Y or Relinf Z in combination with the scoring calibration using individual values or sampling distributions. However, the difference between the distribution of the (unobserved) variable Y from Relinf Y and Relinf Z is very significant and in case of Relinf Z points a weakness of the relative information principle. Furthermore, the observations/experimental results available may be very scarce that it is questionable if an ‘appropriate’ sampling distribution, reflecting measurement variability, can be determined. These observations may be reasons to prefer Relinf Y above Relinf Z and to score calibration with individual values above scoring it with sampling distributions. However, more research needs to be done to give better recommendations.
Chapter 4

Modeling Uncertainty

Enough real data will eventually prove that any physical model, with any particular choice of model input parameters, will be incorrect and thus inconsistent with reality. Usage of models in this way does not deal with the uncertainty associated with the physical process. Hence, instead of developing physical models which produce predictions, it is better to focus on developing models which are able to capture the uncertainty. The use of mathematical models to capture uncertainty rather than to make predictions requires experts and decision makers to think about these models in new and different ways, see [38].

Modeling uncertainty is the topic of this chapter, with special attention to the capture of uncertainty in acyclic compartmental models (ACMs). The attention will be restricted to ACMs encountered in the Joint CEC/USNRC Uncertainty Analysis and therefore some remarks/conclusions will not hold in general. The type of ACMs addressed in this chapter may be characterized as ACMs with constant transfer coefficients, for which very little/imprecise data on the transfer coefficients are available and which can be represented by a set of first order linear differential equations. The ACM of the systemic retention of Sr in the human body is used to illustrate different concepts/features. Finally, since ACMs bear great resemblance to influence diagrams, the relationship between them is investigated.

4.1 How to quantify uncertainties?

The Sr model of Figure 4.1 is a typical example of an ACM used by international bodies charged with setting standards for radiation exposure for the general public and for radiological workers [31]. The reader is referred to [2] for a detailed description of this problem. This ACM is used to compute Sr dose-coefficients for certain organs which express risk from being exposed to Sr.
The compartmental models discussed here make strong assumptions, in particular,

1. The compartments and only these compartments are involved in the transfer of material.

2. The rates of transfer from ‘source’-compartment to a ‘sink’-compartment are proportional to the amount of material in the ‘source’-compartment, and independent of all other physical variables.

The compartmental model itself is not derived from underlying physical laws, nor can it be verified by direct observation. Most of the transfer coefficients cannot be measured directly by experiments. The uncertainty analyst is tasked with quantifying the uncertainty attending the use of such models in a traceable and defensible way. If compartmental models were derived from accepted physical laws, and if the transfer coefficients could be measured, subject to measurement variability, then the quantification of uncertainty would be straightforward. The transfer coefficients would be regarded as drawn from a sampling distribution reflecting measurement variability and the uncertainty attending the use of such models would be obtained by propagating the sampling distribution through the model.

The above remarks make it clear that this straightforward method of quantifying uncertainty is not available for compartmental models. The method by which these models are chosen and quantified cannot form the basis of a quantification of uncertainty. Indeed, no generic method was encountered for choosing and subsequently quantifying such models. The type of arguments leading to a choice of a given model are peculiar to the species in question. Once a compartmental model is chosen, the method for determining the values of the transfer coefficients is also highly specific to the problem at hand and involves a great deal of qualitative reasoning.

The absence of direct physical measurements of transfer coefficients means that the uncertainty cannot be determined by objective statistical
methods, rather the relevant uncertainty takes the form of subjective uncertainty of experts. The uncertainty must be quantified using Structured Expert Judgment Elicitation Methodology. At the same time, the lack of validation for the models themselves entails that it is not possible to simply ask the experts 'express your uncertainty in transfer coefficient $k_{25}$ of the Sr compartmental model', as no assumption should be made regarding the model the experts use.

4.2 Uncertainty Capture

Physical models like ACMs are traditionally used with 'best estimates' of the transfer coefficients to predict phenomena. When models cannot be inferred from accepted laws and the values of the transfer coefficients cannot be measured, then the predictions of models are uncertain. Straightforward use of the model with 'best estimates' does not give any picture of the uncertainty attending model predictions. It is suggested here that these models can be employed legitimately to capture uncertainty. This employment differs in fundamental ways from straightforward prediction.

Capturing uncertainty in observable phenomena via a distribution over transfer coefficient involves: (i) using Structured Expert Judgment Elicitation Methodology to quantify uncertainty on measurable quantities predicted by the model; (ii) performing probabilistic inversion to pull this uncertainty back onto transfer coefficients of the model; (iii) comparing the uncertainty pushed through the model with the uncertainty expressed by the experts.

If there is an imperfect fit in Step (iii), the conclusion is not that the model is wrong, rather the conclusion is that the expert's uncertainty cannot be captured via a distribution over its transfer coefficients. Here, three reasons for this will be discussed.

Firstly, although experts believe that the model is 'roughly right', their uncertainty may involve departures from the assumptions of the model. Thus with regard to Figure 4.1, experts may believe recirculation may occur from, for example compartments Cortical Bone to Blood: under certain circumstances, a portion of material in the compartment Cortical Bone may be transferred back to the compartment Blood. In this case the amount transferred to the compartment Cortical Bone in a unit time would not be proportional to the amount in the blood. It may be impossible to capture the experts' uncertainty via a distribution over the transfer coefficients of Figure 4.1.

Secondly, although the experts each represent their uncertainties via distributions over the parameters of the ICRP-67 model for Sr [31], it may be impossible to represent their combined distribution in this way, taking account of physical constraints. For example, suppose each expert believes in the ACM of Figure 4.1 and believes that the assumption between random
variables \( k_{12} \) and \( k_{13} \), for some constant \( tc \),

\[
k_{12} = tc \ast k_{13}
\]  

(4.1)

is correct, but they do not agree on the value of \( tc \). If Equation 4.1 is interpreted as a physical constraint with \( tc \) a constant, then it may be impossible to capture the combined expert distribution via a distribution over transfer coefficients satisfying Equation 4.1, even though this is possible for each expert individually.

Thirdly, the mathematical processing itself may impose simplifications which cause a discrepancy in Step (iii). From Table 4.1 it can be seen that representing the distribution over transfer coefficients as a minimum relative information distribution with respect to the product distribution under marginal distribution and Spearman’s rank correlation constraints introduces significant discrepancies; the assessments in the column DM are the combined expert assessments based on equal weights and the information in the column PREJUDICE is the push-forward of the distribution on the transfer coefficients as determined by PREJUDICE. Finally the column headed by Marg. Rank contains information on the push-forward of the distribution over transfer coefficients represented as a minimum relative information distribution with respect to the product distribution under marginal distribution and Spearman’s rank correlation constraints.

Assuming that the fit in Step (iii) is good, the use of ACMs to capture uncertainty may involve features which are unfamiliar to experts and decision makers alike, and which deserve special attention.

First of all, the distribution for the DM will not agree in general with the distribution of any one expert. Typically, the uncertainty in the distributions are obtained by linear pooling the uncertainties of several experts, will be larger than the uncertainties of each individual expert.

Secondly, the distribution on transfer coefficients may involve strong correlations, either positive or negative, which complicate the ways experts traditionally think about the models. Thus experts tend to think of transfer coefficients in terms of retention half-times; looking at Figure 4.1, if the compartments Cortical Bone and ULI are considered in isolation, then the time at which half of a unit deposit to Cortical Bone is transferred to ULI is equal to \( \frac{\log 2}{k_{35}} \), and is called the retention half-time for Cortical Bone. Similarly, \( \frac{\log 2}{k_{45}} \) is the retention half-time for Liver. These expressions suggest that \( k_{35} \) and \( k_{45} \) have a meaning independent of the model in which they are considered. This is not the case however as may become glaringly evident when \( k_{35} \) and \( k_{45} \) are assigned distributions as given in Table 1.8 under the columns Run A, Run B and Extension. Note that from Tables 1.9 through 1.11 these variables have a relatively strong positive correlation. A ‘representative value’ for \( k_{35} \) (e.g. the median) together with a ‘representative value’ for \( k_{45} \) may not yield representative values for simple functions of \((k_{35}, k_{45})\). Consider the following simple example: \( X \) and \( Y \) are uniformly
<table>
<thead>
<tr>
<th>Time</th>
<th>Skel+Liver</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DM</td>
<td>PREJUDICE</td>
<td>Marg. Rank</td>
</tr>
<tr>
<td>1 day</td>
<td>5%</td>
<td>1.70e-1</td>
<td>1.30e-1</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>3.24e-1</td>
<td>3.21e-1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>5.76e-1</td>
<td>5.76e-1</td>
</tr>
<tr>
<td>1 week</td>
<td>5%</td>
<td>1.17e-1</td>
<td>1.17e-1</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>2.29e-1</td>
<td>2.29e-1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>4.76e-1</td>
<td>4.76e-1</td>
</tr>
<tr>
<td>1 month</td>
<td>5%</td>
<td>1.04e-1</td>
<td>1.04e-1</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>2.11e-1</td>
<td>2.11e-1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>3.51e-1</td>
<td>3.51e-1</td>
</tr>
<tr>
<td>1 year</td>
<td>5%</td>
<td>6.71e-2</td>
<td>6.65e-2</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>1.38e-1</td>
<td>1.38e-1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>2.15e-1</td>
<td>2.13e-1</td>
</tr>
<tr>
<td>10 years</td>
<td>5%</td>
<td>1.81e-2</td>
<td>1.80e-2</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>6.45e-2</td>
<td>6.45e-2</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>1.37e-1</td>
<td>1.37e-1</td>
</tr>
<tr>
<td>50 years</td>
<td>5%</td>
<td>1.11e-3</td>
<td>1.10e-3</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>1.85e-2</td>
<td>1.85e-2</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>8.88e-2</td>
<td>8.87e-2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time</th>
<th>Skel+Liver</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DM</td>
<td>Pred.</td>
<td>Marg. Rank</td>
</tr>
<tr>
<td>1 day</td>
<td>5%</td>
<td>8.46e-1</td>
<td>8.45e-1</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>9.56e-1</td>
<td>9.56e-1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>9.98e-1</td>
<td>9.98e-1</td>
</tr>
<tr>
<td>1 week</td>
<td>5%</td>
<td>8.22e-1</td>
<td>8.20e-1</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>9.57e-1</td>
<td>9.56e-1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>9.98e-1</td>
<td>9.98e-1</td>
</tr>
<tr>
<td>1 month</td>
<td>5%</td>
<td>8.51e-1</td>
<td>8.16e-1</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>9.84e-1</td>
<td>9.56e-1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>9.99e-1</td>
<td>9.98e-1</td>
</tr>
<tr>
<td>1 year</td>
<td>5%</td>
<td>7.70e-1</td>
<td>7.70e-1</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>9.94e-1</td>
<td>9.60e-1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>9.99e-1</td>
<td>9.98e-1</td>
</tr>
<tr>
<td>10 years</td>
<td>5%</td>
<td>6.79e-1</td>
<td>6.77e-1</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>9.95e-1</td>
<td>9.87e-1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>9.99e-1</td>
<td>9.99e-1</td>
</tr>
<tr>
<td>50 years</td>
<td>5%</td>
<td>6.39e-1</td>
<td>6.40e-1</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>9.96e-1</td>
<td>9.90e-1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>9.99e-1</td>
<td>9.99e-1</td>
</tr>
</tbody>
</table>

Table 4.1: Systemic retention of Sr: Quantile information comparison of distributions of DM vs. push-forward distributions based on PREJUDICE and marginal distributions and Spearman’s rank correlation matrix.

distributed on [0,2] and completely negative correlated, so that \( Y = 2 - X \). The median of \( X \) and \( Y \) is 1. Hence the product of the medians is 1, but 1 is also the maximum of \( XY \); in other words the product of the medians is not the median of the product.

And finally, if uncertainty over observable phenomena can be captured via a distribution over transfer coefficients, then this can in general be cap-
tured in more than one way. In other words, if the probabilistic inverse of a
distribution over observables exists, then it is generally not unique; two un-
certainty analysts using different search algorithms, different heuristics and
a measure other than the relative information measure might come up with
different distributions over the transfer coefficients in Figure 4.1, both of
them adequately reproducing the uncertainty over observable phenomena.

4.3 ACMs and influence diagrams

The complexity of some compartmental models is sometimes formidable.
This necessitated the development of new techniques to enable tractable
probabilistic inversion. Influence diagrams are helpful in extracting condi-
tional dependency structures embedded in ACMs. The main assumption
linking ACMs to influence diagrams is that functional conditional inde-
pendence entails statistical conditional independence. At this moment no
numerical results are available, however the technique will be illustrated
qualitatively.

4.3.1 Example

Consider acyclic compartmental model ACM-I as shown in Figure 4.2.
ACM-I will be used to illustrate the different steps which led to the new
solution scheme.

```
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Figure 4.2: Acyclic compartmental model ACM-I.

For ACM-I, the target variables are the transfer coefficients $k_{ij}$ which
describe the movement of material from compartment $i$ to compartment $j$,
and which is considered to be constant within a short time period. Based on
Figure 4.2, a set of first order linear differential equations can be constructed
which, with the appropriate initial conditions, fully specifies the movement
between compartments. Let $m_i(t)$ represent the amount of material con-
tained in compartment $i$ at time $t$, furthermore let $k = (k_{12}, \ldots, k_{34})$ and $F_k$
represent the distribution on $k$. The aim is to determine $F_k$. Note that the
uncertain quantities in Figure 4.2 are $m_1(t), \ldots, m_4(t)$ and $k_{12}, \ldots, k_{34}$. As
explained before, almost all transfer coefficients do not satisfy the criteria
which an elicitation variable has to satisfy, and therefore in many cases the elicitation variables will be formulated on the amount of material retained at different times in various compartments.

Like influence diagrams, ACMs are directed acyclic graphs, but ACMs are not influence diagrams. For example, if ACM-I were an influence diagram the following statement would be true ($\perp$ denotes statistical independence).

$$m_2(t) \perp m_3(t) \text{ given } m_1(t)$$

However, based on the equations describing ACM-I it is easy to see this statement is false. Briefly, the relevant equations for compartments 1, 2 and 3 are, starting at $t = 0$ with a unit deposit in compartment 1:

$$m_1(t) = e^{-(k_{12} + k_{13})t}$$  \hspace{1cm} (4.2)  
$$m_2(t) = k_{12} \frac{e^{-k_{24}t} - e^{-(k_{12} + k_{13})t}}{k_{12} + k_{13} - k_{24}}$$  \hspace{1cm} (4.3)  
$$m_3(t) = k_{13} \frac{e^{-k_{34}t} - e^{-(k_{12} + k_{13})t}}{k_{12} + k_{13} - k_{34}}.$$  \hspace{1cm} (4.4)

Since the equations describing $m_2(t)$ and $m_3(t)$ are not functionally independent given $m_1(t)$, they cannot be statistically conditional independent; any choice of $k_{12}$ fully specifies $k_{13}$, because the sum $k_{12} + k_{13}$ is given.

However, for fixed $t_0, t_1 > 0$ it follows from Equations 4.2,...,4.4 that $\frac{m_2(t)}{m_2(t_0)}$ and $\frac{m_3(t)}{m_3(t_1)}$, given $m_1(t)$ are functionally independent. Assuming that functional conditional independence entails statistical conditional independence, the conditional independence statement among elicitation variables can be formulated

$$\frac{m_2(t)}{m_2(t_0)} \perp \frac{m_3(t)}{m_3(t_1)} \text{ given } m_1(t).$$

Proposition 4.3.1 relates the conditional independence statement among elicitation variables to a conditional independence statement among target variables.

**Proposition 4.3.1.** Considering compartmental model ACM-I. For all $t_0, t_1 > 0 \text{ (though fixed), the conditional independence statement among elicitation variables}$

$$\frac{m_2(t)}{m_2(t_0)} \perp \frac{m_3(t)}{m_3(t_1)} \text{ given } m_1(t) \text{ for all } t$$

**implies the conditional independence statement among target variables**

$$k_{24} \perp k_{34} \text{ given } k_{12} + k_{13}.$$
**Proof:** It suffices to show the existence of monotone mappings \( f \) and \( g \), such that \( k_{24} = f^{-1} \left( \frac{m_2(t)}{m_2(t_0)} \right) \) and \( k_{34} = g^{-1} \left( \frac{m_3(t)}{m_3(t_1)} \right) \), respectively. Hence it is sufficient to prove that the derivatives of \( \frac{m_2(t)}{m_2(t_0)} \) with respect to \( k_{24} \) and \( \frac{m_3(t)}{m_3(t_1)} \) with respect to \( k_{34} \) are either strictly positive or negative.

The proof will focus on showing strict positivity for the derivative for \( \frac{m_2(t)}{m_2(t_0)} \) with respect to \( k_{24} \) only, since the same line of reasoning can be applied for showing strict positivity or negativity for the derivative for \( \frac{m_3(t)}{m_3(t_1)} \) with respect to \( k_{34} \).

Since the denominator of \( \frac{d}{dk_{24}} \left( \frac{m_2(t)}{m_2(t_0)} \right) \) is always positive, the attention is focused on the numerator. Let \( \alpha = e^{-k_{24}} \) and \( \beta = \frac{e^{-(k_{12} + k_{13})}}{\alpha} \), then the numerator of \( \frac{d}{dk_{24}} \left( \frac{m_2(t)}{m_2(t_0)} \right) \) can be written as

\[
\frac{d}{dk_{24}} \left( \frac{m_2(t)}{m_2(t_0)} \right) = \alpha^{t_0 + t} \left( (t_0 - t) - (t_0 (\beta)^t - t (\beta)^{t_0}) \right) \tag{4.5}
\]

Because of \( \frac{d}{dk_{24}} \left( \frac{m_2(t)}{m_2(t_0)} \right) \) numerator \( = - \frac{d}{dk_{34}} \left( \frac{m_2(t_0)}{m_2(t)} \right) \) numerator, the case \( t_0 > t \) is considered only. Since \( \beta = 1 \) causes the numerator of Equation 4.3 to be zero, it will not be considered \(^1\).

It will be shown that \( \frac{d}{dk_{24}} \left( \frac{m_2(t)}{m_2(t_0)} \right) > 0 \) for all \( \beta > 0, \beta \neq 1 \). Since \( \alpha^{t_0 + t} > 0 \) always holds, it suffices to show

\[ h(\beta) := (t_0 - t) - (t_0 \beta^t - t \beta^{t_0}) > 0. \]

Write

\[ h(\beta) = (t_0 - t) - (t_0 \exp(t \log \beta) - t \exp(t_0 \log \beta)) \]

and take the derivative \( \frac{dh(\beta)}{dk_{24}} : \)

\[
\frac{dh(\beta)}{dk_{24}} = -\frac{t_0}{\beta} \beta^t + \frac{t_0}{\beta} \beta^{t_0} \\
= \frac{t_0}{\beta} \beta^t (\beta^{t_0 - t} - 1). \tag{4.6}
\]

Since \( t_0 - t > 0 \), it can be concluded from Equation 4.6 that if \( \beta > 1 \) then \( \frac{dh(\beta)}{dk_{24}} (\beta) > 0 \) and if \( \beta < 1 \) then \( \frac{dh(\beta)}{dk_{24}} (\beta) < 0 \). This result in combination with \( h(1) = 0 \), it is concluded that \( h(\beta) > 0 \) for all \( \beta > 0, \beta \neq 1 \).

Since the derivative \( \frac{d}{dk_{24}} \left( \frac{m_2(t)}{m_2(t_0)} \right) \) attains strictly positive values in case \( \beta \neq 1 \), a mapping \( f \) exists such that \( k_{24} = f^{-1} \left( \frac{m_2(t)}{m_2(t_0)} \right) \). The above

\(^1\)If \( \beta = 1 \) it means that the rate with which material is exiting box 1, \( k_{12} + k_{13} \), is equal to the rate with which the material is leaving box 2, \( k_{24} \). This situation is regarded as non-realistic.
analysis can be performed on \( \frac{m_5(t)}{m_3(t)} \) as well in order to prove the existence of a mapping \( g \) such that \( k_{34} = g^{-1}\left(\frac{m_3(t)}{m_3(t_1)}\right) \). The existence of \( f \) and \( g \) enable us to formulate the conditional independence statements among the target variables

\[
k_{24} \perp k_{34} \text{ given } k_{12} + k_{13}.
\]

\( \square \)

Proposition 4.3.1 leads to relating ACMs and influence diagrams. The influence diagram of compartmental model ACM-I is given in Figure 4.3.

![Figure 4.3: The influence diagram of ACM-I.](image)

The influence diagram of ACM-I can be used to infer conditional independence statements among the target variables \( k \). From Figure 4.3, it is easy to see conditional independence between (sets of) transfer coefficients. Using these conditional independence relationships, \( F_k \) can be written as

\[
F_k = F_{k_{24} | k_{12}, k_{13}} F_{k_{34} | k_{12}, k_{13}} F_{k_{12}, k_{13}}
\]  

(4.7)

By making use of the conditional independence embedded in the ACM the original problem of determining a four-dimensional distribution is reduced to determining 2 three-dimensional distributions and one two-dimensional problem. The conditional independence statements are helpful in reducing the dimension of the original probabilistic inversion problem.

In case of ACM-I, the following solution scheme is suggested for determining the distribution on \( k \):

**Step 1** Construct the influence diagram of ACM-I.

**Step 2** Determine distribution \( F_{k_{12}, k_{13}} \).

**Step 3** Determine distribution \( F_{k_{24} | k_{12}, k_{13}} \) with marginal \( F_{k_{12}, k_{13}} \).

**Step 4** Determine distribution \( F_{k_{34} | k_{12}, k_{13}} \) with marginal \( F_{k_{12}, k_{13}} \).

**Step 5** Combine the distributions \( F_{k_{12}, k_{13}}, F_{k_{24}, k_{12}, k_{13}} \) and \( F_{k_{34}, k_{12}, k_{13}} \) to obtain \( F_k \).
It is recommended to determine the distributions in Step 2 through Step 4 using the iterative version of PREJUDICE as described in Section 1.4.

4.3.2 Systemic retention of Pu in the human body

The ACM given in Figure 4.4 describes the systemic retention of Pu in the human body and was encountered in the Internal Dosimetry Panel of the Joint CEC/USNRC Uncertainty Analysis [28]. For a detailed description on this probabilistic inversion problem, see [2]. This ACM was simplified even more by assuming that the transfer coefficient to the Bladder can be written as

\[ k_{ib} = U_{F_{pu}} * k_{ij} \]  \[ \text{with } i \in \{1, 4, 7, 8\} \]  \[ (4.8) \]

where \( U_{F_{pu}} \) represents the ‘Bladder to ULI’-ratio for Pu. Hence, the target variable space of the probabilistic inversion problem for the systemic retention in the Human Body consists of 13 dimensions.

Using Proposition 4.3.1 the influence diagram based on Figure 4.4 is given in Figure 4.5. Based on this influence diagram the distribution \( F_{k_{pu}} \) can be written as

\[ F_{k_{pu}} = F_{k_{20}, k_{27}, k_{67}, k_{7f}, k_{12}, k_{13}, k_{14}, k_{1f}} F_{k_{38}, k_{39}, k_{68}, k_{8f}, k_{12}, k_{13}, k_{14}, k_{1f}} F_{k_{12}, k_{13}, k_{14}, k_{1f}, k_{4f}} \]

Note that the original problem of determining a distribution on 13 target variables has been reduced to finding two 8 dimensional problems and one 5 dimensional problem. The solution scheme based on the influence diagram, would be similar to the solution scheme as presented for the example.
4.4 Cyclic Compartmental Models

Compartmental models are widely used in different fields. Most of these compartmental models are not acyclic, they include recirculation processes. In performing an uncertainty analysis, the aim is not to predict the amount of a quantity in different compartments, but to predict the uncertainty in these amounts. By definition, models are simplified representations of reality, hence it may be that an acyclic compartmental model may predict the uncertainty as well as a cyclic compartmental model. Hence, in performing uncertainty analysis on compartmental models it may be worthwhile to explore the possibility to perform the uncertainty analysis on an acyclic compartmental model closely related to the original cyclic compartmental model.

4.5 Implications to Methodology

Set in an expert judgment context, the relation between acyclic compartmental models and influence diagrams will determine the structuring of questioning to a large extent. It could very well determine the choice of elicitation variables as well. However, it should not be the driving force. The driving force in determining elicitation variables should be the extent to which the elicitation variable satisfies the criteria of being potentially observable. Recall that under the Structured Expert Judgment Elicitation Methodology, the experts are selected, among other issues, to allow for a diversity of viewpoints. A consequence of this selection procedure could be that some experts use different models. Designing the elicitation solely on the influence diagram of the ACM could result in elicitation questions which are specific for the ACM. This approach may lead to a situation in which the expert doesn’t feel comfortable; he is being queried on specific model quantities which are not familiar to him. In performing an expert judgment study, situations in which the expert feels uncomfortable have to be avoided at any time.

For these reasons, the uncertainty analyst has to design the elicitation in such a way that he obtains information on quantities which can be con-
sidered as potentially measurable and model independent, and such that he can use the information in all steps of the solution scheme.

4.6 Conclusions

The use of models to capture uncertainty involves mathematical and conceptual problems. Experts and decision makers need to consider what purpose a model serves. If enough experimental data are available, any model can be qualified, with any particular choice of model input parameters, as incorrect. A more relevant question is to investigate the extent to which a model is able to capture the uncertainty associated.

In performing an uncertainty analysis over a model, the first question an uncertainty analyst should answer is to what extent the model can be simplified and still capture the uncertainty. Unless the uncertainty analyst is a competent modeler, this task should performed in close cooperation with users/developers of the model on which the uncertainty analysis will be conducted. The uncertainty analysis will then be performed on the simplified model. In this chapter the attention is focused on ACMs; two ACMs were used to illustrate the construction of a simplified model. In case the simplified model requires probabilistic inversion, the current probabilistic inversion techniques cannot handle models much larger than the compartmental model describing the systemic retention of Pu in the human body, see Figure 4.4. Future research will focus on developing new solution algorithms (like the relationship between acyclic compartmental models and influence diagrams) and new heuristics for dealing with more complex models. To date the choice of elicitation variables has been driven by the Structured Expert Judgment Elicitation Methodology and model, but in the future may be driven also by specific solution schemes. However, elicitation variables must be always familiar quantities to the experts, model independent and their number must remain relatively small.
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Conclusions

The aim of this thesis has been the development of new mathematical techniques which support the Structured Expert Judgment Elicitation Methodology. The mathematical techniques Probabilistic Inversion and the elicitation of dependencies have been successfully applied in the Joint CEC/USNRC Uncertainty Analysis, [19] and [21], whereas more research is needed on the scoring of calibration when confronted with measurement variability and the effect of the relationship between acyclic compartmental models and influence diagrams. Results for the latter 2 research areas are preliminary at this stage, however encouraging and promising.

The reader is referred to the conclusions section at the end of each chapter for conclusions for the respective chapters. Here possible improvements and connections between the different subjects will be discussed.

Probabilistic inversion

It is common that given a model and some experimental results, values for model input parameters are sought which would minimize the Sum of Squares distance between model outcome and experimental results. Probabilistic inversion can be seen as an extension of this approach; the experimental results are considered uncertain, which results in a distribution on the model input parameters.

A quote concerning the use of probabilistic inversion is given in Chapter 7 of [19]:

"...probabilistic inversion is described as a powerful tool to quantitatively verify whether the selected model refinement is adequate in view of uncertainty in the process, which the model aims to describe. However it is costly in terms of computation time and in its current form it requires a skilled operator. Hence the technique is not suitable in the context of design practice."
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The quote is valid, however in [19] the version of PREJUDICE was used in which every sample is an optimization variable was used. At the time neither the iterative and/or efficient version of PREJUDICE were available. The efficient version of PREJUDICE requires less computation time, however probabilistic inversion remains a time consuming task. If models of similar complexity as the dispersion coefficient example (with a relative small number of target variables) are used in the design practice, then probabilistic inversion is suitable. If the computer implementation of PREJUDICE is done professionally, then solving the dispersion coefficient example using the iterative, efficient version of PREJUDICE can be done within 30 minutes.

Another point of criticism in Section 5.9 of [19] concerns the generation of physically acceptable scenarios. For example, in case of the dispersion coefficient example for stability class C the scenario

\[ y = (33, 64.8, 175, 448, 8250) \]  

(5.1)

is physically acceptable. At first glance this scenario may seem reasonable; the lateral plume spreads are increasing with down wind distance. However it consists of the 5%-iles for 500 m. through 10 km and the 95%-ile of 30 km. This means that within stability class C, plumes exists which are narrow up to 10 km and then expand dramatically up to 30 km. It may be questioned whether scenarios with similar extreme behavior should be included in the set of potentially observable scenarios, hence the potentially observable scenarios should be checked to what extent they are realistic. A way to reduce the number of extreme scenarios is to account for dependence among the different elicitation variables. So far this has not been done, but it is not difficult to imagine, that if a strong positive correlation would have been specified among the lateral plume spreads at the down wind distances, scenario 5.1 could not occur.

Currently the implementation of Probabilistic inversion requires an interior point method in order to determine the minimum relative information distribution on the target variables, however in [8] a procedure based on the Iterative Proportional Fitting (IPF) procedure has been developed, which converges to the maximum entropy distribution if the PI problem formulation is feasible. See [15],[46] for details on iterative proportional fitting procedures. In case of infeasibility a ‘PARFUMized’ version of IPF can be shown to converge to a distribution minimizing (see Expression 1.17 for notation)

\[ nH(\mu_k) - \sum_{j=1}^{n} H(\mu_{k|j}) \]  

(5.2)

where \( H(\mu) \) represents the entropy of \( \mu \).
Dependencies

The chosen dependence elicitation technique (conditional probability), proved to be easily understandable by the experts and they acknowledged its importance. Understanding the dependence elicitation technique in terms of frequency allows the experts to think of it in terms of scenarios. During an elicitation session it is easy to assist the expert without explaining mathematical concepts.

Currently, the treatment of dependencies inherent in the distribution on the target variables obtained from probabilistic inversion in an uncertainty analysis is considered to be crude. Usually the distribution over the model input parameters used in an uncertainty analysis is represented as marginal distributions with a rank correlation matrix. However, as seen in Section 2.3 it may be difficult to capture the dependence structure resulting from the probabilistic inversion in terms of rank correlations. It seems counter-intuitive to spend a large portion of time in the determination of a high dimensional distribution and then summarize it crudely by marginal distributions and a rank correlation matrix. A consequence is that the push-forward results based on the marginal distributions and rank correlation are not as good as the push-forward results of the high dimensional distribution, see Table 2.7. It is recommended to use/develop more advanced sampling techniques which are capable of sampling from a high dimensional distributions. For example the Acceptance-Rejection sampling scheme. A disadvantage of the Acceptance-Rejection sampling scheme is that it is not optimal in case the difference between the largest and smallest probability assigned to the sample vectors is large.

Calibration with uncertain observations

In [4] it is stated in the Sponsor Perspective that:

However, if an outlier interpretation persists, it is our firm belief - in agreement with the SSHAC\(^1\) - that the approaches outlined will allow for essential down-weighting of that interpretation. This is preferable to the stiff adherence to an equal weighting scheme, which can result in final seismic hazard being driven by a single outlier input.

Under the Structured Expert Judgment Elicitation Methodology all experts are considered as sources of data. Based on seed variable questions the expert's capacity to quantify uncertainty is measured, which will be used to assign weights to the experts. In this way experimental results determine if an expert's opinion should be down-weighted instead of the uncertainty analyst, which may not be as objective.

\(^1\)Senior Seismic Hazard Analysis Committee
Project staff of the joint CEC/USNRC questioned to what extent measurement variability might affect the capacity of experts to quantify the uncertainty. Eventhough more research is needed it was concluded that measurement variability makes a difference compared to not taking it into account. Still the number, quality and variety of seed variable questions and quantification of measurement variability are issues which have to be addressed for each study involving expert judgment.

Modeling Uncertainty

The intention of this chapter was to show the effect and considerations on how to reduce the complexity of a model before performing uncertainty analysis. A special class of compartmental models were used to illustrate this process. Based on compartmental models it may be possible to obtain a acyclic version which describes the uncertainty associated with the physical process as well. Since acyclic compartmental models and influence diagrams show great resemblance, it may be investigated whether conditional independence statements may be inferred to reduce the complexity even more. It has been shown that by formulating elicitation questions which describe the retention relative to the retention at a certain time point \( t \), conditional independence among elicitation variables leads to conditional independence among target variables. The time point \( t \) to which the retention is considered may be \( t_{\text{max}} \); the time point at which the maximum level of retention is attained, in formula \( m(t_{\text{max}}) = \max_t m(t) \).

Application of results

Finally, in performing an uncertainty analysis the mathematical techniques developed in this thesis have to be used in the reverse order as presented. Firstly, the model on which the uncertainty analysis will be performed has to be investigated if it can be simplified using the considerations of Chapter 4. Based on the simplified model the target variables are identified, upon which the elicitation variables will be based. If data are scarce, experts are queried on the marginal distribution of the elicitation variables and the dependence among them. Based on these results, the expert's calibration is scored using the techniques developed in Chapter 3, thus, if available, taking account of measurement variability. Based on the expert's calibration scores the marginal distributions and dependence information are aggregated using Strategy 2 of Chapter 2. If necessary, probabilistic inversion is performed on certain elicitation variables to obtain the distribution on target variables. The iterative, efficient version of PREJUDICE, introduced in Chapter 1 taking account of dependence is recommended and in generating the set of potentially observable scenarios the dependencies among the elicitation variables are used to avoid physically unrealistic scenarios. The final result will be a joint distribution on all relevant model input parameters
of the model, which will be propagated through the model using a certain representation of the joint distribution or a more sophisticated sampling scheme. The final step of the uncertainty analysis will be the analysis of the model output and to investigate which uncertain model input parameters influence the model output uncertainty the most.
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Appendix A

$\epsilon$-neighborhood vs. Bin combinations

In this appendix the sensitivity of $\epsilon$ for the $\epsilon$-neighborhood sampling scheme and the number of bins for the Bin-combination sampling scheme of PREJ-UDICE is investigated.

For all examples discussed in this appendix the set of 50 model inversions for $A_y$ and $B_y$ are equal to the model inversions of the dispersion coefficient example of Section 1.2.3. The number of samples equals 900.

A.1 $\epsilon$-neighborhood sampling scheme

In Step 1: $\epsilon$-neighborhood of Section 1.2.2, an $\epsilon_i$ may be chosen for each target variable $X_i$, $i \in \{1, \ldots, m\}$. In this section, the choice of $\epsilon_i$ is the same for all target variables $X_i$. The $\epsilon$-neighborhood sampling scheme has been applied to the dispersion coefficient example for $\epsilon = 0.05, 0.1, 0.25, 0.5$.

Table A.1 gives information on the distribution on the target variables for the different $\epsilon$’s.

The column headed by $\epsilon = 0.05$ contains N/A, because no distribution on the propagated samples, which complies with the DM distribution, could be determined, i.e. this PI problem was infeasible. The relative information value increases when $\epsilon$ increases, which is in accordance with the intuitive understanding of relative information: with respect to the same background density, a density which is concentrated on an area $A$ receives a smaller relative information value compared to a density concentrated on an area $B$, when $A \subset B$. No results on the push-forward distributions are given since they agreed with the quantile information of DM distributions, as presented in Table 1, perfectly. Figure A.1 compares the marginal distributions of $A_y$ and $B_y$ graphically.

For particular choices of $\epsilon$, certain regions of the target variables space
Table A.1: Dispersion coefficient example (stability class C): quantile information, Spearman’s rank correlations for different ϵ’s.

<table>
<thead>
<tr>
<th></th>
<th>ϵ = 0.05</th>
<th>ϵ = 0.10</th>
<th>ϵ = 0.25</th>
<th>ϵ = 0.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_y</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5%</td>
<td>N/A</td>
<td>1.66e-2</td>
<td>1.54e-2</td>
<td>2.24e-2</td>
</tr>
<tr>
<td>50%</td>
<td></td>
<td>5.35e-1</td>
<td>3.83e-1</td>
<td>4.19e-1</td>
</tr>
<tr>
<td>95%</td>
<td></td>
<td>5.63e+1</td>
<td>5.61</td>
<td>3.48</td>
</tr>
<tr>
<td>B_y</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5%</td>
<td>N/A</td>
<td>5.84e-1</td>
<td>5.56e-1</td>
<td>5.87e-1</td>
</tr>
<tr>
<td>50%</td>
<td></td>
<td>8.33e-1</td>
<td>8.75e-1</td>
<td>8.63e-1</td>
</tr>
<tr>
<td>95%</td>
<td></td>
<td>1.27</td>
<td>1.27</td>
<td>1.19</td>
</tr>
<tr>
<td>ρ_{A_y,B_y}</td>
<td>N/A</td>
<td>-9.57e-1</td>
<td>-9.74e-1</td>
<td>-8.99e-1</td>
</tr>
<tr>
<td>Relative Information</td>
<td>N/A</td>
<td>3.76e-1</td>
<td>7.82e-1</td>
<td>1.44</td>
</tr>
</tbody>
</table>

Figure A.1: Dispersion coefficient example (stability class C): graphical comparison of marginal distributions of A_y (left) and B_y (right) for ϵ = 0.1 (−), ϵ = 0.25 (−) and ϵ = 0.5 (−−).

will not be considered. Looking at Figure A.1, flat or nearly flat sections of the distribution function may/can reflect no or very few samples are contained in the corresponding interval of the target variable. This effect is clear for target variable A_y for ϵ = 0.1 and becomes less as ϵ becomes larger.

Loosely speaking, from Figure A.2 it can be observed that M_{ϵ=0.1} ⊂ M_{ϵ=0.25} ⊂ M_{ϵ=0.5}. This observation is reflected by an increasing relative information value for increasing ϵ.

In conclusion, small values of ϵ could result in unsuccessful probabilistic inversion (see ϵ = 0.05). In case of successful probabilistic inversion larger values of ϵ tend to result in more ‘smooth’ distribution function for the target variables.
$\epsilon$-neighborhood vs. Bin combinations

Figure A.2: Dispersion coefficient example (stability class C): graphical comparison of domain $M$ for $\epsilon = 0.1$ (*), $\epsilon = 0.25$ (+) and $\epsilon = 0.5$ (\cdot).

A.2 Bin-combination sampling scheme

In Step 1: Bin combinations of Section 1.2.2, the number of bins $C_i$ considered for each target variable $X_i$ may be different. Similar to the $\epsilon$-neighborhood sampling scheme, the number of bins considered for each target variable were the same. The bin combination sampling scheme has been applied to the dispersion coefficient example for $C=10, 25, 50$.

In general, the sizes of the bins will be different. At this moment, the determination of the sizes of the bins is ad-hoc; the size of a bin is based on grouping model inversions. Figure A.3 presents samples and bins for $C = 10$ and $C = 25$.

Table A.2 contains information on the distribution on the target variables for the different $C$'s.

The relative information of the distribution on the target variables shows a tendency to increase when the number of bins decrease. Figure A.4 compares the marginal distributions for $A_y$ and $B_y$ graphically. Note the difference between the marginal distributions for $A_y$ and $B_y$ for the different $C$'s. This difference may be due to $M_{C=50} \not\subseteq M_{C=25} \not\subseteq M_{C=10}$ for the bin combination sampling scheme, see Figure A.5.

In conclusion; at this moment the determination of the size of a bin is done in an ad-hoc manner. It is shown that the bin combination sampling scheme is sensitive to the size and number of bins for each target variable, see Figure A.4.
Figure A.3: Dispersion coefficient example (stability class C): graphical representation of samples and bins for $C = 10$ (left) and $C = 25$ (right).

<table>
<thead>
<tr>
<th>$A_y$</th>
<th>Quantile</th>
<th>$C = 10$</th>
<th>$C = 25$</th>
<th>$C = 50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>5.72e-2</td>
<td>2.93e-2</td>
<td>1.32e-2</td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td>7.12e-1</td>
<td>4.09e-1</td>
<td>3.71e-1</td>
<td></td>
</tr>
<tr>
<td>95%</td>
<td>5.32</td>
<td>7.77</td>
<td>1.17e+1</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$B_y$</th>
<th>Quantile</th>
<th>$C = 10$</th>
<th>$C = 25$</th>
<th>$C = 50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>5.46e-1</td>
<td>4.99e-1</td>
<td>4.43e-1</td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td>8.17e-1</td>
<td>8.53e-1</td>
<td>8.66e-1</td>
<td></td>
</tr>
<tr>
<td>95%</td>
<td>1.11</td>
<td>1.24</td>
<td>1.46</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\rho_{A_y,B_y}$</th>
<th>$C = 10$</th>
<th>$C = 25$</th>
<th>$C = 50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-9.22e-1</td>
<td>-9.63e-1</td>
<td>-9.76e-1</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Relative Information</th>
<th>$C = 10$</th>
<th>$C = 25$</th>
<th>$C = 50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.23e-1</td>
<td>1.55e-1</td>
<td>2.06e-1</td>
<td></td>
</tr>
</tbody>
</table>

Table A.2: Dispersion coefficient example (stability class C): quantile information, Spearman's rank correlations for different bin combinations.

A.3 Conclusion

The differences between the two sampling scheme can be summarized as: (i) using the $\epsilon$-neighborhood sampling scheme, the sample regions depend on the individual model inversions and $\epsilon$, whereas in case of the bin combinations sampling scheme the sample regions depend on the spread of all model inversions; (ii) for particular choices of $\epsilon$'s, certain regions of the target variable space will not be considered, whereas they are considered using the bin combinations sampling scheme.

It is recommended to use the $\epsilon$-neighborhood sampling scheme instead of the bin combination sampling scheme for two reasons:

1. The results on the distributions based on $\epsilon$-neighborhood sampling

---

1 By sample region, the Cartesian product of intervals, obtained from the sampling schemes, in the target variable space is meant.
Figure A.4: Dispersion coefficient example (stability class C): graphical comparison of marginal distributions of $A_y$ (left) and $B_y$ (right) for $C = 10$ (---), $C = 25$ ( ) and $C = 50$ (—).

Figure A.5: Dispersion coefficient example (stability class C): graphical comparison of domain $M$ for $C = 10$ (*), $C = 25$ (+) and $C = 50$ (·).

scheme (provided that the corresponding PI problem is feasible) suggest they are less sensitive to the choice of $\epsilon$ compared to the distributions based on the bin combination sampling scheme, which are regarded to be sensitive regarding the choice on the size and number of bins.

2. The intuitive understanding of the $\epsilon$-neighborhood sampling scheme is easier compared to the bin combination solution scheme; the size of the sample region for a model inversion is given by $\epsilon$, whereas the size
of sample regions in the bin-combination sampling scheme depends on the spread of all model inversions. At this moment there is no rule on how to select the ‘optimal’ size of bins for each target variable.
Appendix B

Determination of $M$.

The crucial step in probabilistic inversion is the determination of domain $M$. Since mapping $T$ is not to be assumed invertible, the determination of $M$ is based on determining model inversions $x_y$, for which the Sum of Squares distance between the corresponding model reproducible observations and potential observations is minimal, see Expression 1.19. The mapping $T$ under consideration may be very complex (non-linear, non-convex etc.), hence the optimization routines used to minimize the Sum of Squares distance may influence the determination of $M$.

The results in [2] have been derived using the minimax optimization routine of the optimization toolbox of Matlab4.2c; at the time, the most convenient optimization routine available. Since then new versions of Matlab have been released with new optimization toolboxes, whose performance is better than the optimization toolbox of Matlab4.2c. Besides using the optimization routine lscurvefit of the Matlab5.3 version 11 optimization toolbox, the Minos5 solver$^1$ of GAMS (General Algebraic Modeling System) was used.

Three problems from the Joint CEC/USNRC Uncertainty Analysis are considered; the dispersion coefficient example taken from the Dispersion & Deposition panel, lung morbidity from the Early Health Effects panel and systemic retention of Sr in the human body from the Internal Dosimetry panel. For each problem, for the same set of potentially observable scenarios, the model inversions $x_y$ are determined twice; once using lscurvefit and once using Minos5. Next, for both optimization routines the marginal distributions and rank correlation matrices are determined and compared to each other and to the results derived using Matlab 4.2c using the minimax optimization routine.

$^1$The Minos5 solver was chosen because it is considered to perform the best in case of non-constraint nonlinear optimization problems.
B.1 Dispersion coefficient example

For a description of the model, identification of target variables and formulation of elicitation variables the reader is referred to the Introduction or [2].

B.2 Results: Step 1

Based on the quantile information of the DM and physical considerations, the set of potentially observable scenarios \( N \) was determined. Next 50 scenarios were selected randomly from \( N \). Using \texttt{lsqcurvefit} and Minos5, these 50 scenarios were used to determine model inversions \( A_y \) and \( B_y \); the starting values for \( A_y \) and \( B_y \) were the same for both optimization routines for all scenarios. Figure B.1 presents the model inversions \( A_y \) and \( B_y \) as determined using \texttt{lsqcurvefit} (+) and Minos5 (○), for all scenarios; the model inversions for both optimization routines are identical.\(^2\)

![Figure B.1: Dispersion coefficient example (stability class C): model inversions for 50 scenarios, \texttt{lsqcurvefit} (+) and Minos5 (○).](image)

Figure B.2 compares the Sum of Squares distances resulting from the two optimization routines; every dot can be related to a scenario for which the Sum of Squares distance has been calculated based on model inversions determined using \texttt{lsqcurvefit} and Minos5.

\(^2\)The symbol \( \oplus \) corresponds to same model inversions for \texttt{lsqcurvefit} and Minos5.
Figure B.2: Dispersion coefficient example (stability class C): Sum of Squares distance comparison between lsqcurvefit and Minos5 for 50 scenarios.

B.2.1 Results: Step 2

From Figure B.1 it is observed that the model inversions for the 50 scenarios are the same. Hence, the distribution on \((A_y, B_y)\) based on lsqcurvefit should be similar to the distribution based on Minos5. Table B.2.1 contains quantile information and Spearman's rank correlations of the distributions on \(A_y\) and \(B_y\) based on 900 samples. Due to the small number of samples there is some variation in the marginal distributions. The dispersion coefficient example was a probabilistic inversion problem itself for the Dispersion & Deposition panel, it was part of a larger and more complex probabilistic inversion problem see [2]; the information in the column minimax of Table B.2.1 is based on 1.19e+5 samples. Comparing the marginal distributions of \(A_y\) and \(B_y\) based on minimax to the two optimization routines, it is observed that the marginal distributions for \(A_y\) and \(B_y\) based on minimax are a little wider and Spearman's rank correlation somewhat more negative.

A graphical comparison between distributions of \(A_y\) and \(B_y\) for the three optimizing routines is given in Figure B.3: lsqcurvefit (-), Minos5 (-) and minimax (-).

Since the dispersion coefficient example involves two target variables only, the domain \(M\) based on lsqcurvefit and Minos5 can be presented graphically, see Figure B.4. It is observed that both domains are specified roughly on the same region in the target variable space.

Table B.2.1 contains quantile information of the DM for the elicitation variables, the push-forward distributions based on lsqcurvefit, Minos5
Table B.1: Dispersion coefficient example (stability class C): quantile information and Spearman’s rank correlations on target variables for three optimization routines.

<table>
<thead>
<tr>
<th></th>
<th>Quanti</th>
<th>lsqcurvfit</th>
<th>Minos5</th>
<th>minimax</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5%</td>
<td>2.24e-2</td>
<td>1.86e-2</td>
<td>1.68e-2</td>
</tr>
<tr>
<td>$A_y$</td>
<td>50%</td>
<td>4.19e-1</td>
<td>5.12e-1</td>
<td>2.39e-1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>3.48</td>
<td>4.57</td>
<td>1.08e+1</td>
</tr>
<tr>
<td></td>
<td>5%</td>
<td>5.87e-1</td>
<td>5.43e-1</td>
<td>4.67e-1</td>
</tr>
<tr>
<td>$B_y$</td>
<td>50%</td>
<td>8.63e-1</td>
<td>8.58e-1</td>
<td>9.08e-1</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>1.19</td>
<td>1.22</td>
<td>1.24</td>
</tr>
<tr>
<td>$\rho_{A_y:B_y}$</td>
<td>-8.99e-1</td>
<td>-8.69e-1</td>
<td>-9.67e-1</td>
<td></td>
</tr>
</tbody>
</table>

Figure B.3: Dispersion coefficient example: graphical display of distribution of $A_y$ (left), $B_y$ (right). lsqcurvfit (---), Minos5 (--) and minimax (--).

and minimax. The push-forward distributions based on lsqcurvfit and Minos5 are based on 900 samples, whereas the push-forward distribution based on minimax is determined using 1.19+5 samples. Even with a small sample size of 900, the push-forward distributions based on lsqcurvfit and Minos5 are considered to agree with the DM distributions rather well. The push-forward distributions based on minimax agree with the DM distributions very well also.

**B.2.2 Discussion of results**

The influence of optimization routines in determining the domain $M$ for the dispersion coefficient example is considered to be very small. This probabilistic inversion problem is qualified as simple, since the powerlaw function can be transformed to a log-linear model. The model inversions for 50 scenarios were the same for both optimizing routines, which resulted in distributions on $(A_y, B_y)$ being quite similar. Compared to the results used in the uncertainty analysis of COSYMA, it was concluded that these re-
Figure B.4: Dispersion coefficient example (stability class C): graphical comparison between domain $M$ as determined using lsqcurvefit (+) and Minos5 (o).

<table>
<thead>
<tr>
<th>Distance</th>
<th>DM</th>
<th>lsqcurvefit</th>
<th>Minos5</th>
<th>minimax</th>
</tr>
</thead>
<tbody>
<tr>
<td>500 m.</td>
<td>5%</td>
<td>3.30e+1</td>
<td>3.38e+1</td>
<td>3.34e+1</td>
</tr>
<tr>
<td>95%</td>
<td>9.49e+1</td>
<td>9.55e+1</td>
<td>9.18e+1</td>
<td>9.49e+1</td>
</tr>
<tr>
<td>1 km.</td>
<td>5%</td>
<td>6.48e+1</td>
<td>6.57e+1</td>
<td>6.58e+1</td>
</tr>
<tr>
<td>95%</td>
<td>1.72e+2</td>
<td>1.74e+2</td>
<td>1.71e+2</td>
<td>1.72e+2</td>
</tr>
<tr>
<td>3 km.</td>
<td>5%</td>
<td>3.46e+2</td>
<td>3.41e+2</td>
<td>3.44e+2</td>
</tr>
<tr>
<td>95%</td>
<td>1.75e+2</td>
<td>1.77e+2</td>
<td>1.78e+2</td>
<td>1.75e+2</td>
</tr>
<tr>
<td>10 km.</td>
<td>5%</td>
<td>4.46e+2</td>
<td>4.53e+2</td>
<td>4.47e+2</td>
</tr>
<tr>
<td>95%</td>
<td>1.04e+3</td>
<td>1.03e+3</td>
<td>1.03e+3</td>
<td>1.04e+3</td>
</tr>
<tr>
<td>30 km.</td>
<td>5%</td>
<td>4.48e+2</td>
<td>4.49e+2</td>
<td>4.53e+2</td>
</tr>
<tr>
<td>95%</td>
<td>1.22e+3</td>
<td>1.26e+3</td>
<td>1.24e+3</td>
<td>1.22e+3</td>
</tr>
</tbody>
</table>

Table B.2: Dispersion coefficient example (stability class C): quantile information comparison between DM distributions vs. push-forward distributions based on lsqcurvefit, Minos5 and minimax (m.).

Results are in-line with the results as presented in this section. Finally, the push-forward distributions of all optimization routines agreed with the DM distributions rather to very well.
B.3 Lung morbidity

For a more detailed description on the probabilistic inversion problem for lung morbidity, the reader is referred to [2].

B.3.1 Model

In case a population is exposed to an external gamma dose $ED$ [Gy], received with dose rate $DR$ [Gy/hr], the percentage of the exposed population which will suffer respiratory-functional morbidity, represented by $R_{\text{Lung,MB}}$, is modeled in COSYMA\textsuperscript{3} as

$$R_{\text{Lung,MB}} = 1 - e^{-\left(\ln(2) \frac{ED}{D_{\infty,\text{Lung,MB}}} \frac{D_{0,\text{Lung,MB}}}{DR}\right)^{\nu_{\text{Lung,MB}}}}$$ \hspace{1cm} (B.1)

for $ED \geq ED_{\text{thr,Lung}}$ and where $D_{0,\text{Lung,MB}}$ [Gy$^2$/hr], $D_{\infty,\text{Lung,MB}}$ [Gy] and $\nu_{\text{Lung,MB}}$ are the model parameters, and $ED_{\text{thr,Lung}}$ the threshold dose. Note, model B.1 is non-linear and strictly increasing in $ED$.

B.3.2 Target variables & Elicitation variables

The target variables are $(D_{0,\text{Lung,MB}}, D_{\infty,\text{Lung,MB}}, \nu_{\text{Lung,MB}})$. The target variables could not serve as elicitation variables, as they are model dependent and some are not physically observable. Instead, external gamma ray doses $ED_{i,j}$ were elicited which would lead to $i$-% of the exposed population to suffer respiratory-functional morbidity after receiving it with dose rate $j$. The percentages of exposed population considered are $i=$\{10, 50, 90\}, the dose rates [Gy/hr] considered are $j=$\{0.2, 1, 10, 100\} and assumed to be constant during the exposure period. The exposed population to suffer from lung morbidity is assumed to consists of persons over 40 years old and receiving supportive medical treatment.

B.3.3 Results: Step 1

Based on the quantile information of the DM and physical considerations the set of potentially observable scenarios $N$ was determined. The set $N$ for this problem consisted of many scenarios, a random selection of 2000 scenarios from $N$ was taken. These 2000 scenarios were used to determine model inversions for the target variables using lsqcurvefit and Minos5; the starting values were the same for all scenarios for both optimization routines. Figure B.5 compares the model inversions for pairs of target variables graphically, lsqcurvefit (+) and Minos5 (○) \textsuperscript{4}. Like the dispersion coefficient example, the majority of the model inversions are the same, although for certain scenarios lsqcurvefit tends to assign small values to $D_{0,\text{Lung,MB}}$

\textsuperscript{3}COSYMA is the acronym of the accident consequence code of the CEC.

\textsuperscript{4}The symbol ⊕ corresponds to same model inversions for lsqcurvefit and Minos5.
Determination of $M$

unlike Minos5. Figure B.9 shows graphically the Sum of Squares distances for the 2000 scenarios resulting from lsqcurvefit and Minos5; every dot can be related to a scenario for which the Sum of Squares distance has been calculated based on model inversions determined using lsqcurvefit and Minos5. The straight line in Figure B.6 shows where the Sum of Squares distances of the optimization routines would be equal; for 74.1% of the scenarios the Sum of Squares distance using Minos5 was less than the Sum of Squares distance using lsqcurvefit.

![Figure B.5: Lung mortality (supportive medical treatment, persons over 40 years old): model inversions for pairs of target variables for 2000 scenarios, lsqcurvefit (+) and Minos5 (o).](image)

![Figure B.6: Lung mortality (supportive medical treatment, persons over 40 years old): Sum of Squares distance comparison between lsqcurvefit and Minos5 for 2000 scenarios.](image)
B.3.4 Results: Step 2

The domains $M$, as determined using lsqlcurvefit and Minos5, turned out to be such that a distribution could be determined, based on all information available on the elicitation variables. No distribution could be specified on the domain, as determined using minimax, using all elicitation variables, see [2]. Hence, a solution scheme based on reducing the dimension of the observable space was constructed, see Appendix C. The solution scheme is based on decomposing the probabilistic inversion problem using all elicitation variables into probabilistic inversion problems of lower complexity, i.e. the observable space associated with the probabilistic inversion problems of lower complexity consists of a selection of elicitation variables. For each problem of lower complexity a distribution on the target variables was determined, these distributions were combined to get an overall distribution on the target variables. Table B.3 gives quantile information of the marginal distributions on the target variables based on lsqlcurvefit, Minos5 and minimax.

\[
\begin{array}{|c|c|c|c|}
\hline
 & Quantile & lsqlcurvefit & Minos5 & minimax \\
\hline
D_{0,Lung,MB} & 5\% & 9.93e-7 & 3.45e-4 & 5.51e-1 \\
& 50\% & 7.54 & 7.52 & 7 \\
& 95\% & 2.50e+1 & 2.48e+1 & 2.70e+1 \\
\hline
D_{\infty,Lung,MB} & 5\% & 2.74 & 2.91 & 2.96 \\
& 50\% & 5.40 & 5.43 & 6.40 \\
& 95\% & 7.53e+1 & 7.52e+1 & 8.82e+1 \\
\hline
\nu_{Lung,MB} & 5\% & 1.85 & 1.88 & 3.04 \\
& 50\% & 4.08 & 4.18 & 6.40 \\
& 95\% & 8.07 & 7.05 & 9.57 \\
\hline
\end{array}
\]

Table B.3: Lung morbidity (supportive medical treatment, persons over 40 years old): quantile information of marginal distributions for three optimization routines.

\[
\begin{pmatrix}
1 & -5.98e-1 & 1.86e-1 \\
-5.98e-1 & 1 & -5.30e-1 \\
1.86e-1 & -5.30e-1 & 1 \\
\end{pmatrix}
\]

Table B.4: Lung morbidity (supportive medical treatment, persons over 40 years old): Spearman’s rank correlation matrix among target variables using lsqlcurvefit.

Since the majority of the model inversions for lsqlcurvefit and Minos5 were the same, the distribution on the domain should be similar too.
Table B.5: Lung morbidity (supportive medical treatment, persons over 40 years old): Spearman's rank correlation matrix among target variables using Minos5.

\[
\begin{pmatrix}
D_{0,\text{Lung,MB}} & 1 & -5.55e-1 & 1.53e-1 \\
D_{\infty,\text{Lung,MB}} & -5.55e-1 & 1 & -5.73e-1 \\
\nu_{\text{Lung,MB}} & 1.53e-1 & -5.73e-1 & 1 \\
\end{pmatrix}
\]

Table B.6: Lung morbidity (supportive medical treatment, persons over 40 years old): Spearman's rank correlation matrix among target variables using minimax.

\[
\begin{pmatrix}
D_{0,\text{Lung,MB}} & 1 & 2.83e-1 & -3.73e-1 \\
D_{\infty,\text{Lung,MB}} & 2.83e-1 & 1 & -1.95e-1 \\
\nu_{\text{Lung,MB}} & -3.73e-1 & 1.95e-1 & 1 \\
\end{pmatrix}
\]

This observation is supported by the results as presented in Tables B.3, B.4 and B.5; the marginal distributions and rank correlation matrices based on lsqcurvefit and Minos5 are quite similar. The effect of random sampling is less than in the dispersion coefficient example as the number of samples equaled 5.00e+5. The results of minimax in Tables B.3 and B.6 are based on 5.1e+4 samples. Compared to the lsqcurvefit and Minos5 results on the marginal distributions, the results of minimax are somewhat different. A large difference is identified in comparing the Spearman's rank correlation matrices. The reason could be due to the solution scheme which had to be constructed for minimax. Figure B.7 compares the marginal distributions on the target variables as determined by the three optimization routines graphically: lsqcurvefit (- -), Minos5 (-) and minimax (- -). Loosely speaking, for \( D_{\infty,\text{Lung,MB}} \) the marginal distributions are not too different, for \( D_{0,\text{Lung,MB}} \) the marginal distribution based on minimax is considered to be different below the 25%-level and above the 95%-level compared to the marginal distributions based on lsqcurvefit and Minos5 and the marginal distribution \( \nu_{\text{Lung,MB}} \) based on minimax is considered to be different from the marginal distributions based on lsqcurvefit and Minos5.

The push-forward distributions of the three optimization routines are compared to the DM distributions in Table B.7. It is concluded that the push-forward distributions of lsqcurvefit and Minos5 resemble the DM distributions very well. The push-forward distributions of minimax are con-
Figure B.7: Lung morbidity (supportive medical treatment, persons over 40 years old): graphical comparison of distribution of $D_{0,Lung,MB}$ (left), $D_{\infty,Lung,MB}$ (middle), $\nu_{Lung,MB}$ (right); lsqcurvexfit (- -), Minos5 (- -) and minimax (---).

considered to resemble the DM distributions reasonably well; the differences occur at the 5%-iles for low dose rates (0.2 and 1 Gy/hr) and the 95%-iles for all dose-rates. Again, it is likely that these differences are due to the solution scheme which had to be constructed for minimax.

B.3.5 Discussion of results

A comparison between lsqcurvexfit and Minos5 was conducted for the probabilistic inversion problem for lung morbidity. The lung morbidity problem is regarded more 'complicated' than the dispersion coefficient example; (i) the non-linear model could not be transformed into a linear model, however it is strictly increasing in ED, (ii) the number of target variables was considered to be small, but the amount of information available on the elicitation variables was considered to be very large. The influence of the optimization routines in determining the domain $M$ for this problem turned out to be insignificant. The domain $M$ for both optimization routines were
<table>
<thead>
<tr>
<th>Quantile</th>
<th>$ED_{10,0.2}$</th>
<th>$ED_{50,0.2}$</th>
<th>$ED_{90,0.2}$</th>
<th>$ED_{10,1}$</th>
<th>$ED_{50,1}$</th>
<th>$ED_{90,1}$</th>
<th>$ED_{10,10}$</th>
<th>$ED_{50,10}$</th>
<th>$ED_{90,10}$</th>
<th>$ED_{10,100}$</th>
<th>$ED_{50,100}$</th>
<th>$ED_{90,100}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>1.12e+1</td>
<td>1.34e+1</td>
<td>0.55e+1</td>
<td>6.85</td>
<td>8.24</td>
<td>7.95</td>
<td>3.00</td>
<td>3.80</td>
<td>7.54</td>
<td>4.36</td>
<td>3.11</td>
<td>7.02</td>
</tr>
<tr>
<td>50%</td>
<td>3.10e+1</td>
<td>4.93e+1</td>
<td>6.64e+1</td>
<td>6.05e+1</td>
<td>1.79e+1</td>
<td>7.55e+1</td>
<td>7.05</td>
<td>8.80</td>
<td>7.53e+1</td>
<td>4.14</td>
<td>5.49</td>
<td>7.02</td>
</tr>
<tr>
<td>95%</td>
<td>9.33e+1</td>
<td>1.49e+2</td>
<td>1.74e+2</td>
<td>5.39e+1</td>
<td>9.56</td>
<td>12.9e+2</td>
<td>7.05</td>
<td>8.80</td>
<td>7.53e+1</td>
<td>4.14</td>
<td>5.49</td>
<td>7.02</td>
</tr>
<tr>
<td></td>
<td>1.02e+1</td>
<td>1.43e+1</td>
<td>1.65e+1</td>
<td>5.04e+1</td>
<td>9.56</td>
<td>12.9e+2</td>
<td>7.05</td>
<td>8.80</td>
<td>7.53e+1</td>
<td>4.14</td>
<td>5.49</td>
<td>7.02</td>
</tr>
<tr>
<td></td>
<td>1.14e+1</td>
<td>4.50e+1</td>
<td>5.70e+1</td>
<td>6.18e+1</td>
<td>6.98</td>
<td>2.28e+1</td>
<td>2.43</td>
<td>3.00</td>
<td>4.97e+1</td>
<td>4.02</td>
<td>3.00</td>
<td>8.36</td>
</tr>
<tr>
<td></td>
<td>1.21e+1</td>
<td>1.80e+1</td>
<td>1.90e+1</td>
<td>6.18e+1</td>
<td>6.98</td>
<td>2.28e+1</td>
<td>2.43</td>
<td>3.00</td>
<td>4.97e+1</td>
<td>4.02</td>
<td>3.00</td>
<td>8.36</td>
</tr>
<tr>
<td></td>
<td>1.21e+1</td>
<td>1.80e+1</td>
<td>1.90e+1</td>
<td>6.18e+1</td>
<td>6.98</td>
<td>2.28e+1</td>
<td>2.43</td>
<td>3.00</td>
<td>4.97e+1</td>
<td>4.02</td>
<td>3.00</td>
<td>8.36</td>
</tr>
<tr>
<td></td>
<td>1.21e+1</td>
<td>1.80e+1</td>
<td>1.90e+1</td>
<td>6.18e+1</td>
<td>6.98</td>
<td>2.28e+1</td>
<td>2.43</td>
<td>3.00</td>
<td>4.97e+1</td>
<td>4.02</td>
<td>3.00</td>
<td>8.36</td>
</tr>
<tr>
<td></td>
<td>1.21e+1</td>
<td>1.80e+1</td>
<td>1.90e+1</td>
<td>6.18e+1</td>
<td>6.98</td>
<td>2.28e+1</td>
<td>2.43</td>
<td>3.00</td>
<td>4.97e+1</td>
<td>4.02</td>
<td>3.00</td>
<td>8.36</td>
</tr>
</tbody>
</table>

Table B.7: Lung morbidity (supportive medical treatment, persons over 40 years old): quantile information of marginal distributions of elicitation variables [Gy].

almost identical, which resulted in similar distributions on the target variables with relative information values of 3.97 and 3.98 for 1sqcurvefit and Minos5 respectively. The information used in the uncertainty analysis of COSYMA was determined using minimax. The probabilistic inversion problem based on minimax turned out to be such that no distribution could be determined using all information available on the elicitation variables. A solution scheme was constructed which decomposed the problem into problems of lower complexity. A consequence of applying such a solution scheme is that the push-forward distributions of the ‘overall’ distribution on the tar-
get variables will resemble the DM distributions not to well. However, the differences between the results for the marginal distributions on the target variables as determined using minimax and the marginal distributions on the target variables as determined using lsqcurvefit and Minos5 were regarded to be insignificant, furthermore the push-forward distributions of minimax did resemble the DM distributions reasonably well. However, the difference between the marginal distributions for $\nu_{\text{Lung,MB}}$ and the lower and upper percentiles of the marginal distributions for $D_{0,\text{Lung,MB}}$ was acknowledged.

### B.4 Systemic retention of Sr in the Human body

For a more detailed description on the probabilistic inversion problem for the systemic retention of Sr in the human body, the reader is referred to [2].

#### B.4.1 Compartmental model

Roughly, systemic retention of Sr in the human body in COSYMA is described by the compartmental model shown in Figure B.8. The parameters $k_{ij} \ [1/d]$ are termed transfer coefficients and express the rate at which Sr is transferred from compartment $i$ to compartment $j$. This rate is assumed to be constant within a short time interval. Based on this assumption and Figure B.8, a set of first order linear differential equations, which, together with appropriate initial conditions\(^5\), fully specifies the systemic retention of Sr in the human body.

![Compartmental model diagram](image)

**Figure B.8: Systemic retention of Sr: Compartmental model.**

\(^5m_1(t = 0) = 1\) and $m_j(t = 0) = 0$ for $j = 2, \ldots, 6$, where $m_i(t)$ represents the retention of Sr in compartment $i$ at time $t$. 
Although the transfer coefficients cannot be measured directly, the following relationships are assumed to hold on the basis of physical considerations:

1. The transfer coefficients from compartment $i$ to Bladder are modeled as

$$k_{i6} = U:F \ast k_{i5} \tag{B.2}$$

with $i \in \{1, \ldots, 4\}$ and $U:F$ represents the Urine-to-Faeces ratio for Sr. The project staff set the $U:F$-ratio for Sr to 3.3.

2. It was assumed that the transfer coefficient from Blood to Trabecular Bone, $k_{12}$ is correlated to the transfer coefficient from Blood to Cortical Bone, $k_{13}$ in the following manner:

$$k_{12} = tc \ast k_{13} \tag{B.3}$$

where $tc$ is the Trabecular-to-Cortical factor. The project staff assigned a lognormal distribution to the $tc$-factor, with 5% and 95% quantile of 0.6 and 2.

### B.4.2 Target variables & Elicitation variables

The transfer coefficients ($k_{13}, k_{14}, k_{15}, k_{25}, k_{35}, k_{45}$) are the model input parameters which are regarded uncertain, hence they are the target variables. These transfer coefficients cannot be measured directly and are regarded as model dependent, hence the target variables could not serve as elicitation variables. Elicitation variables were formulated on the amount of Sr retained in certain regions of the human body at certain times\(^6\) after being administered intravenously as a single injection. The regions of the human body for which the experts were queried were Skeleton+Liver (Skel+Liver) and Skeleton as a percentage of Skeleton+Liver ($\frac{\text{Skel}}{\text{Skel+Liver}}$), where Skeleton is the sum of Trabecular Bone and Cortical Bone. The functions describing the elicitation variables turned out to be non-linear and non-monotone.

### B.4.3 Results: Step 1

The quantile information of the DM together with the information on $tc$ and physical considerations were used to determine the set of potentially observable scenarios $N$. Like the lung morbidity example, the set $N$ for this problem consisted of many scenarios. A random selection of 2000 scenarios from $N$ was taken. These 2000 scenarios were used to determine model inversions for the target variables ($k_{13}, k_{14}, k_{15}, k_{25}, k_{35}, k_{45}$) using $\text{lsqcurvefit}$ and Minos5. Note, each scenario in $N$ contains a realization.

---

\(^6\)The timepoints $t$ are $t \in \{1 \text{ day}, 1 \text{ week}, 1 \text{ month}, 1 \text{ year}, 10 \text{ years}, 50 \text{ years}\}$.
of tc as well, hence the model inversions for the target variables are determined conditional on this realization of tc. The starting values for the target variables are the same for lsqcurvefit and Minos5 for all 2000 scenarios.

Figure B.9 shows graphically the Sum of Squares distance for the 2000 scenarios resulting from lsqcurvefit and Minos5; every dot can be related to a scenario for which the Sum of Squares distance has been calculated based on model inversions determined using lsqcurvefit and Minos5. The

![Graph showing comparison between lsqcurvefit and Minos5](image)

**Figure B.9: Systemic retention of Sr: Sum of Squares distance comparison between lsqcurvefit and Minos5 for 2000 scenarios.**

The straight line in Figure B.9 shows where the Sum of Squares distances of the optimization routines would be equal. Based on the 2000 scenarios selected, the Sum of Squares distance resulting from Minos5 was less than the Sum of Squares distance resulting from lsqcurvefit in 62.1% of the scenarios. Looking at Figure B.9 somewhat closer, a cluster of points for which the Sum of Squares distance resulting from Minos5 is roughly more than one order of magnitude larger than the Sum of Squares distance resulting from lsqcurvefit. It is difficult to give an explanation for this, but it may be due to the functions describing the elicitation variables being non-linear and non-monotone, which may cause Minos5 to end its search in a point which is a local minimum. Dealing with functions which is non-linear and non-monotone, it is recommended to perform the minimization of the Sum of Squares distance using different starting values. For each target variable 10 different starting values were selected randomly from the interval $\left[ \frac{1}{10} \cdot k_{ij}^*, 10 \cdot k_{ij}^* \right]$, where $k_{ij}^*$ represents the initial starting value.

Here, the selection of the 10 different starting values is ad-hoc, however the choice of the starting values may be less ad-hoc if they could be based on the certain characteristics of the model, expert assessments and/or physical


Table B.8: Systemic retention of Sr: 10 different starting values (sv.) for transfer coefficients $k_{ij}$ (1/d).


<table>
<thead>
<tr>
<th>sv</th>
<th>$k_{13}$</th>
<th>$k_{14}$</th>
<th>$k_{15}$</th>
<th>$k_{25}$</th>
<th>$k_{35}$</th>
<th>$k_{45}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>sv.1</td>
<td>4.42e-1</td>
<td>1.94e-3</td>
<td>5.43e-1</td>
<td>5.56e-2</td>
<td>1.11e-4</td>
<td>8.29e-5</td>
</tr>
<tr>
<td>sv.2</td>
<td>4.33e-1</td>
<td>1.90e-3</td>
<td>5.33e-1</td>
<td>5.45e-2</td>
<td>1.09e-4</td>
<td>8.13e-5</td>
</tr>
<tr>
<td>sv.3</td>
<td>1.32</td>
<td>5.78e-3</td>
<td>1.62</td>
<td>1.65e-1</td>
<td>3.31e-4</td>
<td>2.47e-4</td>
</tr>
<tr>
<td>sv.4</td>
<td>5.93e-1</td>
<td>2.60e-3</td>
<td>7.29e-1</td>
<td>7.46e-2</td>
<td>1.49e-4</td>
<td>1.11e-4</td>
</tr>
<tr>
<td>sv.5</td>
<td>3.92e-1</td>
<td>1.30e-3</td>
<td>6.23e-1</td>
<td>3.45e-2</td>
<td>1.69e-4</td>
<td>2.13e-5</td>
</tr>
<tr>
<td>sv.6</td>
<td>3.35e-2</td>
<td>1.46e-4</td>
<td>4.09e-2</td>
<td>4.19e-3</td>
<td>8.37e-6</td>
<td>6.25e-6</td>
</tr>
<tr>
<td>sv.7</td>
<td>1.63</td>
<td>7.15e-3</td>
<td>2.00</td>
<td>2.05e-1</td>
<td>4.09e-4</td>
<td>3.05e-4</td>
</tr>
<tr>
<td>sv.8</td>
<td>9.70e-1</td>
<td>4.26e-3</td>
<td>1.19</td>
<td>1.22e-1</td>
<td>2.44e-4</td>
<td>1.82e-4</td>
</tr>
<tr>
<td>sv.9</td>
<td>2.03</td>
<td>8.92e-3</td>
<td>2.50</td>
<td>2.55e-1</td>
<td>5.11e-4</td>
<td>3.81e-4</td>
</tr>
<tr>
<td>sv.10</td>
<td>1.02</td>
<td>4.46e-3</td>
<td>1.25</td>
<td>1.28e-1</td>
<td>2.55e-4</td>
<td>1.91e-4</td>
</tr>
</tbody>
</table>

Insights. Nonetheless, the cluster of points identified in Figure B.9 has disappeared in Figure B.10. Furthermore the Sum of Squares distances in Figure B.10 are concentrated more around the straight line. This shows the value of performing the minimization of the Sum of Squares distance using multiple starting values, in case of a non-linear and non-monotone model predictor.

Figure B.10: Systemic retention of Sr: Sum of Squares distance comparison between lsqcurvefit and Minos5 for Sr-problem using 10 different starting values for 2000 scenarios.

Figures B.11 and B.12 compare graphically the model inversions for the 15 pairs of target variables. Unlike the dispersion coefficient and Lung morbidity example, the majority of the model inversions are not the same;
it is observed that for certain combinations of target variables the model inversions from Minos5 (o) are very different from the model inversions from lsqcurvefit (+).

Figure B.11: Systemic retention of Sr: model inversions for 12 pairs of target variables for 2000 scenarios. lsqcurvefit (+) and Minos5 (o).
B.4.4 Results: Step 2

For each domain $M$, samples were propagated through the functions describing the elicitation variables to obtain a set of points in the observable space. The observable space consisted of 13 dimensions: the elicitation variables and the Trabecular-to-Cortical factor $tc$. Based on quantile information presented in Table B.9, it is concluded that the marginal distributions as determined using \texttt{lsqcurvefit}, Minos5 and \texttt{minimax} are quite different. Figure B.13 presents the similarities/differences of the various marginal distributions graphically; \texttt{lsqcurvefit} (---), Minos5 (-) and \texttt{minimax} (--).

The Spearman’s rank correlation matrices determined from the distributions using \texttt{lsqcurvefit}, Minos5 and \texttt{minimax} are given in Tables B.10, B.11 and B.12, respectively. Looking at these correlation matrices, it is observed that the correlation matrices are very different.

The push-forward distributions of the distributions on the target variables are compared to the DM distributions in Table B.4.4. The push-forward distributions based on \texttt{lsqcurvefit} and Minos5 are based on $2.00e+5$ samples, whereas the push-forward distributions based on \texttt{minimax} is based on $1.27e+6$ samples; it is concluded that the push-forward distributions of \texttt{lsqcurvefit}, Minos5 and \texttt{minimax} resemble the DM distributions very well.

B.4.5 Discussion of results

A comparison between \texttt{lsqcurvefit} and Minos5 was conducted for the probabilistic inversion problem for systemic retention of Sr in the human body. The systemic retention of Sr is regarded as a ‘complex’ probabilistic inversion problem; (i) non-linear, non-monotone functions describing the elicitation variables, (ii) the number of target variables is large, and the amount of information available on the elicitation variables is very large also. The influence of the optimization routines in determining the domain $M$ for
Table B.9: Systemic retention of Sr: quantile information on target variables based on lsqcurvefit, Minos5 and minimax (1/d).

\[
\begin{array}{cccccc}
\hline
k_{13} & \text{Quantile} & \text{lsqcurvefit} & \text{Minos5} & \text{minimax} \\
5\% & 1.57e-1 & 1.02e-1 & 6.89e-2 \\
50\% & 4.23e-1 & 1.02 & 2.18e-1 \\
95\% & 1.21 & 3.24e+1 & 6.97e-1 \\
\hline
k_{14} & \text{Quantile} & \text{lsqcurvefit} & \text{Minos5} & \text{minimax} \\
5\% & 1.21e-3 & 2.44e-3 & 7.70e-4 \\
50\% & 1.19e-2 & 5.17e-2 & 9.57e-3 \\
95\% & 3.32e-1 & 6.55e-1 & 7.25e-2 \\
\hline
k_{15} & \text{Quantile} & \text{lsqcurvefit} & \text{Minos5} & \text{minimax} \\
5\% & 2.44e-1 & 1.39e-1 & 5.54e-2 \\
50\% & 5.59e-1 & 1.14 & 2.68e-1 \\
95\% & 9.07e-1 & 3.84e+1 & 3.53e-1 \\
\hline
k_{25} & \text{Quantile} & \text{lsqcurvefit} & \text{Minos5} & \text{minimax} \\
5\% & 5.83e-5 & 3.19e-5 & 1.45e-5 \\
50\% & 2.49e-3 & 2.09e-3 & 2.74e-2 \\
95\% & 1.17e-1 & 1.15e-1 & 1.22e-1 \\
\hline
k_{35} & \text{Quantile} & \text{lsqcurvefit} & \text{Minos5} & \text{minimax} \\
5\% & 4.28e-6 & 1.24e-5 & 2.63e-5 \\
50\% & 3.08e-5 & 4.61e-5 & 5.48e-5 \\
95\% & 9.13e-5 & 5.66e-3 & 7.41e-2 \\
\hline
k_{45} & \text{Quantile} & \text{lsqcurvefit} & \text{Minos5} & \text{minimax} \\
5\% & 1.02e-5 & 1.07e-5 & 7.33e-6 \\
50\% & 4.47e-5 & 5.33e-5 & 4.09e-5 \\
95\% & 9.68e-5 & 1.45e-4 & 9.58e-5 \\
\hline
\end{array}
\]

Table B.10: Systemic retention of Sr: Spearman's rank correlation matrix resulting from lsqcurvefit.

\[
\begin{pmatrix}
1 & 4.47e-1 & 4.31e-1 & 3.01e-1 & -5.03e-2 & 8.02e-2 & -5.53e-2 \\
4.47e-1 & 1 & 2.58e-1 & -2.13e-1 & -8.80e-3 & 4.49e-1 & 3.14e-1 \\
4.31e-1 & 2.58e-1 & 1 & -2.90e-3 & -3.74e-1 & -1.45e-2 & -1.13e-1 \\
3.01e-1 & -2.13e-1 & -2.60e-3 & 1 & -1.96e-1 & -2.91e-1 & 1.78e-2 \\
-5.03e-2 & -8.80e-3 & -3.74e-1 & -1.96e-1 & 1 & 4.02e-1 & -2.04e-1 \\
8.02e-2 & 4.49e-1 & -1.45e-1 & -2.91e-1 & 4.02e-1 & 1 & 2.80e-3 \\
-5.53e-2 & 3.14e-1 & -1.13e-1 & 1.78e-2 & -2.04e-1 & 2.80e-3 & 1
\end{pmatrix}
\]

this problem turned out to be significant. Some observations; firstly, dealing with functions which are non-linear and non-monotone it is recommended to perform the minimization of the Sum of Squares distance using a multiple starting values. Secondly, unlike for the dispersion coefficient example and lung morbidity, the majority of the model inversions obtained from the optimization routines were not the same. This resulted in distributions on
Figure B.13: Systemic retention of Sr: graphical comparison of distribution of $k_{13}$ (top-left), $k_{14}$ (top-middle), $k_{15}$ (top-right), $k_{25}$ (below-left), $k_{35}$ (below-middle) and $k_{45}$ (below-right). lsqcurvefit (---), Minos5 (−−) and minimax (−−).

the target variables which were different, which is confirmed by the relative information values: 5.66 and 5.06 for lsqcurvefit and Minos5, respectively. Furthermore the distribution based on minimax was regarded to be different
\begin{equation*}
\begin{pmatrix}
k_{13} & 1 & 6.75e-1 & 8.70e-1 & -1.42e-1 & -4.33e-2 & -2.96e-2 & -1.17e-1 \\
k_{14} & 6.75e-1 & 1 & 6.52e-1 & -2.19e-1 & -1.38e-1 & 2.44e-1 & 1.94e-2 \\
k_{15} & 8.70e-1 & 6.52e-1 & 1 & -1.82e-1 & -1.68e-1 & 1.32e-2 & -2.63e-2 \\
k_{20} & -1.42e-1 & -2.19e-1 & -1.82e-1 & 1 & -2.15e-1 & -7.05e-2 & 2.40e-1 \\
k_{35} & -4.33e-2 & -1.38e-1 & -1.68e-1 & -2.15e-1 & 1 & 1.94e-1 & -3.29e-1 \\
k_{45} & -2.96e-2 & 2.44e-1 & 1.32e-2 & -7.05e-2 & 1.94e-1 & 1 & 9.19e-2 \\
t_c & -1.17e-1 & 1.94e-2 & -2.63e-2 & 2.40e-1 & -3.29e-1 & 9.19e-2 & 1 \\
\end{pmatrix}
\end{equation*}

Table B.11: Systemic retention of Sr: Spearman’s rank correlation matrix resulting from Minos5.

\begin{equation*}
\begin{pmatrix}
k_{13} & 1 & -3.99e-2 & 4.15e-1 & -6.15e-1 & 4.60e-1 & -4.46e-1 & -6.19e-1 \\
k_{14} & -3.99e-2 & 1 & -4.51e-1 & 1.19e-1 & -2.73e-1 & -2.61e-2 & 4.28e-2 \\
k_{15} & 4.15e-1 & -4.51e-1 & 1 & -2.02e-1 & 2.70e-1 & 1.67e-1 & -2.51e-1 \\
k_{25} & -6.15e-1 & 1.19e-1 & -2.02e-1 & 1 & -8.45e-1 & 1.15e-1 & 6.03e-1 \\
k_{35} & 4.60e-1 & -2.73e-1 & 2.70e-1 & -8.45e-1 & 1 & 1.35e-2 & -8.75e-1 \\
k_{45} & -4.46e-1 & -2.61e-2 & 1.67e-1 & 1.15e-1 & 1.35e-2 & 1 & -2.03e-2 \\
t_c & -6.19e-1 & 4.28e-2 & -2.51e-1 & 6.03e-1 & -8.75e-1 & -2.03e-2 & 1 \\
\end{pmatrix}
\end{equation*}

Table B.12: Systemic retention of Sr: Spearman’s rank correlation matrix resulting from minimax.

from the distributions obtained using lscurvefit and Minos5 as well. However, the push-forward distributions of the three distributions on the target variables did resemble the DM distributions very well.

### B.5 Conclusion

The most important step in a probabilistic inversion solution scheme is the determination of the domain $M$ in the target variable space. The heuristics used in determining $M$ consist of three elements: (i) the assessments of the experts, (ii) the mapping $T$, and (iii) the physics underlying the problem. These three elements meet when minimizing the Sum of Squares distance between potentially observable scenarios based on expert assessments, and $T$, which is a function of the target variables. Minimization of the Sum
<table>
<thead>
<tr>
<th>Time</th>
<th>Skel+Liver</th>
<th>DM</th>
<th>lsqcurvefit</th>
<th>Minos5</th>
<th>minimax</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>5%</td>
<td>1.70e-1</td>
<td>1.30e-1</td>
<td>1.69e-1</td>
</tr>
<tr>
<td>1 day</td>
<td></td>
<td>95%</td>
<td>5.76e-1</td>
<td>5.76e-1</td>
<td>5.76e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50%</td>
<td>3.24e-1</td>
<td>3.24e-1</td>
<td>3.24e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5%</td>
<td>1.17e-1</td>
<td>1.17e-1</td>
<td>1.17e-1</td>
</tr>
<tr>
<td>1 week</td>
<td></td>
<td>95%</td>
<td>4.76e-1</td>
<td>4.76e-1</td>
<td>4.76e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50%</td>
<td>2.29e-1</td>
<td>2.29e-1</td>
<td>2.29e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5%</td>
<td>1.04e-1</td>
<td>1.04e-1</td>
<td>1.04e-1</td>
</tr>
<tr>
<td>1 month</td>
<td></td>
<td>95%</td>
<td>2.11e-1</td>
<td>2.11e-1</td>
<td>2.11e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50%</td>
<td>3.51e-1</td>
<td>3.51e-1</td>
<td>3.51e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5%</td>
<td>6.74e-2</td>
<td>6.74e-2</td>
<td>6.74e-2</td>
</tr>
<tr>
<td>1 year</td>
<td></td>
<td>50%</td>
<td>2.43e-1</td>
<td>2.43e-1</td>
<td>2.43e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5%</td>
<td>1.81e-2</td>
<td>1.80e-2</td>
<td>1.80e-2</td>
</tr>
<tr>
<td>10 years</td>
<td></td>
<td>50%</td>
<td>1.37e-1</td>
<td>1.37e-1</td>
<td>1.37e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5%</td>
<td>1.11e-3</td>
<td>1.10e-3</td>
<td>1.10e-3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>95%</td>
<td>8.88e-2</td>
<td>8.88e-2</td>
<td>8.88e-2</td>
</tr>
<tr>
<td>50 years</td>
<td></td>
<td>50%</td>
<td>8.46e-1</td>
<td>8.46e-1</td>
<td>8.46e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>95%</td>
<td>9.98e-1</td>
<td>9.98e-1</td>
<td>9.98e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>95%</td>
<td>8.22e-1</td>
<td>8.20e-1</td>
<td>8.20e-1</td>
</tr>
<tr>
<td>1 week</td>
<td></td>
<td>50%</td>
<td>9.57e-1</td>
<td>9.56e-1</td>
<td>9.56e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>95%</td>
<td>9.98e-1</td>
<td>9.98e-1</td>
<td>9.98e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5%</td>
<td>8.51e-1</td>
<td>8.16e-1</td>
<td>8.50e-1</td>
</tr>
<tr>
<td>1 month</td>
<td></td>
<td>50%</td>
<td>9.84e-1</td>
<td>9.56e-1</td>
<td>9.56e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>95%</td>
<td>9.99e-1</td>
<td>9.98e-1</td>
<td>9.98e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>95%</td>
<td>8.70e-1</td>
<td>7.70e-1</td>
<td>7.70e-1</td>
</tr>
<tr>
<td>1 year</td>
<td></td>
<td>50%</td>
<td>9.94e-1</td>
<td>9.60e-1</td>
<td>9.60e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5%</td>
<td>9.95e-1</td>
<td>9.87e-1</td>
<td>9.79e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5%</td>
<td>6.39e-1</td>
<td>6.40e-1</td>
<td>6.40e-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>95%</td>
<td>9.96e-1</td>
<td>9.90e-1</td>
<td>9.90e-1</td>
</tr>
</tbody>
</table>

Table B.13: Systemic retention of Sr: Quantile information comparison of distributions of DM vs. push-forward distributions based on lsqcurvefit, Minos5 and minimax.
of Squares distance is a global minimization problem. In this appendix the effect of different optimization programs capable of dealing with global minimization problems has been investigated.

The optimization routines considered were the 1scurvefit function of the Matlab5.3 version 11 optimization toolbox, the Minos5 solver of GAMS. It is concluded that the influence of optimization programs is negligible in case of non-linear but monotone model predictors (dispersion coefficient example and lung morbidity). However, a difference between the optimization programs was identified in dealing with non-linear and non-monotone functions describing the elicitation variables (systemic retention of Sr in the human body). Functions which are non-monotone may result in optimization routines to end its search in the target variable space in a local minimum instead of a global minimum. The following is recommended; try to avoid non-monotone functions in doing probabilistic inversion, if this is not possible be sure to minimize the Sum of Squares distance a number to times, each time using different starting values.

The distributions used in the uncertainty analysis of COSYMA were based on the minimization of the Sum of Squares distance using the minimax optimization routine of the Matlab4.2 optimization toolbox. The distributions on the target variables based on minimax were compared to the distributions based on 1scurvefit and Minos5, i.e. the marginal distributions and Spearman's rank correlation matrices were compared. For the dispersion coefficient example and lung morbidity, the comparison was considered to be reasonably good. The comparison for the systemic retention of Sr was considered to be poor, although the push-forward distributions of all three distributions available on the target variables resembled the DM distributions rather well.
Appendix C

Reduction of Dimension

The reduction of dimension technique reduces the dimension of the observable space. In this way (i) probabilistic inversion problems which were infeasible considering all dimensions may become feasible and (ii) probabilistic inversion problems with an observable space consisting of a large number of dimensions may be broken down in probabilistic inversion problems which are computationally tractable.

Consider $n$ elicitation variables and suppose the corresponding PI problem is infeasible. The reduction of dimension strategy looks at all problems involving $n - 1$ elicitation variables, i.e. $\binom{n}{n-1}$ problems with observable space dimension $n - 1$. For each of the $\binom{n}{n-1}$ problems, the respective domains are determined in Step 1. Next, let $M_{\text{RD}, n-1}$ be the union of the $\binom{n}{n-1}$ search grids. Samples from $M_{\text{RD}, n-1}$ are propagated through mapping $T$. For each $\binom{n}{n-1}$ observable space, select the push-forward samples of mapping $T$ corresponding to the elicitation variables which make up the respective observable space. In this way $\binom{n}{n-1}$ PI problems are constructed.

Let $n^*$ ($n^* \leq \binom{n}{n-1}$) denote the number of PI problems for which a distribution on $M_{\text{RD}, n-1}$ in Step 2 can be determined; assume $n^*$ ($n^* > 0$) distributions on $M_{\text{RD}, n-1}$ are obtained. The problem of finding a distribution over the target variables which ‘best fits’ these $n^*$ distributions is described in Step 2 of the PARFUM solution scheme (see Section 1.2.1).

If $n^* = 0$, the dimension of the observable space is reduced once more, and Step 1 and Step 2 of the PREJUDICE solution scheme are performed for $\binom{n}{n-2}$ problems with observable space dimension $n - 2$ in order to determine a distribution on $M_{\text{RD}, n-2}$.

Note, if the dimension of the observable space is 2 and its corresponding PI-problem is infeasible, then reduction of dimension results in a solution scheme which resembles the PARFUM solution scheme closely.
Appendix D

Minimal solution

Consider the following example: 5%, 50% and 95% quantile points are available for elicitation variables $Y_j$ ($j \in \{1, 2\}$), and domain $M_{\text{min}}$ is such that $T(M_{\text{min}}) \subset \bigcup_{k=1}^{4} I_{1,k} \times I_{2,k}$ (Figure D.1), where $I_{j,k}$ represents the $k$-th interquartile interval of the $j$-th elicitation variable.

![Figure D.1: The shaded area visualizes $T(M_{\text{min}})$.](image)

Clearly, the quantile constraints are satisfied in this case; 5% probability mass is assigned to samples in hypercubes (1,1) and (4,4) and 45% probability mass is assigned to the samples in hypercubes (2,2) and (3,3). In principle, this problem could be solved if $M_{\text{min}}$ consisted of 4 samples; for example the $k$-th sample maps into each $I_{1,k} \times I_{2,k}$ ($k = 1, \ldots, 4$) and assigning these samples 0.05, 0.45, 0.45, 0.05 respectively. Propagation of domains resulting in a coverage of hypercubes as depicted in Figure D.2 could also be solved using 4 samples only. Generally speaking, any probabilistic inversion problem with information on the elicitation variables available as $k$ quantile points can be solved using $k + 1$ points only. This type of solution is referred to as a minimal solution of a probabilistic inversion problem. Clearly, any convex combination of minimal solutions is a solution to the probabilistic inversion problem as well.
Figure D.2: Visualization of coverage of hypercubes which could be solved using a minimal number of samples.
Appendix E

Dependencies: assessments and results.

In this appendix, the $\rho\pi$-table is presented graphically together with the expert assessments and results of Example 1 and 2 of Chapter 2.

E.1 The $\rho\pi$-table

Figures E.1 through E.6 illustrate graphically the $\rho\pi$-tables for values $r_2 = 0.05$ through $r_2 = 0.95$, respectively, where

$$\pi_{r_1, r_2}(Y_1, Y_2) := P(F_{Y_1}(Y_1) > r_1 \mid F_{Y_2}(Y_2) > r_2).$$

(E.1)

![Graphical illustration of $\rho\pi$-table for $r_2 = 0.05$ (left) and $r_2 = 0.10$ (right).](image)

Figure E.1: Graphical illustration of $\rho\pi$-table for $r_2 = 0.05$ (left) and $r_2 = 0.10$ (right).
Figure E.2: Graphical illustration of $\rho\pi$-table for $r_2 = 0.20$ (left) and $r_2 = 0.30$ (right).

Figure E.3: Graphical illustration of $\rho\pi$-table for $r_2 = 0.40$ (left) and $r_2 = 0.50$ (right).

Figure E.4: Graphical illustration of $\rho\pi$-table for $r_2 = 0.60$ (left) and $r_2 = 0.70$ (right).
Figure E.5: Graphical illustration of $\rho \pi$-table for $r_2 = 0.80$ (left) and $r_2 = 0.90$ (right).

Figure E.6: Graphical illustration of $\rho \pi$-table for $r_2 = 0.95$.

### E.2 Example 1

Table E.1 presents the conditional probabilities among elicitation variables obtained from the experts. The abbreviation N/A refers to no assessments provided by the expert for the pair of elicitation variables. Table E.2 presents the Spearman’s rank correlations based on the conditional probabilities using $\rho \pi$-table. From Tables E.1 and E.2 it is concluded that the expert assessments are not the same. Obviously experts did not agree on the sign and strength of the dependence.

Tables E.3 and E.4 present the Spearman’s rank correlation resulting from Strategy 1 and Strategy 2, respectively.
Table E.1: Example 1: conditional probability assessments $\pi_{\frac{1}{2}, \frac{1}{2}}(Y_1, Y_2)$
given by 8 experts from the Animal expert panel.

<table>
<thead>
<tr>
<th>Elic. questions</th>
<th>$\pi_{\frac{1}{2}, \frac{1}{2}}(Y_1, Y_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_1$</td>
<td>$Y_2$</td>
</tr>
<tr>
<td>DCO</td>
<td>DPO</td>
</tr>
<tr>
<td>DPO</td>
<td>DSO</td>
</tr>
<tr>
<td>DSI</td>
<td>DCI</td>
</tr>
<tr>
<td>DCO</td>
<td>DCI</td>
</tr>
<tr>
<td>BPO</td>
<td>BSO</td>
</tr>
<tr>
<td>BPO</td>
<td>BCO</td>
</tr>
<tr>
<td>BSI</td>
<td>BCI</td>
</tr>
<tr>
<td>BCI</td>
<td>BCO</td>
</tr>
<tr>
<td>BPO</td>
<td>DPO</td>
</tr>
</tbody>
</table>

Table E.2: Example 1: Spearman's rank correlations $\rho(Y_1, Y_2)$ for 8 experts from the Animal expert panel.

<table>
<thead>
<tr>
<th>Elic. questions</th>
<th>Spearman's $\rho_{Y_1, Y_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_1$</td>
<td>$Y_2$</td>
</tr>
<tr>
<td>DCO</td>
<td>DPO</td>
</tr>
<tr>
<td>DPO</td>
<td>DSO</td>
</tr>
<tr>
<td>DSI</td>
<td>DCI</td>
</tr>
<tr>
<td>DCO</td>
<td>DCI</td>
</tr>
<tr>
<td>BPO</td>
<td>BSO</td>
</tr>
<tr>
<td>BPO</td>
<td>BCO</td>
</tr>
<tr>
<td>BSI</td>
<td>BCI</td>
</tr>
<tr>
<td>BCI</td>
<td>BCO</td>
</tr>
<tr>
<td>BPO</td>
<td>DPO</td>
</tr>
</tbody>
</table>
Table E.3: Example 1: Spearman’s rank correlation matrix for input parameters using Strategy 1.
Table E.4: Example 1. Spearman's rank correlation matrix for input parameters using Strategy 2.

<table>
<thead>
<tr>
<th></th>
<th>DPO</th>
<th>DSO</th>
<th>DCIO</th>
<th>DPI</th>
<th>DSI</th>
<th>DCII</th>
<th>BPO</th>
<th>BSO</th>
<th>BCO</th>
<th>BPI</th>
<th>BSI</th>
<th>BCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.3e-1</td>
<td>1.4e-1</td>
<td>0</td>
<td>3.8e-1</td>
<td>2.1e-1</td>
<td>4.6e-1</td>
<td>1.6e-1</td>
<td>7.0e-2</td>
<td>-5.0e-2</td>
<td>1.1e-1</td>
<td>7.0e-2</td>
<td></td>
</tr>
<tr>
<td>2.3e-1</td>
<td>1</td>
<td>3.1e-1</td>
<td>-5.0e-2</td>
<td>2.4e-1</td>
<td>3.3e-1</td>
<td>-2.0e-2</td>
<td>4.0e-1</td>
<td>3.1e-1</td>
<td>-8.0e-2</td>
<td>-1.2e-1</td>
<td>2.4e-1</td>
<td></td>
</tr>
<tr>
<td>1.4e-1</td>
<td>3.1e-1</td>
<td>1</td>
<td>2.6e-1</td>
<td>1.2e-1</td>
<td>5.9e-1</td>
<td>6.0e-2</td>
<td>2.3e-1</td>
<td>3.2e-1</td>
<td>-1.9e-1</td>
<td>-1.0e-2</td>
<td>2.5e-1</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-5.0e-2</td>
<td>2.6e-1</td>
<td>1</td>
<td>-3.0e-2</td>
<td>1.9e-1</td>
<td>4.0e-2</td>
<td>-1.0e-2</td>
<td>4.0e-2</td>
<td>-1.3e-1</td>
<td>9.0e-2</td>
<td>3.0e-2</td>
<td></td>
</tr>
<tr>
<td>3.8e-1</td>
<td>2.4e-1</td>
<td>1.2e-1</td>
<td>-3.0e-2</td>
<td>1</td>
<td>1.3e-1</td>
<td>2.2e-1</td>
<td>2.8e-1</td>
<td>-2.0e-2</td>
<td>-3.0e-2</td>
<td>1.4e-1</td>
<td>-3.0e-2</td>
<td></td>
</tr>
<tr>
<td>2.1e-1</td>
<td>3.3e-1</td>
<td>5.9e-1</td>
<td>1.9e-1</td>
<td>1.3e-1</td>
<td>1</td>
<td>1.1e-1</td>
<td>1.5e-1</td>
<td>4.6e-1</td>
<td>-1.5e-1</td>
<td>-6.0e-2</td>
<td>4.3e-1</td>
<td></td>
</tr>
<tr>
<td>4.6e-1</td>
<td>-2.0e-2</td>
<td>6.0e-2</td>
<td>4.0e-2</td>
<td>2.2e-1</td>
<td>1.1e-1</td>
<td>1</td>
<td>1.7e-1</td>
<td>7.0e-2</td>
<td>-2.0e-2</td>
<td>4.1e-1</td>
<td>1.2e-1</td>
<td></td>
</tr>
<tr>
<td>1.6e-1</td>
<td>4.0e-1</td>
<td>2.3e-1</td>
<td>-1.0e-2</td>
<td>2.8e-1</td>
<td>1.5e-1</td>
<td>1.7e-1</td>
<td>1</td>
<td>1.6e-1</td>
<td>-7.0e-2</td>
<td>1.5e-1</td>
<td>1.0e-1</td>
<td></td>
</tr>
<tr>
<td>7.0e-2</td>
<td>3.1e-1</td>
<td>3.2e-1</td>
<td>4.0e-2</td>
<td>-2.0e-2</td>
<td>4.6e-1</td>
<td>7.0e-2</td>
<td>1.6e-1</td>
<td>1</td>
<td>-6.0e-2</td>
<td>-5.0e-2</td>
<td>8.2e-1</td>
<td></td>
</tr>
<tr>
<td>-5.0e-2</td>
<td>-8.0e-2</td>
<td>-1.9e-1</td>
<td>-1.3e-1</td>
<td>-3.0e-2</td>
<td>-1.5e-1</td>
<td>-2.0e-2</td>
<td>-7.0e-2</td>
<td>-6.0e-2</td>
<td>1</td>
<td>-3.0e-2</td>
<td>-4.0e-2</td>
<td></td>
</tr>
<tr>
<td>1.1e-1</td>
<td>-1.2e-1</td>
<td>-1.0e-2</td>
<td>9.0e-2</td>
<td>1.4e-1</td>
<td>-6.0e-2</td>
<td>4.1e-1</td>
<td>1.5e-1</td>
<td>-5.0e-2</td>
<td>-3.0e-2</td>
<td>1</td>
<td>-1.0e-2</td>
<td></td>
</tr>
<tr>
<td>7.0e-2</td>
<td>2.4e-1</td>
<td>2.5e-1</td>
<td>3.0e-2</td>
<td>-3.0e-2</td>
<td>4.3e-1</td>
<td>1.2e-1</td>
<td>1.0e-1</td>
<td>8.2e-1</td>
<td>-4.0e-2</td>
<td>-1.0e-2</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
E.3 Example 2

Table E.5 presents the conditional probabilities among elicitation variables obtained from the experts.

From Table E.5 it is observed that for some questions some experts express a positive correlation whereas other experts are indifferent. Overall, most of the assessments of the experts are in line with each other. Table E.6 presents the Spearman’s rank correlations based on the conditional probabilities using the $\rho\pi$-table.

Comparing the Spearman’s rank correlation matrices resulting from Strategy 1 (Table E.7) and Strategy 2 (Table E.3), a large difference is observed; the Spearman’s rank correlations for Strategy 1 are very close to zero, whereas the majority of the Spearman’s rank correlations resulting from Strategy 2 are not.
<table>
<thead>
<tr>
<th>Elicitation questions</th>
<th>( \pi_{1,2}(Y_1, Y_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Y_{Bone,1} )</td>
<td>( Y_{Bone,2} )</td>
</tr>
<tr>
<td>0.55</td>
<td>0.95</td>
</tr>
<tr>
<td>( Y_{Colon,1} )</td>
<td>( Y_{Colon,2} )</td>
</tr>
<tr>
<td>0.85</td>
<td>0.80</td>
</tr>
<tr>
<td>( Y_{Breast,1} )</td>
<td>( Y_{Breast,2} )</td>
</tr>
<tr>
<td>0.85</td>
<td>0.80</td>
</tr>
<tr>
<td>( Y_{Leukemia,1} )</td>
<td>( Y_{Leukemia,2} )</td>
</tr>
<tr>
<td>0.85</td>
<td>0.95</td>
</tr>
<tr>
<td>( Y_{Liver,1} )</td>
<td>( Y_{Liver,2} )</td>
</tr>
<tr>
<td>0.85</td>
<td>0.70</td>
</tr>
<tr>
<td>( Y_{Lung,1} )</td>
<td>( Y_{Lung,2} )</td>
</tr>
<tr>
<td>0.85</td>
<td>0.80</td>
</tr>
<tr>
<td>( Y_{Pancreas,1} )</td>
<td>( Y_{Pancreas,2} )</td>
</tr>
<tr>
<td>0.85</td>
<td>0.60</td>
</tr>
<tr>
<td>( Y_{Skin,1} )</td>
<td>( Y_{Skin,2} )</td>
</tr>
<tr>
<td>0.85</td>
<td>0.60</td>
</tr>
<tr>
<td>( Y_{Stomach,1} )</td>
<td>( Y_{Stomach,2} )</td>
</tr>
<tr>
<td>0.85</td>
<td>0.80</td>
</tr>
<tr>
<td>( Y_{Thyroid,1} )</td>
<td>( Y_{Thyroid,2} )</td>
</tr>
<tr>
<td>0.85</td>
<td>0.80</td>
</tr>
<tr>
<td>( Y_{Remainder,1} )</td>
<td>( Y_{Remainder,2} )</td>
</tr>
<tr>
<td>0.85</td>
<td>0.90</td>
</tr>
<tr>
<td>( Y_{Bone,1} )</td>
<td>( Y_{Bone,3} )</td>
</tr>
<tr>
<td>0.55</td>
<td>0.60</td>
</tr>
<tr>
<td>( Y_{Colon,1} )</td>
<td>( Y_{Colon,3} )</td>
</tr>
<tr>
<td>0.55</td>
<td>0.60</td>
</tr>
<tr>
<td>( Y_{Breast,1} )</td>
<td>( Y_{Breast,3} )</td>
</tr>
<tr>
<td>0.55</td>
<td>0.60</td>
</tr>
<tr>
<td>( Y_{Leukemia,1} )</td>
<td>( Y_{Leukemia,3} )</td>
</tr>
<tr>
<td>0.65</td>
<td>0.60</td>
</tr>
<tr>
<td>( Y_{Liver,1} )</td>
<td>( Y_{Liver,3} )</td>
</tr>
<tr>
<td>0.55</td>
<td>0.60</td>
</tr>
<tr>
<td>( Y_{Lung,1} )</td>
<td>( Y_{Lung,3} )</td>
</tr>
<tr>
<td>0.55</td>
<td>0.60</td>
</tr>
<tr>
<td>( Y_{Pancreas,1} )</td>
<td>( Y_{Pancreas,3} )</td>
</tr>
<tr>
<td>0.55</td>
<td>0.60</td>
</tr>
<tr>
<td>( Y_{Skin,1} )</td>
<td>( Y_{Skin,3} )</td>
</tr>
<tr>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>( Y_{Stomach,1} )</td>
<td>( Y_{Stomach,3} )</td>
</tr>
<tr>
<td>0.55</td>
<td>0.60</td>
</tr>
<tr>
<td>( Y_{Thyroid,1} )</td>
<td>( Y_{Thyroid,3} )</td>
</tr>
<tr>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>( Y_{Remainder,1} )</td>
<td>( Y_{Remainder,3} )</td>
</tr>
<tr>
<td>0.55</td>
<td>0.60</td>
</tr>
<tr>
<td>( Y_{Bone,2} )</td>
<td>( Y_{Lung,2} )</td>
</tr>
<tr>
<td>0.55</td>
<td>0.50</td>
</tr>
<tr>
<td>( Y_{Colon,2} )</td>
<td>( Y_{Lung,2} )</td>
</tr>
<tr>
<td>0.70</td>
<td>0.50</td>
</tr>
<tr>
<td>( Y_{Breast,2} )</td>
<td>( Y_{Lung,2} )</td>
</tr>
<tr>
<td>0.70</td>
<td>0.50</td>
</tr>
<tr>
<td>( Y_{Leukemia,2} )</td>
<td>( Y_{Lung,2} )</td>
</tr>
<tr>
<td>0.65</td>
<td>0.50</td>
</tr>
<tr>
<td>( Y_{Skin,2} )</td>
<td>( Y_{Lung,2} )</td>
</tr>
<tr>
<td>0.65</td>
<td>0.50</td>
</tr>
<tr>
<td>( Y_{Thyroid,2} )</td>
<td>( Y_{Lung,2} )</td>
</tr>
<tr>
<td>0.65</td>
<td>0.50</td>
</tr>
<tr>
<td>( Y_{Remainder,2} )</td>
<td>( Y_{Lung,2} )</td>
</tr>
<tr>
<td>0.70</td>
<td>0.50</td>
</tr>
<tr>
<td>( Y_{Stomach,2} )</td>
<td>( Y_{Lung,2} )</td>
</tr>
<tr>
<td>0.70</td>
<td>0.50</td>
</tr>
<tr>
<td>( Y_{Liver,2} )</td>
<td>( Y_{Colon,2} )</td>
</tr>
<tr>
<td>0.70</td>
<td>0.50</td>
</tr>
<tr>
<td>( Y_{Pancreas,2} )</td>
<td>( Y_{Colon,2} )</td>
</tr>
<tr>
<td>0.70</td>
<td>0.50</td>
</tr>
<tr>
<td>Elicitation questions</td>
<td>$Y_1$</td>
</tr>
<tr>
<td>-----------------------</td>
<td>-------</td>
</tr>
<tr>
<td>$Y_{Bone,1}$</td>
<td>$Y_{Bone,2}$</td>
</tr>
<tr>
<td>$Y_{Colon,1}$</td>
<td>$Y_{Colon,2}$</td>
</tr>
<tr>
<td>$Y_{Breast,1}$</td>
<td>$Y_{Breast,2}$</td>
</tr>
<tr>
<td>$Y_{Leukemia,1}$</td>
<td>$Y_{Leukemia,2}$</td>
</tr>
<tr>
<td>$Y_{Liver,1}$</td>
<td>$Y_{Liver,2}$</td>
</tr>
<tr>
<td>$Y_{Lung,1}$</td>
<td>$Y_{Lung,2}$</td>
</tr>
<tr>
<td>$Y_{Pancreas,1}$</td>
<td>$Y_{Pancreas,2}$</td>
</tr>
<tr>
<td>$Y_{Skin,1}$</td>
<td>$Y_{Skin,2}$</td>
</tr>
<tr>
<td>$Y_{Stomach,1}$</td>
<td>$Y_{Stomach,2}$</td>
</tr>
<tr>
<td>$Y_{Thyroid,1}$</td>
<td>$Y_{Thyroid,2}$</td>
</tr>
<tr>
<td>$Y_{Remainder,1}$</td>
<td>$Y_{Remainder,2}$</td>
</tr>
<tr>
<td>$Y_{Bone,1}$</td>
<td>$Y_{Bone,3}$</td>
</tr>
<tr>
<td>$Y_{Colon,1}$</td>
<td>$Y_{Colon,3}$</td>
</tr>
<tr>
<td>$Y_{Breast,1}$</td>
<td>$Y_{Breast,3}$</td>
</tr>
<tr>
<td>$Y_{Leukemia,1}$</td>
<td>$Y_{Leukemia,3}$</td>
</tr>
<tr>
<td>$Y_{Liver,1}$</td>
<td>$Y_{Liver,3}$</td>
</tr>
<tr>
<td>$Y_{Lung,1}$</td>
<td>$Y_{Lung,3}$</td>
</tr>
<tr>
<td>$Y_{Pancreas,1}$</td>
<td>$Y_{Pancreas,3}$</td>
</tr>
<tr>
<td>$Y_{Skin,1}$</td>
<td>$Y_{Skin,3}$</td>
</tr>
<tr>
<td>$Y_{Stomach,1}$</td>
<td>$Y_{Stomach,3}$</td>
</tr>
<tr>
<td>$Y_{Thyroid,1}$</td>
<td>$Y_{Thyroid,3}$</td>
</tr>
<tr>
<td>$Y_{Remainder,1}$</td>
<td>$Y_{Remainder,3}$</td>
</tr>
<tr>
<td>$Y_{Bone,2}$</td>
<td>$Y_{Lung,2}$</td>
</tr>
<tr>
<td>$Y_{Colon,2}$</td>
<td>$Y_{Lung,2}$</td>
</tr>
<tr>
<td>$Y_{Breast,2}$</td>
<td>$Y_{Lung,2}$</td>
</tr>
<tr>
<td>$Y_{Leukemia,2}$</td>
<td>$Y_{Lung,2}$</td>
</tr>
<tr>
<td>$Y_{Skin,2}$</td>
<td>$Y_{Lung,2}$</td>
</tr>
<tr>
<td>$Y_{Thyroid,2}$</td>
<td>$Y_{Lung,2}$</td>
</tr>
<tr>
<td>$Y_{Remainder,2}$</td>
<td>$Y_{Lung,2}$</td>
</tr>
<tr>
<td>$Y_{Stomach,2}$</td>
<td>$Y_{Colon,2}$</td>
</tr>
<tr>
<td>$Y_{Liver,2}$</td>
<td>$Y_{Colon,2}$</td>
</tr>
<tr>
<td>$Y_{Pancreas,2}$</td>
<td>$Y_{Colon,2}$</td>
</tr>
</tbody>
</table>
Table E.7: Example 2. Spearman's rank correlation matrix among target variables using Strategy 1.

\[
\begin{pmatrix}
1 & -2.0e-2 & -1.0e-2 & 3.0e-2 & 0 & 0 & -5.0e-2 & 1.0e-2 & -6.0e-2 & 0 & -3.0e-2 \\
-2.0e-2 & 1 & 4.0e-2 & -4.0e-2 & -2.0e-2 & 1.0e-2 & 1.0e-2 & -1.0e-2 & -4.0e-2 & -2.0e-2 \\
-1.0e-2 & 4.0e-2 & 1 & -2.0e-2 & 1.0e-2 & -6.0e-2 & -4.0e-2 & -1.0e-2 & -3.0e-2 & 0 & -1.0e-2 \\
3.0e-2 & -4.0e-2 & -2.0e-2 & 1 & 5.0e-2 & 3.0e-2 & -3.0e-2 & 1.0e-2 & 3.0e-2 & -1.0e-2 & -5.0e-2 \\
0 & -2.0e-2 & 1.0e-2 & 5.0e-2 & 1 & 2.0e-2 & -1.0e-2 & 1.0e-2 & -1.0e-2 & -9.0e-2 & -4.0e-2 \\
0 & 1.0e-2 & -6.0e-2 & 3.0e-2 & 2.0e-2 & 1 & -2.0e-2 & -6.0e-2 & 5.0e-2 & 3.0e-2 & -4.0e-2 \\
-5.0e-2 & 1.0e-2 & -4.0e-2 & -3.0e-2 & -1.0e-2 & -2.0e-2 & 1 & -1.0e-2 & -3.0e-2 & 1.0e-2 & 2.0e-2 \\
1.0e-2 & 1.0e-2 & -1.0e-2 & 1.0e-2 & 1.0e-2 & -6.0e-2 & -1.0e-2 & 1 & -2.0e-2 & 0 & -1.0e-2 \\
-6.0e-2 & -1.0e-2 & -3.0e-2 & 3.0e-2 & -1.0e-2 & 5.0e-2 & -3.0e-2 & -2.0e-2 & 1 & -2.0e-2 & -3.0e-2 \\
0 & -4.0e-2 & 0 & -1.0e-2 & -9.0e-2 & 3.0e-2 & 1.0e-2 & 0 & -2.0e-2 & 1 & 1.0e-2 \\
-3.0e-2 & -2.0e-2 & -1.0e-2 & -5.0e-2 & -4.0e-2 & -4.0e-2 & -2.0e-2 & -1.0e-2 & -3.0e-2 & 1.0e-2 & 1
\end{pmatrix}
\]
### Table E.8: Example 2: Spearman’s rank correlation matrix among target variables using Strategy 2.

<table>
<thead>
<tr>
<th></th>
<th>BM</th>
<th>Bo</th>
<th>Br</th>
<th>Lu</th>
<th>St</th>
<th>Co</th>
<th>Li</th>
<th>Pa</th>
<th>Th</th>
<th>Sk</th>
<th>OC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0e-1</td>
<td>3.0e-2</td>
<td>1.3e-1</td>
<td>1.6e-1</td>
<td>1.5e-1</td>
<td>1.4e-1</td>
<td>1.0e-1</td>
<td>1.2e-1</td>
<td>-1.0e-1</td>
<td>1.1e-1</td>
<td></td>
</tr>
<tr>
<td>1.0e-1</td>
<td>1</td>
<td>8.0e-2</td>
<td>3.2e-1</td>
<td>2.9e-1</td>
<td>3.5e-1</td>
<td>2.7e-1</td>
<td>2.1e-1</td>
<td>3.4e-1</td>
<td>-2.1e-1</td>
<td>3.2e-1</td>
<td></td>
</tr>
<tr>
<td>3.0e-2</td>
<td>8.0e-2</td>
<td>1</td>
<td>2.0e-1</td>
<td>8.0e-2</td>
<td>7.0e-2</td>
<td>1.3e-1</td>
<td>7.0e-2</td>
<td>1.0e-1</td>
<td>-1.0e-2</td>
<td>1.0e-1</td>
<td></td>
</tr>
<tr>
<td>1.3e-1</td>
<td>3.2e-1</td>
<td>2.0e-1</td>
<td>1</td>
<td>3.4e-1</td>
<td>3.8e-1</td>
<td>3.5e-1</td>
<td>2.2e-1</td>
<td>3.5e-1</td>
<td>-2.4e-1</td>
<td>3.4e-1</td>
<td></td>
</tr>
<tr>
<td>1.6e-1</td>
<td>2.9e-1</td>
<td>8.0e-2</td>
<td>3.4e-1</td>
<td>1</td>
<td>3.7e-1</td>
<td>4.1e-1</td>
<td>2.0e-1</td>
<td>3.8e-1</td>
<td>-2.5e-1</td>
<td>3.5e-1</td>
<td></td>
</tr>
<tr>
<td>1.5e-1</td>
<td>3.5e-1</td>
<td>7.0e-2</td>
<td>3.8e-1</td>
<td>3.7e-1</td>
<td>1</td>
<td>3.7e-1</td>
<td>2.1e-1</td>
<td>3.8e-1</td>
<td>-2.8e-1</td>
<td>3.6e-1</td>
<td></td>
</tr>
<tr>
<td>1.4e-1</td>
<td>2.7e-1</td>
<td>1.3e-1</td>
<td>3.5e-1</td>
<td>4.1e-1</td>
<td>3.7e-1</td>
<td>1</td>
<td>2.2e-1</td>
<td>4.3e-1</td>
<td>-1.9e-1</td>
<td>3.8e-1</td>
<td></td>
</tr>
<tr>
<td>1.0e-1</td>
<td>2.1e-1</td>
<td>7.0e-2</td>
<td>2.2e-1</td>
<td>2.0e-1</td>
<td>2.1e-1</td>
<td>2.2e-1</td>
<td>1</td>
<td>2.4e-1</td>
<td>-1.2e-1</td>
<td>2.1e-1</td>
<td></td>
</tr>
<tr>
<td>1.2e-1</td>
<td>3.4e-1</td>
<td>1.0e-1</td>
<td>3.5e-1</td>
<td>3.9e-1</td>
<td>3.8e-1</td>
<td>4.3e-1</td>
<td>2.4e-1</td>
<td>1</td>
<td>-2.7e-1</td>
<td>4.0e-1</td>
<td></td>
</tr>
<tr>
<td>-1.0e-1</td>
<td>-2.1e-1</td>
<td>-1.0e-2</td>
<td>-2.4e-1</td>
<td>-2.5e-1</td>
<td>-2.8e-1</td>
<td>-1.9e-1</td>
<td>-1.2e-1</td>
<td>-2.7e-1</td>
<td>1</td>
<td>-2.2e-1</td>
<td></td>
</tr>
<tr>
<td>1.1e-1</td>
<td>3.2e-1</td>
<td>1.0e-1</td>
<td>3.4e-1</td>
<td>3.5e-1</td>
<td>3.8e-1</td>
<td>2.1e-1</td>
<td>4.0e-1</td>
<td>-2.2e-1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Dependencies: assessments and results.
Appendix F

Calibration with Uncertain observations: data

In this appendix the data used in Chapter 3 are presented together with figures displaying the various probability density functions.

F.1 Dispersion example

The quantile assessments of the DM in Table F.1 are taken from [23],[27]. The reader is referred to these references for a detailed explanation of the abbreviations/seed variables and descriptions of the various experiments. It is assumed that the variability of the measurement is represented adequately via a log-normal distribution, specified by median and error factor $EF_{95}$. The medians listed in Table F.1 resulted from the various experiments and the information contained on the error factor $EF_{95}$ are specified by the author; the abbreviations L and U in the column Background density denote the log-uniform and uniform background density, respectively.

The figures show the various probability density functions (p.d.f.) for the different elicitation variables resulting from the Relinf Y and Relinf Z approach for $c = 1$, see Section 3.3.1.
<table>
<thead>
<tr>
<th>Seed var. Questions</th>
<th>Quantile assessments for the DM</th>
<th>Meas. variability</th>
<th>Background density</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$y_{5%}$</td>
<td>$y_{50%}$</td>
<td>$y_{95%}$</td>
</tr>
<tr>
<td>B-1-220 chi/Q</td>
<td>5.28e-7</td>
<td>3.46e-5</td>
<td>2.79e-4</td>
</tr>
<tr>
<td>B-1-315 chi/Q</td>
<td>3.31e-6</td>
<td>3.57e-5</td>
<td>1.60e-4</td>
</tr>
<tr>
<td>B-2-220 chi/Q</td>
<td>3.56e-7</td>
<td>4.31e-5</td>
<td>2.39e-4</td>
</tr>
<tr>
<td>B-2-315 chi/Q</td>
<td>2.10e-6</td>
<td>3.44e-5</td>
<td>1.55e-4</td>
</tr>
<tr>
<td>B-3-300 chi/Q</td>
<td>2.15e-6</td>
<td>1.62e-5</td>
<td>9.44e-5</td>
</tr>
<tr>
<td>B-3-600 chi/Q</td>
<td>1.05e-6</td>
<td>6.22e-6</td>
<td>4.95e-5</td>
</tr>
<tr>
<td>B-4-300 chi/Q</td>
<td>3.05e-6</td>
<td>5.15e-5</td>
<td>3.71e-4</td>
</tr>
<tr>
<td>B-4-600 chi/Q</td>
<td>5.30e-6</td>
<td>2.78e-5</td>
<td>1.85e-4</td>
</tr>
<tr>
<td>B-5-600 sig-y</td>
<td>1.51e+1</td>
<td>3.85e+1</td>
<td>1.33e+2</td>
</tr>
<tr>
<td>B-5-600 sig-z</td>
<td>4.04</td>
<td>1.22e+1</td>
<td>2.91e+1</td>
</tr>
</tbody>
</table>

Table F.1: Quantile assessments for the DM and measurement variability.
In situations where very little or no experimental data are available, it is reasonable to consult experts in the field and take account of their views. In order to do this in a structured, open and defensible way, the structured expert judgment elicitation methodology has been developed. This thesis introduces four new mathematical techniques to support the structured expert judgment elicitation methodology which are illustrated using examples taken from the joint DCS/NERC uncertainty analysis.