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Abstract—A novel equivalent circuit for pulsed photoconductive sources is introduced for describing the coupling between the photoconductive gap and the antenna. The proposed circuit effectively describes the mechanism of feeding the antenna by the semiconductor when this latter is illuminated by a laser operating in a pulsed mode. Starting from the classical continuity equation, which models the free carriers density with respect to the laser power pump and the semiconductor features, a Norton equivalent circuit in the frequency-domain is derived. According to the Norton’s theorem, the equivalent source representation is decoupled from the antenna. In particular, for photoconductive antennas, the Norton circuit takes into account of the electrical and optical properties of the semiconductor material, the features of the laser excitation, as well as the geometrical dimensions of the gap. The presence of the electrodes around the gap is part of the antenna and, therefore, it is taken into account in the antenna impedance. The proposed circuit allows the analysis of the coupling between the photoconductive source and the antenna, providing a tool to analyze and design photoconductive antennas.

Index Terms—Equivalent circuit, photoconductivity, THz photoconductive antenna, THz radiated power, THz source, THz technology.

I. INTRODUCTION

In recent years, Terahertz (THz) technology has attracted the interest of researchers for its variety of applications [1]–[15]. The emergence of all these applications has been driven by the availability of photoconductive antennas (PCAs), which have made available bandwidth in the THz spectrum at relatively low cost [1]–[4], [16]–[28].

In photoconductive antennas the basic mechanism for the THz power generation and detection relies on semiconductor materials pumped by laser. Specifically, when a laser source impinges on a semiconductor with an appropriate carrier frequency, it provides the required energy for the electrons to move from the valence band to the conduction band, and free electron-hole pairs are generated. The presence of free carrier pairs produces a change of the conductivity of the material, which becomes a photoconductor. The laser pump source typically operates in two different modes; i.e., Continuous Wave (CW) mode [1], [21] or Pulsed Wave (PW) mode [1], [16], [17]. The conductivity of the semiconductor material changes periodically in time according to the laser operating mode and the lifetime of the carriers in the semiconductor. Applying a biasing voltage (in transmission), inducing an electric field across the semiconductor gap, or impinging with THz radiation (in detection), these free charges are accelerated. A time-varying current is induced across the photoconductive gap, because of the acceleration of the free carriers. This effect is clearly localized on the gap, however it induces a global propagation of electromagnetic fields in the surrounding of the antenna structure. The propagating signal has frequency components that depend on the modulating signal of the laser pump and the semiconductor response to the laser excitation, as well as the geometrical features of the structures connected to the electrodes. Some frequencies will be more or less excited depending on the frequency response characterizing the surrounding structures.

The maximum available power of a single PCA in transmission is limited by the number of charges that can be excited to the conduction band of the semiconductor, by their mean velocity, by the coupling of the current in the gap with the surrounding antenna structure, and by the thermal failure of the device [18], [21].

In order to take into account all these aspects, in recent years different hybrid equivalent circuits have been developed for both the CW [1], [21], [24] and the PW operating mode [22], [25], [27], [28]. However, for PW mode, none of them constitutes a frequency-domain equivalent Thévenin or Norton circuit [29] representative of the THz radiation, because of the simultaneous presence of biasing and THz components in such circuits. Without decoupling the antenna from the source, these circuits associate a conductance and a capacitance (due to the presence of the electrodes) to the current source. According to the Thévenin and Norton theorems, such capacitive load is, instead, part of the antenna impedance. In fact, only in dipole like antennas the capacitive loading of the antenna gap is the dominant contribution to the reactive energy localized closed to the gap. Assuming a capacitive contribution, as part of the source, can be misleading in slot based designs, where the reactive loading close to the gap is mostly inductive [30]. In this work we propose a simple and effective Norton equivalent
model for PW operating mode, which takes into account of all the optical, electrical, and geometrical parameters of the photoconductive generator. It is, therefore, useful for describing the coupling between the photoconductive feed and the radiating antenna. A validation of the proposed equivalent circuit via power and spectrum measurements of some PCA prototypes will be shown in [31].

The paper is structured as follows: Section II is devoted to the description of the frequency-domain equivalent Norton circuit derivation from the time-domain circuit representation of the PCAs; Section III shows the use of the proposed frequency-domain equivalent Norton circuit to estimate the energy spectral density and the relevant average power radiated by the photoconductive antenna along with some numerical results for three different antenna structures. Section IV contains some concluding remarks. Finally, Appendix A describes some details about the modelling of the pulsed laser beam, which illuminates the semiconductor; Appendix B reports the model used for describing the photo-generation and recombination of carriers in the semiconductor gap; whereas Appendix C is dedicated to the derivation of the expression of the time-varying conductance of the semiconductor gap, when it is illuminated by the laser power pump.

II. EQUIVALENT NORTON CIRCUIT MODEL FOR PHOTOCONDUCTIVE SOURCES

A photoconductive antenna is an optoelectronic device which is used to emit and receive electromagnetic energy in the THz frequencies bandwidth. It is typically obtained by placing thin metalizations around a slab of photoconducting material which is illuminated by a laser beam \( s_{\text{laser}}(r;t) \), as it is shown in Fig. 1(a). The performances of such device are affected by various phenomena, i.e., the interaction between the laser source and the semiconductor, the geometrical parameters of the active gap which feeds the antenna, and the electromagnetic radiative properties of the entire structure. In order to take into account all these aspects, different equivalent circuit models have been proposed in [1], [21], [22], [24], [25], [27], [28] by using different approximations. However, until now, there is no theoretical model in terms of an equivalent frequency-domain Thévenin or Norton circuit [29], which takes into account of the frequency behaviour of both the current distributions in the excited photoconductive area and the coupling to the antenna for PW mode. Thévenin and Norton equivalent circuits are the classical tools used in electronic engineering for quantifying and maximizing the power radiated by an antenna [29]. The absence of such model makes the investigation of the impedance matching between the photoconductive source and the antenna very difficult. In this work we propose a novel Norton equivalent circuit for modelling the PCA feeding mechanism. In the model we assume that the photoconductive gap dimensions of the antenna, Fig. 1(a), are small in terms of the wavelength (the wavelength relevant to the highest frequency of the pulse bandwidth in PW mode). In the model we also assume that the laser spot dimension is comparable or bigger than the gap size, in order to get a reasonable uniform illumination of the gap.

Saturation effects due to high level of laser fluence on the gap are not considered [32], and moreover the screening effects due to the space–charge screening [22], and due to radiation field screening [32] are also neglected.

A. Time-Domain Circuit Representation

A schematic representation of a generic PCA is depicted in Fig. 1(a). The antenna is connected to a biasing voltage and its input terminals to the photoconductive material.

The photoconductor volume with dimensions \( (W_x, W_y, W_z) \) in the gap between the terminals is excited by a modulating laser with an intensity distribution \( s_{\text{laser}}(r;t) \), which is modelled as discussed in Appendix A. The laser pulse provides the energy to free the electrons in the semiconductor material, thus changing the conductivity of the photoconductor gap as discussed in Appendix B. As a result, the time-varying conductivity is expressed as:

\[
\sigma(r;t) = e \mu \left(1 - |\Gamma|^2\right) \frac{1 - e^{-\alpha W_z}}{W_z} h(t) \otimes \tilde{s}(r;t)|_{z=0}
\]  

for \(-W_z \leq z \leq 0\), where \(e\) is the elementary charge; \(\mu\) is the free carriers transient mobility; \(\Gamma\) is the optical Fresnel reflection coefficient at the air-semiconductor interface; \(\alpha\) is the laser absorption coefficient of the semiconductor material.

The time-varying conductivity (1) depends on the time convolution \(\otimes\), as defined in (C.7), between the envelope of the laser power density \(\tilde{s}(r;t)\), and the impulsive response of the material \(h(t)\) with respect to the laser power excitation [21], obtained as the Inverse Fourier Transform of (B.6):

\[
h(t) = IFT[H(\omega)] = \frac{1}{h\omega} e^{-\frac{t}{\tau}} u(t)
\]  

where \(h\) is the Planck’s constant; \(f_\omega\) is the frequency associated to the energy band-gap \(E_g = h f_\omega\) of the semiconductor material; \(\tau\) is the charge carrier lifetime; and \(u(t)\) is the Heaviside step function. This schematic representation can be depicted as the circuit in Fig. 1(b), with concentrated quantities, discussed in Appendix C, rather than the distributed quantities described in Appendix B.

Specifically, the circuit is composed by three components.
The first one is the bias voltage $V_{\text{bias}}$. The second one is a time-varying conductance $g(t)$, representing the electrical properties of the gap, expressed by (C.6) in Appendix C:

$$g(t) = \eta(W_x, W_y, W_z, A_{\text{laser}}) \frac{A_{\text{laser}}}{W_y^2} e^\mu \hat{h}(t) \otimes \hat{s}(t) \quad (3)$$

where $A_{\text{laser}}$ is the area of the spatial distribution of the laser beam Poynting vector at the semiconductor interface, as defined in (A.8), and $\eta$ is the laser absorption efficiency defined in (C.8). All the parameters present in equations (1)–(3) are discussed in detail in Appendices A–C. Finally, the third component of the circuit is an impulsive response $h_a(t)$, representing the antenna in time-domain. The impulse response is depicted in series, since its current is the same current as that which flows through the gap. In a time-domain analysis, the evaluation of the field radiated by the antenna typically involves a time convolution integral, which depends on the geometry and the antenna radiation mechanism. However, this time-domain approach is not suitable for analyzing the spectral behavior of the antenna. To avoid such problem, antennas are typically studied in frequency-domain and are characterized by means of an impedance $Z_a(\omega)$ in circuit model.

**B. Frequency-Domain Norton Circuit Model for Photoconductive Source**

In order to study the coupling between the photoconductor gap and the antenna, it is useful to use an equivalent Norton circuit. Norton’s theorem states that, in the frequency-domain the current flowing in a load at the terminals of a complex linear electrical system can be obtained by replacing the entire system with only two equivalent components: an equivalent current generator and an equivalent impedance, which provides a representation of the complex circuit completely decoupled from the load. Indeed, for PW mode, the proposed circuit differs to the ones proposed in the literature [24], [27], since it does not present a capacitive loading as part of the source. According to the Norton’s theorem, is part of the reactive antenna load and, moreover, it is not always capacitive as in case of long slots [30]. Fig. 2(a) presents such equivalent circuit, when the load is assumed to be the antenna under analysis.

The Norton equivalent frequency-domain current generator requires the evaluation of the spectrum of the current generator $I_g(\omega)$ flowing at the terminals of the antenna, when the antenna itself is short-circuited, as in Fig. 2(b). Considering that the gap dimensions are small in terms of the wavelength and they are comparable with the laser spot size, the field contributions due to the electron and hole local separation mechanism and to the electrodes scattering do not significantly change the applied bias field intensity [22], [42], and the total electric field in the volume of the gap can be approximated with the applied bias electric field $e(r;t) \approx -V_{\text{bias}}/W_y$. Consequently, the short-circuit current flowing across the gap, according to (C.4), is defined as $i_g(t) \approx g(t)V_{\text{bias}}$ and its spectrum is obtained simply performing the FT of the time-domain current derived by the time-domain description, i.e.:

$$I_g(\omega) = \text{FT}[i_g(t)] \quad (4)$$

By using (C.4) and (C.5) in (4):

$$I_g(\omega) = \eta(W_x, W_y, W_z, A_{\text{laser}}) \cdot \frac{A_{\text{laser}}}{W_y^2} e^\mu H(\omega) \hat{S}(\omega) V_{\text{bias}} \quad (5)$$

Note that $i_g(t)$ well approximates the current flowing in the photoconductive gap in absence of the antenna, when the gap is small and illuminated with laser beams with diameter comparable or bigger than the gap size, as discussed in [42].

The equivalent Norton generator impedance is the impedance $Z_g(\omega)$ exhibited at the antenna terminals, in absence of the antenna, as in Fig. 2(c), for each frequency, when the bias voltage generator is removed. From the circuit, it is evident that it represents the impedance at the terminals of the photoconductor gap. However, $Z_g(\omega)$ is not the FT of the time-varying resistance, but it is the ratio of voltage and current spectra at the terminals for each frequency:

$$Z_g(\omega) = \frac{V(\omega)}{I(\omega)} \quad (6)$$

Since one has no easy way to evaluate (6), due to the various physical phenomena involved in the photoconductor when it is illuminated by a laser beam [41], we introduce a zero-th order approximation considering to have a constant conductance $g(t)$, when the photoconductor is illuminated, and that at each frequency the relation between the voltage and the current spectra in the photoconductor is real. In detail, the equivalent Norton generator impedance can be approximated as the inverse of the average conductance $g_0$ of the time-varying conductance $g(t)$ (Fig. 2(c)) on the time interval $\tau_\sigma$ where the conductivity of the gap is different from zero:

$$Z_g(\omega) \approx g_0 = \frac{1}{\tau_\sigma} \int_{\tau_\sigma} g(t) \, dt \quad (7)$$
By using (C.6) and the results in Appendixes A–C, the average conductance is:

\[ g_0 = \eta (W_x, W_y, W_z, A_{\text{laser}}) \cdot \frac{A_{\text{laser}}}{W_y^2} e^{-\mu} \frac{1}{\tau_\sigma} H(\omega = 0) \tilde{S}(\omega = 0) \] (8)

It is worth noting that in (8), for the PW mode \( \tau_\sigma \) defines a reasonable time interval in which one can do an average of the time-varying conductance pulse. In the results discussed in this work, \( \tau_\sigma \) is the time duration of the pulsed conductivity, defined as the time interval where the conductivity is above one hundredth of its peak value as it is shown in Fig. 3(a). The chosen value guarantees an interval sufficiently long for considering the entire pulse and, at the same time, not too long to consider a time range where the conductance is ideally zero, Fig. 3(a). This time interval constitutes the time range in which the antenna is effectively excited and, consequently, for estimating the mean value of the equivalent generator impedance. Therefore, the mean resistance \( r_0 \) depends on the mean number of carriers which are in the conduction band of the photoconductor during the pulse duration in the PW operating mode. For such devices, most of the energy is contained at the lower frequencies of the spectrum. Therefore, the time average value of the conductance is a reasonable approximation since, for gaps smaller than the wavelength, the reactive part of the generator impedance is negligible. At higher frequencies, for electrically larger gaps, a complex impedance would describe better the behavior of the photoconductor. However, the amount of energy available at such frequencies is anyway smaller.

As an example, the values of the photoconductor time-varying conductance (3), and the relevant mean values (8) are reported in Fig. 3(a), considering a photoconductor volume of thickness \( 2 \mu m \); an absorption coefficient \( \alpha = 10^6 \text{m}^{-1} \); a carrier lifetime \( \tau = 0.3 \text{ps} \); and a carriers transient mobility \( \mu = 300 \text{cm}^2/\text{Vs} [32]–[34] \). The results refer to a Gaussian laser beam profile with diameter at \(-3\text{dB} \) equal to the size of the gap surface \( D_{\text{laser}} = W_x = W_y \); a carrier frequency \( f_{\text{laser}} = 375 \text{THz} \) (central wavelength \( \lambda_{\text{laser}} = 800 \text{nm} \)); a pulse repetition rate \( f_p = 80 \text{MHz} \); a half-power pulse width \( \tau_p = 100 \text{fs} \); and an average power \( P_{\text{laser}} = 30 \text{mW} \).

The time-varying resistance \( r(t) \) and its time average \( r_0 \) on the time interval \( \tau_\sigma \), which are the reciprocal of (3) and (8), respectively, are plotted in Fig. 3(b). As it is shown, when the photoconductor is not excited by the laser, the equivalent Norton resistance assumes extremely high values, which depends on the intrinsic free carrier concentration in the photoconductor. On the contrary, when the photoconductor is optically excited, it is theoretically possible to realize a matching between the equivalent Norton generator and the antenna.

Finally, as it is shown in Fig. 4, for a fixed gap size and laser energy, the laser beam focusing on the gap is crucial to achieve the impedance matching condition between the photoconductive source and the antenna impedance. Indeed, the generator resistance increases as the laser beam diameter increases compared to the area of the gap; i.e., focusing the laser power on a smaller area decreases the resistance of the photoconductor, as it is expected by (8). By decreasing the size of the laser beam, more laser power is absorbed by the photoconductor material and the resistance value decreases up to where the laser beam illuminates homogeneously the entire photoconductor gap area. The range of validity of these results has been validated when the laser beam waist is comparable or bigger than the gap area [31].
III. RADIATED ENERGY SPECTRAL DENSITY AND AVERAGE POWER

The evaluation of the energy spectral density and the average power radiated by the PCA is shown in this section. They are calculated from the equivalent circuit model proposed in Section II-B.

By supposing a finite energy voltage signal \( v(t) \) and its related current signal \( i(t) \), it is possible to derive the instantaneous power \( p(t) = v(t)i(t) \) and the energy \( E \) of the signal, which can be evaluated also knowing the spectra of the voltage and current, resorting to the generalized Parseval’s theorem [43]:

\[
E = \int_{-\infty}^{+\infty} v(t)i(t) \, dt = \frac{1}{2\pi} \int_{-\infty}^{+\infty} V(\omega)I^*(\omega) \, d\omega \tag{9}
\]

where \( V(\omega) = FT[v(t)] \) and \( I(\omega) = FT[i(t)] \) are the spectra of the voltage and current signals, respectively. The product of the voltage spectrum \( V(\omega) \) and the conjugate current spectrum \( I^*(\omega) \) in (9) represents the energy spectral density associated with the voltage \( v(t) \) and current \( i(t) \) signals.

Referring to the Norton equivalent circuit in Fig. 2(a), by using formulas (5) and (7), one can calculate the spectrum of the current generator \( I_g(\omega) \) and the generator impedance \( Z_g(\omega) \) of the photoconductor, respectively. Given the antenna impedance \( Z_a(\omega) \), which can be estimated by using analytical formulas or by numerical tools, the spectrum of the current \( I_a(\omega) \), flowing in the antenna load, can be easily evaluated. By knowing the spectrum of the current flowing into the antenna load \( I_a(\omega) \) and the antenna impedance \( Z_a(\omega) \), it is possible to derive the energy spectral density associated with the antenna radiation:

\[
E_s(\omega) = V_a(\omega)I_a^*(\omega) = Z_a(\omega) \left| \frac{Z_g(\omega)}{Z_a(\omega) + Z_g(\omega)} \right|^2 |I_g(\omega)|^2 \tag{10}
\]

The energy generated by the PCA can be evaluated by integrating (10), using relation (9):

\[
E_{source} = \frac{1}{2\pi} \int_{-\infty}^{+\infty} E_s(\omega) \, d\omega \tag{11}
\]

The result of this integral is a real quantity, because of the Hermitian symmetry of the spectrum. Since the real part of the impedance in lossless antennas accounts for radiation, (11) provides the radiated energy in each pulse. Furthermore, since the PCA radiates pulses periodically with a period \( T_p = 1/f_p \), where \( f_p \) is the repetition rate of the laser, the average power radiated by the antenna can be calculated as:

\[
\bar{P}_{source} = \frac{E_{source}}{T_p} \tag{12}
\]

Defining the matching efficiency \( \eta_m \) between the antenna and the photoconductive source as the ratio between the energy spectral density \( E_s \) radiated by the antenna and the energy spectral density \( E_{s\text{max}} \) of the maximum available energy provided by the photoconductor gap to a matched load antenna, the energy spectral density \( E_s \) can be expressed also as:

\[
E_s(\omega) = \eta_m(\omega)E_{s\text{max}}(\omega) \tag{13}
\]

The maximum available energy \( E_{s\text{available}} \) can thus be estimated as in (11), by integrating the energy spectral density \( E_{s\text{max}} \):

\[
E_{s\text{available}} = \frac{1}{2\pi} \int_{-\infty}^{+\infty} E_{s\text{max}}(\omega) \, d\omega \tag{14}
\]

Therefore, taking into account that the pulses are periodically radiated with a repetition period \( T_p \), the maximum available average power \( \bar{P}_{s\text{available}} \) can be evaluated as:

\[
\bar{P}_{s\text{available}} = \frac{E_{s\text{available}}}{T_p} \tag{15}
\]

The three different antenna geometries, i.e., the H-dipole, the bowtie, and the spiral antenna (Fig. 5), which are the most common geometries for PCA found in the literature, [1]–[4].

![Figure 5. PCA geometries and structures](image-url)
The H-dipole and the bow-tie do not present any particular design features, and the logarithmic spiral has been designed according to [44] with the limitation of designing a gap with length \( W_y = 10 \mu m \). The geometrical features of the antennas are listed in the caption of Fig. 5. The maximum sizes of the antennas are the same for all the three geometries \( 3 \times 2 \) \( \mu m \). The layered structure is the same for all the antennas: the antenna metallization is placed on a slab of \( 2 \mu m \) Low-Temperature-grown Gallium Arsenide (LT-GaAs), which is grown on a Semi-Insulating Gallium Arsenide (SI-GaAs) wafer, \( 525 \mu m \) thick with \( \varepsilon_{GaAs} = 13 \) (typical size and permittivity of a GaAs substrate used for PCAs). The antenna chip has been simulated by the EM commercial software [45], by considering the structure radiating between free space and a semi-infinite dense dielectric with \( \varepsilon_{Si} = 11.9 \), in order to approximate the effect of the presence of a silicon dielectric lens [46], typically used for such kind of devices for enhancing the directivity of the antenna.

The simulated input impedances are shown in Fig. 6, whereas the energy spectral densities radiated by the antennas are shown in Fig. 7, considering the same laser beam features and optical and electrical parameters of the photoconductor listed in Section II-B. Referring to Fig. 5, the following sizes of the gap area illuminated by the laser beam for the three geometries have been considered: \( W_x = W_y = 10 \mu m \) for the H-dipole and the bow-tie antenna, while \( W_x = 12 \mu m \) and \( W_y = 10 \mu m \) for the logarithmic spiral antenna due to the geometry of its gap.

It is noted that the photoconductor generator is mismatched under such working conditions, providing a generator impedance \( Z_g = 214 \Omega \) for the H-dipole and bow-tie antennas, and \( Z_g = 193 \Omega \) for the logarithmic spiral. The energy spectral densities radiated by the antennas present almost the same behavior at the higher frequencies of the spectrum. Significant differences can be noticed at the lower frequencies where they show different behaviours due to the finiteness of the different geometries, which results in different resonance behaviours. The average power \( \bar{P}_{source} \) generated by the antennas is practically the same: \( 342 \mu W, 339 \mu W, \) and \( 326 \mu W \) for the H-dipole, bow-tie, and logarithmic spiral, respectively. For the sake of completeness, the reference energy spectral density, evaluated considering the equivalent current generator of the antennas connected to a reference load \( R = 1 \Omega \).

It is worth noting that, referring to Table I, the power \( \bar{P}_{source} \) estimated for the antennas in the previous numerical example, does not constitute the maximum available power, because of the impedance mismatch between the photoconductor equivalent circuit and the antenna impedance. Indeed, a gap with the same size \( W_x = W_y = 10 \mu m \), illuminated by the same average laser power \( \bar{P}_{laser} = 30 mW \), and same applied bias voltage \( V_{bias} = 40 V \), provides a higher available power \( \bar{P}_{available} \), if it is ideally connected to a matched antenna load at each frequency, as it is shown in the second row of Table I. Moreover, in Table I it is shown that focusing the same laser power on smaller gap, and keeping the same applied bias electric field on the gap, \( E_{bias} \approx V_{bias}/W_y \) (second column), does not change the maximum available power \( \bar{P}_{available} \) provided by the source. Indeed, by focusing the laser beam on smaller gaps (columns one, three, and four in Table I), the impedance of the equivalent generator decreases (fifth column in Table I), whereas the current of the equivalent generator increases. In the sixth column of Table I, we report the average current \( \bar{I}_g \) of the pulse on the time interval \( \tau_p \). The resulting available power \( \bar{P}_{available} \) for all the gap sizes is shown in the

<table>
<thead>
<tr>
<th>Gap size</th>
<th>( V_{bias} (E_{bias} = 4 V/\mu m) )</th>
<th>( D_{laser} )</th>
<th>Fluence</th>
<th>( Z_g )</th>
<th>( \bar{I}_g )</th>
<th>( \bar{P}_{available} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10 \mu m \times 10 \mu m )</td>
<td>40 V</td>
<td>( 10 \mu m )</td>
<td>0.21 mJ/cm²</td>
<td>214 \Omega</td>
<td>188 mA</td>
<td>469 \mu W</td>
</tr>
<tr>
<td>( 5 \mu m \times 5 \mu m )</td>
<td>20 V</td>
<td>5 \mu m</td>
<td>0.87 mJ/cm²</td>
<td>54 \Omega</td>
<td>376 mA</td>
<td>469 \mu W</td>
</tr>
<tr>
<td>( 2.5 \mu m \times 2.5 \mu m )</td>
<td>10 V</td>
<td>2.5 \mu m</td>
<td>3.47 mJ/cm²</td>
<td>13 \Omega</td>
<td>752 mA</td>
<td>469 \mu W</td>
</tr>
</tbody>
</table>

Figure 6. Simulated input impedances of the antenna geometries under analysis.

Figure 7. Simulated energy spectral densities \( E_s \) generated by the three antennas under analysis. The black dashed line is the reference energy spectral density, generated by the equivalent current generator \( \bar{I}_g (\omega) \) of the antennas, connected to a reference load \( R = 1 \Omega \).

Table I

| \( \frac{E_b}{bias} \) \( P_{available} \) | \( \bar{P}_{source} \) \( P_{source} \) | \( P_{source} \) \( P_{available} \) | \( P_{available} \) \( P_{available} \) | \( P_{available} \) \( P_{available} \) | \( P_{available} \) \( P_{available} \) | \( P_{available} \) \( P_{available} \) | \( P_{available} \) \( P_{available} \) |
|-----------------|-----------------|---------|---------|-----------------|-----------------|---------|---------|-----------------|
| \( 1 \mu m \times 1 \mu m \ | 10 \mu m \ | 214 \Omega | 188 mA | 469 \mu W |
| \( 5 \mu m \times 5 \mu m \ | 20 V | 5 \mu m | 0.87 mJ/cm² | 54 \Omega | 376 mA | 469 \mu W |
| \( 2.5 \mu m \times 2.5 \mu m \ | 10 V | 2.5 \mu m | 3.47 mJ/cm² | 13 \Omega | 752 mA | 469 \mu W |
last column of Table I.

A complete analysis of the energy spectral densities and power radiated by the photoconductive antennas, together with a validation of the proposed equivalent circuit via power measurements of some prototypes, will be shown and discussed in detail in the separate work [31].

IV. Conclusion

In this work a novel frequency-domain Norton equivalent circuit model has been proposed to characterize the source of pulsed photoconductive antennas. The model takes into account the properties of the semiconductor material, the geometrical parameters of the source, and the laser excitation involved. The presence of the electrodes around the photoconductive gap is taken into account in the antenna impedance, thus decoupling the photoconductive source from the antenna. The equivalent circuit can be used to evaluate the energy spectral density and the average power radiated by the photoconductive antennas, together with the power radiated by PCAs. Moreover, in (A.1) and (A.2) the electric field can be expressed as:

\[
\mathbf{e}(r; t) = E_0 \mathbf{e}_n(\rho, z) f \left( t - \frac{z}{c} \right) \cos (\omega_{\text{laser}} t - k_{\text{laser}} z + \varphi_{\text{laser}}) \]

and

\[
\mathbf{e}(r; t) = E_0 \mathbf{e}_n(\rho, z) f \left( t - \frac{z}{c} \right) \cos (\omega_{\text{laser}} t - k_{\text{laser}} z + \varphi_{\text{laser}}) \]

where \( f(t) \) is the periodic laser modulating signal, which can be expressed as:

\[
f(t) = \sum_{i=-\infty}^{+\infty} \tilde{f} \left( t - \frac{z}{c} - iT_p \right)
\]

where \( \tilde{f} \) is the base band function defined on one period \( T_p \) of the laser pulse repetition rate. Moreover, in (A.1) \( E_0(\rho, z) = E_0 \mathbf{e}_n(\rho, z) \) is the transverse spatial distribution of the beam electric field, \( E_0 \) is the peak amplitude of the electric field, and \( \mathbf{e}_n(\rho, z) \) is the spatial distribution of the electric field with unitary amplitude, which is also function of \( z \) due to the diffraction effect of the laser beam. By considering only a single pulse of the laser, the EM power per unit area transported by such a wave is represented as a function of the electric and magnetic fields by using the Poynting vector:

\[
\mathbf{s}(\mathbf{r}; t) = \mathbf{e}(\mathbf{r}; t) \times \mathbf{h}(\mathbf{r}; t)
\]

Defining the pulse time envelope of the Poynting vector as:

\[
\tilde{s}_n \left( t - \frac{z}{c} \right) = \left| f \left( t - \frac{z}{c} \right) \right|^2
\]

The expression (A.3) can be written as:

\[
\mathbf{s}(\mathbf{r}; t) = \frac{1}{T_{\text{laser}}} \int_{-T_{\text{laser}}}^{(n+1)T_{\text{laser}}} \mathbf{s}(\mathbf{r}; t) \, d\tau
\]

\[
= \frac{1}{2\epsilon_0} |E_0(\rho, z)|^2 \tilde{s}_n \left( t - \frac{z}{c} \right) (-\hat{z})
\]

Defining the spatial distribution of the Poynting vector as:

\[
\tilde{s}(\rho, z) = \frac{1}{2\epsilon_0} |E_0(\rho, z)|^2 = S_0(z) \tilde{s}_n(\rho, z)
\]

where \( S_0(z) = P_0/A_{\text{laser}}(z) \) is the peak amplitude of the pulse envelope of the Poynting vector in \( z \), which is related to the peak power of the pulse \( P_0 \); and \( \tilde{s}_n(\rho, z) \) is the spatial distribution of the Poynting vector with unitary amplitude.

\[
A_{\text{laser}}(z) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \tilde{s}(\rho, z) \cdot \hat{z} \, dx \, dy
\]

is the area of the spatial distribution of the laser beam Poynting vector in \( z \). The average power density carried by a laser pulse can be expressed as:

\[
\tilde{s}(\rho, z) = S_0(z) \tilde{s}_n(\rho, z) \tilde{s}_n \left( t - \frac{z}{c} \right)
\]

The remaining temporal dependence is associated with the modulating signal, \( \tilde{s}_n(t) \). Assuming that the EM pulse travels along the negative \( z \)-direction, the average power carried each second by the EM pulse over a plane orthogonal to \( z \) is defined as:

\[
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \tilde{s}(\rho, z; t) \cdot (-\hat{z}) \, dx \, dy = P_0 \tilde{s}_n \left( t - \frac{z}{c} \right)
\]

where \( P_0 \) is the peak power of the time-varying envelope of the pulsed signal with unitary amplitude \( \tilde{s}_n(t) \). By neglecting phase delay terms and assuming that \( \tilde{s}_n(t) \) has the Gaussian shape:

\[
\tilde{s}_n(t) = e^{-4\ln 2 \frac{t^2}{T_p^2}}
\]
where \( \tau_p \) is the full width at half maximum (FWHM) duration of the pulse, with \( \tau_p \ll T_p \), one can relate the peak power of the pulse \( P_0 \) with the laser average power \( \bar{P}_{laser} \) by the relation:
\[
E_p = \sqrt{\frac{\pi}{4 \ln 2}} \frac{P_0 \tau_p}{\bar{P}_{laser} T_p} \quad (A.12)
\]
where \( E_p \) is the energy of a single laser pulse. Assuming a given spatial transverse distribution (e.g., uniform, Gaussian, Airy pattern, etc.) for the laser electric field, and given a laser mean power \( \bar{P}_{laser} \), from (A.9)–(A.12) one can derive the amplitude \( S_0(z) \) of the Poynting vector \( \mathbf{s}(r;t) \) and the amplitude of the laser electric field \( \mathbf{e}(r;t) \).

**APPENDIX B**

**PHOTOCONDUCTIVITY MODEL**

In this appendix the expression for the conductivity of the volume of photoconductive material [1], [27], depicted in Fig. 1, when it is optically excited with the appropriate carrier frequency, is summarized for completeness and readability of the work. The conductivity of a photoconductor can be expressed in terms of the charge carrier density (electrons and holes) generated by an impinging electromagnetic wave. In order to explicitly derive an expression for the conductivity, one needs to calculate the charge concentration \( n(r;t) \). Such concentration can be estimated by resorting to the semiconductor continuity equation [47], [48]:
\[
\frac{\partial}{\partial t} n(r;t) = g_c(r;t) - r(r;t) \quad (B.1)
\]
In (B.1), the term \( g_c(r;t) \) is the carriers generation rate, whereas \( r(r;t) \) is the carrier recombination rate, which can be expressed as:
\[
r(r;t) = \frac{n(r;t)}{\tau} \quad (B.2)
\]
where \( \tau \) is the charge carrier lifetime. Here, the time \( \tau \) is assumed to be the average value of the lifetimes for all the different kind of recombination phenomena in the photoconductor, according to the Matthiessen’s rule [48]. In the semiconductor continuity equation (B.1) the carrier density at the thermal equilibrium is neglected, since it is typically negligible in presence of the optical pumping. Moreover, in (B.1) the diffusion term is also neglected, since the biasing is considered far dominant in inducing electric current across the investigated gap. Finally, we also neglect any spatial variation of the drift current, assuming negligible the spatial variation of the charges because of the almost uniform illumination of the gap, and assuming an approximately constant bias electric field across it. Therefore, in relation to the THz current generation, the dominant terms in the continuity equation (B.1) are the carriers generation \( g_c(r;t) \) and recombination \( r(r;t) \) terms.

The generation rate \( g_c(r;t) \) is a function of the modulated laser signal impinging on the surface \( (W_x, W_y) \) of the photoconductor volume and it is proportional to the variation of the transmitted Poynting vector in the volume of the semiconductor material through the relation:
\[
g_c(r;t) = -\frac{1}{h f_g} \frac{d}{dz} \left[ (1 - |\Gamma|^2) \frac{S(\rho, z = 0; t) e^{-j\rho z}}{4 \pi} \right] \cdot \mathbf{e} \quad (B.3)
\]

where, \( S(\rho, z = 0; t) \) is the time-varying envelope of the Poynting vector distribution impressed by the laser source (Appendix A) evaluated at the interface between the air and the semiconductor and it only depends from the \( z \)-transverse vector \( \rho \); \( h \) is the Planck constant; \( f_g \) is the frequency associated with the energy band-gap \( E_g = h f_g \), which separates the valence band from the conduction band in the crystal lattice of the photoconductor; \( \alpha \) is the laser power absorption coefficient of the material; \( \Gamma \) is the optical Fresnel reflection coefficient at the air-semiconductor interface. In order to induce the electron band-to-band transitions in the photoconductor, the frequency of the carrier \( f_{laser} \) of the pulsed laser in the PW mode (or the two laser carrier frequencies in the CW mode) has to be greater than the band-gap frequency, i.e., \( f_{laser} > f_g \). By using (A.9), the average generation rate along \( z \) can then be obtained as:
\[
g_c(r;t) = \frac{1}{W_z} \int_{-W_z}^{0} g_c(r;t) dz = \left( 1 - |\Gamma|^2 \right) \frac{1}{W_z} \frac{1}{h f_g} \left| \mathbf{s}(z) \right| \left\{ \left( 1 - |\Gamma|^2 \right) \left[ \frac{S(\rho, z = 0)}{h f_g} \right] \right\} \cdot \mathbf{e} \quad (B.4)
\]
with \( -W_z \leq z \leq 0 \). Using (B.2) and (B.4) in (B.1) and transforming (B.1) in the spectral domain with respect to the time, the equation can be solved as:
\[
N(r;\omega) = \left( 1 - |\Gamma|^2 \right) \frac{1}{W_z} \frac{1}{h f_g} \frac{\tau}{1 + j\tau \omega} \left| \mathbf{s}(\rho, z = 0) \right| \cdot \mathbf{e} \quad (B.5)
\]
with \( -W_z \leq z \leq 0 \). From (B.5), one can define the frequency response to the laser excitation of the photoconductor material as:
\[
H(\omega) = \frac{1}{h f_g} \frac{\tau}{1 + j\tau \omega} \quad (B.6)
\]
To evaluate the carriers density in the volume of the material \( n(r;t) \), the Inverse Fourier Transform of (B.5) is applied. The time-varying conductivity in each point of the volume \( (W_x, W_y, W_z) \) due to the free carriers generated by the impinging laser power is evaluated as:
\[
\sigma(r;t) = e \mu n(r;t) \quad (B.7)
\]
where \( e \) is the elementary charge, and \( \mu \) is the free carriers transient mobility of the photoconductor material.

**APPENDIX C**

**TIME-VARYING CONDUCTANCE OF PHOTOCONDUCTOR SOURCE**

This appendix summarizes, for completeness and for improving the readability of the paper, the derivation of the time-varying conductance \( g(t) \) of the optically pumped photoconductor gap [27], depicted in Fig. 1(a).

By applying the Ohm’s law, and assuming that the current impulse response to an applied electric field of the photoconductor is instantaneous [41], one obtains
\[
\mathbf{j}(r;t) = \sigma(r;t) \mathbf{e}(r;t) \quad (C.1)
\]
From (C.1), considering that the significant current is oriented along \( \hat{y} \) with reference to Fig. 1(a), the current flowing through the gap can be evaluated as:

\[
i(t) = \frac{1}{W_y} \int_{-W_y}^{W_y} \int_{-W_z}^{W_z} \int_{-W_z}^{0} j(r; t) \cdot \hat{y} \, dz \, dx \, dy
\]  

(C.2)

and the voltage drop as

\[
v(t) = -\int_{-W_y}^{W_y} e(r; t) \cdot \hat{y} \, dy \approx \epsilon_0 \mu (0; t) W_y
\]  

(C.3)

Therefore, the current flowing across the gap can be approximated as

\[
i(t) \approx g(t) v(t)
\]  

(C.4)

where \( g(t) \) is the time dependent conductance of the photoconductor gap:

\[
g(t) = \frac{1}{W_y^2} \int_{-W_y}^{W_y} \int_{-W_z}^{W_z} \int_{-W_z}^{0} \sigma(r; t) \, dz \, dx \, dy
\]  

(C.5)

As shown in [49], using the results in Appendix B, the time-varying conductance can be rewritten as:

\[
g(t) = \eta(W_x, W_y, W_z, A_{\text{laser}}) \frac{A_{\text{laser}}}{W_y^2} \mu h(t) \otimes \hat{s}(t)
\]  

(C.6)

where \( h(t) \) is the impulse response of the material with respect to the laser excitation defined as the Inverse Fourier Transform of (B.6), and \( \otimes \) defines the time convolution integral as:

\[
s(t) \otimes h(t) = \int_{-\infty}^{+\infty} s(t-\tau) h(\tau) \, d\tau
\]  

(C.7)

In (C.6), the first term \( \eta \) quantifies the laser power absorption efficiency of the photoconductor gap, and it takes into account the spillover of the laser beam with respect to the photoconductor gap, the reflection at the interface air-photoconductor, and the laser power absorption property of the photoconductor:

\[
\eta(W_x, W_y, W_z, A_{\text{laser}}) = \left(1 - |\Gamma|^2\right) \frac{1 - e^{-\alpha W_z}}{W_z}
\]  

\[
+ \frac{1}{A_{\text{laser}}} \int_{-W_y}^{W_y} \int_{-W_z}^{W_z} \int_{-W_z}^{0} |\hat{s}_n(\rho; z = 0)| \, dz \, dx \, dy
\]  

(C.8)

where \( A_{\text{laser}} \) is the area of the spatial distribution with unitary amplitude of the laser beam Poynting vector at the photoconductor interface, as defined in Appendix A; \( h(t) = \text{IFT}[H(\omega)] \) defines the impulsive response of the photoconductor material, and \( \hat{s}(t) \) is the time-varying envelope of the laser pulse.

**ACKNOWLEDGMENT**

The authors would like to thank the anonymous reviewers for their useful comments and their careful review of this paper.

**REFERENCES**


Alessandro Garufo was born in 1979 and grew up in Ortelle, Lecce, Italy. He received the Laurea degree in telecommunications engineering and the Ph.D. degree in information engineering from the University of Siena, Siena, Italy, in 2006 and 2010, respectively.

From October 2008 to March 2009 he was an Invited Visiting Scholar with the ElectroScience Laboratory, Department of Electrical and Computer Engineering, at The Ohio State University, Columbus, Ohio, USA. From February 2010 to January 2012 and from July 2013 to July 2014, he was a Postdoctoral Research Associate with the Department of Information Engineering and Mathematics at the University of Siena. From April 2012 to March 2013, he was a Postdoctoral Research Associate with the Department of Electronics and Telecommunication at the University of Firenze, Firenze, Italy. During 2012 and 2013 he also spent some months as a visiting Post-Doc Researcher with the Department of Microelectronics at the Delft University of Technology (TU Delft), Delft, The Netherlands. Since September 2014 he has been a Post-Doc Researcher with the Department of Microelectronics at TU Delft. His research interests deal with electromagnetic wave theory, mainly focused on asymptotic high-frequency techniques for electromagnetic scattering and propagation. He also worked on the modeling and design of dielectric lens antennae, reflectarray antennas, and THz antennas based on photoconductive materials.

Giorgio Carluccio was born in 1979 and grew up in Ortel, Lecce, Italy. He received the Laurea degree in telecommunications engineering and the Ph.D. degree in information engineering from the University of Siena, Siena, Italy, in 2007 and 2012, respectively, and the Ph.D. degree in electromagnetism from Delft University of Technology, Delft, The Netherlands, in 2017.

From 2011 until 2012, he was as intern in the Antenna Group at Thales Alenia Space, Rome, Italy, where he developed his M.Sc. degree thesis. In 2012, he was a researcher in the Applied Electromagnetic Laboratory (LEA) at the University of Siena, Siena, Italy. From 2013 until 2014, he was a visiting scholar in the Metamaterials and Plasmonics Research Laboratory at University of Texas at Austin, Austin, Texas, United States of America. From 2017, he is currently a Post-Doctoral Researcher at the THz Sensing Group in the Microelectronics department of Delft University of Technology, Delft, The Netherlands. His research interest includes analysis and design of antennas, dielectric lens antennas and antenna arrays with emphasis at THz frequencies based on photoconductive sources.
Nuria Llombart (S’06–M’07–SM’13) received the Electrical Engineering and Ph.D. degrees from the Polytechnic University of Valencia, Spain, in 2002 and 2006, respectively. During her Master’s degree studies she spent one year at the Friedrich-Alexander University of Erlangen-Nuremberg, Germany, and worked at the Fraunhofer Institute for Integrated Circuits, Erlangen, Germany. From 2002 until 2007, she was with the Antenna Group, TNO Defence, Security and Safety Institute, The Hague, The Netherlands, working as a Ph.D. student and afterwards as a Researcher. From 2007 until 2010, she was a Postdoctoral Fellow at the California Institute of Technology, working for the Sub millimeter Wave Advance Technology Group, Jet Propulsion Laboratory, Pasadena, USA. She was a Ramón y Cajal Fellow at the Optics Department of the Complutense University of Madrid, Spain, from 2010 to 2012. In September 2012, she joined the THz Sensing Group at Delft University of Technology, Delft, The Netherlands, where she is currently an Associate Professor. She has co-authored over 150 journal and international conference contributions. Her research interests include the analysis and design of planar antennas, periodic structures, reflector antennas, lens antennas, and waveguide structures, with emphasis in the THz range. Dr. Llombart was co-recipient of the H.A. Wheeler Award for the Best Applications Paper of the year 2008 in the IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION and the 2014 Best Paper Award in the IEEE TRANSACTIONS ON THZ SCIENCE AND TECHNOLOGY and several NASA awards. She also received the 2014 IEEE Antenna and Propagation Society Lot Shafai Mid-Career Distinguished Achievement Award. She served as Associate Editor of the IEEE LETTERS ON ANTENNAS AND PROPAGATION and the IEEE ANTENNAS AND PROPAGATION MAGAZINE, she also served as Topical Editor of the IEEE TRANSACTIONS ON TERAHERTZ SCIENCE AND TECHNOLOGY. She serves as a Board Member of the IRMMW-THz International Society. In 2015, she was awarded with an European Research Council (ERC) Starting Grant.

Andrea Neto (M’00−SM’10−F’16) received the Laurea degree (summa cum laude) in electronic engineering from the University of Florence, Florence, Italy, in 1994, and the Ph.D. degree in electromagnetics from the University of Siena, Siena, Italy, in 2000. Part of his Ph.D. degree was developed at the European Space Agency Research and Technology Center, Noordwijk, The Netherlands, where he was involved in the antenna section for over two years. From 2000 to 2001, he was a Post-Doctoral Researcher with the California Institute of Technology, Pasadena, CA, USA, where he was involved in the Sub-Millimeter-Wave Advanced Technology Group. From 2002 to 2010, he was a Senior Antenna Scientist at TNO Defence, Security, and Safety, The Hague, The Netherlands. In 2010, he was appointed Full Professor of Applied Electromagnetism in the Electrical Engineering, Mathematics and Computer Science Faculty of Delft University of Technology, Delft, The Netherlands, where he formed and leads the THz Sensing Group. His current research interests are in the analysis and design of antennas, with emphasis on arrays, dielectric lens antennas, wideband antennas, electromagnetic band-gap structures, and terahertz antennas.

Dr. Neto was a co-recipient of the H. A. Wheeler Award for the best applications paper of the year 2008 in the IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, the Best Innovative Paper Prize at the 30th ESA Antenna Workshop in 2008, the Best Antenna Theory Paper Prize at the European Conference on Antennas and Propagation in 2010. In 2011, he was awarded the European Research Council Starting Grant to perform research on Advanced Antenna Architectures for THz Sensing Systems. He is member of the Technical Board of the European School of Antennas and organizer of the course on Antenna Imaging Techniques. He is a member of the steering committee of the network of excellence NEWFOCUS, dedicated to focusing techniques in mm and sub-millimeter-wave regimes. He was the Awards and Grants Chair of the European Conference on Antennas and Propagation in 2014. He served as an Associate Editor of the IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION from 2008 to 2013, and the IEEE ANTENNAS AND WIRELESS PROPAGATION LETTERS from 2005 to 2013. He serves as an Associate Editor of the IEEE TRANSACTIONS ON TERAHERTZ SCIENCE AND TECHNOLOGY.