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Abstract

Broadcasting by flooding is one of the most fundamental services for both wired and wireless networks. This also includes several sensor network applications that use broadcasting to spread information from one sensor node to the other sensor nodes in the entire sensor network. These wireless sensor networks have certain characteristics such as limited power and battery driven. However the simple flooding mechanism causes lots of duplicated packets and consumes a lot of resources. In view of these constraints, the broadcasting service should reduce redundant transmissions such that energy conservation is obtained since the devices within a wireless sensor network have limited battery power. Since it is not necessary for each sensor node to be active all the time a more sophisticated method might be introduced to flood an entire network and the other side is more efficient. In this work, an asynchronous sleep scheduling is proposed by an adapted duty cycle for each sensor where the duty cycle is based on the RSS based density estimation for each sensor node. By using the proposed duty cycle the reachability is compared with that of the fixed duty cycle and the adapted duty cycle by using neighborhood discovery density estimation model. The results show that the reachability of the network with an adapted duty cycle in combination with RSS based density estimation is two times more than that of the neighborhood density estimation in a 100m x 100m WSN of 200 sensor nodes. Further the results show the reachability is as good as in the case of the 90% fixed duty cycle but is more energy efficient.
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A wireless sensor network (WSN) consists of a large number of tiny and inexpensive devices, mostly sensors, which send their data wireless within a network. In general the tasks that these devices perform are the following: on board data processing, communication between sensors, sensing capabilities and actuation applicabilities but these are not all mandatory present within a WSN. These devices communicate with each other to share their data obtained from measurements taken by the device or to redirect their data to a central collection point. The advantages of these kind of networks is that the communication between the devices is performed wireless and there is no need for any additional network infrastructure. Hence these kind of networks are very flexible which makes them interesting to use in certain scenarios. However WSN’s have some slight disadvantages which can be characterized as the following properties: limited processing power, limited memory, low power, low rate, limited range and the devices within a WSN are mostly battery driven. Since the devices in WSN are often small devices the computational power of these devices is generally small since there is not much room to allow the presence of a large amount of hardware. Furthermore since the devices are wireless they need to obtain their energy from a battery which in the end needs to be recharged or replaced. If the battery of a device is depleted and not replaced it ceases to function within the WSN. If the number of devices with no battery power reaches a certain threshold the WSN might collapse. Despite these disadvantages WSNs are widely used in various kinds of applications such as military surveillance, health and environmental monitoring. [2].

1-1 Problem definition

Sensor nodes in a WSN have a limited amount of energy and if all the sensor nodes would be active all the time the whole network may collapse in a short time. This is due to the high energy consumption of the sensor nodes. However it is not necessary for all
the sensor nodes to be active all the time, they only need to become active when there is a need to transmit and /or receive data. Therefore, sleep scheduling can prolong the lifetime of a WSN significantly. Sleep scheduling works by activation sensor nodes when there is a need to transmit/receive data the remainder of the time the sensor node sleeps. Sleep scheduling belongs to the category of power management protocols which is one of the main energy conservation techniques used for WSNs.

One of the most used sleep scheduling patterns is the scheduled rendezvous protocol which belongs to the category of synchronous protocols. The main advantage of this protocol is that when a sensor node is awake it is guaranteed that all its neighboring sensor nodes are awake as well. In this way the scheduled rendezvous protocol allows to broadcast messages very efficiently to all the neighboring sensor nodes. The disadvantage of this protocol is that it is a synchronized protocol which requires that all the sensor nodes need to have their internal clocks synchronized, this requires an extra exchange of additional information. The synchronization of the internal clock of the sensor nodes causes more communication overhead and more energy consumption.

To avoid the problems described above for synchronous protocols an asynchronous protocol can be used. One of the advantages of an asynchronous protocol is that a sensor node can wake up whenever it wants to communicate with its neighbors. In contrast with the scheduled rendezvous protocol, it is not possible to broadcast a message to all neighbors, though each sensor node is able to contact any of its neighboring sensor nodes in a finite amount of time. In an asynchronous protocol it is improbable that all neighboring nodes are simultaneously active unlike in the scheduled rendezvous protocol, so sensor nodes need to wake up more frequently in order to reach their respective neighbors.

Asynchronous sleep scheduling is more suitable for a WSN since it requires no knowledge of the network, it can be done locally without any additional communication overhead and it makes sensor nodes wake up independently. But the most important benefit is that it solves the clock synchronization problem. Hence there is a lot research ongoing about asynchronous protocols [8,9,27].

In this work an analysis is made for asynchronous protocols for WSNs and an analysis is made under which circumstances the reachability is maximized. It is assumed that before a source node wants to transmit a packet, a preamble of a certain length is sent. Only when the preamble overlaps with the active period of a sensor node the source node shall start transmitting the packet. Several factors may influence on how many neighbors are reached in this case such as what is the best ratio between active time of sensor compared to the time of one period, this is also known as the duty cycle, the node density within a WSN, the maximum transmission range and the preamble length. These factors should all be taken into account in order to obtain maximum energy conversation in combination with a maximum network coverage which is the desired situation for a WSN. Of course this also depends on the size of the area where the sensors deployed and the sensor density within an area however the characteristics of the area in which the sensor nodes are deployed is not easy to change. The goal in this report is to adapt the duty cycle based on the node density and a given preamble length so that maximum reachability is attained. In this way a simple and asynchronous sleep scheduling is implemented for a WSN.
1-2 Motivation

The density in this report is defined as the average number of sensor nodes per a certain amount of area and this sensor node density can influence the performance of a WSN significantly. According to [10] it is possible that in a WSN the energy consumption of sensor nodes may vary unevenly. It was shown in [10] about 30% of the sensor nodes consume 95% of their battery power while about 60% of sensor nodes only consume 10%-20% of their battery power. Therefore, it is necessary to make adaptations to the network protocols in order to adapt to the density. Because the density can influence the performance of a WSN it is of interest how to estimate this density. There are different approaches that have been studied using density control techniques for WSNs and also for ad hoc networks.

The use of density control techniques means that nodes in the network are scheduled to sleep and wake up in order to save energy and where the density of the network is used to select the time between a sleep and a awake period [10]. In a sparse network the active period needs to be longer in order to achieve the same reachability and for a dense network the active periods can be shorter for the same reachability.

Previous work done using density control techniques is proposed in [15] where an optimized routing protocol is introduced. The optimized routing protocol in [15] combines an energy efficient routing algorithm with the shortest distance routing algorithm to reduce the energy consumption and to optimize the distance between source and destination. In [14] an adaptive control of duty cycle mechanism by using the node density is proposed. This approach allows a sensor node to operate at a lower duty cycle, by leveraging the presence of its neighbors. This mechanism shows that the adaptive duty cycle based on density can reduce the energy consumption and extend the network lifetime. In a network with a higher sensor node density the network lifetime is longer when an adaptive duty cycle based on the sensor density is enabled. When these measured density are not implemented the network lifetime cannot be extended by increasing the node density.

In [11] a routing mechanism is proposed by taking into account the node density to select a power conservation route and keeping energy consumed evenly among the WSNs in order to extend the network lifetime. In [11] the sensor nodes are unevenly distributed, namely one part of the WSN has a high sensor node density area and the other part has a low sensor node density area. In [12] a cluster allocation algorithm is proposed based on the node density to preserve a high coverage ratio to prolong the network lifetime. It assumes that the WSN stops its operation if the coverage ratio goes below 80%, and the number of rounds in [12] is defined as the lifetime of the WSN. Then in [12] the node density near the base station was increased without increasing the total number of sensor nodes, since the sensor nodes close to the base station consume more energy. It also finds a better density proportion for usage in the deployment stage to extend the WSN lifetime. These above mentioned papers show certain ways so that the sensor nodes consume their energy evenly and more efficiently by combining with the density control of the network.

In summary, by using density control techniques the energy consumption can be reduced and the network lifetime can be extended. For a WSN with a local high sensor node density the network lifetime is longer.
node density the duty cycle can be lowered for sensor nodes in that specific area. Since all the sensor nodes do not be active for all time, only certain sensor nodes need to be active for a given period of time based on the proposed protocol. Hence there is larger chance to reach at least a few neighboring sensor nodes for the same duty cycle. By using sleep scheduling in combination with density control the network traffic can be reduced, and the routing job can also be facilitated [10]. Thus adaptive sleep scheduling based on the network density increases the lifetime of WSNs.

As described in the previous section, an asynchronous protocol is simple to implement and that is why density adaptive sleep scheduling with asynchronous protocol is implemented in this work.

1-3 Methodology

The methodology followed in this report is first to develop a solid understanding of the energy consumption in WSN’s and the factors that influence the reachability of the network. This is done in chapter 2 where the theoretical background of the reachability and the energy consumption in a WSN is explained. After introducing the background of WSNs an analytical model is derived based on the analysis made from the previous background chapter. In this model the MAC layer and the physical transmitting properties are ignored and only the discovery of the neighboring nodes in combination with the the duty cycle and sensor density is considered. Further it shall also be tested what factors can improve the reachability in a WSN and at the same time reduce the energy consumption. Factors such as the introduction of a preamble and the use of an adaptive duty cycle where each sensor chooses an duty cycle based on the sensor density in its neighborhood. After this model is derived this model shall be validated under different circumstances with the use of matlab simulations and a conclusion based on these simulation results is made.

In this work the proposed methodology can be summarized as following:

- Theoretical background of the reachability and the energy consumption in a WSN
- Derivation of an analytical modeling
- Validations using matlab simulation
- Conclusion

1-4 Contribution of thesis project

In this work the length of the duty cycle depends on the density estimation in WSNs, each sensor node estimates its density individually and based on the estimated value the duty cycle is adapted for each sensor node. Because it was seen that for different situations a adapted duty cycle performs better. This work provides an analysis of the optimal duty cycle in asynchronous networks under different circumstances. The effect
of different lengths of preambles on each sensor node is determined and the duty cycle is based on the density estimation. This work also shows that the energy consumption of an adapted duty cycle is less than that of the fixed duty cycle. Comparing this proposed adapted duty cycle to the adapted duty cycle in combination with using the neighborhood discovery density estimation it is also shown that there is better reachability in this proposed model than the other model.

1-5 Outline of the work

- In chapter 2 the background is given about the sensors, WSNs, power management, data transmission and broadcasting.

- Chapter 3 contains the analytical modeling, matlab simulations and validation of the proposed method.

- After the validation of chapter 3, density estimation is discussed in chapter 4, based on the estimated density the duty cycle is adapted individually and the performance analysis by using density control is evaluated.

- Finally in chapter 5 the work is concluded and the future recommendations are made.
Chapter 2

Background

2-1 Sensors

A sensor is a device that used to measure a physical quantity and convert it into an electronic signal which can be observed by an observer or measured by an instrument [1]. It is also a device that produces a measurable response to a change in some physical condition such as temperature or to a chemical condition such as concentration [28]. A possible application for sensors is to use them in wireless networks where the sensors sense, process this data and communicate the measured values to one another. Sensor networks may consist of different types of sensors such as seismic, thermal, visual, infrared, acoustic and radar [13]. It is also possible that sensors transmit their measured values wirelessly to one or several sinks [2]. Unfortunately a sensor is limited in power, computational capacities and memory [4]. This is because sensor nodes in wireless networks are wireless and henceforth rely on battery power. The current situation is that sensor nodes in wireless networks carry limited amount of battery power. The current technology for batteries has not yet reached the stage that sensor nodes can operate for a long time without recharging or energy harvesting. Hence one of the most important limitations of sensor nodes is power consumption. When a sensor node has drained out of its battery, it directly affects network usefulness because it may break the entire network.

2-2 Wireless Sensor Networks

Wireless sensor networks (WSN) consist of a large number of small, battery-powered, inexpensive and wireless sensors which send their data wirelessly. More specifically, a WSN consists of spatially distributed autonomous sensors to monitor physical or environmental conditions, such as temperature, sound, pressure, etc [3]. Typically, data packets are generated by each node and are sent to a Base Station (BS) or a sink.
Here the data is aggregated and forwarded to the user. In Figure 2-1 it shows the basic architecture of a WSN using sensors to monitor the physical conditions. From the above a WSN has peculiarities such as limited processing power, limited memory, low power, low rate, limited range radio and battery driven.

2-2-1 Applications

WSNs are widely used in various kinds of applications, such as military surveillance applications, health applications, and environmental applications. For example, in military applications WSNs can be an integral part of military command, control, communications, computing, intelligence, surveillance, reconnaissance and targeting systems, can be used for target detection, to monitor forces and equipment, to detect nuclear, biological or chemical attacks and for the surveillance of battlefields. Another example is using WSN for health applications, which are providing interfaces for the disabled, integrated patient monitoring, diagnostics and hospital drugs administration. WSN are also used in environmental monitoring where WSN can be used for tracking the movements of the small animals, detecting forest fires, flood detection and environmental monitoring in marine and soil environments. One of the applications is the use of WSN in homes such as home automation [2]. In recent years WSNs are widely used in more fields such as wireless factory, smart(intelligent) buildings and implantable medical sensors which are used for medical applications [28].

2-2-2 Issues

An important limitation for WSNs is that sensor nodes carry a limited amount of batteries and hence have a limited amount of energy. In a WSN it is possible that the sensor nodes are deployed in large numbers over a wide area and it can be difficult to replace or recharge the batteries of all the sensors. A sensor node may be impossible to reach physically, for example in environmental monitoring where sensor nodes are attached to animals or lowered on the ocean floor, or it is economically too expensive, the operation of changing the battery may cost more than the entire sensor node. Therefore
the lifetime of a WSN is dependent on the battery power of the sensor nodes. If a certain percentage of the sensor nodes in a WSN die because they have no more power the whole network may collapse. However, for many applications it is desirable that a WSN has a long network lifetime. In order to prolong the network lifetime of a WSN there are two possible directions, the first one is energy conservation which is the current focus of a lot of research groups in WSN. Energy conservation makes sure that the lifetime of the network is maximized. The second option is energy harvesting or recharging the batteries, this approach becomes more a research topic recently and got more attention. In a WSN, the communication of sensor nodes consumes more energy than the data processing of the received information. Hence the primary focus in energy conservation is that communication between sensor nodes needs to be minimized. Additionally, all the sensor nodes in a WSN do not necessarily need to sense continually hence turning off some sensor nodes or having a alternative sleeping schedule for a certain percentage of the sensor nodes does not necessarily affect the network as long as there are enough functioning sensor nodes with enough energy to sense and communicate.

### 2-3 The Power Management Protocol for WSNs

The power management protocol for WSNs is one of the main energy conservation techniques available for a WSN. The power management protocol can be classified into two categories depending on the location of the power saving within the network layering. Each category of these power management protocols is best suited for a certain type of network topology. The two power management protocols are independent sleep/wakeup protocols running at the network or application layer and integrated with the MAC protocol itself. Based on the specific sleep scheduling, the MAC protocol then optimizes the medium access functions which are used for power management. Independent sleep/wakeup protocols can be used in combination with any MAC protocol in order to reduce the energy consumption. Within these kind of sleep/wakeup protocols a classification can be made into three main categories: on-demand, scheduled rendezvous and asynchronous protocols [21]. Each of these specific sleep/wakeup protocols has advantages and disadvantages. In the following section these three sleep/wakeup protocols are presented with their respective disadvantages and advantages.

#### 2-3-1 The On-demand Protocol

First of the power management protocol that is introduced is the on-demand protocol. This protocol is based on the idea that a sensor node should be in the sleep mode or off when there is no data packet to transmit and/or receive. As soon as there is a data packet that needs to be transmitted and/or received the sensor node shall become active. In this way sensor nodes alternate between active and sleep periods depending on network activity. The consequence is that the energy consumption is minimized since sensor do not waste energy by unnecessary transmissions and unnecessary sensing. But the main disadvantage of this protocol is that it is difficult to inform the sleeping sensor nodes if another sensor node wants to communicate with them.
In order to combat this disadvantage the use of multiple radios is required. This requires two channels to work corporately, namely a data channel and a wakeup channel, the former one is used for normal data communication and the other one is for awaking neighboring sensor nodes when needed. [24, 25] implemented the on-demand wakeup schemes in combination with two different channels, one for normal data communication and the second channel for awaking neighboring sensor nodes when needed. In [5] the energy quality of on demand sleep /wakeup protocol is presented with the purpose of providing high performance energy efficient local monitoring for WSNs. Therefore, although the approaches mentioned above can be optimal both latency and energy efficiency [24, 25], they are not very practical due to the additional cost of the second radio.

2-3-2 The Scheduled Rendezvous Protocol

The second power management protocol is called scheduled rendezvous protocol which belongs to the synchronous protocols since it requires all neighboring sensor nodes to wake up at the same time. In Figure 2-2 the sleep scheduling of sensor nodes using a scheduled rendezvous protocol is shown. In this approach sensor nodes wake up according to a wakeup schedule and remain active for a short time interval to communicate with their neighbors. After the transmission of the data the sensor nodes will go to sleep until the next rendezvous time. The main advantage of this protocol is that it is guaranteed that if a sensor node is awake that all its neighboring sensor nodes are awake as well. It is very convenient for data aggregation and allows sending broadcast messages to all neighbors.

The disadvantage is that this protocol is a synchronized protocol which requires all the neighboring nodes exchange the synchronization information so that their clocks are synchronized. Because a synchronous protocol in a WSN aims at equalizing the local times for all the sensor nodes in that WSN. Some of the applications require time synchronization for all sensor nodes at all time and this is the most energy consuming protocol. It is expensive and in some cases it is difficult to achieve in a WSN. Some other applications require only time synchronization of few sensor nodes at a time. In [6] three time synchronization algorithms are presented and compared, the three time synchronization algorithms are the following: Reference Broadcast Synchronization (RBS), Timing-Sync Protocol for Sensor Networks (TPSN) and Tree-based Synchronization Algorithms. In terms of accuracy, the RBS and TPSN algorithm perform very well and their accuracy is in order of few micro seconds. In TPSN the need for sending and receiving extra packets makes it less energy efficient than the RBS algorithm. The Tree-based Synchronization Algorithms are flexible and based on the given precision, complexity might be high or low. The root node plays a main role in this type of algorithms.

In order to reduce the energy consumption the sensor-MAC (S-MAC) algorithm [7] has been proposed. It is a fully synchronized protocol specifically designed for WSNs. In this case, all the sensor nodes within the network cope with idle listening by repeatedly putting nodes in active and sleep periods. The sensor nodes are synchronized to a common wakeup scheme with a slotted structure. At the beginning of a slot the
synchronized packets are regularly broadcasted, the neighboring nodes can adjust their clocks to the latest synchronized packet. By applying this method the relative clock drifts are corrected. The result shows that this protocol achieves low duty cycle operation of each node by periodic sleeping and reduces energy consumption caused by idle listening.

There also exists some drawbacks for this protocol such as it is difficult to determine an optimal size of active periods and it must be based on idle listening and collisions. For example, if the active periods are too short they increase contention and thus collision rates even if the idle listening period was reduced. On the other side if the active periods become too long the contention is reduced but the idle listening period was increased.

A contention-based MAC protocol for WSNs, the so called T-MAC algorithm is proposed in this paper [26]. The T-MAC algorithm uses an adaptive duty cycle by dynamically ending an activation event interval when there is no activation event for a given time. Although in this method nodes often go to sleep too early, this reduces the amount of energy consumption on idle listening and maintains a reasonable throughput.

2-3-3 The Asynchronous Protocol

The last algorithm that can be used is the asynchronous protocol. The basic idea is that each node is allowed to wake up independently of the others by guaranteeing that neighboring sensor nodes always have overlapped active periods of time within a specified number of cycles. Figure 2-3 shows the sleep scheduling of an asynchronous protocol. According to this figure only sensor node 1 and sensor node 3 can receive the transmitted packet. Since the active period of the sensor nodes partially overlap with the active period of the source node.

One of the advantage of this protocol is that a sensor node can wake up at anytime when it wants to communicate with its neighboring sensor nodes. Therefore, in asynchronous
protocols there is no need to exchange extra synchronization information unlike in the synchronous protocols so that the energy efficiency is improved. In contrast with the scheduled rendezvous protocol, it is not possible to broadcast a message to all neighboring sensor nodes in one period of time. Though each sensor node is able to contact any of its neighboring sensor nodes in a finite amount of time, it almost never happens that all neighbors are simultaneously active. In contrast to scheduled rendezvous protocols, sensor nodes need to wake up more frequently.

The asynchronous scheme B-MAC [8] has been proposed to reduce the energy consumption within a WSN. In this approach a long preamble is used before the data packet to reduce the duty cycle and minimize idle listening. It shifts the cost of coping with idle listening from the receiver to the transmitter. This paper also compared the B-MAC algorithm with the S-MAC algorithm mentioned above. The conclusion was that the B-MAC algorithm performed much better than the S-MAC algorithm in packet delivery rates, throughput, latency, and energy consumption [8].

In order to reduce the end-to-end latency with an energy efficient data transmission [27] proposed an Asynchronous Wakeup Schedule (AWS) in WSNs. Each node was assigned a particular color and maintains a forwarding table which contains the color information of the neighboring nodes. The result shows that the end-to-end latency was reduced by using the forwarding table which helps to find out the neighboring node that becomes active sooner.

In [9] two advanced MAC protocols in WSNs are proposed, namely the Adaptive Duty Cycling Synchronous MAC (AD-MAC) and the Asynchronous-MAC (AS-MAC) for a synchronous and an asynchronous approach, respectively. AD-MAC improves the energy efficiency by using Preoccupancy Request to Send technique which can avoid overhearing and diminish the long delay. AS-MAC also reduces the energy consumption caused by idle listening and overhearing by using a preload message which contains the address of the receiver and the remaining time until data transmission is finished.
2-4 Data Transmission

Data transmission is an important topic of WSNs, as the distance between each sensor node is different; the energy consumed by each sensor node is different. When the distance between a sensor node and the base station is large the data transmission from sensor node to base stations consumes more energy than in the case when the distance is small. Hence the distance between sensor nodes among another and the distance from sensor nodes to the base station impacts the lifetime of the WSNs. Data transmissions can be classified into two categories, namely direct transmissions and indirect transmissions [22]. Figure 2-4(a) shows a data transmission from source to destination directly without any intermediate nodes, however, in Figure 2-4(b) data packet was transmitted from source to destination via the intermediate nodes, the distance $d_i$ can either be equal to each other or different from each other.

2-4-1 Direct Transmission

In a direct data transmission, each sensor node collects and transmits the data to the base station directly, there do not exist any intermediate nodes for transmission, the path which from sensor node to the BS can also be called single-hop path. The advantage of direct transmissions is that the data rate is higher and the implementation is easier. WNS using these kind of transmissions are suitable for local scale applications. In large scale applications, especially if the sensor node is far away from the BS, the battery power can drain quickly due to the long distance which needs to be covered for the data transmission. Another disadvantage is that the data may not be sent to the BS because the sensor node is too far away.

2-4-2 Indirect Transmission

Indirect transmission means that sensor nodes send their collected data to intermediate nodes also called relay nodes that are in the proximity of themselves. This relay node will then forward the aggregated data to the BS, the path from the sensor node to the BS is also called multi-hop path. The advantage of this kind of transmission is that
the high energy consumption problem in long distance transmission has been solved. The drawback is that the sensor nodes closest to the BS may consume more energy to forwarding data for other nodes, thus it will also impact the lifetime of WSNs. The indirect transmission is more energy efficient than the direct transmission only when the distance from source to destination is longer so that it cannot be reached with the direct transmitting power [23].

2-5 Broadcasting

In both wired and wireless networks broadcasting is one of the most fundamental services in order to reach every node in a network. More specifically broadcasting is the principle that one sensor nodes want to transmit data to every other sensor nodes. Since broadcasting ensures a maximum number of delivered packets among the entire network. Broadcasting works that if a sensor node wants to transmit data it will broadcast the data to all its neighboring nodes. The sensor nodes that received the packet from the source node shall further rebroadcast the packet to their respective neighboring sensor nodes which the source node could not reach. In this way in a short time the entire network is reached. Although broadcasting has many advantages such as it is simple to implement, fast and robust, it also has some disadvantages. The disadvantages are lots of contention, collision, duplicated packets and it is not energy efficient. Especially this last disadvantage is important for a WSN since in a WSN each sensor node carries limited amount of energy.

When the source node transmits its packets to its neighboring nodes in a synchronous WSN, then all the neighboring sensor nodes receive these packets due to the synchronized active periods. This is the best case, the source node waits until all other neighboring sensor nodes to be active and then broadcasts the packet as shown in Figure 2-5, after one period of time the entire network with each of the sensor node is reached and hence maximum reachability. In this way the waste of energy is also lim-

![Figure 2-5: Synchronous broadcasting](image)
ited. However most WNS are asynchronous and the sensor nodes do not have the same
sleep scheduling as the synchronous protocol and the wakeup period of one sensor node
does necessarily overlap with the source node, then the waiting time becomes infinite.
The worst case is that all the sensor nodes have a different sleep scheduling as shown

in Figure 2-6, in this figure if there is overlap between the source node and just one
sensor node it will lead to broadcast 4 times to the number of 4 sensor nodes. Since
this requires much more energy consumption then in the synchronized WSN. In asyn-
chronous WSN it is important that the active periods of each node overlaps each other
in the case of a broadcast. However, large active periods also means a high energy
consumption. Hence there is a tradeoff for duty cycle and the attained reachability in
a broadcast and the energy consumption otherwise. In this work an attempt is made
to find an optimal way of choosing the duty cycle so that the energy consumption is
minimized but the network reachability is optimized.

There are various approaches for broadcasting in WSNs that have been explored, broad-
casting techniques can be classified into four categories: simple flooding, probability-
based, area-based and neighbor knowledge-based scheme [31].

2-5-1 Flooding

Flooding is a technique to update the topology databases for each node. It is one of the
fundamental broadcasting mechanisms in both wired and wireless networks. In simple
flooding each incoming packet is sent out on every outgoing link or interface except
for the interface it entered [29]. Figure 2-7 shows the structure of the simple flooding.
The source node broadcasts packet to every node, they can all receiver the packet,
afterwards each node broadcasts the packet to the neighboring nodes except the source
node. This process generates lots of duplicated packets repeatedly and it does not stop
by itself unless some measures are used to limit the number of the duplicates such as
Time To Live(TTL) and sequence number techniques. Simple flooding consumes most
of the network resources and may also cause too high overhead.
Due to the high cost of flooding in WSNs, energy conservation is achieved by selecting parents with the highest link quality in a flooding tree based design. Unlike this traditional selection, [19] proposed correlated flooding that nodes with high correlation are assigned to a common sender and a single acknowledge message is used for receiving the broadcasting packets. The result shows that the energy consumption can be reduced by letting higher correlation nodes receive packets simultaneously.

2-5-2 Gossiping

Gossiping is a probabilistic broadcast method that tries to improve the flooding algorithm [34]. This approach works in the following way: the nodes in the network have a pre-specified probability $P_{gossip} \leq 1$ which is needed in order to broadcast packets. With the probability of $1 - P_{gossip}$, the received packet is discarded [34]. In order to achieve the desired application requirements and minimize the overhead, a probability $P_{gossip}$ is chosen. There are no synchronization requirements for gossiping. Although gossiping is a simple solution and it is capable to achieve better reliability and load balancing, choosing the correct probability is a difficult problem. However, when the probability is chosen correctly, the broadcast message is received with a very high probability among the entire network. Thus, a correctly chosen $P_{gossip}$ may extend the network lifetime [35].

2-5-3 Duty Cycle Awareness

Various approaches have been studied for reducing unnecessary power consumption in WSNs. One of these approaches is to let sensor nodes use a low duty cycle, such as in B-MAC, in order to prolong the network lifetime.
An asynchronous duty cycle broadcasting (ADB) \[30\] has been proposed, it is a new protocol for efficient multihop broadcast in WSNs using a asynchronous duty cycle. Unlike the traditional multihop broadcast, this protocol is integrated with the MAC layer in order to use the information which is only available at this layer. As this is an asynchronous protocol each sensor node has a individual sleep scheduling. This method optimizes the broadcast transmission from a node to its each neighbor individually. The final result shows that the energy consumption was reduced.

Paper \[14\] proposed a duty cycle function for a node based on the number of its neighbors that are closer to the sink. As the number of its neighbors increases, the duty cycle decreases.

2-5-4 Preamble Awareness

Before a transmitter sends a data packet a preamble of certain length is sent before the data packet. In WSNs with high sensor node density a small preamble will be sent before the data transmission. This preamble is received by a number of neighboring sensor nodes which are present within the transmission range of a sensor node. The neighboring sensor nodes that received the data packet will rebroadcast the packet in the next period of time and will still use the same preamble length. If the preamble is large, the transmission cost at the transmitter increases. Figure2-8 shows that a preamble before the data packet is sent by the source node where only sensor node1 and sensor node 3 can receive the transmitted packet in this scenario.

Figure 2-9 shows that flooding with preamble of the transmitter and duty cycle of the receiver technique in the network. In this figure it can be seen that the source node transmits packets to node 1 and node 3 because the preamble of the source node overlaps the duty cycle of node 1 and node 3. After node 1 and node 3 receive the packet, they will broadcast the packet to their neighboring node which is node 6 and node 2. Finally node 6 reaches node 4 and node 5. In this technique there is no duplicated packets.

To overcome some of the disadvantages of B-MAC, X-MAC \[16\], DPS-MAC \[17\], and \[18\] have been proposed. In \[16–18\], a short preamble was proposed to replace the long preamble in B-MAC. Since a small preamble is thought to be enough in or-
der to achieve sufficient reachability and throughput in dense WSNs and it can save the energy required to broadcast a packet. [18] proposed a variable preamble length-based broadcasting scheme for WSNs and compared with an existing probability-based scheme. The result shows that in a dense network, broadcasting a packet with a small preamble is sufficient, but in a sparse network a large preamble is needed.
Chapter 3

Modeling the Reachability within a WSN

In WSNs, broadcasting is an important and fundamental service to spread information from one sensor node to the other sensor nodes in the whole WSN. For example, such information can include updates, alarms, packets broadcasting, etc. Flooding is the basic and a simple broadcasting mechanisms for both wired and wireless networks. However, the simple flooding algorithm causes duplicated packets and uses a large amount of resources, which consume avoidable energy from the sensor nodes. Especially in the limited battery driven WSN. In contrast, probabilistic flooding protocols avoid the problems described above and are a simple, energy efficient, alternative to flooding.

In this chapter the protocol design is firstly explained followed by the derivation of the analytical modeling for the adaptive duty cycle. Also the effects of the preamble length and the length of the duty cycle on the reachability are studied. This is done by using large scale matlab simulations. From these simulations results, the reachability for the different preamble lengths and duty cycles is plotted versus the time. From these simulation results it can be concluded that the sensor node density has an effect on the needed duty cycle for reaching the same reachability. Subsequently the local reachability is also plotted versus time for different duty cycles. After this section the effects of the preamble length on the attainable reachability is also studied by using matlab simulations and the reachability is also plotted versus time. Finally the adaptive duty cycle algorithm is validated and the results with the adaptive duty cycle shall be evaluated.

3-1 The Protocol Design

The general idea for the sleep/wakeup protocol is that each sensor node chooses a starting time between 0 and \( T_{\text{period}} \) randomly and each node follows its own wakeup
schedule for the subsequent periods. For convenience lets assume that $T_{\text{period}}$ is equal to 1. The duty cycle is defined as the percentage of time a node is active compared the time for one period $T_{\text{period}}$. The ratio between the preamble length $P$ over one period of time $T_{\text{period}}$ is denoted as $p$, since $T_{\text{period}}$ is assumed equal to 1, therefore $p$ is equal to $P$ in this work. The preamble length in this work is expressed as 'preamble p' due to the $T_{\text{period}}$ equal to 1.

The reachability is defined as the number of the received packets by the sensor nodes $N_r$ over the total number of sensor nodes $N$ within the area. Thus the reachability is can be written as $R = N_r / N$. The number of the received packets can be attained both directly via the source node and indirectly via the retransmitting of other sensor nodes in the area.

As described in Chapter 2, not only the duty cycle awareness affects the attainable reachability but also the preamble plays an important role. If there is no preamble but sensors only have an active period it is assumed that the active period $t_{\text{on}}$ of the source node has the same length of active period as the other sensor nodes in the area. When there is overlap between the active period of the source node and the active period of one of the receiving sensor nodes, then the number of the received packets is incremented. Nodes that sensor nodes that are already visited are ignored.

The second case is that the transmitting node inserts a preamble before transmitting, the fixed preamble length is used by the source node before the data is sent. The receiving sensor nodes still have their active periods equal to the duty cycle of the receiving nodes and when the preamble of the source node overlaps with the duty cycle of one the receiving sensor nodes the number of the received packets is updated with 1. As in the previous case sensor nodes that are already visited are ignored. When the sensor nodes receive the packets, the sensor nodes can rebroadcast the packets, hence some of the sensor nodes shall receive the packet from the source indirectly.

### 3-2 Duty Cycle Adaptation

It is assumed that each sensor node has $N_s - 1$ neighboring sensor nodes within its maximum transmission range of a total of $N_s$ sensor nodes that are present within the WSN. The duty cycle of the sensor node shall be denoted as $d$. It is also assumed that the preamble length $p$ is shorter than the time duration of one period which as earlier mentioned is assumed to have value of one second. Since every sensor node has to become active within a cycle there is always an active period for each sensor node in one round. The total number of sensor nodes that can receive the packet and are reached with a certain preamble $p$ and a duty cycle $d$ is denoted as $n$.

The probability of reaching $n$ nodes is represented with the random variable $X$ which follows the binomial distribution with parameters $N$ and $Pr$. Where $Pr$ is denoted as the probability that the preamble and the duty cycle overlap with each other is $p + d$ when $p + d < 1$, the probability that the preamble and the duty cycle overlap with each
other is 1 when \( p + d \geq 1 \). This is given by the following probability mass function:

\[
f(n; N, p + d) = \Pr(X = n) = \binom{N}{n} (p + d)^n (1 - p - d)^{N-n},
\]

With the expected value of \( X \) equal to

\[
E[X] = N_s \cdot \min(p + d, 1),
\]

From (3-2) it can be written as

\[
n \approx N_s \cdot \min(p + d, 1),
\]

Where \( N_s \) is the total number of sensor nodes within the transmission range, so it can be written as:

\[
N_s = \hat{\lambda} \cdot \pi \cdot R^2,
\]

where \( \hat{\lambda} \) is the estimated sensor node density. Put (3-4) into (3-3), the number of the expected sensor nodes which can successfully received the packet

\[
n = \hat{\lambda} \cdot \pi \cdot R^2 \cdot \min(p + d, 1),
\]

Therefore, the duty cycle \( d \) can be expressed as

\[
d = \frac{n - \hat{\lambda} \cdot \pi \cdot R^2 \cdot p}{\hat{\lambda} \cdot \pi \cdot R^2}, (p + d < 1).
\]

## 3-3 The effect of node density on duty cycle adaptation for a high reachability

As the design method was described above, when the active period of a certain sensor \( t_{on} \) overlaps with the active period of the source node and the sensor node is within a certain maximum transmission range \( R_c \) of the source node, then the number of the received packets \( N_r \) is incremented from the source directly and when the sensor nodes receive the packets, the packets can be rebroadcasted by the sensor nodes, hence some of the sensor nodes can receive the packet from the source indirectly. Nodes which have already broadcast the same packet, discard the packet upon successive receptions. It is assumed that the source node has the same length of active interval as that of all the sensor nodes in this scenario.

In this scenario the following assumptions are also made:

- In a 100m x 100m field, a wireless sensor network is present with the number of sensor nodes \( N = 50, N = 100, N = 200 \) and \( N = 300 \) which are uniformly distributed.
- Each sensor node with a asynchronous sleep/wake scheduling wakes up for a active period of length \( t_{on} \) and enter into the sleep mode of length \( t_s \), the scheduling of the sleep and awake periods of each sensor node is independent.
- Each sensor has an omnidirectional antenna which can transmit within transmission range $R_c$.
- The sensor nodes are stationary.
- No collisions occur.
- A number of 100 simulations are done when for each simulation new starting times to wake up are generated randomly.

![Figure 3-1: Distribution of 100 sensor nodes within an area](image)

Figure 3-1 shows 100 sensor nodes are uniformly distributed in a field of 100 m x 100 m. In the case of sensors that send at a frequency of 900 MHz in a wireless sensor network a typical transmission range of 5.5 to 70 m can be attained. When the same receiver operates at 900 MHz and are elevated above the ground for 3 to 6 m, the transmission range varies from 50 to 75 m [32]. In this example a maximum transmission range $R_c = 35$ m has been chosen.

Figure 3-2 shows the average reachability of 50 sensor nodes and for each sensor node with the maximum transmission range $R_c = 35$ m. The chosen duty cycles are equal to 0.1, 0.2, 0.3, 0.5 and 1 and the reachability is plotted versus the time. In this scenario the sensor node density is written in the following equation. $W$ and $L$ are the width and length of the field separately.

$$\lambda = \frac{N}{W \cdot L} = \frac{50}{100 \cdot 100} = 0.005 \text{ nodes/m}^2$$ (3-7)

From this figure it can be seen that with a low duty cycle, such as 0.1, the reachability increases slowly and can maximal reach 24% for this scenario. On the contrary with a duty cycle is equal to 1 the reachability can reach 100% after 4 seconds. This shows that the reachability of sensor nodes depends on the used duty cycle. From Figure 3-2, it can be seen that when the duty cycle is above 50% of period of time the reachability
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Figure 3-2: The average reachability of 50 sensor node

Figure 3-3: The average reachability of 100 sensor nodes

almost overlaps with the reachability if the used duty cycle is 70%, 80%, 90% and 100%. The reachability is all above 97.5% at T= 4 seconds, this also shows that the sensor nodes in the WSNs are not necessarily always active all the time.
Figure 3-2, with a sensor node density of $\lambda = 0.01 \text{ nodes/m}^2 (N = 100 \text{ sensor nodes})$, shows the reachability of the sensor nodes with different duty cycles which are the same as the earlier scenario. In this figure when the duty cycle is larger than 50%, the reachability increases very fast and reaches the maximum value of 100% when $T=4$ seconds. Compared to Figure 3-2 it can be concluded that with a higher sensor node density the reachability can be attained 100% within a shorter time and with a lower duty cycle.

In Figure 3-7 the reachability of the sensor nodes for different duty cycles, which are the same as in the earlier scenario, is shown with a sensor node density of $\lambda=0.02 \text{ nodes/m}^2 (N = 200 \text{ sensor nodes})$. In this figure it can be seen that when the duty cycle equals to 10% at $T=4s$, the reachability is already 56%. When the duty cycle is larger than 20% the reachability increases very fast and reaches the maximum value of 94%. The reachability is almost the same if a duty cycle is chosen from 50% up to 100%, this produces almost the same results. For the same WSN the needed time in order to obtain a reachability of 90% in combination with a duty cycle of 10% is 8 seconds. If the duty cycle is changed to 20% then the time to obtain the same reachability is less than 4 seconds, however for duty cycles equal to 50% to 100% the time to obtain the same reachability is less than 2 seconds. Comparing Figure 3-4 to Figure 3-2 it can be again concluded that with a higher sensor node density the reachability that can be attained is closer to 100% and within a shorter time for a lower duty cycle. It was shown in Figure 3-4 that with a duty cycle equal to 40% the reachability reaches 100% at $T = 4$ s.

Figure 3-5 shows with the sensor node density of $\lambda=0.03 \text{ nodes/m}^2 (N = 300 \text{ sensor nodes})$, the reachability of the
The effect of node density on duty cycle adaptation for a high reachability

Figure 3-5: The average reachability of 300 sensor nodes

Sensor nodes with different duty cycles which are the same as in the earlier scenario. Figure 3-5 with the node density of 0.03 nodes/m$^2$ show even better results as the node density equals to 0.02 nodes/m$^2$.

Figure 3-6 shows for different network densities the reachability versus the duty cycle at T= 2 seconds. In this figure the network density changes from 0.005 nodes/m$^2$ (N=50) to 0.03 nodes/m$^2$ (N=300). In a sparse network that network density equals to 0.005 nodes/m$^2$ (N=50), the maximum reachability is less than 60% for a duty cycle equal to 1. With a network density of 0.01 nodes/m$^2$ (N=100) in combination with a duty cycle equal to 50% the maximum reachability that is obtained is around 60%. When the sensor node density changes to 0.02 nodes/m$^2$ (N=200) then a 30% duty cycle is enough and in a dense network with a density of 0.03 nodes/m$^2$ (N=300) the maximum reachability reaches 98%. From this figure it can be concluded that the duty cycle needs to be adapted to the node density present in a WSN. A smart choice for the duty cycle based on the sensor node density can save a large amount of energy.

In a WSN a sensor node that has a low duty cycle has a much more longer lifetime than a sensor with a high duty cycle. For operation in a WSN a low duty cycle means sensor nodes do not need to be active for a long time hence this conserves the energy consumption of the sensor nodes within a WSN. However if the sensor nodes density is too low, in other words the number of sensor nodes is small then the reachability does not include the entire WSN. This phenomenon depicts the necessity that the duty cycle has to be adapted to the network density. If the network density increases then the reachability also increases. For the same amount of reachability a higher sensor nodes density a lower duty cycle can be used and with a lower sensor nodes density a higher duty cycle needs to be used.
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Figure 3-6: The reachability for various node densities and for different duty cycles at $T = 2$ seconds.

3-4 The number of reached neighbors

The number of reached neighbors is defined as the number of nodes that received the broadcast packet from the source node within one cycle. The number of reached neighbors of the simulation for the first period is listed in this section. Here the active period of the source node has the same length of the active times of the receiving sensor nodes. With the source node positioned in the center of the field, the percentage of the number of the reached neighbors over the total number of the neighbors are listed in table 3-1. The total number of the deployed sensor nodes equals to 50 in this case and the maximum attainable number of sensor nodes within the transmission range for this scenario is 22 sensor nodes.

Table 3-2 lists ratio of the number of reached neighbors over the total number of neighbors that within the transmission range and from a total of 100 sensor nodes deployed in the field. Table 3-3 lists the percentage of the the number of reached neighbors over the total number of neighbors that within the transmission range and from a total of 200 sensor nodes deployed in the field.

Table 3-1, Table 3-2 and Table 3-3 show that with an increases of the duty cycle the number of the reached neighbors also increases within the transmission range. Figure 3-7 shows the number of reached neighbors versus the duty cycle for different network densities. From the results it can be seen that with a denser network the number of reached neighbors is larger and for the same number of reached neighbors only needs a lower duty cycle. For example, the desired number of reached neighbors should be 20
Table 3-1: The ratio of the number of reached neighbors over the total number of neighbors for a WSN with 50 sensor nodes

<table>
<thead>
<tr>
<th>duty cycle</th>
<th>percentage of the number of reached neighbors over the total number of neighbors</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>18%</td>
</tr>
<tr>
<td>20%</td>
<td>36%</td>
</tr>
<tr>
<td>30%</td>
<td>50%</td>
</tr>
<tr>
<td>40%</td>
<td>63%</td>
</tr>
<tr>
<td>50%</td>
<td>72%</td>
</tr>
<tr>
<td>60%</td>
<td>81%</td>
</tr>
<tr>
<td>70%</td>
<td>86%</td>
</tr>
<tr>
<td>80%</td>
<td>95%</td>
</tr>
<tr>
<td>90%</td>
<td>100%</td>
</tr>
<tr>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 3-2: The ratio of the number of reached neighbors over the total number of neighbors for a WSN with 100 sensor nodes

<table>
<thead>
<tr>
<th>duty cycle</th>
<th>percentage of the number of reached neighbors over the total number of neighbors</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>20%</td>
</tr>
<tr>
<td>20%</td>
<td>34%</td>
</tr>
<tr>
<td>30%</td>
<td>51%</td>
</tr>
<tr>
<td>40%</td>
<td>62%</td>
</tr>
<tr>
<td>50%</td>
<td>75%</td>
</tr>
<tr>
<td>60%</td>
<td>82%</td>
</tr>
<tr>
<td>70%</td>
<td>88%</td>
</tr>
<tr>
<td>80%</td>
<td>94%</td>
</tr>
<tr>
<td>90%</td>
<td>100%</td>
</tr>
<tr>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 3-3: The ratio of the number of reached neighbors over the total number of neighbors for a WSN with 200 sensor nodes

<table>
<thead>
<tr>
<th>duty cycle</th>
<th>percentage of the number of reached neighbors over the total number of neighbors</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>19%</td>
</tr>
<tr>
<td>20%</td>
<td>35%</td>
</tr>
<tr>
<td>30%</td>
<td>51%</td>
</tr>
<tr>
<td>40%</td>
<td>61%</td>
</tr>
<tr>
<td>50%</td>
<td>75%</td>
</tr>
<tr>
<td>60%</td>
<td>81%</td>
</tr>
<tr>
<td>70%</td>
<td>89%</td>
</tr>
<tr>
<td>80%</td>
<td>95%</td>
</tr>
<tr>
<td>90%</td>
<td>100%</td>
</tr>
<tr>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>
then in a sparse network with a density equal to 0.005 nodes/m² (N=50) the sensor nodes need a 80% duty cycle to reach this number. However in a dense network with
a node density equal to 0.02 nodes/m² (N=200) then a duty cycle less than 20% is enough to reach 20 nodes. This again shows that the duty cycle needs to be adapted to the network density.

Figure 3-8 shows the percentage of the number of the reached neighbors over the total number of neighbors for different sensor nodes density, it can be seen that the ratio versus different duty cycles overlaps for different node densities.

3-5 The effect of Preamble length on duty cycle

Preambles are an extra transmission period that come before the data transmission of a wireless signal, the length of the preamble can be varied and it depends on the density of the wireless network. Here it is denoted as $T_{\text{preamble}}$ and it should be smaller than one period of time interval $T = 1$ second. Due to the simplicity and no requirements of synchronization a preamble is appealing to WSNs. Before a source node transmits a packet, firstly it sends a preamble with a certain length to find the neighboring nodes which are active Then the packet is sent and the received sensor nodes rebroadcast the packet to other sensor nodes.

In the following sessions different lengths of the preamble are applied for duty cycle equals to 10%, 20%, 30% and 50%. Since the experiment of the first section has been shown that a high duty cycle which is above 50% has almost the same reachability as the duty cycle equals to 1. A long preamble length costs more energy for a transmitter, thus the chosen preamble length of 0.05, 0.1, 0.2, 0.3 and 0.4 is taken since these are relatively short. The same number of nodes $N = 50$, $N = 100$ and $N = 200$ is used and they are uniformly distributed in a 100m x 100m field. The source node is sensor node 1 and is also randomly placed in the topology.

Figure 3-9 shows the reachability with a 100 sensor nodes with a 10% duty cycle and a variable preamble lengths of 0.05, 0.1, 0.2, 0.3 and 0.4 plotted versus time. When the preamble equal to 0.4 the reachability reaches 94%, which means 94 % of the sensor nodes in the whole network are reached. It shows that the maximum reachability with different preambles ranges from 55% to 94% at T=10 seconds.

As mentioned in Chapter 2 the source node broadcasts the packet to the neighboring sensor nodes and before the broadcast will send the preamble. If the preambles overlaps with an active sensor nodes then the sensor nodes can receive the packet from the source node. The sensor nodes that received the packet will rebroadcast the packet in the next cycle. Figure 3-10 shows the reachability with 100 sensor nodes for a 20% duty cycle and a various preamble length of 0.05, 0.1, 0.2, 0.3 and 0.4 plotted versus time. Comparing Figure 3-10 with Figure 3-9 it can be seen that with a higher duty cycle the reachability increases faster and reaches a higher maximum value which ranges from 56% to 100% at T= 7 seconds compared to a range of 55 % to 94 % in Figure 3-11.

Figure 3-11 shows the reachability with 100 sensor nodes for a 30% duty cycle and a various preamble length of 0.05, 0.1, 0.2, 0.3 and 0.4 plotted versus time. With the higher duty cycle of 30% the reachability increases much faster and the reachability ranges already from 56% to 100% at T= 4 seconds. Figure 3-12 shows the reachability with a 100 sensor nodes for a 50% duty cycle and various a preamble lengths of...
Figure 3-9: The average reachability of 100 sensor nodes with various preamble lengths where $d = 0.1$

Figure 3-10: The average reachability of 100 sensor nodes with various preamble lengths where $d = 0.2$
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Figure 3-11: The average reachability of 100 sensor nodes with various preamble lengths where $d = 0.3$

Figure 3-12: The average reachability of 100 sensor nodes with various preamble lengths where $d = 0.5$
0.05, 0.1, 0.2, 0.3 and 0.4 plotted versus time. With a higher duty cycle of 50% the reachability is almost the same as in the situation for a 30% duty cycle since for both duty cycles the reachability ranges from 58% to 100% at T= 4 seconds. In this figure it can be seen that with a preamble length of 0.05 the reachability can maximal reach 65% of the whole network. When the preamble length is increased to 0.1 it still needs more than 8 seconds to reach the threshold which is a reachability of 90% of the whole network. For the preamble lengths larger than 0.2 it only needs around 3 seconds to reach 90% of the whole network. From it is show that for a larger preamble the desired reachability can be reached within less time.

Comparing Figure 3-9 to Figure 3-12 it shows that by increasing the duty cycle from 10% to 50% under the same conditions the reachability increases. It can also be concluded that for the same duty cycle the increase of the length of a preamble has the effect of a larger reachability to a certain attainable maximum. It also be seen that with a 100 sensor nodes and a node density of 0.01 nodes/m², the preamble length of 0.3 has almost the same effect as a preamble length larger than 0.4.

In Figure 3-9 a duty cycle of 0.1 and a preamble length of 0.4 was used opposed to the used duty cycle of 0.5 and preamble length of 0.2 in Figure 3-12. But in both cases the reachability reaches 94%. Thus the reachability can also reaches 94% with a duty cycle of 0.5 and a preamble of length 0.2 is used. This concludes that there is a energy trade off between the length of the preamble of a transmitter and the duty cycle of a receiver.

Figure 3-13 shows the reachability with 50 sensor nodes in combination with a 10% duty cycle and a various preamble length of 0.05, 0.1, 0.2, 0.3 and 0.4 plotted versus time.
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time. The reachability only reaches a maximum of 65%, which means that only 65% of the whole network is visited when the preamble equals to 0.4. The minimum reachability is only 14% with the preamble equal to 0.05.

Figure 3-14 and Figure 3-15 show the reachability with 50 sensor nodes for a 20% and 30% duty cycle with various preamble lengths plotted against time. In Figure 3-13 and Figure 3-15 the same network topology was used. In Figure 3-13 when the duty cycle is equal to 10% and a preamble length of 0.4 a reachability of 65% is achieved. In Figure 3-15 when the duty cycle equals to 30% and with a preamble length of 0.1 the reachability 65% is also obtained.

Figure 3-16 shows the reachability with 200 sensor nodes for a 20% duty cycle with various preamble lengths plotted versus time. From this figure it can be seen the reachability of the network is high with a longer preamble length. It can also be concluded that with a higher node density, the reachability with various preamble length also has higher reachability than compared to networks with a lower node density.

Figure 3-17 shows the necessary time in order to obtain a reachability of 80% of the whole network for two node densities with the duty cycle equal to 0.2 and where the preamble length ranges from 0.1 to 0.8. The time in order to reach 80% is plotted against different preamble lengths. The green line represents the sparse network with a node density equal to 0.01 nodes/m² and the blue line represents the dense network with a node density equal to 0.02 nodes/m². This shows that for the same amount of reachability, a dense network needs less time compared to the sparse network. It also shows that with the increase of the preamble length less time is needed to reach the desired reachability.

Figure 3-14: The average reachability of 50 sensor nodes with various preamble lengths where \(d = 0.2\)
Figure 3-15: The average reachability of 50 sensor nodes with various preamble lengths where $d = 0.3$

Figure 3-16: The average reachability of 200 sensor nodes with various preamble lengths where $d = 0.2$
Figure 3-17: Maximal time to reach 80% of the network with various node density for the duty cycle equals to 0.2

In Figure 3-18 the necessary time to reach 80% of the whole network is shown for two
node density with the duty cycle equal to 0.5 and again the same range of preamble lengths. Comparing this Figure 3-18 to Figure 3-17 it can be seen that the needed time to reach 80% of the network is shorter. The cause of this is the use of a larger duty cycle. It also shows the same effects of that in Figure 3-17 namely that with a larger preamble length or a denser network the needed time to reach the desired 80% of the network is shorter.

From these figures it can be concluded that in general with the growth of the preamble length the reachability increases for the same network topology. However the reachability from the source node to the sensor nodes is not only dependent on the preamble length but also dependent on the random deployment of the sensor nodes. Because sometimes the source node is in the corner of the field or there are few neighboring nodes within the transmission range of the source node. Though for the same network topology the number of sensor nodes that receive the packet from the source node always increase with the preamble length. Hence the simulations here are done for similar node deployment.

Another conclusion from this session is that a longer preamble does not necessarily has to lead to a higher reachability for the network. At one point an increase in the length of the preamble results in almost the same reachability. Meaning that for a long preamble a lower duty cycle can be used for the received sensor nodes. When the preamble is too long the energy consumption will increase but the gain in reachability is negligible. So there is a trade off between a long and a short preamble in combination with the trade off between the length of the duty cycle of the received sensor nodes. Because as seen before for a long preamble the duty cycle can become smaller for the same reachability and that for a large duty cycle the preamble length can become smaller and again the same reachability is achieved. From all the above it can be seen that the length of the preamble is also an important factor in choosing the duty cycle.

3-6 Validation of the Analytical model

In this section the analytical modeling was validated by using the matlab simulations and a number of 100 times matlab simulations are done. For the validation the following assumptions are made: within a 100m x 100m field a number of 50, 100 and 200 sensor nodes are randomly deployed, the maximum transmission range equals to 35 m and no collisions occur. The source node choses a random starting time between 0 and $T_{\text{period}}$ and the number of reached nodes shall be simulated for 10 periods of time. For the simulations a preamble length of 0.3s is chosen in combination with various duty cycles that range from 0.01 to 1. The simulation results from these scenarios are then compared to the expected values that originate from the analytical model for the given parameters.

Figure 3-19 shows the results from the analytical model versus the simulation results for a WSN with 50 sensor nodes. For various duty cycles the averaged number of reached neighbors is plotted. From this figure it can been that the analytical model is in the range of the simulation results and the averaged maximum reached sensor nodes is 21 sensor nodes.
Figure 3-19: Validation between the simulation results and analytical model for a WNS of 50 sensor nodes and preamble equals to 0.3s

Figure 3-20 shows the validation of the analytical mode versus the simulation results of a WSN of 100 sensor nodes as in the previous figure, the only difference is that the averaged maximum reached neighbors increases to 43 nodes. Again the analytical model seems to be within the range of the simulation results.

Finally in Figure 3-21 for a WSN with 200 sensor nodes the model is plotted against the simulation results, the averaged maximum reached neighbors is increased to 71 sensor nodes. From all the above it can be seen that the analytical model matches the matlab simulation results quite accurately, it was also shown that with the increases of the number of the sensor nodes, the number of the reached sensor nodes are also increased.

Figure 3-22 shows the results from the analytical model versus the simulation results with a various number of sensor nodes. With a node density of 0.005 $\text{nodes/m}^2$, 0.01 $\text{nodes/m}^2$ and 0.02 $\text{nodes/m}^2$. From this figure it can be seen that with an increase of the node density in the network, the number of reached neighbors also increases, but the ratio of the number of the reached neighbors over the total number of neighbors are the same.

Figure 3-23 shows the results from the analytical model and the simulation results of a WSN of 100 sensor nodes for different transmission ranges. The number of the reached neighbors versus various duty cycles is plotted. The transmission range varies from 20m, 35m and 50m, respectively. From this figure, with the increasing of the transmission range, the number of the reached neighbors also increases and the ratio of the number of the reached neighbors over the total number of neighbors keeps the same.

Figure 3-24 shows the results from the analytical model and simulation results for a WSN with 100 sensor nodes with different preamble lengths. The number of reached
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Figure 3-20: Validation between the simulation results and analytical model for a WNS of 100 sensor nodes and preamble equals to 0.3s

Figure 3-21: Validation between the simulation results and analytical model for a WNS of 200 sensor nodes and preamble equals to 0.3s
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Figure 3-22: Validation between the simulation results and analytical model for a WNS of various sensor nodes and preamble equals to 0.3s

Figure 3-23: Validation between the simulation results and analytical model for a WNS of various transmission range and 100 sensor nodes and preamble equals to 0.3s
neighbors versus the duty cycle, which ranged from 0.1 to 1, is plotted. The preamble length equals to 0.1s, 0.2s and 0.3s, respectively. This figure shows that with the increasing of the preamble length, the number of reached neighbors also increases, the ratio of the number of the reached neighbors over the total number of the neighbors increases with the increase of the preamble length.

Various node densities and the number of desirable received nodes is listed in table 3-4. The duty cycle can be calculated by using the analytical model for a given preamble. Based on the following assumptions for preamble length sensor node densities and desired number of received nodes that are made in table 3-4 below the duty cycle can be calculated:

In Figure 3-25 the preamble length versus the duty cycle is plotted where the above assumptions are made and the analytical model is used. This figure shows the relationship between the preamble and the duty cycle and that with an increases of the

<table>
<thead>
<tr>
<th>transmission range</th>
<th>node density</th>
<th>% of the reached neighbors</th>
<th>preamble length</th>
</tr>
</thead>
<tbody>
<tr>
<td>35m</td>
<td>0.005 nodes/m²</td>
<td>80%</td>
<td>0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8</td>
</tr>
<tr>
<td>35m</td>
<td>0.01 nodes/m²</td>
<td>80%</td>
<td>0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8</td>
</tr>
<tr>
<td>35m</td>
<td>0.02 nodes/m²</td>
<td>80%</td>
<td>0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8</td>
</tr>
</tbody>
</table>

Table 3-4: Assumed parameters in order to calculate the needed duty cycle
The needed duty cycle is calculated by using the analytical model and the earlier made assumptions above for the node densities 0.005 nodes/m², 0.01 nodes/m² and 0.02 nodes/m². Afterwards, the calculated duty cycle and preamble are used in matlab simulations. For example, in the case of 100 sensor nodes, a duty cycle of 0.6315 seconds and preamble length equal to 0.2 seconds are used in the matlab simulation. The obtained reachability will be compared to the reachability that was obtained with a duty cycle equal to 0.1315 seconds and preamble length equal to 0.7 seconds. In the analytical model these two scenarios should reproduce almost the same reachability. The following matlab simulations show if these two scenarios indeed reproduce the same reachability.

Figure 3-26 shows the average reachability of the two scenarios mentioned above for a WSN with a number of 50 sensor nodes, there is a small difference in the reachability between the two lines. Figure 3-27 shows the average reachability for a WSN with a number of 100 sensor nodes and Figure 3-28 shows the average reachability of the scenarios for a WSN with 200 sensor nodes. From these 3 figures it can be seen that almost the same reachability is achieved.
Figure 3-26: The average reachability for a WSN of 50 sensor nodes for a scenario with a total equal active time.

Figure 3-27: The average reachability for a WSN of 100 sensor nodes for a scenario with a total equal active time.
This chapter shows the effects of the sensor node density on the needed duty cycle in order to reach the same reachability. From the matlab simulations it can be concluded that when the network density increases then the reachability also increases for the same duty cycle. For the same amount of the reachability in combination with a higher sensor node density a lower duty cycle can be used and that within a shorter time the same reachability is reached. For a WNS with a lower sensor nodes density a higher duty cycle needs to be used and it may take a longer time to reach the same reachability. This indicates that the duty cycle needs to be adapted to the network density. In WSNs a sensor node with a low duty cycle has a much longer lifetime than a sensor with a high duty cycle. However, if the sensor nodes density is too low then the reachability does not include the entire WSN so making the duty cycle as low as possible does not work.

Besides the effects of the duty cycle, the preamble, if present, also plays an important role. With the increases of the preamble length, the reachability also increases for the same network topology. In order to reach the same amount of reachability in a shorter time a longer preamble length can be used. But the tradeoff is that a longer preamble length costs more energy of the transmitter. However, for a smaller preamble length a longer time is needed to reach the same reachability. For reaching the same amount of reachability in a dense network a smaller preamble length is needed. In contrary, in a sparse network a longer preamble length should be used.

In this chapter an analytical model was given which shows that the expected number of the received nodes is a function of the sensor node density $\lambda$ nodes/m$^2$, the trans-
mission range $R_m$, the preamble $p$ and the duty cycle $d$. If the effect of the preamble length, duty cycle and node density are neglected then in the case of an increase of the transmission range the number of reached neighbors also increases. Finally, the analytical model and the matlab simulation were validated, the analytical model is much closer to the simulation result. By increasing the node density, the variance decreases. Through the validation it can be seen that by increasing the duty cycle, the number of the reached neighbors always increases. Further effect that influence the number of reached neighbors are if the node density increases, or the transmission range increases, or the preamble length increases then the number of reached neighbors also increases. The percentage of the number of the reached neighbors over the total number of the neighbors keeps the same if the transmission range increases, or the node density increase. With the increase of the preamble the percentage of the number of the reached neighbors over the total number of the neighbors also increases. In short it can be said that for a WSN the same amount of reachability can be achieved by either using a smaller preamble length in combination with a larger duty cycle or a larger preamble length in combination with a smaller duty cycle.
4-1 The Density Estimation

Previous work about density estimation has been done by sharing the received power measurements from the neighboring nodes in [20]. Based on these collected measurements from the neighboring nodes, the maximum likelihood estimate (MLE) of the density $\lambda$ nodes/m$^2$ is computed. In this previous work two models are proposed, namely the individual density estimation and the cooperative density estimation. The result of [20] shows that cooperative density estimation has better accuracy with less variance than individual estimation. When nodes share received power measurements from neighboring nodes further away, the density estimation has even much better accuracy because of the further reduced variance. In this thesis work only the individual density estimation is used to adapt the duty cycle.

In the individual density estimation model, for each node the received power from $k^j$ neighboring nodes is collected to compute the estimate for $j=1, 2, 3, ..., n$. For a homogeneous network, each sensor node has the same following assumed parameter and it is listed in table 4-1. The antenna gains of the transmitting and receiving are equal to 1.

Since the path loss exponent equals to 2 in this scenario, according to the Friis transmission equation [33] in 4-1, the distance is known.

$$P_r = P_t \cdot G_t \cdot G_r \cdot \left(\frac{c}{f \cdot 4 \cdot \pi \cdot R}\right)^2$$

(4-1)

<table>
<thead>
<tr>
<th>Transmission power ($P_t$)</th>
<th>Frequency ($f$)</th>
<th>Path loss exponent ($\eta$)</th>
<th>Speed of light ($c$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 mW</td>
<td>900 MHz</td>
<td>2</td>
<td>$3.0 \cdot 10^8 m/s$</td>
</tr>
</tbody>
</table>

Table 4-1: The assumed parameters
In 4-1 \( C = (c/4\pi \cdot f) \) is a constant. Then the received power \( P_r \) is:

\[
P_r = P_t \cdot G_t \cdot G_r \cdot \left( \frac{c}{f \cdot 4 \cdot \pi \cdot R} \right)^2 = P_t C \left( \frac{1}{R} \right)^2, \tag{4-2}
\]

The MLE of the density \( \hat{\lambda} \) is written in 4-3 [20]:

\[
\hat{\lambda} = \frac{K}{\pi \sum_{j=1}^{n} (R^2)} = \frac{K}{\pi \sum_{j=1}^{n} \left( \frac{P_r}{P_t C} \right)^{-1}}, \tag{4-3}
\]

where \( K = \sum_{j=1}^{n} k_j \), \( k \) represents the number of nearest neighbors and the denominator represents the areas of circles. Since \( \hat{\lambda} \) is biased, then the estimated density can be written in 4-4 [20]:

\[
\hat{\lambda} = \frac{K - 1}{\pi \sum_{j=1}^{n} \left( \frac{P_r}{P_t C} \right)^{-1}}. \tag{4-4}
\]

### 4-2 Comparing with the fixed duty cycle

#### 4-2-1 The Reachability

In this section the adapted duty cycle for each sensor node is calculated based on the individual estimated density. Instead of fixed duty cycle for all the sensor nodes, the adapted duty cycle for each sensor node is used. The preamble length assumed to be 0.1 s and for this scenario there are 9 neighbors can be reached. In Figure 4-1 the reachability for 50 sensor nodes is plotted versus simulation time by using the adapted duty cycle, a low fixed duty cycle of 0.1 and a high fixed duty cycle of 0.9. This figure shows that the adapted duty cycle has almost the same reachability with the fixed duty cycle which equals to 0.9, both of them reached maximal reachability at the same time. However, the averaged adapted duty cycle is only 0.35. The reachability of a fixed duty cycle which is equal to 0.1 has the lowest reachability and at \( T=10 \) seconds it reaches its maximum reachability of 46% of the whole network. But for the adapted duty cycle and a fixed duty cycle equals to 0.9 the reachability reaches 96% at \( T=4 \) seconds. In Figure 4-2 the reachability is plotted versus the simulation time, in this figure it is assumed that there are 16 neighbors are reached. The other simulation parameters are all the same as in the previous simulation. In this case the averaged adapted duty cycle equals to 0.76 which almost overlaps with the fixed duty cycle of 0.9. This shows that with a higher number of desirable received node, a higher duty cycle is needed. In Figure 4-3 the reachability for various duty cycles versus the simulation time in combination with 100 sensor nodes is plotted. It is assumed that there are 16 neighbors are reached. and the preamble length equals to 0.1s. The averaged adapted duty cycle equals to 0.32 which has the same reachability as the fixed 0.9 duty cycle. In a dense network for the same amount of expected received nodes a smaller preamble is needed and has almost the same reachability as in the sparse network.

For the simulation plotted in Figure 4-4 the preamble length equals to 0.1s and there are 200 sensor nodes are deployed in the field. It is assumed that there are 32 neighbors
Figure 4-1: The averaged reachability of 50 sensor nodes with various duty cycle, where preamble length=0.1s, 9 neighbors can be reached.

Figure 4-2: The averaged reachability of 50 sensor nodes for various duty cycles, where preamble length=0.1s, 15 neighbors can be reached.
Figure 4-3: The averaged reachability of 100 sensor nodes for various duty cycles, where preamble length=0.1s, 16 neighbors can be reached.

Figure 4-4: The averaged reachability of 200 sensor nodes for various duty cycles, where preamble length=0.1s, 32 neighbors can be reached.
can be reached. Therefore, the averaged adapted duty cycle is 0.31, but the reachability is almost the same as with a 0.9 duty cycle. This shows that with a denser network, a higher node density, there are more nodes reachable. This shows that the adapted duty cycle reaches the same reachability as with a fixed 90% duty cycle at the same time, for a dense network the number of reached node are increased for each sensor node. The node density estimation has an important role in the network, the optimal attainable reachability can be achieved by using an density adaptive sleep scheduling.

### 4-2-2 The Energy Consumption

In the previous section the reachability of various duty cycles was plotted versus the simulation time and it was shown that the adapted duty cycle has almost the same reachability as in the case of a fixed duty cycle of 0.9, which means that the sensor node is almost active all the time. Nevertheless this consumes too much energy so in this section the energy consumption difference of the active period between the adapted duty cycle and a fixed 0.9 duty cycle is compared. Since both of the protocols have almost the same reachability this means that the total number of transmitting nodes are almost the same. The receiving nodes with a larger duty cycle which have a even greater chance to receive the packets consume even more energy. Thus the energy for transmitting and receiving/processing of the transmitted data is not considered in this section. The energy consumption in sleeping is very small, so it is neglected in this scenario. Only the energy consumption when a node is active was taken into account which is 12 mW [27].

Figure 4-5 shows the activated energy consumption difference between the adapted duty cycle and the fixed 90% duty cycle for 50 sensor nodes in order to reach 8 desirable nodes for each node. This figure only compares the energy consumption difference for these two mentioned duty cycles. Because both of them achieved almost the same amount of reachability at the same time although a fixed duty cycle of 10% uses even less energy, the obtained reachability is not the same compared to the 90% duty cycle. Thus only the energy consumption of the adapted duty cycle and the 90% duty cycle is compared. The result shows that the adapted duty cycle reduces the activated energy consumption by 61%. Since the adapted duty cycle is smaller than the 90% duty cycle, so the receiving power consumption is also smaller than that of the 90% duty cycle.

Figure 4-6 shows the activated energy consumption difference between the adapted duty cycle and a fixed 90% duty cycle for 50 sensor nodes in order to reach 12 desirable received nodes for each sensor node. This shows that the activated energy consumption is reduced by 15%.

Figure 4-7 shows the energy consumption difference between the adapted duty cycle and a fixed 90% duty cycle for 100 sensor nodes in order to reach 12 desirable nodes for each node. The activated energy consumption is reduced by 61% . It can be seen that for a dense network and for the same number of desirable received nodes for each sensor node that in the dense network the energy consumption for each node is less than that of the sparser network. It can be concluded that for the same amount of reachability a WSN with a high density network the lifetime is longer.
Figure 4-5: The energy consumption of 50 sensor nodes with various duty cycle to reach 8 desirable neighbors.

Figure 4-6: The energy consumption of 50 sensor nodes with various duty cycles to reach 12 desirable neighbors.
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Figure 4-7: The energy consumption of 100 sensor nodes with various duty cycles

![Figure 4-7](image1)

Figure 4-8: The energy consumption difference between the adapted duty cycle and a fixed 90% duty cycle for 200 sensor nodes in order to reach 60 desirable nodes

![Figure 4-8](image2)
for each node. The activated energy consumption is reduced by 61%.
In summary, by using the density adaptive sleep scheduling for the same amount of reachability, the energy consumption can be reduced. The energy consumption for each node can also be reduced by increasing the node density in the network. These two ways can both extend the network lifetime.

4-3 Comparing with the neighborhood discovery density estimation

There are few models to estimate the network density, one of them is based on the received power strength (RSS) which is introduced in the first section, besides this model there is also the neighborhood discovery model which is also one of the popular models to estimate the network density. The density estimation of the neighborhood discovery model can also be used to adapt the duty cycle [14]. The formula for the adapted duty cycle in [14] is written as:

$$d(t) = d_0 \left( \frac{1}{N(t) + 1} \right)$$  \hspace{1cm} \text{(4-5)}

$d_0$ is constant which equals to 0.5, $N(t)$ is the number of the neighboring sensor nodes. The needed duty cycle for each sensor node is calculated. With the increase of the number of neighboring sensor nodes, the duty cycle is very small. The reachability by using this adapted duty cycle is compared with the duty cycle which is proposed in this work. For each sensor node there are 40% neighbors can be reached.

Figure 4-9 shows the reachability versus the simulation time for a WSN with 50 sensor nodes in the field. From this figure it can be seen that the reachability in combination with the adapted duty cycle by using neighborhood discovery is lower than the reachability in the case of the adapted duty cycle in combination with RSS based density estimation. The preamble length of 0.1s was used in this simulation.

Figure 4-10 shows the reachability versus the simulation time for a WSN with 100 sensor nodes in the field. From this figure it can be seen that the reachability in combination with the adapted duty cycle by using RSS based density estimation is larger than the reachability in the case of the adapted duty cycle by using neighborhood discovery. The preamble length of 0.1s was used in this simulation.

Figure 4-11 shows the reachability versus simulation time for a WSN with 200 sensor nodes in the field. From this figure it can be seen that the reachability in combination with the adapted duty cycle by using RSS based density estimation is larger than the reachability in the case of the adapted duty cycle by using neighborhood discovery. The preamble length of 0.1s is used in this simulation.

From this comparison it can be concluded that the adapted duty cycle by using RSS based density estimation has a much better reachability, it does not matter if it is in a dense network or in a sparse network. The method with RSS based density estimation uses a larger duty cycle, thus it consumes more energy than the other model. The adapted duty cycle by using neighborhood discovery density estimation has a better reachability in the sparse network than in the dense network. Therefore, there is a trade off between these two models. It depends on what the purpose of the network is.
Figure 4-9: The comparison of the averaged reachability for 50 sensor nodes between the adapted duty cycle by using RSS and the adapted duty cycle by using neighborhood discovery, preamble length = 0.1s

Figure 4-10: The comparison of the averaged reachability for 100 sensor nodes between the adapted duty cycle by using RSS and the adapted duty cycle by using neighborhood discovery, preamble length = 0.1s
if the reachability is more important than energy conservation then the model proposed in this work should be applied.

In order to avoid the collision problem, it is assumed that there is only one neighbor can be reached for each sensor node. Based on this assumption, the reachability versus simulation time for 50 sensor nodes are plotted in Figure 4-12. It is can be seen that the reachability in combination with the adapted duty cycle by using RSS based density estimation is two times more than the reachability in the case of the adapted duty cycle by using neighborhood discovery. The preamble length is 0.005s in this simulation.

4-4 Conclusion

In this chapter the proposed adapted duty cycle is first compared with the fixed duty cycle and afterwards it was compared with the adapted duty cycle in combination with using neighborhood discovery density estimation. From the first comparison it shows that the adapted duty cycle has almost the same reachability as the 90% fixed duty cycle however it consumes less energy than the 90% duty cycle. Although the 10% duty cycle consumes even less energy, the reachability is incomparable with the reachability of the adapted duty cycle since it is much lower. Not only the duty cycle but also the preamble length can be reduced by increasing the node density and still maintaining the same amount of reachability.

From the second comparison it can be seen that the proposed model has a much better
reachability than the other method. There is also a trade off between the reachability and the energy consumption, if the energy consumption is more desirable then model [14] is preferred. Otherwise the model proposed in this work should be used, it gives a high reachability within a short time.

Figure 4-12: The comparison of the averaged reachability between the adapted duty cycle by using RSS and the adapted duty cycle by using neighborhood discovery, preamble length = 0.005s, only one neighbor can be reached.
5-1 Conclusion

In a WSN it is not necessary for each sensor node to be active all the time so in this work an asynchronous sleep scheduling is proposed by using an adapted duty cycle where the duty cycle is based on the RSS density estimation for each sensor node. In this work it shows that the effects of the sensor node density on the needed duty cycle in order to reach the same reachability. From Chapter 3 it was concluded that with the increases of the duty cycle, the reachability also increases. When the network density increases then the reachability also increases for the same duty cycle. For the same amount of reachability in combination with a higher sensor node density a lower duty cycle can be used and within a shorter time. However, for a WSN with a lower sensor node density a higher duty cycle is needed and it may take a longer time to reach the same reachability. This indicated that the duty cycle needs to be adapted to the network density.

Besides the effects of the duty cycle, the preamble also plays an important role. From the simulation results it can be seen that with the increase of the preamble length, the reachability also increases for the same network typology. In order to reach the same amount of reachability in a shorter time a longer preamble can be used. But the trade off is that a longer preamble length costs more energy of the transmitter. However, a smaller preamble length needs a longer time to reach the same reachability. For reaching the same amount of reachability in a dense network a smaller preamble length is needed. In contrary, in a sparse network a longer preamble length should be used.

Based on the effects described above an analytical model was given which shows that the expected number of the received nodes is a function of the sensor node density $\lambda$ nodes/m$^2$, the transmission range $R$ m, the preamble $p$ and the duty cycle $d$.

Through the validation it can be seen that the analytical model and matlab simulation matches to each other. It can be concluded that by increasing the duty cycle, the number of the reached nodes always increases. Further effects that influence the number of
the reached nodes are if the node density increases, or the transmission range increases, or the preamble length increases then the number of the reached nodes also increases. The percentage of the number of the reached neighbors over the total number of the neighbors keeps the same if the transmission range increases, or the node density increase. With the increase of the preamble the percentage of the number of the reached neighbors over the total number of the neighbors also increases. It was also proved that for a WSN the same amount of reachability can be achieved by either using a smaller preamble length in combination with a larger duty cycle or a larger preamble length in combination with a smaller duty cycle.

Finally the proposed duty cycle is compared with the fixed duty cycle and the adapted duty cycle in combination with using neighborhood discovery density estimation. From the first comparison it shows that the adapted duty cycle has almost the same reachability as the 90% fixed duty cycle however it consumes less energy than the 90% duty cycle. Although the 10% duty cycle consumes even less energy, the reachability is incomparable with the reachability of the adapted duty cycle since it is much lower. Not only the duty cycle but also the preamble length can be reduced by increasing the node density and still maintaining the same amount of reachability.

From the second comparison it can be seen that the proposed model has a much better reachability than the other method. There is also a trade off between the reachability and the energy consumption, if the energy consumption is more desirable then model [14] is preferred. Otherwise the model proposed in this work should be used, it gives a high reachability within a short time.

5-2 Future work

Possible future works concerning extensions or improvements for the adapted duty cycle algorithm based on the RSS density estimation of each sensor node can be:

- Since cooperative density estimation has less variance, the cooperative density estimation can be simulated to adapt the duty cycle.
- Collision detection.
- Energy consumption can be simulated.
- Path loss exponent can be changed from 3 to 6, consider the shadowing effect, multi-path effect, etc.
- A real life application can be implemented.
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