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Abstract. A monomial chaos approach is presented for efficient uncertainty quantification in nonlinear computational problems. Propagating uncertainty through nonlinear equations can be computationally intensive for existing uncertainty quantification methods. It usually results in a set of nonlinear equations which can be coupled. The proposed monomial chaos approach employs a polynomial chaos expansion with monomials as basis functions. The expansion coefficients are solved for using differentiation of the governing equations, instead of a Galerkin projection. This results in a decoupled set of linear equations even for problems involving polynomial nonlinearities. This reduces the computational work per additional polynomial chaos order to the equivalence of a single Newton iteration. Error estimates are derived, and monomial chaos is applied to uncertainty quantification of the Burgers equation and a two-dimensional boundary layer flow problem. The results are compared with results of the Monte Carlo method, the perturbation method, the Galerkin polynomial chaos method, and a nonintrusive polynomial chaos method.

Key words. uncertainty quantification, polynomial chaos, computational fluid dynamics, nondeterministic approaches

AMS subject classifications. 65C20, 65C30, 65N30

DOI. 10.1137/06067287X

1. Introduction. In practical computational problems, physical parameters and boundary conditions are often subject to uncertainty. Until recently, these physical uncertainties were usually neglected, which resulted in a single deterministic run for the mean values of the uncertain parameters. Nowadays, such a deterministic simulation is no longer adequate for reliable computational predictions. Therefore, there has recently been a growing interest in accounting for physical uncertainties in computational problems [4].

Modeling uncertainty has been common in computational structure mechanics for some time now [15]. Uncertainty analysis in computational fluid dynamics is relatively new [12, 19, 24]. An important characteristic of problems in fluid dynamics is that they are governed by a system of nonlinear partial differential equations. The discretization of these equations for realistic flows results in computational problems involving millions of unknowns. This makes deterministic computational fluid dynamics already computationally intensive. Therefore, it is important to apply uncertainty quantification methods which can deal with the nonlinearities in an efficient way. By developing efficient methods, uncertainty quantification can become economically feasible in practical flow problems.

Physical problems are usually described mathematically in terms of differential equations. The uncertainty in these problems can often be modeled by parametric uncertainties. Therefore, parametric uncertainty is considered in a physical model...
described by the following differential equation for $u(x,t,\omega)$ with operator $L$ and source term $S$:

\begin{equation}
L(x,t,\alpha(\omega); u(x,t,\omega)) = S(x,t,\alpha(\omega)), \quad x \in D, \ t \in [0,T],
\end{equation}

with appropriate initial and boundary conditions and $\alpha(\omega)$ an uncertain parameter with a known uncertainty distribution. The argument $\omega$ is used to emphasize the fact that an uncertain variable is a function of the random event $\omega \in \Omega$ of the probability space $(\Omega, \sigma, P)$. Equation (1.1) is an uncertainty quantification problem for the uncertain variable $u(x,t,\omega)$. Below, four widely used uncertainty quantification methods are briefly reviewed for comparison with the proposed monomial chaos approach: the Monte Carlo method, the perturbation method [10], the Galerkin polynomial chaos method [3], and a nonintrusive polynomial chaos method [9]. For simplicity, the methods are reviewed for the case of a single uncertain parameter $\alpha(\omega)$. They all have extensions to higher dimensions.

**The Monte Carlo method.** A robust approach to solving (1.1) is the Monte Carlo method. It is based on solving the deterministic problem multiple times for a set of $N$ realizations of the uncertain parameter $\{\alpha_k\}_{k=1}^N$ with $\alpha_k \equiv \alpha(\omega_k)$,

\begin{equation}
L(x,t,\alpha_k; u_k(x,t)) = S(x,t,\alpha_k), \quad k = 1, \ldots, N,
\end{equation}

with $u_k(x,t) \equiv u(x,t,\omega_k)$. The stochastic properties of the output can be obtained from the set of $N$ realizations of the uncertain variable $\{u_k(x,t)\}_{k=1}^N$. Due to the slow convergence rate, the standard Monte Carlo approach can be impractical when solving a single deterministic problem already involving a large amount of computational work. Methods exist to improve the convergence rate of standard Monte Carlo, such as Latin-hypercube sampling and variance reduction techniques; see, for example, [6].

**The perturbation method.** A fast method for determining low-order statistics is the perturbation method (also called the moment method) [7, 10, 16]. It has recently been applied to problems in computational fluid dynamics [12, 17]. In the perturbation method the statistical moments of the output are expanded around the expected value of the uncertain parameter using Taylor series expansions. These expansions are usually truncated at second order, since for higher orders the equations become extremely complicated [3, 10]. The second-order estimate of the mean value is given by [10] as

\begin{equation}
\mathbb{E}[u(x,t,\omega)] \approx u(x,t,\omega) \bigg|_{\alpha=\mu_\alpha} + \frac{1}{2} \operatorname{Var}(\alpha(\omega)) \frac{\partial^2 u}{\partial \alpha^2} \bigg|_{\alpha=\mu_\alpha},
\end{equation}

with $\mu_\alpha \equiv \mathbb{E}[\alpha(\omega)]$. For the first-order approximation, this relation reduces to $\mathbb{E}[u(x,t,\omega)] \approx u(x,t,\omega)|_{\mu_\alpha}$. The first-order estimate of the variance is given as

\begin{equation}
\operatorname{Var}[u(x,t,\omega)] \approx \left( \frac{\partial u}{\partial \alpha} \bigg|_{\alpha=\mu_\alpha} \right)^2 \operatorname{Var}[\alpha(\omega)].
\end{equation}

The moment approximations require the computation of the first and second sensitivity derivatives of the solution $u(x,t,\omega)$ with respect to the uncertain parameter $\alpha(\omega)$ for $\alpha(\omega) = \mu_\alpha$. A method for evaluating these sensitivity derivatives is the continuous sensitivity equation method [7, 16]. In the continuous sensitivity equation method a differential equation for the $i$th sensitivity derivative $\frac{\partial^i u}{\partial \alpha^i}|_{\mu_\alpha}$ is obtained by implicit
differentiation of the governing equation (1.1) with respect to \( \alpha \) for \( \alpha(\omega) = \mu_\alpha \). The resulting equation is called the \( i \)th continuous sensitivity equation

\[
(1.5) \quad \frac{\partial^i}{\partial \alpha^i} \mathcal{L}(x, t, \alpha(\omega); u(x, t, \omega)) \bigg|_{\mu_\alpha} = \frac{\partial^i}{\partial \alpha^i} S(x, t, \alpha(\omega)) \bigg|_{\mu_\alpha}.
\]

The application of the perturbation method is limited to low-order approximations for small perturbations, i.e., inputs with a small variance. Furthermore, the method cannot readily be extended to compute the probability distribution function of the response process [3, 10].

The Galerkin polynomial chaos method. A method that is not limited to low-order statistics and small perturbations is the polynomial chaos expansion introduced by Ghanem and Spanos [3]. The method has recently been applied to computational fluid dynamics [19, 24]. The polynomial chaos expansion is a polynomial expansion of orthogonal polynomials in terms of random variables to approximate the uncertainty distribution of the output. The method is based on the homogeneous chaos theory of Wiener [21]. The homogeneous polynomial chaos expansion, which is based on Hermite polynomials and Gaussian random variables, can approximate any functional in \( L_2(C) \) and converges in the \( L_2(C) \) sense [2]. It can achieve an exponential convergence rate for Gaussian input distributions due to the orthogonality of the Hermite polynomials with respect to the Gaussian measure. The exponential convergence has been extended to other input distributions by employing other basis polynomials [20, 22, 23]. The expansion coefficients are determined in the context of a stochastic finite element approach by using a Galerkin projection in probability space. The polynomial chaos expansions of the uncertain input parameter \( \alpha(\omega) \) and the uncertain solution \( u(x, t, \omega) \) are

\[
(1.6) \quad \alpha(\omega) = \sum_{j=0}^{1} \alpha_j \Phi_j(\xi(\omega)), \quad u(x, t, \omega) = \sum_{i=0}^{\infty} u_i(x, t) \Phi_i(\xi(\omega)),
\]

where \( \{\Phi_i(\xi)\}_{i=0}^{\infty} \) is a set of orthogonal polynomials and the random variable \( \xi(\omega) \) is given by a linear transformation of \( \alpha(\omega) \) to an appropriate standard domain, i.e. \([-1, 1]\), \([0, \infty)\), or \((-\infty, \infty)\). Due to this linear transformation the polynomial chaos expansion of \( \alpha(\omega) \) in (1.6) is exact within the first two terms. For the numerical implementation the polynomial chaos expansion for \( u(x, t, \omega) \) in (1.6) is truncated to \((p+1)\) terms, where \( p \) is the polynomial chaos order of the approximation. Substituting the truncated expansions into (1.1) and performing a Galerkin projection onto each polynomial basis \( \{\Phi_i(\xi)\}_{i=0}^{p} \) results in a coupled set of \((p+1)\) deterministic equations

\[
(1.7) \quad \left\langle \mathcal{L} \left( x, t, \sum_{j=0}^{p} \alpha_j \Phi_j; \sum_{i=0}^{1} u_i \Phi_i \right), \Phi_k \right\rangle = \left\langle S \left( x, t, \sum_{j=0}^{1} \alpha_j \Phi_j \right), \Phi_k \right\rangle
\]

for \( k = 0, 1, \ldots, p \). This system of equations can be solved using standard iterative methods [5]. The Galerkin polynomial chaos method can be intrusive to implement and computationally intensive to solve, due to the coupled set of equations (1.7).

A nonintrusive polynomial chaos method. To avoid solving a coupled set of equations, a nonintrusive polynomial chaos method can be used. It approximates the polynomial chaos coefficients by solving a series of deterministic problems. An example of a nonintrusive polynomial chaos method is the method of Hosder and
Walters (see [9, 18]). The polynomial chaos expansion coefficients \( \{u_k(x,t)\}_{k=0}^p \) in (1.6) are approximated by evaluating the deterministic problem at \((p + 1)\) points in random space \( \{\xi_k\}_{k=0}^p \) with \( \xi_k \equiv \xi(\omega_k) \),

\[
\mathcal{L}(x,t,\alpha_k; u^*_k(x,t)) = S(x,t,\alpha_k), \quad k = 0, 1, \ldots, p,
\]

(1.8)

where \( u^*_k(x,t) \) is the realization of \( u(x,t,\omega) \) for \( \alpha(\omega) = \alpha_k \). The polynomial chaos coefficients \( \{u_k(x,t)\}_{k=0}^p \) are then approximated by the following relatively small linear system:

\[
\begin{pmatrix}
\Phi_0(\xi_0) & \Phi_1(\xi_0) & \cdots & \Phi_p(\xi_0) \\
\Phi_0(\xi_1) & \Phi_1(\xi_1) & \cdots & \Phi_p(\xi_1) \\
\vdots & \vdots & \ddots & \vdots \\
\Phi_0(\xi_p) & \Phi_1(\xi_p) & \cdots & \Phi_p(\xi_p)
\end{pmatrix}
\begin{pmatrix}
u_0(x,t) \\
u_1(x,t) \\
\vdots \\
u_p(x,t)
\end{pmatrix}
= 
\begin{pmatrix}
u^*_0(x,t) \\
u^*_1(x,t) \\
\vdots \\
u^*_p(x,t)
\end{pmatrix},
\]

(1.9)

which can be solved using a single LU decomposition. This nonintrusive polynomial chaos method can be shown to converge to the Galerkin polynomial chaos expansion coefficients under certain conditions [9]. As for the Monte Carlo method (1.2), nonintrusive polynomial chaos results in a set of equations (1.8) which coincide with the deterministic problem for varying parameter values. However, the number of deterministic evaluations can be orders of magnitude smaller than for a standard Monte Carlo simulation due to the combination with the polynomial chaos expansion.

Compared to solving the problem deterministically, using a nonintrusive polynomial chaos method results in a multiplication of computational work by a factor \((p + 1)\). For computationally very intensive problems this increase of computational work can be a major drawback for the application of uncertainty quantification. Consider, for example, practical applications of nonlinear computational fluid dynamics in time dependent problems involving complex geometries. These deterministic problems can already take weeks or even longer to solve. An increase of this amount of computational work by a factor \((p + 1)\) is significant. Especially in iterative design processes of industrial applications this can make uncertainty quantification impractical. On the other hand, uncertainty quantification is in these cases essential for robust design optimization. Therefore, there is a need for a further reduction of the computational costs of uncertainty quantification methods.

In this paper, a monomial chaos approach is proposed to reduce the costs of uncertainty quantification in computationally intensive nonlinear problems. The method employs the polynomial chaos expansion with monomials as basis functions. The monomial chaos expansion coefficients are solved for using differentiation of the governing equations, instead of a Galerkin projection. This results in a decoupled set of linear equations even for problems involving polynomial nonlinearities. This reduces the computational work per additional polynomial chaos order to the equivalence of a single Newton iteration. Therefore, monomial chaos can be a computationally efficient alternative for existing uncertainty quantification methods in nonlinear problems. The monomial chaos approach is introduced in this paper for one uncertain input parameter to demonstrate the properties of the method and to make a basic comparison with other uncertainty quantification methods. The extension of monomial chaos to multiple uncertain parameters and random fields is briefly addressed.

The paper is organized as follows. The monomial chaos is introduced and error estimates derived in section 2. In section 3 the monomial chaos is applied to
the Burgers equation to demonstrate the properties of the proposed approach for a standard nonlinear advection-diffusion test problem in one dimension. The results are compared with results of the perturbation method, the Galerkin polynomial chaos method, and the nonintrusive polynomial chaos method in section 4. In section 5 the monomial chaos is applied to a two-dimensional boundary layer flow problem as an example of a standard nonlinear test problem from two-dimensional incompressible fluid dynamics. In section 6 the conclusions are summarized.

2. The monomial chaos approach. In this section the monomial chaos approach is proposed. In section 2.1 the monomial chaos approach is introduced in general as applied to (1.1). Error estimates are given in section 2.2.

2.1. The monomial chaos formulation. The monomial chaos approach employs a polynomial chaos expansion with monomials as basis functions to determine the uncertainty distribution of the output. The equations for the monomial chaos expansion coefficients are obtained by differentiating the deterministic equation with respect to the uncertain input parameter. This results in a decoupled set of \((p + 1)\) equations for the \((p + 1)\) coefficients of a \(p\)th-order monomial chaos expansion, in which each equation solves for a monomial chaos coefficient sequentially. Due to the product rule the differentiation of the governing equations also results in a set of linear equations even for problems involving polynomial nonlinearities. This reduces the additional computational work per polynomial chaos order to the equivalence of a single Newton iteration. Therefore, monomial chaos can be an efficient alternative for uncertainty quantification in computationally intensive nonlinear problems.

Consider the application of monomial chaos to a physical model involving polynomial nonlinearities and parametric uncertainty given by (1.1),

\[
L(x, t, \alpha(\omega); u(x, t, \omega)) = S(x, t, \alpha(\omega)).
\]

The uncertain parameter \(\alpha(\omega)\) and the solution \(u(x, t, \omega)\) are expanded into a polynomial chaos expansion

\[
\alpha(\omega) = \sum_{j=0}^{1} \alpha_j \Psi_j(\xi(\omega)), \quad u(x, t, \omega) = \sum_{i=0}^{\infty} u_i(x, t) \Psi_i(\xi(\omega)),
\]

where the random variable \(\xi(\omega)\) is given by a linear transformation of the uncertain input parameter \(\alpha(\omega)\) to an appropriate standard domain, i.e., \([-1, 1]\), \([0, \infty)\), or \((-\infty, \infty)\) [23]. Due to this linear transformation the polynomial chaos expansion of \(\alpha(\omega)\) in (2.1) is exact within the first two terms. In the monomial chaos the basis polynomials \(\{\Psi_i(\xi)\}_{i=0}^{\infty}\) are monomials around \(\xi(\omega) = \mu_\xi\) with \(\mu_\xi \equiv E[\xi(\omega)]:

\[
\Psi_i(\xi(\omega)) = (\xi(\omega) - \mu_\xi)^i, \quad i = 0, 1, \ldots.
\]

These monomials are chosen as basis functions because they satisfy the property

\[
\frac{d^j \Psi_i}{d \xi^j}\bigg|_{\xi=\mu_\xi} = \begin{cases} 
  i! & i = j, \\
  0 & i \neq j,
\end{cases}
\]

which says that taking the \(j\)th derivative of the monomials \(\{\Psi_i(\xi)\}_{i=0}^{\infty}\) with respect to \(\xi\) at \(\xi(\omega) = \mu_\xi\) results in a nonzero term for \(i = j\) only. This property of monomials results in the decoupled set of equations for the monomial chaos coefficients \(\{u_i(x, t)\}\).
Substitution of the monomial chaos expansions (2.1) with (2.2) into the governing equation (1.1) results in

\[(2.4) \quad L \left( x, t, \sum_{j=0}^{1} \alpha_j \Psi_j(\xi); \sum_{i=0}^{\infty} u_i(x, t) \Psi_i(\xi) \right) = S \left( x, t, \sum_{j=0}^{1} \alpha_j \Psi_j(\xi) \right). \]

To obtain a set of equations for the expansion coefficients of the solution \(\{u_i(x, t)\}\), (2.4) is differentiated with respect to \(\xi\) for \(\xi(\omega) = \mu_\xi\). Taking the \(k\)th derivative of (2.4) results in an equation for the \(k\)th expansion coefficient \(u_k(x, t)\),

\[
\left. \frac{\partial^k}{\partial \xi^k} L \left( x, t, \sum_{j=0}^{1} \alpha_j \Psi_j(\xi); \sum_{i=0}^{\infty} u_i(x, t) \Psi_i(\xi) \right) \right|_{\xi=\mu_\xi} = \left. \frac{\partial^k}{\partial \xi^k} S \left( x, t, \sum_{j=0}^{1} \alpha_j \Psi_j(\xi) \right) \right|_{\xi=\mu_\xi} 
\]

for \(k = 0, 1, \ldots\). This set of equations can be discretized using standard discretization techniques [8]. Due to the combination of differentiation of (2.4) and property (2.3), all higher-order coefficients \(\{u_i(x, t)\}_{i=k+1}^{\infty}\) drop out of the equation, which results in a decoupled set of equations for \(u_k(x, t)\) in terms of \(\{u_i(x, t)\}_{i=0}^{k-1}\). This is illustrated in section 3 where the monomial chaos is applied to the Burgers equation. Furthermore, the decoupled set of equations (2.5) is linear in \(u_k(x, t)\) due to the product rule in differentiation, even if the governing equation (1.1) contains polynomial nonlinearities (except for \(k = 0\)). The equation for \(k = 0\) coincides with the deterministic problem for the expected value of the uncertain parameter \(\mu_\alpha\). For nonlinear problems solved using Newton linearization, the additional computational work per polynomial chaos order is proportional to one Newton iteration.

A \(p\)th-order monomial chaos approximation of the solution \(u(x, t, \omega)\) is given by truncating the monomial chaos expansion for \(u(x, t, \omega)\) in (2.1) at \(p\). The monomial chaos coefficients \(\{\alpha_j\}_{j=0}^{1}\) of the uncertain parameter \(\alpha(\omega)\) with a known uncertainty distribution can be determined by differentiating the monomial chaos expansion for \(\alpha(\omega)\) in (2.1) with respect to \(\xi\) for \(\xi(\omega) = \mu_\xi\), which results, using property (2.3), in

\[
(2.6) \quad \alpha_j = \frac{1}{j!} \left. \frac{d^j \alpha}{d \xi^j} \right|_{\xi=\mu_\xi}, \quad j = 0, 1, \]

where \(\frac{d^j \alpha}{d \xi^j}|_{\mu_\xi}\) is known and \(\alpha_0 = \mu_\alpha\).

Equations (2.5) are similar to the continuous sensitivity equations (1.5) of the perturbation method, which are obtained by implicit differentiation. The monomial chaos method can be viewed as an extension of the perturbation method, which is usually limited to second-order approximations of the first two moments. The monomial chaos approach can be employed for obtaining higher-order approximations of the uncertainty distribution and the statistical moments of the output at computational costs equivalent to those of the perturbation method.

On the other hand, in the monomial chaos approach the uncertain parameter and variables are expanded in a polynomial expansion as in the polynomial chaos method, using monomials instead of orthogonal polynomials in the polynomial chaos method.
The monomial chaos approach can therefore be applied to the same set of arbitrary input probability distributions as the polynomial chaos method. The outputs of the monomial chaos approach are higher-order approximations of the distribution and the statistical moments by solving a decoupled set of linear equations, instead of a possibly coupled set of nonlinear equations in the polynomial chaos method.

Next to the relatively low computational work per polynomial chaos order the monomial chaos has additional advantages which are important for practical applications. First, the polynomial chaos order of the monomial chaos approximation can be determined during the computation while solving for the higher-order coefficients sequentially. Second, the equations (2.5) depend only on the mean value of the uncertain input parameter $\mu_\alpha$. Therefore, the influence of different input uncertainty distributions and variances can be studied after solving (2.5) once. This is an important property since in practical problems the input distribution itself can also be subject to uncertainty.

The monomial chaos is moderately intrusive, since for solving (2.5) the summation of the matrix and vector entries in the deterministic solver have to be modified. For decreasing the intrusiveness of the monomial chaos, the differentiation of the governing equations can be replaced by finite difference differentiation in random space.

Here, the monomial chaos approach is considered for a single uncertain input parameter. The monomial chaos approach can be extended to multiple uncertain input parameters by introducing a vector of random variables $\mathbf{\xi}(\omega) = (\xi_1(\omega), \ldots, \xi_n(\omega))$, where $n$ is the number of uncertain input parameters. The basis consists in that case of multidimensional monomials $\Psi_i(\mathbf{\xi}(\omega))$, which are tensor products of the one-dimensional monomials $\Psi_i(\xi_j(\omega))$. The set of equations for the monomial chaos coefficients (2.5) is then derived using mixed partial derivatives of (2.4) with respect to the random variables $\{\xi_j(\omega)\}_{j=0}^n$.

The uncertainty quantification methods reviewed in section 1 can also be extended to multiple uncertain input parameters. For comparison, in the extension of the perturbation method to multiple uncertain input parameters, the statistical moments of the output are expanded around the expected value of the uncertain parameters using multidimensional Taylor series expansions. The polynomial chaos method can be extended to $n$ uncertain parameters by using a multidimensional polynomial chaos expansion in (1.6). The multidimensional polynomial chaos expansion is based on a vector of random variables $\mathbf{\xi}(\omega) = (\xi_1(\omega), \ldots, \xi_n(\omega))$ and multidimensional orthogonal polynomials $\Phi_i(\mathbf{\xi}(\omega))$.

A random field can be handled by the monomial chaos method by first representing the random field in terms of a finite number of independent random input parameters using a Karhunen–Loève expansion [11] as in the polynomial chaos method. For a random field with a relatively high spatial correlation, the number of random input parameters needed to reach a reasonable accuracy with the Karhunen–Loève expansion can be small. In that case the monomial chaos method can be applied to the random input parameters to resolve the effect of the random field. For random fields and random processes with low correlation the required number of random input parameters can be much higher, and approaches other than the monomial chaos method or the polynomial chaos method can be more competitive.

2.2. Error estimates. In this section error estimates for the monomial chaos approach are derived. For simplicity the arguments $x$ and $t$ are dropped. After computing the monomial chaos coefficients in (2.5), approximations of the mean $\mu_u$, variance $\sigma_u^2$, higher-order moments, and the distribution function can be derived. If
the uncertain variable \( u(\omega) \) is expanded in an infinite monomial chaos series, the mean \( \mu_u \) is given in terms of the monomial chaos coefficients \( \{u_i\}_{i=0}^{\infty} \) by

\[
(2.7) \quad \mu_u = \sum_{i=0}^{\infty} u_i \mu_{\xi,i},
\]

with \( \mu_{\xi,i} \) the \( i \)th central statistical moment of \( \xi(\omega) \),

\[
(2.8) \quad \mu_{\xi,i} = \int_{\text{supp}(\xi)} \Psi_i(\xi) p_\xi(\xi) d\xi,
\]

with \( \mu_{\xi,0} = 1, \mu_{\xi,1} = 0 \) and where \( \text{supp}(\xi) \) and \( p_\xi(\xi) \) are the support and the probability density of \( \xi(\omega) \), respectively. The variance \( \sigma_u^2 \) is given by

\[
(2.9) \quad \sigma_u^2 = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \tilde{u}_i \tilde{u}_j \mu_{\xi,i+j},
\]

with

\[
(2.10) \quad \tilde{u}_i = \begin{cases} u_i - \mu_u, & i = 0, \\ u_i, & i = 1, 2, \ldots. \end{cases}
\]

In the numerical implementation the infinite series in (2.7) and (2.9) are truncated at a polynomial chaos order \( p \). The errors in the approximation in the mean \( \varepsilon_{\mu_u} \) and the variance \( \varepsilon_{\sigma_u^2} \) due to the truncation of the monomial chaos expansion are then given by

\[
(2.11) \quad \varepsilon_{\mu_u} = -\sum_{i=p+1}^{\infty} u_i \mu_{\xi,i},
\]

and

\[
(2.12) \quad \varepsilon_{\sigma_u^2} = -2 \sum_{i=p+1}^{\infty} \sum_{j=p+1}^{\infty} u_i u_j \mu_{\xi,i+j}.
\]

If the monomial chaos coefficients \( u_i \) decrease fast enough with \( i \) for \( i = p+1, p+2, \ldots \), such that the leading truncation error term is due to neglecting the \( (p+1) \)th coefficient, then the truncation errors can be estimated as

\[
(2.13) \quad \varepsilon_{\mu_u} \approx -u_{p+1} \mu_{\xi,p+1}
\]

and

\[
(2.14) \quad \varepsilon_{\sigma_u^2} \approx -2u_{p+1}^2 \mu_{\xi,p+1}^2,
\]

which says that the leading error term in the approximation of the variance \( \sigma_u^2 \) results in an underestimation. These a posteriori error estimates can be used in a stopping criterion for determining the polynomial chaos order \( p \) of the monomial chaos approximation.

Another contribution to the error in the mean \( \mu_u \) and the variance \( \sigma_u^2 \) can be due to the divergence of the monomial chaos expansion in a part of the domain of \( \xi(\omega) \). In
case of an input distribution with an infinite support, i.e., \( \xi(\omega) \in (\infty, \infty) \), there is always a domain \( \xi(\omega) \in (\infty, \xi^-] \cup [\xi^+, \infty) \) in which the monomial chaos expansion of \( u(\omega) \), (2.1), diverges. However, it is demonstrated in the following propositions that the divergence of the monomial chaos expansion in \( \xi(\omega) \in (\infty, \xi^-] \cup [\xi^+, \infty) \) results in errors \( \varepsilon_{\mu_u}, \varepsilon_{\sigma_u^2} \) which are in general small with respect to the truncation errors \( \varepsilon_{\mu_u} \) and \( \varepsilon_{\sigma_u^2} \), and the mean \( \mu_u \) and variance \( \sigma_u^2 \).

**Proposition 2.1.** Let \( \xi(\omega) \in (\infty, \infty) \) and let \( \xi(\omega) \in (\xi^-, \xi^+) \) be the domain of convergence of the monomial chaos expansion of \( u(\omega) \), (2.1). If the probability density \( p_\xi(\xi) \) of \( \xi(\omega) \) decreases fast enough as \( \xi \rightarrow \pm \infty \) such that

\[
|\sum_{i=0}^{\infty} u_i | \int_{(\infty, \xi^-]} u_i \int_{(\xi^+, \infty]} \Psi_i(\xi)p_\xi(\xi)d\xi| \ll \sum_{i=p+1}^{\infty} u_i \int_{(\xi^-)}^{\xi} \Psi_i(\xi)p_\xi(\xi)d\xi,
\]

then the error in the monomial chaos approximation of the mean \( \mu_u \) due to the divergence of the monomial chaos expansion in \( \xi(\omega) \in (\infty, \xi^-] \cup [\xi^+, \infty) \) is small compared to the truncation error; i.e., \( |\varepsilon_{\mu_u}| \ll |\varepsilon_{\mu_u}|. \)

**Proof.** The error \( \varepsilon_{\mu_u} \) in the monomial chaos approximation of the mean \( \mu_u \) due to the divergence in \( \xi(\omega) \in (\infty, \xi^-] \cup [\xi^+, \infty) \) is defined as

\[
\varepsilon_{\mu_u} = \sum_{i=0}^{\infty} u_i \int_{(\infty, \xi^-]} u_i \int_{(\xi^+, \infty]} \Psi_i(\xi)p_\xi(\xi)d\xi,
\]

with

\[
\sum_{i=0}^{\infty} u_i \int_{(\infty, \xi^-]} u_i \int_{(\xi^+, \infty]} \Psi_i(\xi)p_\xi(\xi)d\xi \leq \sum_{i=0}^{\infty} |u_i| \int_{(\infty, \xi^-]} u_i \int_{(\xi^+, \infty]} \Psi_i(\xi)p_\xi(\xi)d\xi.
\]

The truncation error \( \varepsilon_{\mu_u} \) in the monomial chaos approximation of the mean \( \mu_u \) due to the truncation of the monomial chaos expansion at \( p \) is given by (2.11),

\[
\varepsilon_{\mu_u} = - \sum_{i=p+1}^{\infty} u_i \int_{-\infty}^{\infty} \Psi_i(\xi)p_\xi(\xi)d\xi
\]

\[
= - \sum_{i=p+1}^{\infty} u_i \int_{(\infty, \xi^-]} \Psi_i(\xi)p_\xi(\xi)d\xi - \sum_{i=p+1}^{\infty} u_i \int_{(\xi^+, \infty]} \Psi_i(\xi)p_\xi(\xi)d\xi,
\]

with

\[
\sum_{i=p+1}^{\infty} u_i \int_{(\infty, \xi^-]} u_i \int_{(\xi^+, \infty]} \Psi_i(\xi)p_\xi(\xi)d\xi \leq \sum_{i=0}^{\infty} |u_i| \int_{(\infty, \xi^-]} u_i \int_{(\xi^+, \infty]} \Psi_i(\xi)p_\xi(\xi)d\xi.
\]

According to the assumption, \( |\varepsilon_{\mu_u}| \ll |\varepsilon_{\mu_u}|. \)

**Proposition 2.2.** Let \( \xi(\omega) \in (\infty, \infty) \), and let \( \xi(\omega) \in (\xi^-, \xi^+) \) be the domain of convergence of the monomial chaos expansion of \( u(\omega) \), (2.1). If (i) the probability density \( p_\xi(\xi) \) of \( \xi(\omega) \) decreases fast enough as \( \xi \rightarrow \pm \infty \) such that

\[
\sum_{i=0}^{\infty} u_i \int_{(\infty, \xi^-]} u_i \int_{(\xi^+, \infty]} \Psi_i(\xi)p_\xi(\xi)d\xi \ll \sum_{i=0}^{\infty} u_i \int_{(\xi^-)}^{\xi^+} \Psi_i(\xi)p_\xi(\xi)d\xi,
\]
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or (ii) the probability density \( p_{\xi}(\xi) \) of \( \xi(\omega) \) decreases fast enough as \( \xi \to \pm \infty \) such that (2.15) holds and the probability density \( p_{\xi}(\xi) \) of \( \xi(\omega) \) decreases fast enough as \( \xi \to \pm \infty \) such that

\[
(2.21) \quad \left| \sum_{i=p+1}^{\infty} u_i \int_{-\infty}^{\infty} \Psi_i(\xi)p_{\xi}(\xi) d\xi \right| \ll \left| \sum_{i=0}^{p} u_i \int_{-\infty}^{\infty} \Psi_i(\xi)p_{\xi}(\xi) d\xi \right|,
\]

then \( |\bar{\varepsilon}_{\mu_a}| \ll |\mu_a| \).

Proof. The error \( \bar{\varepsilon}_{\mu_a} \) in the monomial chaos approximation of the mean \( \mu_a \) due to the divergence in \( \xi(\omega) \in (-\infty, \xi^-] \cup [\xi^+, \infty) \) is given by (2.16),

\[
\bar{\varepsilon}_{\mu_a} = \sum_{i=0}^{\infty} u_i \int_{-\infty}^{\xi^-} \Psi_i(\xi)p_{\xi}(\xi) d\xi.
\]

The mean \( \mu_a \) is given by (2.7) and (2.8), which can be written as

\[
(2.22) \quad \mu_a = \sum_{i=0}^{\infty} u_i \int_{-\infty}^{\xi^-} \Psi_i(\xi)p_{\xi}(\xi) d\xi + \sum_{i=0}^{\xi^+} u_i \int_{\xi^-}^{\infty} \Psi_i(\xi)p_{\xi}(\xi) d\xi.
\]

According to assumption (i), \( |\bar{\varepsilon}_{\mu_a}| \ll |\mu_a| \). The mean \( \mu_a \) based on an infinite monomial chaos series expansion of \( u(\omega) \) is given by (2.7) and (2.8), which can also be written as

\[
(2.23) \quad \mu_a = \sum_{i=0}^{p} u_i \int_{-\infty}^{\xi^-} \Psi_i(\xi)p_{\xi}(\xi) d\xi + \sum_{i=p+1}^{\infty} u_i \int_{-\infty}^{\infty} \Psi_i(\xi)p_{\xi}(\xi) d\xi.
\]

The error \( \varepsilon_{\mu_a} \) in the monomial chaos approximation of the mean \( \mu_a \) due to the truncation of the monomial chaos expansion at \( p \) is given by (2.11),

\[
(2.24) \quad \varepsilon_{\mu_a} = - \sum_{i=p+1}^{\infty} u_i \int_{-\infty}^{\infty} \Psi_i(\xi)p_{\xi}(\xi) d\xi.
\]

According to assumption (ii), we have \( |\varepsilon_{\mu_a}| \ll |\mu_a| \). The result of Proposition 2.1 gives \( |\bar{\varepsilon}_{\mu_a}| \ll |\mu_a| \).

An example of a probability distribution that can satisfy the assumptions of Propositions 2.1 and 2.2 is the Gaussian distribution with density function \( p_{\xi}(\xi) = (1/\sqrt{2\pi\sigma_{\xi}^2}) \exp(-(\xi - \mu_{\xi})^2/(2\sigma_{\xi}^2)) \), and \( \mu_{\xi} \) and \( \sigma_{\xi}^2 \) the mean and variance of \( \xi(\omega) \), respectively. This probability density function is exponentially decreasing as \( \xi \to \pm \infty \). Whether a given Gaussian probability distribution satisfies the assumptions depends on the combination of a not too large variance of the uncertain input parameter through \( \sigma_{\xi}^2 \) and sufficient regularity of the uncertain variable \( u(\omega) \) through \( \{u_i\}_{i=0}^{\infty} \), \( \xi^- \), and \( \xi^+ \). One can use (2.15), (2.20), and (2.21) to verify whether the monomial chaos expansion of a certain order \( p \) is appropriate to use in a particular application. Similar propositions hold for the variance \( \sigma_{\xi}^2 \) and the errors \( \bar{\varepsilon}_{\sigma_{\xi}^2} \) and \( \varepsilon_{\sigma_{\xi}^2} \).

3. Application of monomial chaos. In this section the monomial chaos is applied to the Burgers equation. The test problem is intended for demonstrating the properties of monomial chaos applied to a nonlinear problem and for comparing the results to those of other methods. The Burgers equation is often used to study
the nonlinear advection-diffusion phenomena of fluid dynamics in one dimension [1],
and also in combination with the effect of uncertainty [13, 19, 25]. The efficiency of
uncertainty quantification in computational fluid dynamics applications is important,
since deterministically fluid dynamics simulations can already result in high computa-
tional costs. The monomial chaos formulation for the Burgers equation is given in
section 3.1. In section 3.2 numerical results for monomial chaos are presented.

3.1. Burgers’ equation. In this section the one-dimensional steady nonlinear
advection-diffusion problem known as the viscous Burgers equation is considered [1].
The Burgers equation for the velocity \( u(x, \omega) \) in one dimension is given by

\[
\frac{\partial u}{\partial x} - \nu \frac{\partial^2 u}{\partial x^2} = 0, \quad x \in [0, 1],
\]

with an uncertain viscosity \( \nu(\omega) \). The deterministic boundary conditions are \( u(0, \omega) = 1 \) and \( u(1, \omega) = 0 \). The solution of the deterministic variant of (3.1) is shown in
Figure 1 for several values of the viscosity \( \nu = \{0; 0.25; 0.5; 1; 2; \infty\} \). In Figure 1
also the sensor location \( x_{sl} = 0.5 \) is shown. The monomial chaos expansions for the
uncertain viscosity \( \nu(\omega) \) and the velocity \( u(x, \omega) \) are

\[
(3.2) \quad \nu(\omega) = \sum_{j=0}^{\infty} \nu_j \Psi_j(\xi(\omega)), \quad u(x, \omega) = \sum_{i=0}^{\infty} u_i(x) \Psi_i(\xi(\omega)),
\]

where \( \xi(\omega) \) is a linear transformation of \( \nu(\omega) \) to a standard domain and \( \{\Psi_i(\xi)\}_{i=0}^{\infty} \)
are monomials around \( \xi(\omega) = \mu_\xi \) given by (2.2). The expansion coefficients \( \{\nu_j\}_{j=0}^{1} \)
of the viscosity with a known uncertainty distribution are given by

\[
(3.3) \quad \nu_j = \left. \frac{1}{j!} \frac{d^j \nu}{d \xi^j} \right|_{\xi = \mu_\xi}, \quad j = 0, 1,
\]

where \( \frac{d^j \nu}{d \xi^j} |_{\mu_\xi} \) is known. Substituting the monomial chaos expansions (3.2) into the
Burgers equation (3.1) results in

\[
(3.4) \quad \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \Psi_i(\xi) \Psi_j(\xi) u_j \frac{du_i}{dx} - \sum_{i=0}^{\infty} \sum_{j=0}^{1} \Psi_i(\xi) \Psi_j(\xi) \nu_j \frac{d^2 u_i}{dx^2} = 0.
\]
Taking the $k$th derivative of (3.4) with respect to $\xi$ for $\xi(\omega) = \mu_\xi$ and using the Leibniz identity and property (2.3) results in a differential equation for $u_k(x)$,

\begin{align}
(3.5) & \quad \sum_{l=0}^{k} \binom{k}{l} u_{k-l}(x) \frac{d^{l}u_0}{dx^{l}} - \sum_{l=\max\{0,k-1\}}^{k} \binom{k}{l} \nu_{k-l} \frac{d^{l}u_0}{dx^{l}} = 0, \quad k = 0, 1, \ldots. \\
\end{align}

Terms without $u_k(x)$ can be brought to the right-hand side of (3.5), which results in

\begin{align}
(3.6a) & \quad u_0 \frac{d^{n}u_0}{dx^{n}} - \nu_0 \frac{d^{2}u_0}{dx^{2}} = 0, \quad k = 0, \\
(3.6b) & \quad u_k \frac{d^{n}u_0}{dx^{n}} + u_0 \frac{d^{n}u_k}{dx^{n}} - \nu_0 \frac{d^{2}u_k}{dx^{2}} = -\sum_{l=1}^{k-1} \binom{k}{l} u_{k-l}(x) \frac{d^{l}u_0}{dx^{l}} + k \nu_1 \frac{d^{2}u_{k-1}}{dx^{2}}, \quad k = 1, 2, \ldots.
\end{align}

As mentioned before, the equation for $k = 0$, (3.6a), coincides with the deterministic problem for the mean value of the uncertain viscosity $\nu_0$. Equations (3.6b) form a decoupled set of equations for the higher-order monomial chaos coefficients $u_k(x)$, with $k = 1, 2, \ldots$, as function of $\{u_j(x)\}_{j=0}^{k-1}$ which can be solved sequentially for increasing $k$. These equations are linear in $u_k(x)$. The computational work for solving each equation of (3.6b) is equivalent to one Newton iteration for solving (3.6a). Therefore, monomial chaos results in relatively low computational costs per additional polynomial chaos order compared to the deterministic solve.

A $p$th-order approximation of the solution for $u(x, \omega)$ can be obtained by truncating the monomial expansion for $u(x, \omega)$ in (3.2) at $p$. The error estimates (2.13) and (2.14) can be used to determine a suitable polynomial chaos order $p$ of the approximation. Equations (2.7) and (2.9) can be used to determine the approximation of the mean and the variance of the velocity $u(x, \omega)$.

### 3.2. Results for Burgers’ equation

In this section results of the monomial chaos for the Burgers equation are presented. In section 4, the results of the monomial chaos approach are compared to results of the perturbation method, the Galerkin polynomial chaos method, and a nonintrusive polynomial chaos method as reviewed in section 1. For this comparison two error measures are used for the error in the mean $\varepsilon_{\mu_\varepsilon}(x)$ and the variance $\varepsilon_{\sigma_\varepsilon^2}(x)$ at the sensor location $x_{sl} = 0.5$:

\begin{align}
(3.7) & \quad \varepsilon_{\mu_\varepsilon} = \frac{\mu_u(x_{sl}) - \mu_{u,ref}(x_{sl})}{\mu_{u,ref}(x_{sl})}, \quad \varepsilon_{\sigma_\varepsilon^2} = \frac{\sigma_{u}^2(x_{sl}) - \sigma_{u,ref}^2(x_{sl})}{\sigma_{u,ref}^2(x_{sl})}.
\end{align}

The reference solution is a Monte Carlo simulation based on $10^6$ realizations of the uncertain parameter $\nu(\omega)$ evenly spaced in sample space $\omega \in [0, 1]$. Approximations of the probability distribution function and the probability density function are also presented. A second-order finite volume method is used to discretize the spatial domain. The nonlinear problem is solved using Newton linearization with an appropriate convergence criterion $\varepsilon_{nl} = 10^{-9}$ for the $L_\infty$-norm of the residual, which results for this problem in four Newton iterations.

The mean value of the uncertain input is assumed to be $\mu_{\nu} = 1$. Probability distributions with either a finite or a (semi-)infinite support of the uncertain viscosity $\nu(\omega)$ are considered. The uniform distribution is chosen for the distribution on the finite domain. This corresponds to the assumption of an interval uncertainty, which
is often used in practical applications in case not enough information is available to prescribe an uncertainty distribution. The input coefficient of variation for the uniform distribution is $\text{cov}_\nu = 0.3$. Physical uncertainties are often described using a normal distribution. Since the viscosity is a positive physical parameter, the lognormal distribution is selected instead of the normal distribution for the distribution on the (semi-)infinite domain. For the lognormal distribution an input coefficient of variation of $\text{cov}_\nu = 0.2$ is considered to limit the main parameter variations to the same range as for the uniform distribution. It has been verified that variation of the input coefficient of variation $\text{cov}_\nu$ and the choice of the sensor location $x_{sl}$ do not affect the results significantly in comparison with the other methods.

3.2.1. Results for the uniform input distribution. In Figure 2 the monomial chaos results for the uniform input distribution are presented. In Figure 2(a) the mean $\mu_u$ and the 90% uncertainty intervals are given as function of $x$. The uncertainty is largest in the interior of the domain due to the deterministic boundary conditions. The uncertainty bars are asymmetrical with respect to the mean, which was expected from the deterministic parameter study of Figure 1. In Figure 2(b) the approximation of the probability distribution function at the sensor location $x_{sl}$ is shown. The monomial chaos approximations for $p = 3$ and $p = 7$ are compared to the reference solution. The 7th-order approximation is very accurate, and the 3rd-order approximation results in a less accurate resolution of the tails of the distribution.

In Figure 3 the error convergence of the monomial chaos is given as a function of both the polynomial chaos order and the computational work for the uniform input distribution. In the same figure results for the perturbation method are given, which are discussed in section 4. The mean and the variance converge on average exponentially as functions of polynomial chaos order; see Figure 3(a). The odd coefficients do not contribute to the approximation of the mean (2.7), since the central moments $\mu_{\nu,i}$ of $\nu(\omega)$ are zero for odd $i$. This is the reason for the staircase convergence of the approximation of the mean.

In Figure 3(b), the error convergence as a function of the computational work is given in terms of the equivalent number of deterministic solves. The error convergence with respect to computational work is four times faster than the convergence with respect to polynomial chaos order. For $p = 0$ the monomial chaos results in a
deterministic solve for the mean value of the uncertain input \( \mu_\nu \). In this case four Newton iterations are required to solve the nonlinear problem. Per additional polynomial chaos order a linear problem has to be solved. The computational work for these linear solves is equivalent to one Newton iteration for the nonlinear problem. For an 8th-order monomial chaos approximation of the mean with an error of \( 1 \cdot 10^{-5} \) this results in computational costs equivalent to three deterministic solves. These results depend on the number of Newton iterations required for the deterministic problem.

### 3.2.2. Results for the lognormal input distribution

The results of the monomial chaos for the lognormal input distribution are given in Figure 4. In Figure 4(a) the monomial chaos approximation of the probability density function for \( p = 3 \) and \( p = 7 \) is compared to the reference solution at the sensor location \( x_{sl} \). Especially near the tails of the distribution the 7th-order approximation is more accurate than the 3rd-order approximation. In Figure 4(b) the weighted error in the approximation of the probability density function is shown. The error weighted with its probability is small near the point of highest probability, which corresponds approximately to \( \mu_\nu \), and it vanishes in the tails.

In Figure 5 the error convergence of the monomial chaos is given for the lognormal input distribution. The mean and the variance converge, but the error convergence is less regular than for the uniform input distribution. Initially the convergence is less smooth due to the alternating over- and underestimation in combination with the asymmetrical input distribution. The first-order coefficient \( u_1(x_{sl}) \) has no contribution to the approximation of the mean, since the first-order central moment \( \mu_{\nu,1} \) of \( \nu(\omega) \) is by definition zero. The error convergence with respect to computational work is again four times faster than with respect to polynomial order; see Figure 5(b).

### 4. Comparison with other methods

In this section the results of the monomial chaos for the Burgers equation are compared to the results of the perturbation method [10], the polynomial chaos method [3], and a nonintrusive polynomial chaos method [9]. An error convergence study with respect to the Monte Carlo reference solution is performed as a function of polynomial chaos order and computational work. For the Galerkin polynomial chaos method an optimal polynomial basis is constructed based on the input uncertainty distribution. For a nonintrusive polyno-
mial chaos method the solution is not unique since the samples $\xi_k$ in random space in (1.9) can be chosen arbitrarily [9]. Here the sampling points are chosen uniformly distributed in $\omega$.

4.1. Comparison with the perturbation method. In contrast with the monomial chaos approach, the perturbation method results only in low-order approximations of the mean and the variance. These results are compared to the results of the monomial chaos in Figures 3 and 5 for the uniform and lognormal input distribution, respectively. The results of the perturbation method are similar to those of the monomial chaos for $p = 0, 1, 2$. Higher-order monomial chaos approximations for the uniform input distribution are orders of magnitude more accurate than those of the perturbation method. This demonstrates that the monomial chaos method can be viewed as an extension of the perturbation method to higher-order approximations of the mean, the variance, and the distribution function. Also the computational costs of the monomial chaos approach and the perturbation method of the same order are
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**Fig. 4.** Monomial chaos (MCh) results for the lognormal input distribution.

(a) polynomial order

(b) computational work

**Fig. 5.** Error convergence of the monomial chaos (MCh) and the perturbation method (PM) for the lognormal input distribution.
similar; see Figures 3(b) and 5(b). For higher-order approximations the monomial chaos approach maintains these low computational costs per additional polynomial chaos order.

4.2. Comparison with the Galerkin polynomial chaos method. The mean and variance approximations of the monomial chaos approach and the Galerkin polynomial chaos method are compared in Figures 6 and 7 for the uniform and lognormal input distribution, respectively. In terms of polynomial chaos order, the Galerkin polynomial chaos method results in exponential and faster convergence than the monomial chaos approach; see Figures 6(a) and 7(a). However, solving the coupled set of nonlinear equations in the Galerkin polynomial chaos method results in a relatively fast increase of computational work per polynomial chaos order in comparison with the monomial chaos approach. Let \( p \) be the polynomial chaos order, \( n_N \) be the number of Newton iterations for solving the nonlinear problem, and \( n_{GS} \) be the number of Gauss–Seidel iterations for solving the coupled system of the Galerkin polynomial chaos. Then the monomial chaos approach results in an amount of computational work equivalent to \( (p + 1) n_N \) deterministic solves. The computational work for the Galerkin polynomial chaos is equivalent to \( n_{GS}(p + 1) \) deterministic solves. Therefore, in this case the monomial chaos approach converges as a function of computational work by approximately a factor of three faster than the Galerkin polynomial chaos method; see Figures 6(b) and 7(b).

4.3. Comparison with a nonintrusive polynomial chaos method. In Figures 8 and 9 the error convergence of the monomial chaos and a nonintrusive polynomial chaos method is compared for the uniform and lognormal distribution, respectively. The nonintrusive polynomial chaos method achieves a slightly higher error convergence rate as a function of the polynomial chaos order; see Figures 8(a) and 9(a). The absolute errors are approximately of the same order of magnitude as those of the monomial chaos. The computational work of the nonintrusive polynomial chaos method per additional polynomial chaos order is equivalent to a nonlinear deterministic solve. So, the nonintrusive polynomial chaos results in an amount of computational work equivalent to \( (p + 1) \) deterministic solves compared to \( (p + 1) n_N \) for the monomial chaos approach. This results in this case in an approximately two times higher
error convergence rate as a function of computational work for the monomial chaos approach compared to the nonintrusive polynomial chaos method; see Figures 8(b) and 9(b).

5. Application to two-dimensional boundary layer flow. In this section the monomial chaos approach is applied to a two-dimensional incompressible boundary layer flow as a standard test problem of computational fluid dynamics [14]. Uncertainty quantification in computational fluid dynamics can be highly expensive in practical applications due to the large computational work already involved in solving the deterministic problem. Monomial chaos can be a computationally efficient alternative for uncertainty quantification in this type of problem.

For two-dimensional flow along a flat plate the Navier–Stokes equations of viscous fluid dynamics reduce to the nonlinear two-dimensional incompressible boundary layer...
Fig. 9. Error convergence of the monomial chaos (MCh) and a nonintrusive polynomial chaos method (NIPC) for the lognormal input distribution.

The uncertainty is introduced in terms of an uncertain dynamic viscosity coefficient $\mu(\omega)$. The uncertainty is described by a lognormal distribution, since viscosity is a positive physical parameter. The mean value is the viscosity at standard sea level conditions, $\mu_{\text{ISA}} = 1.789 \times 10^{-5}$ kg/ms, and the coefficient of variation is $\text{cov} \mu = 5\%$. The effect of the uncertainty in the viscosity on the velocity field and the drag of the flat plate are considered.

A third-order monomial chaos expansion is employed to solve for the uncertainty propagation in the boundary layer flow. The uncertain velocity components $u(x, y, \omega)$ and $v(x, y, \omega)$ and the viscosity $\mu(\omega)$ are expanded in a monomial chaos expansion. After substitution and differentiation of the governing equations (5.1), the uncertainty
The two-dimensional boundary layer flow problem.

Quantification problem is given by

\[ \frac{\partial u_k}{\partial x} + \frac{\partial v_k}{\partial y} = 0, \]

(5.2a)

\[ \sum_{l=0}^{k} \binom{k}{l} u_{k-l} \frac{\partial u_l}{\partial x} + \sum_{l=0}^{k} \binom{k}{l} v_{k-l} \frac{\partial u_l}{\partial y} - \sum_{l=\max\{0,k-1\}}^{k} \binom{k}{l} \mu_{k-l} \frac{\partial^2 u_l}{\partial x^2} = 0, \]

(5.2b)

for \( k = \{0, 1, 2, 3\} \). In Figure 11 the results for the mean \( \mu_u(x, y) \) and the standard deviation \( \sigma_u(x, y) \) of the \( u \)-velocity field are shown. The presence of the flat plate results in a typical boundary layer behavior of the mean \( u \)-velocity field; see Figure 11(a). The standard deviation of the \( u \)-velocity field has local maxima inside the boundary layer and near the leading edge of the flat plate. It vanishes both near the flat plate further downstream and in the outer flow; see Figure 11(b). The error estimates (2.13) and (2.14) estimate a maximum error of \( 4 \cdot 10^{-6} \) and \( 8 \cdot 10^{-5} \) in the mean and variance field, respectively.

The drag \( F_{\text{drag}}(\omega) \) of the two-sided flat plate is a function of the uncertain viscosity \( \mu(\omega) \) and the uncertain velocity gradient at the wall \( \frac{\partial u}{\partial y}|_{y=0}(\omega) \),

\[ F_{\text{drag}}(\omega) = 2 \int_L \tau_w(\omega) \, dx = 2 \int_{0.1}^{1} \mu(\omega) \frac{\partial u}{\partial y} \bigg|_{y=0}(\omega) \, dx, \]

(5.3)

where \( \tau_w(\omega) \) is the skin friction. In Figure 12 the third-order monomial chaos approximation of the uncertainty distribution of the drag is shown. In Figure 12(a) the probability distribution function is compared to a Monte Carlo simulation based on 100 realizations uniformly sampled in \( \omega \). The results show good agreement. In Figure 12(b) the error in the distribution function weighted by its probability is given. The error is minimal for the drag corresponding to the mean value of the viscosity and vanishes in the tails.

The additional computational costs of the presented uncertainty quantification are equivalent to less than a deterministic solve. As mentioned before, solving the nonlinear deterministic problem requires eight Newton iterations. The third-order monomial chaos results in three linear solves in addition to the deterministic solve.
for the mean value of the uncertain input parameter. So, the additional computational costs for the uncertainty quantification using monomial chaos are in this case equivalent to $\frac{3}{8}$ of the computational cost for solving the deterministic problem. Performing uncertainty quantification in computationally intensive practical applications is economically feasible with this order of computational costs.

6. Summary. A monomial chaos approach is proposed for efficient uncertainty quantification in computationally intensive nonlinear problems. The proposed approach employs a polynomial chaos expansion with monomials as basis functions. The equations for the deterministic coefficients are obtained by differentiating the governing equations. Propagating uncertainty through nonlinear equations can be computationally intensive for other polynomial chaos methods. It usually results in a set of nonlinear equations which can be coupled. The proposed monomial chaos approach results in a decoupled set of linear equations even for problems involving
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**Fig. 11.** Uncertain u-velocity field in the two-dimensional boundary layer flow problem subject to uncertain viscosity.

**Fig. 12.** Uncertainty distribution of the drag in the two-dimensional boundary layer flow problem subject to uncertain viscosity.
polynomial nonlinearities. This reduces the computational work per additional polynomial chaos order to the equivalence of a single Newton iteration. Error estimates for the monomial chaos approach have been presented. It has been demonstrated numerically that the monomial chaos approach can achieve a 2–3 times faster convergence as a function of computational work than other polynomial chaos methods. Application to a two-dimensional flow problem demonstrated that the additional computational work for performing an uncertainty quantification using monomial chaos can be smaller than a single deterministic solve.
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