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A small square pond an uncovered mirror
where sunlight and clouds linger and leave
I asked how it stays so clear
it said spring water keeps flowing in

Zhu Xi (1130-1200)
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We live today on a human-dominated planet under unprecedented pressure on both land and water. The water cycle is intrinsically linked to vegetation and land use, and anticipating the consequences of simultaneous changes in land and water systems requires a thorough understanding of their interactions. This thesis aims to advance our knowledge of how land-use change influences the water cycle, i.e., focusing on the role of land-use in mediating water’s journey from land evaporation, to atmospheric moisture, and to precipitation on land.

This thesis first presents the development (Chapter 2) and evaluation (Chapter 3) of the process-based water balance model STEAM (Simple Terrestrial Evaporation to Atmosphere Model). STEAM simulates five different evaporation fluxes, based on land-use representation with only a limited number of parameters. Comparison with independent data shows that STEAM produces realistic evaporative partitioning and hydrological fluxes over different locations, seasons and land-use types.

Chapter 4 investigates the temporal characteristics of partitioned evaporation, and shows that terrestrial residence timescale of transpiration (days to months) is substantially longer than that of interception (hours). The vegetation’s ability to transpire by retaining and accessing soil moisture at great depth is critical for dry season evaporation, and the substantial differences in temporal characteristics between evaporation fluxes can create contrasting moisture recycling patterns.

In response to the importance of root zone storage capacity for transpiration and moisture recycling simulation, Chapter 5 sets out to present an ‘earth observation-based’ method for estimating this critical parameter in land surface modelling. By assuming that vegetation does not root deeper than necessary to bridge critical dry periods, satellite-based evaporation were used to derive root zone storage capacity. The new estimate improved evaporation simulation overall, and in particular during the least evaporating months in sub-humid to humid regions with moderate to high seasonality. The results suggest that several forest types are able to create a large storage to buffer for severe droughts, in contrast to e.g., grasslands and croplands.

Based on the new insights, Chapter 6 analyses the effects of land-use change on river flows. In some of the world’s largest basins, precipitation was found to be more influenced by extra-basin, than within-basin, land-use change. In fact, in several non-transboundary basins, river flows were considerably influenced by land-use changes in foreign countries, suggesting new transboundary water relationships in international politics.

This thesis addressed different domains in the water cycle to improve our understanding of land-water interactions. Every water flux and stock requires our examination, whether they flow visibly in rivers, travel invisibly in the air, or hide deep in soil and roots. Because of the terrestrial water cycle’s interaction with land, and therefore human activities, we are in an extraordinary position to shape its path and pace.
SAMENVATTING

We leven op een planeet die wordt gedomineerd door mensen en waar zowel water als land onder ongekende druk staan. De watercyclus kan niet losgekoppeld worden van vegetatie en land gebruik; anticiperen op de consequenties van gelijktijdige verandering in land- en watersystemen vraagt om een diepgaand begrip van hun interacties. Het doel van deze thesis is het vergroten van onze kennis over hoe veranderingen in landgebruik invloed hebben op de watercyclus, bv. door te focussen op de rol van landgebruik in verdampings - en neerslagprocessen boven land.

Deze thesis presenteert eerst de ontwikkeling (Hoofdstuk 2) en beoordeling (Hoofdstuk 3) van het op processen gebaseerde water balans model STEAM (Simple Terrestrial Evaporation to Atmosphere Model). STEAM simuleert vijf verschillende verdampingsfluxen, waarbij landgebruik wordt gerepresenteerd met een beperkt aantal parameters. Een vergelijking met onafhankelijke data laat zien dat STEAM de verdampingsverdeling en hydrologische fluxen realistisch kan produceren op verschillende locaties, voor verschillende seizoenen en verschillende landgebruik types.

Hoofdstuk 4 onderzoekt de tijdsafhankelijke karakteristieken van verschillende verdampingscomponenten en laat zien dat de verblijftijdschaal van continentale verdamping (dagen tot maanden) substantieel langer is dan die van interceptie (uren). Het vermogen van de vegetatie om te transpireren door water eerst op te slaan in de bodem en het hier later weer uit te halen, is essentieel voor de verdamping in de droge periode; de substantiële verschillen in tijdsafhankelijke karakteristieken tussen verdampingsfluxen kunnen contrasterende vochtrecyclingspatronen veroorzaken.

Gezien het belang van de bergingscapaciteit van de wortelzone voor het simuleren van transpiratie en vochtrecycling, presenteert Hoofdstuk 5 een op ‘aardobservatie gebaseerde’ methode om deze cruciale parameter in landoppervlakte modellering te schatten. Door aan te nemen dat vegetatie niet dieper wortelt dan nodig om kritische droge periodes te overbruggen, kon satelliet gebaseerde verdamping worden gebruikt om de bergingscapaciteit van de wortelzone af te leiden. Deze nieuwe schatting verbeterde de gehele simulatie van verdamping, vooral tijdens de maanden met de minste verdamping in semi-vochtige en vochtige gebieden met gemiddelde en sterke seizoensgebondenheid. De resultaten suggereren dat verscheidene bostypes in staat zijn een grote berging te creëren als buffer voor ernstige droge periodes, dit in tegenstelling tot grasland en landbouwgewassen.

Gebaseerd op de nieuwe inzichten, analyseert Hoofdstuk 6 de effecten van veranderingen in landgebruik op rivierafvoeren. In een aantal van de wereld’s grootste stroomgebieden bleek neerslag meer te worden beïnvloed door veranderingen in landgebruik buiten het stroomgebied dan veranderingen binnen het stroomgebied zelf. In verscheidene niet-grensoverschrijdende stroomgebieden worden de rivierafvoeren voor een groot deel beïnvloed door veranderingen in landgebruik in andere landen, wat
aanleiding kan zijn voor nieuwe grensoverschrijdende water gerelateerde afspraken in de internationale politiek.

Deze thesis bespreekt verschillende domeinen van de watercyclus om ons begrip van land-water interacties te verbeteren. Elke water flux en berging heeft ons onderzoek nodig, ongeacht of ze zichtbaar in rivieren stroomt, onzichtbaar door de lucht beweegt of diep in de bodem en in wortels is verborgen. Omdat de watercyclus interactie heeft met land, en dus met menselijke activiteiten, zijn we in de bijzondere positie om zijn pad en tred te bepalen.
NOTATIONS

\( \alpha \)  –  Albedo
\( \beta \)  –  Evaporation efficiency, i.e. the portion of evaporation evaporated during certain conditions
\( \gamma \)  kPa K\(^{-1}\)  Psychrometric constant
\( \Delta t \)  h  Time step, 24 h
\( \Delta t \)  h  Time step, 3 h
\( \delta \)  kPa K\(^{-1}\)  Slope of the saturated vapour pressure curve
\( \eta_{\text{clay}} \)  %  Clay content of the topsoil
\( \theta_{\text{top}} \)  –  Effective saturation of topsoil
\( \theta_{\text{top}} \)  –  Volumetric soil moisture content of topsoil
\( \theta_{\text{top,sat}} \)  –  Volumetric soil moisture content of topsoil at saturation
\( \theta_{\text{top,res}} \)  –  Volumetric soil moisture content of topsoil at residual point
\( \theta_{\text{uz}} \)  –  Volumetric soil moisture content of the unsaturated zone
\( \theta_{\text{uz,fc}} \)  –  Volumetric soil moisture content at field capacity in the unsaturated zone
\( \theta_{\text{uz,paw}} \)  –  Maximum plant available volumetric soil moisture content in the unsaturated zone
\( \theta_{\text{uz,wp}} \)  –  Volumetric soil moisture content at wilting point
\( \kappa \)  –  Von Kármán constant, 0.41
\( \lambda \)  MJ kg\(^{-1}\)  Latent heat of vaporisation of water
\( \xi_{\text{mw}} \)  –  Ratio of the molecular weight of water vapour to that for dry air, 0.622
\( \rho_a \)  kg m\(^{-3}\)  Density of air
\( \rho_w \)  kg m\(^{-3}\)  Density of water
\( \sigma \)  –  Standard deviation
\( \tau_{\text{ts}} \)  day  Mean terrestrial timescale
\( \phi_{\text{lu}} \)  –  Land-use fraction
\( \phi_{\text{ow}} \)  –  Open-water fraction
\( \phi_{\text{vs}} \)  –  Vegetation in soil fraction
\( \phi_{\text{vw}} \)  –  Vegetation in water fraction
\( \chi \)  h  Topsoil moisture dry-out time parameter
\( \chi_{\text{min}} \)  h  Minimum topsoil moisture dry-out time parameter, 60 h
\( C_p \)  MJ kg\(^{-1}\) K\(^{-1}\)  Heat capacity of water at constant pressure, 1.01 \times 10^{-3} MJ kg\(^{-1}\) K\(^{-1}\)
\( c_{\text{AR}} \)  –  Area reduction factor, 0.4
\( c_{\text{D1}} \)  –  Vapour pressure stress parameter, 3
\( c_{\text{D2}} \)  –  Vapour pressure stress parameter, 0.1
<table>
<thead>
<tr>
<th>Notations</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>cR</td>
<td>Radiation stress parameter, 100</td>
</tr>
<tr>
<td>csc</td>
<td>Storage capacity factor, 0.2</td>
</tr>
<tr>
<td>cuz</td>
<td>Soil moisture stress parameter, 0.07</td>
</tr>
<tr>
<td>D0.5</td>
<td>Vapour pressure deficit coefficient, 1.5 kPa</td>
</tr>
<tr>
<td>Da</td>
<td>Vapour pressure deficit</td>
</tr>
<tr>
<td>d</td>
<td>Zero-plane displacement</td>
</tr>
<tr>
<td>E</td>
<td>m d^{-1} Total evaporation</td>
</tr>
<tr>
<td>Ec</td>
<td>m d^{-1} Continentally recycled evaporation</td>
</tr>
<tr>
<td>Ef</td>
<td>m d^{-1} Floor interception evaporation</td>
</tr>
<tr>
<td>Ef,lu,vs</td>
<td>m (Δt)^{-1} Land-use-specific floor interception evaporation in φvs</td>
</tr>
<tr>
<td>Ei</td>
<td>m d^{-1} Direct evaporation, i.e., sum of $E_v$, $E_f$, $E_{sm}$, and $E_w$</td>
</tr>
<tr>
<td>Eo</td>
<td>m d^{-1} Evaporation that precipitates on the ocean</td>
</tr>
<tr>
<td>Ep</td>
<td>m (Δt)^{-1} Potential evaporation</td>
</tr>
<tr>
<td>Ep,day</td>
<td>m (Δt)^{-1} Potential evaporation</td>
</tr>
<tr>
<td>Esm</td>
<td>m d^{-1} Soil moisture evaporation</td>
</tr>
<tr>
<td>EsmA,lu,vs</td>
<td>m (Δt)^{-1} Land-use-specific soil moisture evaporation in φvs</td>
</tr>
<tr>
<td>Et</td>
<td>m (Δt)^{-1} Transpiration</td>
</tr>
<tr>
<td>Et,lu,vs</td>
<td>m (Δt)^{-1} Land-use-specific transpiration in φvs</td>
</tr>
<tr>
<td>Et,lu,vw</td>
<td>m (Δt)^{-1} Land-use-specific transpiration in φvw</td>
</tr>
<tr>
<td>Ev</td>
<td>m d^{-1} Vegetation interception evaporation</td>
</tr>
<tr>
<td>Ev,lu,vs</td>
<td>m (Δt)^{-1} Land-use-specific vegetation interception evaporation in φvs</td>
</tr>
<tr>
<td>Ev,lu,vw</td>
<td>m (Δt)^{-1} Land-use-specific vegetation interception evaporation in φvw</td>
</tr>
<tr>
<td>Ew</td>
<td>m d^{-1} Open-water evaporation</td>
</tr>
<tr>
<td>Ew,lu,ow</td>
<td>m (Δt)^{-1} Land-use-specific water evaporation in φow</td>
</tr>
<tr>
<td>Ew,lu,vw</td>
<td>m (Δt)^{-1} Land-use-specific open-water evaporation in φow</td>
</tr>
<tr>
<td>ea</td>
<td>kPa Actual vapour pressure</td>
</tr>
<tr>
<td>es</td>
<td>kPa Saturated vapour pressure</td>
</tr>
<tr>
<td>Fk</td>
<td>L^3 T^{-1} Moisture flux over the boundary of a grid cell in the atmospheric layer k</td>
</tr>
<tr>
<td>Fv</td>
<td>L^3 T^{-1} Vertical moisture flux</td>
</tr>
<tr>
<td>G</td>
<td>MJ m^{-2} d^{-1} Ground heat flux</td>
</tr>
<tr>
<td>h</td>
<td>m Plant height</td>
</tr>
<tr>
<td>hmax</td>
<td>m Minimum plant height</td>
</tr>
<tr>
<td>hmin</td>
<td>m Maximum plant height</td>
</tr>
<tr>
<td>Ia</td>
<td>- Aridity index</td>
</tr>
<tr>
<td>If</td>
<td>m d^{-1} Irrigation applied to $S_f$</td>
</tr>
<tr>
<td>Ig</td>
<td>m d^{-1} Gross irrigation</td>
</tr>
<tr>
<td>Isd</td>
<td>- Interstorm duration index</td>
</tr>
<tr>
<td>Isreq</td>
<td>m (Δt)^{-1} Irrigation requirement</td>
</tr>
<tr>
<td>Is</td>
<td>- Seasonality index</td>
</tr>
<tr>
<td>Iusz</td>
<td>m d^{-1} Irrigation applied to $S_{uz}$</td>
</tr>
<tr>
<td>Iv</td>
<td>m d^{-1} Irrigation applied to $S_v$</td>
</tr>
<tr>
<td>iv GS</td>
<td>m d^{-1} Growing-season index</td>
</tr>
<tr>
<td>iv LA</td>
<td>m^2 m^{-2} Leaf area index</td>
</tr>
</tbody>
</table>
\( i_{LA,\text{eff}} \quad \text{m}^2 \text{m}^{-2} \)  
Effective leaf area index

\( i_{LA,\text{max}} \quad \text{m}^2 \text{m}^{-2} \)  
Maximum leaf area index

\( i_{LA,\text{min}} \quad \text{m}^2 \text{m}^{-2} \)  
Minimum leaf area index

\( J_{\text{add}} \quad \text{m} \quad \text{(}\Delta t\text{)}^{-1} \)  
Water added in water stores to compensate for lack of horizontal flows

\( k \quad - \)  
Function of \( r_a \) and \( r_s \)

\( L \quad \text{years} \)  
Drought return period

\( N \quad \text{s} \)  
Day length

\( N_{\text{high}} \quad \text{s} \)  
Day length, higher sub-optimal threshold, assumed to be 39 600 s

\( N_{\text{low}} \quad \text{s} \)  
Day length, lower sub-optimal threshold, assumed to be 36 000 s

\( P \quad \text{m d}^{-1} \)  
Total precipitation

\( P_{\text{c}} \quad \text{m d}^{-1} \)  
Continently recycled precipitation

\( P_{\text{eff}} \quad \text{m d}^{-1} \)  
Effective precipitation (i.e. overflow from floor interception stock to unsaturated zone stock)

\( P_{\text{melt}} \quad \text{m d}^{-1} \)  
Snowmelt

\( P_o \quad \text{m d}^{-1} \)  
Precipitation of oceanic origin

\( P_{\text{rf}} \quad \text{m} \quad \text{(}\Delta t\text{)}^{-1} \)  
Rainfall

\( P_{\text{mathm}} \quad \text{m} \quad \text{(}\Delta t\text{)}^{-1} \)  
Snowfall

\( P_{\text{tf}} \quad \text{m} \quad \text{(}\Delta t\text{)}^{-1} \)  
Throughfall (i.e. overflow from vegetation interception stock to floor interception stock)

\( p \quad \text{kPa} \)  
Atmospheric pressure

\( Q_{\text{uz}} \quad \text{m} \quad \text{(}\Delta t\text{)}^{-1} \)  
Outlow from \( S_{\text{uz}} \)

\( Q_{\text{w}} \quad \text{m} \quad \text{(}\Delta t\text{)}^{-1} \)  
Runoff from \( S_w \)

\( R^2 \quad - \)  
Coefficient of determination

\( R_{\text{net}} \quad \text{MJ m}^{-2} \text{d}^{-1} \)  
Net radiation

\( R_{\text{net,\text{lw}}} \quad \text{MJ m}^{-2} \text{d}^{-1} \)  
Net longwave radiation

\( R_{\text{sw}} \quad \text{MJ m}^{-2} \text{d}^{-1} \)  
Shortwave radiation

\( r_a \quad \text{d m}^{-1} \)  
Aerodynamic resistance

\( r_{a,f} \quad \text{d m}^{-1} \)  
Floor aerodynamic resistance

\( r_{a,v} \quad \text{d m}^{-1} \)  
Vegetation aerodynamic resistance

\( r_{a,w} \quad \text{d m}^{-1} \)  
Open-water aerodynamic resistance

\( r_s \quad \text{d m}^{-1} \)  
Surface resistance

\( r_{s,\text{sm}} \quad \text{d m}^{-1} \)  
Surface soil moisture resistance

\( r_{s,\text{sm,\text{min}}} \quad \text{d m}^{-1} \)  
Minimum surface soil moisture resistance

\( r_{s,\text{st}} \quad \text{d m}^{-1} \)  
Surface stomatal resistance

\( r_{s,\text{st,\text{min}}} \quad \text{d m}^{-1} \)  
Minimum surface stomatal resistance

\( S_f \quad \text{m} \)  
Floor interception stock

\( S_{\text{f,lu}} \quad \text{m} \)  
Floor interception stock of a specific land-use type

\( S_{\text{f,max}} \quad \text{m} \)  
Floor interception storage capacity

\( S_k \quad \text{m}^3 \)  
Atmospheric moisture storage in atmospheric layer \( k \)

\( S_R \quad \text{m} \)  
Root zone storage capacity, also referred to as unsaturated storage capacity

\( S_{\text{snow}} \quad \text{m} \)  
Snow stock

\( S_{\text{uz}} \quad \text{m} \)  
Unsaturated stock
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{u,z,lu}$</td>
<td>m</td>
<td>Unsaturated stock of a specific land-use type</td>
</tr>
<tr>
<td>$S_{u,z,sm}$</td>
<td>m</td>
<td>Unsaturated stock available for soil moisture evaporation</td>
</tr>
<tr>
<td>$S_{u,z,t}$</td>
<td>m</td>
<td>Unsaturated stock available for transpiration</td>
</tr>
<tr>
<td>$S_v$</td>
<td>m</td>
<td>Vegetation interception stock</td>
</tr>
<tr>
<td>$S_{v,lu}$</td>
<td>m</td>
<td>Vegetation interception stock of a specific land-use type</td>
</tr>
<tr>
<td>$S_{v,max}$</td>
<td>m</td>
<td>Vegetation interception storage capacity</td>
</tr>
<tr>
<td>$S_w$</td>
<td>m</td>
<td>Water stock</td>
</tr>
<tr>
<td>$S_{w,lu}$</td>
<td>m</td>
<td>Water stock of a specific land-use type</td>
</tr>
<tr>
<td>$T_{dew}$</td>
<td>K</td>
<td>Dew point temperature</td>
</tr>
<tr>
<td>$T_{mean}$</td>
<td>K</td>
<td>Daily mean temperature</td>
</tr>
<tr>
<td>$T_{min}$</td>
<td>K</td>
<td>Daily minimum temperature</td>
</tr>
<tr>
<td>$T_{min,high}$</td>
<td>K</td>
<td>Daily minimum temperature, higher sub-optimal threshold, 278.15 K</td>
</tr>
<tr>
<td>$T_{min,low}$</td>
<td>K</td>
<td>Daily minimum temperature, lower sub-optimal threshold, 271.15 K</td>
</tr>
<tr>
<td>$T_{opt}$</td>
<td>K</td>
<td>Optimum photosynthesis temperature</td>
</tr>
<tr>
<td>$u_{10}$</td>
<td>m d$^{-1}$</td>
<td>Wind speed at 10 m height</td>
</tr>
<tr>
<td>$u_{200}$</td>
<td>m d$^{-1}$</td>
<td>Wind speed at 200 m height</td>
</tr>
<tr>
<td>$u_{ref}$</td>
<td>m d$^{-1}$</td>
<td>Wind speed at reference height</td>
</tr>
<tr>
<td>$y_L$</td>
<td>–</td>
<td>Reduced variate of the Gumbel distribution</td>
</tr>
<tr>
<td>$y_{top}$</td>
<td>m</td>
<td>Depth of the topsoil</td>
</tr>
<tr>
<td>$y_{uz}$</td>
<td>m</td>
<td>Depth of the unsaturated zone, also referred to as rooting depth</td>
</tr>
<tr>
<td>$Z$</td>
<td>m</td>
<td>Elevation</td>
</tr>
<tr>
<td>$z_0$</td>
<td>m</td>
<td>Aerodynamic roughness length</td>
</tr>
<tr>
<td>$z_{0,f}$</td>
<td>m</td>
<td>Roughness length of substrate floor</td>
</tr>
<tr>
<td>$z_{10}$</td>
<td>m</td>
<td>Height of wind speed $u_{10}$</td>
</tr>
<tr>
<td>$z_{200}$</td>
<td>m</td>
<td>Height of wind speed $u_{200}$</td>
</tr>
<tr>
<td>$z_{ref}$</td>
<td>m</td>
<td>Reference height</td>
</tr>
</tbody>
</table>
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INTRODUCTION

While the ancient oceans of Venus and Mars vaporised into space, Earth kept its life-giving water.

Cynthia Barnett (born 1966)
‘Rain - A Natural and Cultural History’

This chapter is partly based on:


1. INTRODUCTION

1.1. UNPRECEDENTED PRESSURE ON LAND AND WATER

Unprecedented is a word more used than ever to describe the state of the planet. Today, four billion people live under severe water scarcity conditions (Mekonnen and Hoekstra, 2016), while more than 40% of forests and ice-free habitats have been converted to agricultural land or pasture (Foley, 2005; Goldewijk, 2001). The speed of change is just as striking as the state of affairs. Just within the last three hundred years, land-cover change impact on the biosphere in terms of carbon, water, and biodiversity have increased manifold (Hurtt et al., 2011; Newbold et al., 2015; Ostberg et al., 2015; Pimm et al., 2014). Yet, increased pressure is expected from future growth in population and affluence. Until 2030, another 2.85-7.95 Mkm$^2$ of land is under demand (Lambin and Meyfroidt, 2011) and fresh water withdrawal mostly is expected to increase by 2000 km$^3$ yr$^{-1}$ by the end of the century (Wada and Bierkens, 2014). Anticipating the consequences of these simultaneous changes in land and water systems requires an understanding not only of how these systems function separately, but also importantly, of how they interact.

1.2. INTRINSIC LINKAGES BETWEEN LAND AND WATER

Water sustains life by its never ending movement. The Earth’s surface receives about $115 \times 10^3$ km$^3$ yr$^{-1}$ precipitation (rain, snow, sleet, or hail), of which approximately $75 \times 10^3$ km$^3$ yr$^{-1}$ is evaporated back to the atmosphere, and most of the remaining $40 \times 10^3$ km$^3$ yr$^{-1}$ flows into rivers to join the ocean (Trenberth et al., 2011). Vegetation and land surface properties directly interact with all of these three fluxes: precipitation, evaporation, and river flows.

While the causal effect of vegetation on river flows and evaporation are possible to study through direct observations, experiments to determine the vegetation’s effect on precipitation have been and remain challenging. Already in the mid 1800s, observations demonstrated that precipitation was higher over forests, but the forest’s role remained inconclusive as correlation could not be taken as causation (Zon, 1927). In the late 1860s and 1870s, a conspicuous coincidence of exceptionally rainy years and the westward expansion of the European-American settlement led to the wide-held belief that ‘rain follows the plow’ (Barnett, 2015). However, a return to dry years in North America and a series of influential research (Benton, 1949; Budyko, 1974; McDonald, 1962) concluded that local precipitation is largely unaffected by local evaporation and vegetation. The issue was, however, not settled. The importance of vegetation for local precipitation came to rise again with research in the rainforests, which proved to sustain local rainfall through intense local moisture recycling (Shukla and Mintz, 1982). In recent years, vegetation has been suggested to play an even greater role for rainfall by its ability to attract oceanic moisture through the highly controversial ‘biotic pump’ mechanism (Makarieva and Gorshkov, 2007; Makarieva et al., 2014; Meesters et al., 2009).

Science today offers a rich picture of how vegetation influences the water cycle. Precipitation formation is directly dependent on the atmospheric stability, humidity, circulation, and presence of cloud condensation nuclei, each influenced by land surface through e.g., surface roughness, soil moisture state, evaporation rate, and biogenic aerosols (e.g., Shuttleworth, 2012). Based on scale dependency, Goessling and Reick (2011) suggests three categories of mechanisms through which land surface influences
1.2. **INTRINSIC LINKAGES BETWEEN LAND AND WATER**

precipitation: local coupling, moisture recycling, and atmospheric circulation. Local coupling is related to perturbation of the thermal layer through e.g., soil moisture feedback (e.g., Koster et al., 2004; Taylor et al., 2012; Guillod et al., 2015); regional scale moisture recycling influences precipitation through changes in upwind evaporation and atmospheric moisture content (van der Ent et al., 2010; Spracklen et al., 2012; Tuinenburg et al., 2012) partly depending on existing convective conditions (Swann et al., 2015); and atmospheric circulation can be perturbed by altered climate dynamics anywhere on Earth through teleconnections (e.g., Avissar and Werth, 2005; Badger and Dirmeyer, 2016; de Vrese et al., 2016). Nevertheless, understanding and representing all complexities in precipitation formation and land-atmosphere interaction has proven to be challenging, and simulations of precipitation and precipitation change from land-use change still vary widely between climate models due to major uncertainties in cloud, aerosol, and circulation model formulations (Pitman et al., 2012; Chen and Frauenfeld, 2014; Aloysius et al., 2016).

In this context, the study of the moisture recycling mechanism offers a simpler first order estimate for understanding regional scale land-use change effects and a starting point for interpreting climate model simulations. The knowledge about regional interactions between vegetation and moisture recycling is backed up by observations (e.g., D’Almeida et al., 2007; Spracklen et al., 2012), and simulations of moisture sources are fairly robust (Keys et al., 2014). About 40 % of terrestrial precipitation originates from terrestrial evaporation (van der Ent et al., 2010, 2014), but the degree of moisture recycling varies greatly with geography as a function of wind directions, distance to ocean, evaporation rates, precipitation rates, and topography. Precipitation recycling ratios are highest in north-east Euroasia, west-central Africa, and central South America, where more than 60 % of precipitation originate from evaporation with terrestrial origin (van der Ent et al., 2010, 2014).

Thus, a number of studies have focused on the moisture recycling mechanism to explore the consequences of anthropogenic land-use change. For example, Bagley et al. (2012) used a linear moisture availability model to show that changes in land use can potentially decrease crop yields through reductions in moisture recycling; Tuinenburg (2013) and Wei et al. (2012) showed that irrigation can increase downwind rainfall; and Keys et al. (2012) and Miralles et al. (2016) showed that some semiarid regions are particularly vulnerable to changes in their own moisture supply or upwind moisture source regions. Focusing on the moisture recycling mechanism has also enabled innovative application of network analysis of e.g., the risk of self-amplifying forest loss (Zemp et al., 2017).

1.2.1. **EVAPORATION PARTITIONING — IS TIME OF THE ESSENCE?**

Moisture recycling studies have in the past only analysed total evaporation. However, total evaporation consists of transpiration, interception, and soil moisture evaporation, which contrast in their temporal dynamics on land. For example, interception and soil moisture evaporation are ephemeral (Gerrits et al., 2009), whereas transpiration continues long into the dry season depending on infiltration rates and the capacity of the soil in the root zone to retain moisture. Therefore, the interception moisture feedback to the atmosphere often occurs instantaneously during a rainfall event, whereas transpiration occurs when there
is no longer any local condition for rain. Based on studies in Zimbabwe, Sahel, and the Amazon, Savenije (2004) suggested that the temporal differences of different evaporation fluxes result in different contribution to moisture recycling. With the development of global scale hydrological and moisture recycling models, the temporal dynamics of different evaporation fluxes can now be studied worldwide.

1.2.2. **ROOT ZONE STORAGE CAPACITY — WHAT IS BENEATH THE SURFACE?**

A key uncertainty in moisture recycling studies is evaporation partitioning, and global estimates of transpiration ratio ranges between 35 and 90% of total evaporation (Coenders-Gerrits et al., 2014). A contributing factor to the uncertainty is the lack of a reliable global root zone storage capacity dataset. Root zone storage capacity ($S_R$) determines the maximum amount of soil moisture potentially available for vegetation transpiration, and is critical for correctly simulating land-atmosphere interactions (e.g., Bevan et al., 2014; Feddes et al., 2001; Kleidon and Heimann, 1998b, 2000; Lee et al., 2005; Milly and Dunne, 1994; Zeng et al., 1998). However, root zone storage capacity is very difficult to measure and observe in the field, especially at the larger scales that are relevant for many modelling needs. Rooting profiles measurements are also scarce, and difficult to generalise since vegetation rooting systems naturally adapt to prevailing climates and soil heterogeneities (e.g., Gentine et al., 2012; Sivandran and Bras, 2013). Even when rooting profiles are available, difficulties arise in translating them to root zone storage capacity, due to variations in root densities, hydrological activity, horizontal and vertical heterogeneities, and uncertainties in soil profile data. Recent advances in satellite based techniques, however, offer new possibilities to inspect the hydrological root zone depth.

1.2.3. **LAND-USE CHANGE IMPACTS ON RIVER FLOWS — FAR AND NEAR**

Moisture recycling studies have hitherto focused on precipitation and evaporation, and less on river flows. Paradoxically, perhaps due to a divide between the atmospheric and the hydrological disciplines, hydrological studies of land-use change effects on the water cycle have largely focused on the perturbation of river flows. Even though several studies suggest land system change to be the most important driver of past century (e.g., Piao et al., 2007; Sterling et al., 2012) and projected changes in river flows (Betts et al., 2015), they have either ignored that vegetation change influences precipitation or do not distinguish between the effects of land-use change within and outside the river basin boundary. While Stickler et al. (2013) demonstrated contrasting effects of local and regional deforestation on hydropower energy generation in the Amazon, questions remain on the moisture recycling mechanisms through which land-use change affects river flows.

1.3. **RESEARCH QUESTIONS AND THESIS OUTLINE**

Against the backdrop of the grand global challenges in understanding and achieving land–water sustainability, this thesis takes aim to advance our knowledge of *how land-use change influences the water cycle*.

Chapter 2 describes the global hydrological model Simple Terrestrial Evaporation to Atmosphere Model (STEAM), which was developed for and used in this thesis. Chapter 3
Chapter 4 focuses on the evaporation fluxes on land, Chapter 5 zooms in to the root zone storage capacity, and Chapter 6 zooms out to include moisture recycling and river flows.

Figure 1.1: Different domains in the terrestrial water cycle covered by the different chapters. Chapters 4-6 address different domains in the terrestrial water cycle, as illustrated in Fig. 1.1. The specific research questions addressed in these chapters are as follows:

- Chapter 4: What are the temporal characteristics of interception and transpiration in the terrestrial water cycle?
- Chapter 5: Can global root zone storage capacity estimates be improved using satellite-based evaporation data, and thus, improve global hydrological simulation?
- Chapter 6: How does anthropogenic land-use change affect river flows through moisture recycling?

Finally, Chapter 7 synthesises the findings and discusses future research needs.
Simple Terrestrial Evaporation to Atmosphere Model (STEAM)

‘I have never tried that before, so I think I should definitely be able to do that.’
Astrid Lindgren, (1907-2002)
‘Pippi Longstocking’

Simple Terrestrial Evaporation to Atmosphere Model (STEAM) is a process-based, water balance model, developed to analyse land-use change impacts on the water cycle. STEAM simulates five evaporation fluxes at 3 hours resolution: vegetation interception, floor interception, transpiration, soil moisture evaporation, and open water evaporation. The goal of STEAM is to represent different land-use classes with only a limited number of parameters, and yet to produce realistic partitioning between direct and delayed evaporation. Because of our need to properly quantify evaporation and its seasonal variations, STEAM includes an irrigation module and calculates dynamic seasonal vegetation parameters based on meteorological conditions. STEAM is useful for understanding the links between land use and water resources, and can with benefit be employed on par with atmospheric moisture tracking.

This chapter is based on:

2.1. Introduction
Global land evaporation data can be obtained from reanalysis, observations, and land surface model simulations (Mueller et al., 2013; Wang and Dickinson, 2012). All three data categories have their merits and shortcomings. Reanalysis data are generated from data assimilation based on numerical weather forecast model simulations and available observations from multiple sources (Dee et al., 2011). They have global coverage and offer high temporal resolution. However, because of the data assimilation procedure, the water balance is not closed and evaporation estimates are likely too high. Observation-based data can come from satellite retrieval and eddy covariance measurements network. Notwithstanding being close to ground truth, there are uncertainties and bias specific to each observation technique, and the temporal resolution of available observation-based data is often poor.

Land surface model simulations are the only category to provide evaporation partitioning at the high temporal resolution required for input to a moisture tracking model. However, most global land surface models have been developed for other types of use, such as to solve surface energy exchanges in climate simulations or to estimate river discharge for assessment of water availability (e.g., Haddeland et al., 2011). While some of them offer a comprehensive description of a large set of Earth system dynamics, they do not necessarily simulate evaporation partitioning realistically. Features important for evaporation partitioning, such as phenology and irrigation, are not always included in land surface models. Land surface models also normally do not simulate interception on other surfaces than tree canopy, despite otherwise suggested by field studies (e.g., Gerrits et al., 2010; De Groen and Savenije, 2006; Putuhena and Cordery, 1996; Savenije, 2004).

2.2. Model Rationale
We developed the Simple Terrestrial Evaporation to Atmosphere Model (STEAM) as a process-based model assuming water balance at grid cell level. The original aim was to use STEAM to analyse land-use change impacts on the water cycle, separately or on par with the moisture tracking model Water Accounting Model-2layers (WAM-2layers) (van der Ent et al., 2014). The goal of STEAM is to represent different land-use classes with only a limited number of parameters, and yet to produce realistic partitioning between direct and delayed evaporation. The temporal and spatial resolution of STEAM is chosen to work together with WAM-2layers. Because of our need to properly quantify evaporation and its seasonal variations, STEAM includes an irrigation module and calculates dynamic seasonal vegetation parameters based on meteorological conditions.

STEAM can be considered a simple model with its pure focus on the evaporation process. For our current research purposes, we have considered it acceptable to disregard groundwater interaction and lateral flows. Complex models are necessary for holistic earth system modelling, but a simple model approach is convenient when only a few aspects of the Earth system are considered. A simple model is more transparent, contains fewer uncertain ‘best guess’ equations and parameters, and is more flexible to change. When targeting a specific aspect, (in our case evaporation partitioning and the link to moisture recycling), a simple model may even outperform more complex models that do not take the specific aspect into account or that has to compromise it with other aspects.
2.3. Model description

STEAM estimates five evaporative fluxes, and is represented by five stocks, see Fig. 2.1. The vegetation interception stock $S_v$ represents canopy and vegetation surfaces (such as leaves, branches, and stems) that are the first to be wetted by rainfall ($P - P_{sf}$). The evaporation from this stock is vegetation interception $E_v$, and the water exceeding the vegetation interception storage capacity $S_{v,\text{max}}$ is throughfall $P_{tf}$. In most cases, the latter is intercepted by the ground and litter surface, forming a thin layer of the floor interception stock $S_f$. The evaporation from this stock is floor interception $E_f$. The remainder is effective precipitation $P_{\text{eff}}$, which is generated when the floor interception storage capacity $S_{f,\text{max}}$ is exceeded. Water that subsequently reaches the unsaturated root zone stock $S_{uz}$ can be evaporated either as soil moisture evaporation $E_{sm}$, or be taken up by plant roots and transpire as $E_t$. In addition to these stocks, we assume that the land-cover types ‘Water’ (01:WAT) and ‘Wetlands’ (12:WET) contain open water, and that vegetation may grow directly in water, in ‘Wetlands’ (12:WET) and ‘Rice paddies’ (19:RIC), see Table 2.2. These waters are represented by the water stock $S_w$. Open water is replenished by adding water $J_{\text{add}}$ that prevents dry-out in the absence of lateral flow routines. Vegetation covered water also receives $P_{tf}$ from vegetation. Runoff is the sum of excess water $Q_{uz}$ (exceeding the unsaturated root zone storage capacity $S_R$) from the unsaturated zone and $Q_w$ from the water stock (exceeding the water storage capacity $S_{w,\text{max}}$). The last and fifth stock $S_{\text{snow}}$ does not have a limit, and allows snowfall $P_{sf}$ to accumulate until melting occurs. Snowmelt $P_{\text{melt}}$ is allowed only if there is snow in $S_{\text{snow}}$ and only up to the given amount of snowmelt given by the data. If the daily mean temperature $T_{\text{mean}}$ is above 273 K, $P_{\text{melt}}$ goes directly to the floor interception stock, otherwise it does not infiltrate and leaves directly as runoff $Q_{uz}$. In case of irrigation, some water is assumed to be spilled to the vegetation $I_v$, the floor $I_f$ and the water bodies $I_w$. The parameterisation of the storage capacities are described in Sect. 2.3.4 and all notations are listed in Notations.

2.3.1. Potential evaporation

Penman-Monteith equation

Total evaporation – the sum of vegetation interception $E_v$, floor interception $E_f$, transpiration $E_t$, soil moisture evaporation $E_{sm}$, and open-water evaporation $E_w$ – is driven by the daily potential evaporation and restricted by resistances and water availability. The Penman–Monteith equation (Monteith, 1965) is used to estimate the daily potential evaporation $E_{p,\text{day}}$ [m d$^{-1}$], which is formulated as follows:

$$E_{p,\text{day}}(r_a) = \frac{\delta (R_{\text{net}} - G) + \rho_a C_p D_a / r_a}{\rho_w \lambda (\delta + \gamma)},$$

where $\delta$ [kPa K$^{-1}$] is the gradient of the saturated vapour pressure function, $R_{\text{net}}$ [MJ m$^{-2}$ d$^{-1}$] is the net radiation, $G$ [MJ m$^{-2}$ d$^{-1}$] is the ground heat flux, $\rho_a$ [kg m$^{-3}$] is the density of air, $C_p$ [1.01 × 10$^{-3}$ MJ kg$^{-1}$ K$^{-1}$] is the specific heat of moist air at constant pressure, $D_a$ [kPa] is the vapour pressure deficit, $\rho_w$ [kg m$^{-3}$] is the density of water,
2. Simple Terrestrial Evaporation to Atmosphere Model (STEAM)

Figure 2.1: Water fluxes and stocks in STEAM. Arrows indicate fluxes, and boxes indicate stocks. Dashed lines indicate fluxes and stocks that only exist for particular land-use types. Symbols are listed in Notations.

\( \lambda [\text{MJ kg}^{-1}] \) is the latent heat of water vaporisation, \( \gamma [\text{kPa K}^{-1}] \) is the psychrometric constant, and \( r_{a} [\text{d m}^{-1}] \) is the aerodynamic resistance. Note that \( r_{a} \) is represented by \( r_{a,v} \) for vegetation, \( r_{a,f} \) for floor, and \( r_{a,w} \) for water. The calculations of \( \delta \), \( R_{\text{net}} \), \( G \), \( D_{a} \), \( \lambda \), \( \gamma \), and the different \( r_{a} \)'s are given in Sect. 2.3.1. The potential evaporation \( E_{p,\text{day}} \) in Eq. (2.1) does not include surface stomatal resistance \( r_{s,st} \) for transpiration or surface soil moisture resistance \( r_{s,sm} \) for soil moisture evaporation. Thus, we introduce \( k \) (used in Eqs. 2.30, 2.32, and 2.33), which is expressed as a function of a surface resistance \( r_{s} \) and an aerodynamic resistance \( r_{a} \):

\[
k (r_{s}, r_{a}) = \left( 1 + \frac{r_{s}}{r_{a}} \frac{\gamma}{\delta + \gamma} \right)^{-1} . \tag{2.2}
\]

**Surface resistance**

Surface resistance applies only to soil moisture evaporation and transpiration, since interception and open-water evaporation occur without resistance.

The soil moisture resistance \( r_{s,sm} \) is applied to soil moisture evaporation and estimated based on the soil moisture content of the topsoil layer (Bastiaanssen et al., 2012):

\[
r_{s,sm} = r_{s,sm,\text{min}} \Theta_{\text{top}}^{-3} , \tag{2.3}
\]

where \( r_{s,sm,\text{min}} \) is the minimum surface soil moisture resistance assumed as \( 3.5 \times 10^{-4} \text{d m}^{-1} \), and \( \Theta_{\text{top}} [-] \) is the effective saturation expressed as

\[
\Theta_{\text{top}} = \frac{\theta_{\text{top},n} - \theta_{\text{top,\text{res}}}}{\theta_{\text{top, sat}} - \theta_{\text{top,\text{res}}}} . \tag{2.4}
\]
The surface stomatal resistance \( r_{s,\text{st}} \) of vegetation is simulated by the Jarvis–Stewart equation (Stewart, 1988), taking into account solar radiation, vapour pressure deficit, optimum temperature, and soil moisture stress:

\[
r_{s,\text{st}} = \frac{r_{s,\text{st},\text{min}}}{i_{\text{LA,eff}} f(R_{\text{sw}}) f(D_a) f(T_{\text{mean}}) f(\theta_{uz})},
\]

where \( r_{s,\text{st},\text{min}} \) is the minimum surface stomatal resistance dependent on land-use type and specified in the land-use look-up table (Table 2.1); \( i_{\text{LA,eff}} \) is the effective leaf area index (unit leaf area per unit ground area that is actively participating in transpiration); and \( f \) is the four stress functions for incoming shortwave radiation \( R_{\text{sw}} \) (in W m\(^{-2}\)), vapour pressure deficit \( D_a \), mean daily temperature \( T_{\text{mean}} \), and soil moisture \( \theta_{uz} \) (Stewart, 1988). Effective leaf area index \( i_{\text{LA,eff}} \) is adapted from Allen et al. (2006) and Zhou et al. (2006) as

\[
i_{\text{LA,eff}} = \frac{i_{\text{LA}}}{0.2 i_{\text{LA}} + 1}.
\]

The stress functions vary between 0 and 1. The stress function of soil moisture \( f(\theta_{uz}) \) is the same as in Eq. (2.41). The other stress functions are as follows (Jarvis, 1976; Zhou et al., 2006; Matsumoto et al., 2008):

\[
f(R_{\text{sw}}) = R_{\text{sw}} (1 + c_R / 1000) (c_R + R_{\text{sw}})^{-1}, \tag{2.7}
\]

\[
f(D_a) = [1 + (D_a / D_{0.5}) c_{D1}]^{-1} (1 - c_{D2}) + c_{D2}, \tag{2.8}
\]

\[
f(T_{\text{mean}}) = \begin{cases} 0 & T_{\text{mean}} < 273.15 \\ 1 - T_{\text{opt}}^{-2} \left( T_{\text{mean}} - T_{\text{opt}} \right)^2 & \left( T_{\text{mean}} > T_{\text{opt}} + 1 \right) \cup \left( 273.15 \leq T_{\text{mean}} < T_{\text{opt}} - 1 \right) \\ 1 & T_{\text{opt}} - 1 \leq T_{\text{mean}} \leq T_{\text{opt}} + 1 \end{cases} \tag{2.9}
\]

where \( c_R \) is the radiation stress parameter fixed at 100 (Zhou et al., 2006), \( D_{0.5} \) is the vapour pressure deficit halfway between 1 and \( c_{D2} \) set at 1.5 kPa, \( c_{D1} \) is the first vapour pressure parameter set at 3, and \( c_{D2} \) is the second vapour pressure stress parameter set at 0.1 (Matsumoto et al., 2008). Optimum temperature \( T_{\text{opt}} \) [K] is based on elevation above sea level \( Z \) [m] and latitude \( \omega \) [rad] (Cui et al., 2012):

\[
T_{\text{opt}} = 302.45 - 0.003 (Z - |\omega|). \tag{2.10}
\]

Graphical representations of the stress functions are presented in Fig. 2.2. Under unfavourable conditions where at least one of the stress functions equals 0, \( r_{s,\text{st}} \) is assumed to be 0.58 d m\(^{-1}\) (50 000 s m\(^{-1}\)), corresponding to the molecular diffusivity of water vapour through leaf cuticula (Tourula and Heikinheimo, 1998). If \( i_{\text{LA}} \) is 0, no transpiration is allowed.
OTHER INPUT VARIABLES TO THE PENMAN–MONTEITH EQUATION

The vapour pressure deficit $D_a$ is defined as

$$D_a = e_s - e_a (T_{dew}),$$  \hspace{1cm} (2.11)

where $e_s$ [kPa] is the saturated vapour pressure at temperature $T_{\text{mean}}$ [K] and estimated from the average of the saturated vapour pressures of the daily maximum and minimum temperature, $e_a$ [kPa] is the vapour pressure of air at height $z_{\text{ref}}$ [m], and $T_{dew}$ [K] is the daily mean dew point temperature. Vapour pressure $e_a$ is estimated from the formula below:

$$e_a (T_{dew}) = \frac{0.6108 \cdot e_a^{17.27(T_{dew}-273.15)}}{T_{dew} - 35.85}. \hspace{1cm} (2.12)$$

For the estimation of $e_s$, $T_{dew}$ was replaced by $T_{\text{max}}$ or $T_{\text{min}}$. The latent heat of water vaporisation $\lambda$ [MJ kg$^{-1}$] is expressed as

$$\lambda = 2.501 - 0.002361 (T_{\text{mean}} - 273.15). \hspace{1cm} (2.13)$$

The gradient $\delta$ [kPa K$^{-1}$] of the saturated vapour pressure function is given by

$$\delta = \frac{4098 \cdot e_s}{237.3 + (T_{\text{mean}} - 273.15)^2}. \hspace{1cm} (2.14)$$

The psychrometric constant $\gamma$ [kPa K$^{-1}$] is

$$\gamma = \frac{C_p p}{\xi_{\text{mw}} \lambda}, \hspace{1cm} (2.15)$$

where $p$ is the atmospheric pressure [kPa], and $\xi_{\text{mw}}$ is the ratio of the molecular weight of water vapour to that for dry air [0.622].

Net radiation is calculated by

$$R_{\text{net}} = (1 - \alpha) R_{sw} - R_{\text{net, lw}}, \hspace{1cm} (2.16)$$

where $\alpha$ is albedo, $R_{sw}$ is the incoming shortwave radiation, and $R_{\text{net, lw}}$ is the outgoing net longwave radiation. In reality, albedo varies with angle of reflection and the surface properties such as snow cover change and soil wetness. Here, we assume $\alpha$ to be fixed for each land-use type; see Table 2.1.

Daily ground heat flux $G$ is derived from interpolating monthly ground heat flux $G_{\text{month}}$ (Allen et al., 1998):

$$G_{\text{month}} = 0.07 (T_{\text{month+1}} - T_{\text{month-1}}). \hspace{1cm} (2.17)$$

There are three types of aerodynamic resistances used in STEAM: the aerodynamic vegetation resistance $r_{a,v}$, the aerodynamic floor resistance $r_{a,f}$, and the aerodynamic
Figure 2.2: Stress functions used in the Jarvis–Stewart equation (see Eq. 2.5).

water resistance \( r_{a,w} \). They are expressed as follows (Shuttleworth, 2012):

\[
\begin{align*}
    r_{a,v} &= \frac{\ln \frac{z_{ref} - d}{z_0} \ln \frac{z_{ref} - d}{0.1z_0}}{u_{ref,v} \kappa^2}, \quad (2.18) \\
    r_{a,f} &= \frac{\ln \frac{z_{ref,f}}{z_{0,f}} \ln \frac{z_{ref,f}}{0.1z_{0,f}}}{u_{ref,f} \kappa^2}, \quad (2.19) \\
    r_{a,w} &= \frac{4.72 \ln^2 \frac{z_{ref,w}}{z_{0,f}}}{1 + 0.536u_{ref,w}}, \quad (2.20)
\end{align*}
\]

where \( z_{ref} \) is the reference height [m], \( z_0 \) is the aerodynamic roughness length [m], \( d \) is the zero-plane displacement height [m], and \( u_{ref,v} \) is the wind speed [m d
\(^{-1}\)] at \( z_{ref} \). Wind speed \( u_{ref} \) is estimated from wind speed \( u_{10} \) given by data at 10 m \( z_{10} \) [m] under the assumption of a logarithmic wind profile and stable neutral atmospheric conditions:

\[
\begin{align*}
    u_{ref,f} &= u_{10} \frac{\ln \frac{z_{ref,f}}{z_{0,f}}}{\ln \frac{z_{10}}{z_{0,f}}}, \quad (2.21) \\
    u_{ref,w} &= u_{10} \frac{\ln \frac{z_{ref,w}}{z_{0,f}}}{\ln \frac{z_{10}}{z_{0,f}}}, \quad (2.22)
\end{align*}
\]
where the reference height $z_{\text{ref},f}$ and $z_{\text{ref},w}$ are 2 m and $z_{\text{ref},v}$ is $2 + h$ [m], with $h$ being the plant height [m]. However, because some vegetation is higher than 10 m, wind speed at 200 m is substituted into the formula to derive wind speeds at lower elevations:

$$u_{\text{ref},v} = u_{10} \frac{\ln \left( \frac{z_{200}}{z_0} \right) \ln \left( \frac{z_{\text{ref},v} - d}{z_{10}} \right)}{\ln \left( \frac{z_{10}}{z_0} \right) \ln \left( \frac{z_{200} - d}{z_{10}} \right)}.$$  \hspace{1cm} (2.23)

The aerodynamic roughness length $z_0$ [m] is estimated from

$$z_0 = \begin{cases} 
  z_{0,f} + 0.29h\sqrt{0.2i_{\text{LA}}} & i_{\text{LA}} \leq 1 \\
  0.3h(1 - d/h) & i_{\text{LA}} > 1 
\end{cases}.$$  \hspace{1cm} (2.24)

Zero-plane displacement $d$ is estimated from $h$ [m] and $i_{\text{LA}}$ [m $^2$ $^{-2}$]:

$$d = 1.1h \ln \left[ 1 + (0.2i_{\text{LA}})^{0.25} \right],$$  \hspace{1cm} (2.25)

$$h = h_{\text{min}} + (h_{\text{max}} - h_{\text{min}})i_{\text{LA}}/i_{\text{LA},\text{max}}.$$  \hspace{1cm} (2.26)

**Top soil moisture**

Since there is no explicit topsoil storage in STEAM, topsoil moisture at the present time $\theta_{\text{top},n}$ [-] is derived daily, based on the inflow to the unsaturated storage and topsoil moisture from the previous day $\theta_{\text{top},n-1}$ (Pellarin et al., 2013):

$$\theta_{\text{top},n} = \theta_{\text{top},n-1}e^{-\Delta n/\chi} + \left( \theta_{\text{sat}} - \theta_{\text{top},n-1} \right) \left( 1 - e^{-P_{\text{eff}}/y_{\text{top}}} \right) + \theta_{\text{top},\text{res}},$$  \hspace{1cm} (2.27)

where $\Delta n$ is the time step of 24 h, $\theta_{\text{top},\text{res}}$ is the volumetric residual soil moisture content assumed as 0.01, $y_{\text{top}}$ is the topsoil depth, and $\chi$ is the dry-out parameter which varies with clay content of the topsoil. The assumed $y_{\text{top}}$ is 0.03 m. In Pellarin et al. (2013), the values used for $y_{\text{top}}$ were 0.05 and 0.1 m, but we considered that a shallower depth is more relevant for estimating soil moisture evaporation stress. The dry-out parameter $\chi$ is estimated using the following semi-empirical equation:

$$\chi = \frac{y_{\text{top}}}{0.1} \max \left[ \chi_{\text{min}}, 32 \ln \left( \eta_{\text{clay}} + 174 \right) \right],$$  \hspace{1cm} (2.28)

where $\eta_{\text{clay}}$ is the clay content [%] and $\chi_{\text{min}}$ is the minimum of $\chi$ taken as 60 h. This set of equations (Eqs. 2.27 and 2.28) was tested in semi-arid west Africa, in the type of regions where soil moisture evaporation is most important. Factors not taken into account include solar radiation, the presence of vegetation and the wind velocity (Pellarin et al., 2013).

### 2.3.2. Actual evaporation

To simulate actual evaporation at 3 h time steps ($\Delta t$), we first downscale the daily potential evaporation $E_{p,\text{day}}$ using the diurnal distribution of actual 3 h evaporation data. The downscaled potential evaporation is subsequently used to evaporate moisture in the following logical sequence – vegetation interception, transpiration, floor interception, and soil moisture evaporation:

$$E_{v,lu,vs} = E_{v,lu,vw} = \min \left( \frac{S_{v,lu}}{\Delta t}, E_p \left( r_{a,v} \right) \right),$$  \hspace{1cm} (2.29)
2.3. Model Description

\[\begin{align*}
E_{t, lu, vs} &= \min \left( \frac{S_{uz, lu}}{\Delta t}, \max \left\{ 0, \left[ E_p \left( r_{a,v} \right) - E_{v, lu, vs} \right] k \left( r_{a,v}, r_{s,st} \right) \right\} \right), \\
E_{f, lu, vs} &= \min \left( \frac{S_{f, lu}}{\Delta t}, \max \left\{ 0, E_{p} \left( r_{a,t} \right) - E_{v, lu, vs} - E_{t, lu, vs} \right\} \right), \\
E_{sm, lu, vs} &= \min \left( S_{uz, lu}, \Delta t \right) a, \\
a &= \max \left\{ 0, \left[ E_{p} \left( r_{a,t} \right) - E_{v, lu} - E_{t, lu, vs} - E_{f, lu, vs} \right] k \left( r_{a,f}, r_{s,sm} \right) \right\},
\end{align*}\]

where the first subscript (v, t, f, sm, or w) denotes an individual evaporative flux; the second subscript (lu) the land-use type ID (see Table 2.1); and the third subscript (vs, vw, or ow) the type of vegetation-water occupancy (see Table 2.2). Thus, for the fraction of vegetation in water \(\phi_{vw}\) in wetlands and rice paddies, there is no floor interception or soil evaporation. Here, transpiration is preceded by vegetation interception just as for the fraction of vegetation in soil \(\phi_{vs}\), whereas open-water evaporation takes the position of floor interception in the evaporation sequence and is preceded by both vegetation interception and transpiration:

\[\begin{align*}
E_{t, lu, vw} &= \min \left( \frac{S_{w, lu}}{\Delta t}, \max \left\{ 0, E_{p} \left( r_{a,v} \right) - E_{v, lu, vw} k \left( r_{a,v}, r_{s,sm} \right) \right\} \right), \\
E_{w, lu, vw} &= \min \left( \frac{S_{w, lu}}{\Delta t}, \max \left\{ 0, E_{p} \left( r_{a,w} \right) - E_{v, lu, vw} - E_{t, lu, vw} \right\} \right).
\end{align*}\]

For the water land-use type and the fraction of open-water \(\phi_{ow}\) in wetlands, evaporation is expressed as

\[E_{w, lu, ow} = \min \left( \frac{S_{w, lu}}{\Delta t}, \max \left\{ 0, E_{p} \left( r_{a,w} \right) \right\} \right).\]

The total of an evaporation flux from wetlands (12:WET) or rice paddies (19:RIC) is determined by the weighted sum based on the fractions of vegetation covered soil \(\phi_{vs}\), vegetation covered water \(\phi_{vw}\), and open water \(\phi_{ow}\) (see also Table 2.2):

\[E_{j, lu} = \phi_{lu, vs} E_{j, lu, vs} + \phi_{lu, vw} E_{j, lu, vw} + \phi_{lu, ow} E_{j, lu, ow},\]

where \(E_{j, lu}\) is an evaporation flux (\(j\) denotes v, t, f, sm, or w) of the land-use type \(lu\).

Subsequently, the total of an evaporation flux from a grid cell is determined by the weighted sum of the land-use types:

\[E_{j} = \sum_{lu=1}^{19} \phi_{lu} E_{j, lu},\]

where \(\phi_{lu}\) is the land-use occupancy fraction of the land-use type \(lu\).
2.3.3. PHENOLOGY

The growing-season index $i_{GS}$ (Jolly et al., 2005) varies between 0 and 1, and is used to determine the seasonal variations of leaf area $i_{LA}$. We formulate $i_{GS}$ in STEAM as follows:

$$i_{GS} = f(T_{\text{min}}) f(N) f(\theta_{uz}),$$

(2.38)

where $f(T_{\text{min}})$ is the stress function of minimum temperature, $f(N)$ is the stress function of day length, and $f(\theta_{uz})$ is the stress function of soil moisture. Note that $f(\theta_{uz})$ is a modification of the original expression for $i_{GS}$, where vapour pressure deficit $D_a$ was used as a proxy for soil moisture (Jolly et al., 2005). However, since soil moisture is calculated in STEAM, it makes sense to use the soil moisture stress function to replace the original vapour pressure stress function. The stress functions are expressed as

$$f(T_{\text{min}}) = \begin{cases} 
0 & T_{\text{min}} \leq T_{\text{min,low}} \\
\frac{T_{\text{min}} - T_{\text{min,low}}}{T_{\text{min,high}} - T_{\text{min,low}}} & T_{\text{min,high}} > T_{\text{min}} > T_{\text{min,low}}, \\
1 & T_{\text{min}} \geq T_{\text{min,high}}
\end{cases}$$

(2.39)

$$f(N) = \begin{cases} 
0 & N \leq N_{\text{low}} \\
\frac{N - N_{\text{low}}}{N_{\text{high}} - N_{\text{low}}} & N_{\text{high}} > N > N_{\text{low}}, \\
1 & N \geq N_{\text{high}}
\end{cases}$$

(2.40)

$$f(\theta_{uz}) = \begin{cases} 
0 & \theta_{uz} \leq \theta_{uz,wp} \\
\frac{(\theta_{uz} - \theta_{uz,wp})(\theta_{uz,fc} - \theta_{uz,wp} + c_{uz})}{(\theta_{uz,fc} - \theta_{uz,wp})(\theta_{uz} - \theta_{uz,wp} + c_{uz})} & \theta_{uz,wp} < \theta_{uz} < \theta_{uz,fc}, \\
1 & \theta_{uz} \geq \theta_{uz,fc},
\end{cases}$$

(2.41)

where the lower sub-optimal minimum temperature $T_{\text{min,low}}$ is 271.15 K, and the higher $T_{\text{min,high}}$ is 278.15 K. The lower sub-optimal threshold day length $N_{\text{low}}$ is assumed to be 36 000 s, and the higher $N_{\text{high}}$ is 39 600 s (Jolly et al., 2005). $T_{\text{min}}$ is taken from the coldest 3 h temperature data of the day. Calculation of day length $N$ follows the approach of Glarner (2006). The soil moisture stress parameter $c_{uz}$ is fixed at 0.07 (Matsumoto et al., 2008). The soil moisture content $\theta_{uz}$ is $S_{uz}/y_{uz}$, where $y_{uz}$ [m] is the depth of the unsaturated root zone. The soil moisture contents at wilting point $\theta_{uz,wp}$ and at field capacity $\theta_{uz,fc}$ depend on soil type. To prevent unrealistically unstable fluctuations in leaf area, the mean $i_{GS,21}$ of the past 21 days is used to scale $i_{LA}$ between the land-use-type-dependent $i_{LA,max}$ and $i_{LA,min}$ (Jolly et al., 2005):

$$i_{LA} = i_{LA,min} + i_{GS,21} \left(i_{LA,max} - i_{LA,min}\right).$$

(2.42)

Note that stress function of soil moisture (Eq. 2.41) is reformulated in Chapter 5 and 6 as:

$$f(S_{uz}) = \frac{S_{uz}}{S_R},$$

(2.43)

where $S_R$ is the maximum root zone storage capacity.
2.3.4. STORAGE CAPACITIES

The storage capacity determines the maximum water availability for the evaporation flux in question. We derived vegetation interception storage capacity \( S_{v,\text{max}} \) [m] from the monthly \( i_{LA} \) based on the storage capacity factor \( c_{sc} \) of roughly 0.2 reported by, for example, de Jong and Jetten (2007) and used in van den Hoof et al. (2013):

\[
S_{v,\text{max}} = c_{sc} c_{AR} i_{LA},
\]

where \( c_{AR} \) is the area reduction factor introduced to compensate for rainfall heterogeneity in space and time. The relationship between \( i_{LA} \) and vegetation interception storage varies with vegetation type, and a strong relationship has not yet been established. In fact, Breuer et al. (2003) even suggests that no general relationship can be established across vegetation types due to the inherent differences in vegetation structures. Nevertheless, vegetation stock linked to \( i_{LA} \) has proven to be useful in many cases where there is a lack of detailed vegetation information.

We assume \( c_{AR} \) to be 0.4 for STEAM running with a 3 h time step at the 1.5° scale. Area reduction factors have been developed to establish a relationship between average precipitation and extreme precipitation of a region but can be analogously used to reduce interception storage capacity. In an example diagram obtained from catchment analyses (Shuttleworth, 2012), areas larger than 10 000 km\(^2\) have an area reduction factor up to approximately 0.6. In STEAM, grid cell areas with 1.5° resolution are 10 000 km\(^2\) already at 68° N, and they grow to almost 28 000 km\(^2\) at the Equator. Ideally, \( c_{AR} \) should vary with the area considered and rainfall duration, but due to a lack of well-established functions we consider \( c_{AR} = 0.4 \) to be acceptable.

The floor interception storage capacity \( S_{f,\text{max}} \) [m] is modelled as a function of the leaf area and a certain base value:

\[
S_{f,\text{max}} = c_{sc} c_{AR} \left[ 1 + 0.5 \left( i_{LA,\text{max}} + i_{LA,\text{min}} \right) \right].
\]

The floor storage capacity increases in areas with vegetation, due to litter formation from fallen leaves. A base value is considered, because wetting of the surface always occurs irrespective of the land cover. However, litter is assumed to have been removed in croplands (i.e. 13:CRP, 15:MOS, 18:IRR, and 19:RIC). Thus, \( S_{f,\text{max}} \) [m] for crops corresponds to that of the litter-free floor:

\[
S_{f,\text{max}, \text{crops}} = c_{sc} c_{AR}.
\]

As a result of the large grid scale (reflected in the area reduction factor), interception storage in STEAM is smaller than normally found in point scale field studies. For example, the vegetation interception storage capacity at the maximum \( i_{LA} \) of 5.5 is 0.44 mm, which is about a third of the 1.2 mm reported in a summer temperate forest (Gerrits et al., 2010) and a fraction of the 2.2–8.3 mm per unit of crown projected area in a tropical rainforest site (Herwitz, 1985).

The \( S_{R} \) is originally modelled as a function of soil texture and land-use-based rooting depth:

\[
S_{R} = \theta_{lc} y_{uz}.
\]
This is a simplification as many other factors govern root water uptake, including topography (Gao et al., 2013), soil properties, hydraulic redistribution of soil water by roots (Lee et al., 2005), groundwater table (Miguez-Macho and Fan, 2012), and climate (Feddes et al., 2001). In addition, variations of rooting distribution (e.g. Jackson et al., 1996) and the existence of deep roots (e.g. Canadell et al., 1996; Kleidon and Heimann, 2000) may conflict with the assumption of uniform rooting depth within a land-use type. In Chapter 5 and 6, \( S_R \) is instead directly derived from observation-based precipitation and evaporation, see also Sect. 2.3.6.

2.3.5. Irrigation

STEAM includes irrigation because it has been shown to constitute an important moisture source to the atmosphere (e.g. Gordon et al., 2005; Lo and Famiglietti, 2013; Tuinenburg, 2013; Wei et al., 2012). Irrigation water supplied is assumed to meet the irrigation requirement and is not restricted by water availability. Net irrigation enters the unsaturated zone and is estimated as a function of soil moisture. In rice paddies (19:RIC), irrigation water simply upholds a 10 cm water level. For non-rice crops (18:IRR), irrigation requirement \( I_{\text{req}} \) is the amount of water needed to reach field capacity in the unsaturated root zone:

\[
I_{\text{req}} = \max \left[ 0, \frac{y_{uz} (\theta_{uz, fc} - \theta_{uz})}{\Delta t} - \frac{S_{uz, lu}}{\Delta t} \right].
\] (2.48)

However, because a certain amount of irrigation water applied is always lost due to inefficiencies in the system, an irrigation efficiency should be applied in order to correctly estimate runoff and water withdrawal. In STEAM, we assume the gross irrigation \( I_g \) to be twice the \( I_{\text{req}} \). Although irrigation efficiency in practice varies greatly with irrigation technique, crop type, and country (Rohwer et al., 2007), we consider our simplification acceptable since the gross irrigation assumption affects evaporation (our major concern) less than, e.g. runoff and water withdrawal. Of gross irrigation applied to irrigated non-rice crops (18:IRR), 15% is directed to the vegetation interception stock \( S_v \) and 85% to the floor interception stock \( S_f \). Of the gross irrigation applied to rice paddies (19:RIC), 5% is directed to vegetation interception stock \( S_v \), 5% to the floor interception stock \( S_f \) (assuming inter-paddy pathways), and 90% to the water stock \( S_w \).

2.3.6. Land-use parametrisation

The parameters used to describe land cover or land use (hereafter 'land use') include maximum and minimum leaf area index \( i_{\text{LA,max}} \) and \( i_{\text{LA,min}} \), maximum and minimum plant height \( h_{\text{max}} \) and \( h_{\text{min}} \), depth of the unsaturated zone (or rather active rooting depth) \( y_{uz} \), albedo \( \alpha \), minimum stomatal resistance \( r_{s,st,min} \), and floor roughness \( z_{0,f} \). Land-use parameters considered include those used in other large-scale land-surface or hydrological models (Federer et al., 1996; van den Hurk et al., 2000; van den Hurk, 2003; Zhou et al., 2006; Bastiaanssen et al., 2012) and studies of specific land-use properties (Scurlock et al., 2001; Zeng, 2001; Breuer et al., 2003; Kleidon, 2004). The range of parameters in the literature can sometimes be significant and contradictory, due to discrepancies in scale, parameter definitions, and methods of parameter estimation. The choice of land-use parameters is therefore not simply taken as a mean from the
literature values investigated but is rather based on the preservation of the internal consistency of STEAM, manual calibration, and priority for literature values with higher relevance. In addition, some land-use types are assumed to contain water, either as water below vegetation or as open water. The land-use parameters used in the model are shown in Table 2.1, and the parametrisation of water fractions are presented in Table 2.2. Slight modifications to the land-use parameters were made in Chapter 6, see details in Supplementary Information in Wang-Erlandsson et al. (2017).

In Chapter 5 and 6, $S_R$ is used directly and $y_{lu}$ is not needed. In Chapter 5, $S_R$ is estimated from satellite-based data as described there. In Chapter 6, the root zone storage capacity map is based on the best performing Gumbel normalised root zone storage capacity ($S_{R,CRU-SM,merged}$) from Chapter 5. Root zone storage capacity for both current and potential land-cover and land-use scenarios were constructed from the mean $S_R$ of a combined land use and Köppen-Geiger climate class (Kottek et al., 2006). The mean $S_R$ of single land-use types was used only in places where the combination of land use and climate zone that exists in the potential land-cover scenario did not exist in the current land-use map.

In Chapter 4 and 5, each land use ($lu$) is simulated for the whole world (‘mosaic’), and the total terrestrial evaporation ($E$) is obtained by weighting each land use’s evaporation ($E_{lu}$) by its fractional spatial occupation ($\phi_{lu}$): $E = \sum E_{lu} \phi_{lu}$. In Chapter 6, we instead weight each land use specific parameter ($\Pi_{lu}$) with the land-use fractional occupation within each group of land-use. This merged land-use parametrisation map ($\Pi$) is then used to simulate total evaporation (‘tile’): $E(\Pi) = E(\sum \Pi_{lu} \phi_{lu})$, see Fig. 2.3.

2.4. DATA

2.4.1. METEOROLOGICAL INPUT

Meteorological data were in principal all taken from ERA-I (European Reanalysis Interim), produced by the European Centre for Medium-range Weather Forecasts (ECMWF) (Dee et al., 2011). In the original STEAM set-up (Chapter 4), STEAM is forced by ERA-I precipitation, snowfall, snowmelt, temperature at 2 m height, dew point temperature at 2 m height, wind speed in meridional and zonal directions at 10 m height, incoming shortwave radiation, and net longwave radiation. Sub-daily evaporation was additionally used to downscale daily potential evaporation. Chapter 6 replaces ERA-I precipitation with the state-of-the-art precipitation product Multi-Source Weighted-Ensemble Precipitation (MSWEP) (Beck et al., 2017) that was specifically created for hydrological modelling. All meteorological forcings are given at 3 h and 1.5° latitude ×1.5° longitude resolution. The data used cover latitudes from 57° S to 79.5° N.

2.4.2. LAND-SURFACE DATA

The monthly varying land-surface map used in STEAM consists of 19 land-use types; see Table 2.1. The first 17 International Geosphere–Biosphere Programme (IGBP) land-use types are based on the Land Cover Type Climate Modeling Grid (CMG) MCD12C1 created from Terra and Aqua Moderate-resolution Imaging Spectroradiometer (MODIS) data (Friedl et al., 2010) for the year 2001. The two irrigated land-use classes are based on the data set of Monthly Irrigated and Rainfed Crop Areas around the year 2000 (MIRCA2000).
Table 2.1: Land-use parameters used in STEAM.

<table>
<thead>
<tr>
<th>Land-use class</th>
<th>( i )</th>
<th>( \text{LA,}_{\text{max}} )</th>
<th>( \text{LA,}_{\text{min}} )</th>
<th>( y )</th>
<th>( \alpha )</th>
<th>( h )</th>
<th>( z )</th>
<th>( f )</th>
<th>( r_{s,\text{st},\text{min}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: WAT (Water)</td>
<td>0</td>
<td>0.8</td>
<td>0.8</td>
<td>0</td>
<td>2</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>2: ENF (Evergreen needleleaf forest)</td>
<td>5.5</td>
<td>2</td>
<td>2</td>
<td>0.15</td>
<td>17</td>
<td>17</td>
<td>0.02</td>
<td>300</td>
<td></td>
</tr>
<tr>
<td>3: EBF (Evergreen broadleaf forest)</td>
<td>5.5</td>
<td>2</td>
<td>2</td>
<td>0.18</td>
<td>30</td>
<td>30</td>
<td>0.02</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>4: DNF (Deciduous needleleaf forest)</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>0.18</td>
<td>17</td>
<td>17</td>
<td>0.02</td>
<td>300</td>
<td></td>
</tr>
<tr>
<td>5: DBF (Deciduous broadleaf forest)</td>
<td>5.5</td>
<td>1.5</td>
<td>2</td>
<td>0.18</td>
<td>25</td>
<td>25</td>
<td>0.02</td>
<td>250</td>
<td></td>
</tr>
<tr>
<td>6: MXF (Mixed forest)</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>0.2</td>
<td>20</td>
<td>20</td>
<td>0.02</td>
<td>250</td>
<td></td>
</tr>
<tr>
<td>7: CSH (Closed shrubland)</td>
<td>1.5</td>
<td>0.5</td>
<td>2</td>
<td>0.2</td>
<td>1.5</td>
<td>1.5</td>
<td>0.02</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>8: OSH (Open shrubland)</td>
<td>1.5</td>
<td>0.5</td>
<td>2</td>
<td>0.2</td>
<td>1</td>
<td>1</td>
<td>0.02</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>9: WSA (Woody savannah)</td>
<td>2</td>
<td>0.5</td>
<td>2</td>
<td>0.2</td>
<td>0.8</td>
<td>0.8</td>
<td>0.02</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>10: GSA (Grassland)</td>
<td>2</td>
<td>0.5</td>
<td>3.5</td>
<td>0.2</td>
<td>0.8</td>
<td>0.8</td>
<td>0.02</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>11: CRP (Cropland, rainfed)</td>
<td>3.5</td>
<td>0.5</td>
<td>1.5</td>
<td>0.2</td>
<td>0.8</td>
<td>0.8</td>
<td>0.02</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>12: URB (Urban and built-up)</td>
<td>1</td>
<td>0.1</td>
<td>0.5</td>
<td>0.18</td>
<td>0.8</td>
<td>0</td>
<td>0.02</td>
<td>250</td>
<td></td>
</tr>
<tr>
<td>13: CEP (Coastal, estuaries)</td>
<td>3.5</td>
<td>1.5</td>
<td>0.15</td>
<td>0</td>
<td>1.5</td>
<td>0.15</td>
<td>0.02</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>14: BRF (Barren land)</td>
<td>0.1</td>
<td>0.01</td>
<td>1.5</td>
<td>0.25</td>
<td>0.8</td>
<td>0</td>
<td>0.02</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>15: IRR (Irrigated crop, excl. rice)</td>
<td>3.5</td>
<td>3.5</td>
<td>0.5</td>
<td>0.2</td>
<td>0.8</td>
<td>0.8</td>
<td>0.02</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>16: RIC (Irrigated rice paddies)</td>
<td>3.5</td>
<td>3.5</td>
<td>0.5</td>
<td>0.2</td>
<td>0.8</td>
<td>0.8</td>
<td>0.02</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>17: ICE (Snow/ice)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.7</td>
<td>0</td>
<td>0</td>
<td>0.001</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

The unit for \( \text{r}_{s,\text{st},\text{min}} \) is m d \(^{-1} \) throughout this thesis; it is only given as m s \(^{-1} \) in this table to facilitate comparison with other studies.
2.5. OVERVIEW OF THE DIFFERENT STEAM SET-UPS

Table 2.2: Fractions of vegetation in soil $\phi_{vs}$, vegetation in water $\phi_{vw}$, and open water $\phi_{ow}$ by land-use type. Related equations are described in Sect. 2.3.2.

<table>
<thead>
<tr>
<th>Land-use type</th>
<th>$\phi_{vs}$</th>
<th>$\phi_{vw}$</th>
<th>$\phi_{ow}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>12:WET</td>
<td>1/3</td>
<td>1/3</td>
<td>1/3</td>
</tr>
<tr>
<td>19:RIC</td>
<td>1/10</td>
<td>9/10</td>
<td>0</td>
</tr>
<tr>
<td>01:WAT</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

V1.1. (Portmann et al., 2010). The resolution for MODIS is 0.05° and for MIRCA2000 5′. To create the joint map, monthly irrigated land from MIRCA2000 was taken to replace primarily MODIS cropland fraction (13:CRP) and secondarily MODIS cropland / natural mosaic fraction (15:MOS). The joint map has a total land area of 133 146 465 km² and includes inland waters except big lakes.

In Chapter 6, the land-use and land-cover data input to STEAM are primarily based on the potential land-cover from Ramankutty and Foley (1999) and current land-use scenarios from Ramankutty et al. (2008) for consistency. Permanent wetlands, permanent snow or ice, and urban or built-up areas were taken from MODIS for the year 2005. Monthly irrigated rice and irrigation non-rice crops were obtained from MIRCA2000. In this merging procedure, MODIS is allowed to override the Ramankutty datasets, and MIRCA2000 is allowed to override the Ramankutty map as long as it does not extend over the cropland areas.

Soil texture data have been taken from the Harmonized World Soil Database (HWSD) (FAO/IIASA/ISRIC/ISSCAS/JRC, 2012), and we assigned volumetric soil moisture content at saturation, field capacity, and wilting point based on the United States Department of Agriculture (USDA) soil classification (Saxton and Rawls, 2006). Topsoil saturation, subsoil field capacity, and subsoil wilting point have been assigned to the original 30′ resolution and scaled up to 1.5° by area weighting.

2.5. OVERVIEW OF THE DIFFERENT STEAM SET-UPS

As noticed, the STEAM settings in terms of process representation, data input, and parametrisation vary somewhat between the different chapters. Chapter 4 used the original settings of STEAM, Chapter 5 improved the $S_R$ input, and Chapter 6 made use of the improvements of $S_R$ and simplified certain processes in STEAM to gain computational efficiency in coupling STEAM with WAM-2layers. An overview of these different settings are given in Table 2.3.
Figure 2.3: Parametrisation procedures in STEAM based on the 'mosaic' and 'tile' approach respectively.

Table 2.3: STEAM settings in different chapters of this thesis.

<table>
<thead>
<tr>
<th></th>
<th>Chapter 4</th>
<th>Chapter 5</th>
<th>Chapter 6</th>
<th>See also</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land precipitation</td>
<td>ERA-I</td>
<td>ERA-I</td>
<td>MSWEP</td>
<td>Sect. 2.4.1</td>
</tr>
<tr>
<td>Main LU map</td>
<td>MODIS</td>
<td>MODIS</td>
<td>Ramankutty</td>
<td>Sect. 2.4.2</td>
</tr>
<tr>
<td>SR source</td>
<td>Look-up table</td>
<td>Satellite</td>
<td>Satellite,</td>
<td>Sect. 2.3.6</td>
</tr>
<tr>
<td>Parametrisation</td>
<td>Mosaic</td>
<td>Mosaic</td>
<td>SI in (Wang-</td>
<td>Sect. 2.3.6</td>
</tr>
<tr>
<td>approach</td>
<td></td>
<td></td>
<td>Erlandsson</td>
<td></td>
</tr>
<tr>
<td>Land-use</td>
<td>Table 2.1</td>
<td>Table 2.1</td>
<td>Erlandsson et al., 2017</td>
<td></td>
</tr>
<tr>
<td>parametrisation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Snowfall</td>
<td>ERA-I</td>
<td>ERA-I</td>
<td>Temperature</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>threshold 0°C</td>
<td></td>
</tr>
</tbody>
</table>
EVALUATION OF STEAM

The world turns softly
Not to spill its lakes and rivers,
The water is held in its arms
And the sky is held in the water.

Hilda Conkling (1910-1986)

This chapter compares model output from the Simple Terrestrial Evaporation to Atmosphere Model (STEAM) with independent data and studies of evaporation, evaporation partitioning, runoff, and irrigation. Despite a relatively simple model structure, validation shows that STEAM produces realistic evaporative partitioning and hydrological fluxes that compare well with other global estimates over different locations, seasons and land-use types.

This chapter is based on:


3.1. **INTRODUCTION**

Simple Terrestrial Evaporation to Atmosphere Model (STEAM) is here evaluated with respect to evaporation, evaporation partitioning, runoff, and irrigation. STEAM has been used in different contexts with different set-ups, see Sect. 2.5. Most of the evaluation presented in this chapter used the STEAM default ‘Chapter 4’ settings. Because river flows are in focus in Chapter 6, the ‘Chapter 6’-settings are also re-evaluated here with regard to runoff. Finally, we investigate the sensitivity of model results to precipitation forcing.

3.2. **METHODS**

The model evaluation comprises the following: total and land-use-based evaporation, total and land-use-based evaporation partitioning, runoff, irrigation, and irrigation evaporation contribution. Total global fluxes are calculated based on a land area of 133 146 465 km$^2$ (including Greenland and excluding Antarctica). Land-use evaporation is obtained from Eq. (2.36). Irrigation evaporation contribution was calculated based on the difference in evaporation between STEAM simulations with and without the irrigation routine turned on. Mean annual runoff from STEAM is estimated as the difference between mean annual precipitation and evaporation.

3.3. **DATA FOR VALIDATION AND COMPARISON**

For evaporation evaluation, we used the LandFlux-EVAL evaporation benchmark products (Mueller et al., 2013) for the years 1989–2005. This data product consists of a merged synthesis from five satellite or observation-based data sets, five land-surface model simulations, and four reanalysis data sets.

For runoff evaluation, composite and model runoff fields from the Global Runoff Data Centre (GRDC) were used (Fekete et al., 2000). The model runoff fields are the simulations of the GRDC Water Balance Model (GRDC$_{\text{WBM}}$), whereas the composite runoff fields (GRDC$_{\text{Comp}}$) are the model runoff corrected by observed inter-station discharge (Fekete et al., 2000). The river basin map is based on the global 30 min drainage direction map of Döll and Lehner (2002). Precipitation data used to estimate STEAM runoff from STEAM evaporation are taken from ERA-Interim (Dee et al., 2011) and Multi-Source Weighted-Ensemble Precipitation (MSWEP) (Beck et al., 2017).

3.4. **EVALUATION RESULTS**

3.4.1. **EVAPORATION**

STEAM estimates global annual terrestrial evaporation as 555 mm year$^{-1}$ (i.e., 73 900 km$^3$ year$^{-1}$); spatial distribution is shown in Fig. 3.1. This is comparable to current global evaporation data sets. In the Water Model Intercomparison Project (WaterMIP), the range of evaporation given by 11 models was 415–585 mm year$^{-1}$ for the period 1985–1999 forced with WATCH (Water and Global Change) meteorological data (Haddeland et al., 2011). By subtracting global runoff from precipitation products for the years 1984–2007, Vinukollu et al. (2011) arrived at global evaporation rates of 488–558 mm year$^{-1}$ (i.e. 64 000–73 000 km$^3$ year$^{-1}$). In the LandFlux-EVAL multi-data-set synthesis, the global mean evaporation was 493 mm year$^{-1}$ as given by a combination of land-surface model
3.4. Evaluation Results

Figure 3.1: Mean annual evaporation as estimated by STEAM (1999–2008). Grey indicates areas where the evaporative flux is 0. Results are discussed in Sects. 3.4.1 and 3.4.2.


Figure 3.2 shows how STEAM evaporation compares to the LandFlux-EVAL product for 1989–2005. STEAM evaporation is within the interquartile range of all LandFlux-EVAL products in the tropics, the United States, parts of Europe, south Asia, northern Russia, and large parts of Africa south of the Sahel. The upper quartile is mostly exceeded in the boreal forests in the northern latitudes, China, Argentina, and the Sahel. Most exceedance of STEAM evaporation is in comparison with the land-surface models, and the least with the reanalyses data included in the LandFlux-EVAL product. Only a few limited patches in northern Canada, Sudan, Argentina, and northern China exceed the LandFlux-EVAL maximum. Seasonally, Fig. 3.3 shows that Northern Hemisphere spring and summer are generally more in range compared to winter and autumn, when STEAM tends to have higher evaporation rates in the northernmost latitudes compared to LandFlux-EVAL. However, LandFlux-EVAL excluded some high evaporation values in the northern latitudes based on physical constraints (Mueller et al., 2013), which consequently eliminates potentially important wintertime interception (Schlaepfer et al., 2014).

Evaporation contributions per land-use type are listed in Table 3.1 and compared to the other studies in Table 3.2. The highest evaporation rates are found in irrigated
lands, evergreen broadleaf forests, and open waters. This is followed by wetlands, savannahs, deciduous broadleaf forests, natural mosaics, woody savannahs, mixed forests, and rainfed croplands. Evaporation rates in the lower tier include contributions from needleleaf forests, grasslands, and shrublands. In general, STEAM evaporation is
comparable to the estimates of Gordon et al. (2005), the compilation results of Schlesinger and Jasechko (2014) (based on Mu et al., 2011), and the field data from Rockström et al. (1999). The mixed forest evaporation estimate in STEAM is double that of Gordon et al. (2005), but the area is also very different, suggesting substantial differences in forest definition. Closed shrublands in STEAM also produces higher evaporation rates, but, because the numbers are for shrublands in general and not closed shrublands in particular, the shrublands comparison is inevitably inconclusive. Some caution is warranted in comparing evaporation rates across studies. Nevertheless, this comparison shows that evaporation estimates in STEAM are within the range of previous estimates.

Figure 3.4: Partitioned evaporation fluxes expressed as a percentage of total mean annual evaporation (1999–2008). Grey indicates areas where evaporation percentage is 0. Results are discussed in Sect. 3.4.2.

3.4.2. EVAPORATION PARTITIONING
In STEAM, the dominating evaporation flux is transpiration $E_t$ (59 %), followed by vegetation interception $E_v$ (21 %), floor interception $E_f$ (10 %), soil moisture evaporation $E_{sm}$ (6 %), and lastly open-water evaporation $E_w$ (4 %). The global distribution of the annual mean evaporation fluxes is shown in Figs. 3.1 and 3.4 (as percentage of total evaporation). Seasonal variations of evaporation fluxes are shown over latitudes in Fig. 3.5. It is shown that transpiration dominates in the densely vegetated areas in the tropics. In addition, transpiration rates increase over the boreal forests during the Northern Hemisphere summer.

Table 3.3 provides an overview of evaporative partitioning values in the literature and in STEAM. We note that the STEAM global mean transpiration ratio is in good agreement with the literature compilation results presented by Schlesinger and Jasechko (2014) and the Lund-Potsdam-Jena (LPJ) model estimate by Gerten et al. (2005), but higher than other land-surface model simulations (Alton et al., 2009; Lawrence et al., 2007; Choudhury
Table 3.1: Evaporation and evaporation partitioning by land-use type, 1999–2008. Symbols are explained in Notations. Results are discussed in Sects. 3.4.1 and 3.4.2.

<table>
<thead>
<tr>
<th>Land use</th>
<th>1999</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
<th>Global</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999 BC</td>
<td>1.71</td>
<td>3.7</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>37</td>
<td>1</td>
<td>659</td>
<td>4</td>
<td>242</td>
<td>1.45</td>
</tr>
<tr>
<td>1999 BB</td>
<td>1.71</td>
<td>3.7</td>
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Table 3.2: Evaporation of lumped land-use types in comparison with other studies. Results are discussed in Sect. 3.4.1.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Area 1000 km²</td>
<td>Average E [mm year⁻¹]</td>
<td>Area 1000 km²</td>
<td>Average E [mm year⁻¹]</td>
</tr>
<tr>
<td>Forest</td>
<td>28 805</td>
<td>875</td>
<td>46 665</td>
<td>660</td>
</tr>
<tr>
<td>Evergreen needleleaf</td>
<td>3224</td>
<td>496</td>
<td>2134</td>
<td>510</td>
</tr>
<tr>
<td>Evergreen broadleaf</td>
<td>13 541</td>
<td>1208</td>
<td>16 278</td>
<td>1146</td>
</tr>
<tr>
<td>Deciduous needleleaf</td>
<td>1341</td>
<td>366</td>
<td>293–795d</td>
<td></td>
</tr>
<tr>
<td>Deciduous broadleaf</td>
<td>1350</td>
<td>853</td>
<td>293–795d</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>9349</td>
<td>604</td>
<td>14 222</td>
<td>313</td>
</tr>
<tr>
<td>Savannah</td>
<td>20 489</td>
<td>735–861b</td>
<td>19 562</td>
<td>556</td>
</tr>
<tr>
<td>Shrubland</td>
<td>21 306</td>
<td>281–499c</td>
<td>18 649</td>
<td>227</td>
</tr>
<tr>
<td>Grassland</td>
<td>18 253</td>
<td>393</td>
<td>14 393</td>
<td>258</td>
</tr>
</tbody>
</table>

- a Includes all forest types.
- b Woody savannah (09:WSA) and savannah (10:SAV).
- c Closed shrubland (07:CSH) and open shrubland (08:OSH).
- d Deciduous forests in general.
- e Temperate coniferous forest.
- f Temperate deciduous forest.
- g Mediterranean shrubland.
- h Temperate and tropical grassland.
- i Coniferous forest in general.
- j Woody savannah.
- k Wet savannah.
- l Dry shrubland.
- m Cool grassland.
et al., 1998; Dirmeyer et al., 2006). Jasechko et al. (2013, 2014) estimated the transpiration ratio to be 80–90 % using a combination of isotope measurement techniques and satellite observations at river basin and global scales. However, their results have been challenged by Coenders-Gerrits et al. (2014), who showed that the transpiration ratio reduces to 35–80 % by using other input data; Schlesinger and Jasechko (2014), who estimated the global transpiration ratio to be 61 % based on literature data compilation; and by Schlaepfer et al. (2014), who argued that the underlying assumption of Jasechko et al. (2013) that isotope ratios of a lake would be representative for the entire catchment is flawed. A number of possible explanations for the high transpiration ratio bias in isotope studies is also offered by Sutanto et al. (2014).

Table 3.1 shows the annual average evaporation fluxes as a percentage of total evaporation per land-use class. Transpiration is the dominant evaporation flux in almost all land-use types: 50–64 % in forests, 61 % in grasslands, 72 % in croplands, and 58–65 % in shrublands. The exceptions are, logically, barren lands (17:BAR), snow/ice (16:ICE), and open waters (01:WAT).

Among the more vegetated land-use types, vegetation interception ratios are highest in forests (21–37 % of $E$), followed by croplands (17 %), and lowest in the sparsely vegetated land-use types: shrublands, savannas, grasslands, wetlands, and urban lands (10–14 %). Floor interception values follow the pattern of vegetation interception. Thus, floor interception is generally higher than soil moisture evaporation in forests, whereas soil moisture evaporation equals or exceeds floor interception more often in shrublands and croplands.

Reported land-use specific evaporative partitioning in previous research is scarce at the global scale. Lawrence et al. (2007) do not report evaporative partitioning by land use (from simulation using Community Land Model version 3, CLM3), but map
Table 3.3: Overview of global evaporative partitioning estimates. Results are discussed in Sect. 3.4.2.

<table>
<thead>
<tr>
<th>Source</th>
<th>Unit</th>
<th>$E_t$</th>
<th>$E_v$</th>
<th>$(E_t, E_{sm})$</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Land-surface models</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STEAM</td>
<td></td>
<td>59</td>
<td>21</td>
<td>16</td>
<td>This study</td>
</tr>
<tr>
<td>JULES (with SiB or SPA</td>
<td>38–48</td>
<td></td>
<td></td>
<td></td>
<td>Alton et al. (2009)</td>
</tr>
<tr>
<td>scheme)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CLM3</td>
<td></td>
<td>44</td>
<td>17</td>
<td>39</td>
<td>Lawrence et al. (2007)</td>
</tr>
<tr>
<td>LPJ</td>
<td></td>
<td>65</td>
<td></td>
<td></td>
<td>Gerten et al. (2005)</td>
</tr>
<tr>
<td>A biophysical</td>
<td></td>
<td>52</td>
<td>20</td>
<td>28</td>
<td>Choudhury et al. (1998)</td>
</tr>
<tr>
<td>process-based model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Other methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Literature</td>
<td></td>
<td>61</td>
<td></td>
<td></td>
<td>Schlesinger and Jasechko</td>
</tr>
<tr>
<td>Literature</td>
<td></td>
<td>57</td>
<td></td>
<td></td>
<td>Wei et al. (2017)</td>
</tr>
<tr>
<td>Isotope + literature</td>
<td></td>
<td>35–80</td>
<td></td>
<td></td>
<td>Coenders-Gerrits et al. (2014)</td>
</tr>
<tr>
<td>Isotope + literature</td>
<td></td>
<td>80–90</td>
<td></td>
<td></td>
<td>Jasechko et al. (2013)</td>
</tr>
<tr>
<td>GLEAM, satellite-based</td>
<td></td>
<td>80</td>
<td>11</td>
<td>7</td>
<td>Miralles et al. (2011)</td>
</tr>
<tr>
<td>method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multimodel, GSWP2</td>
<td></td>
<td>48</td>
<td>16</td>
<td>36</td>
<td>Dirmeyer et al. (2006)</td>
</tr>
</tbody>
</table>

Figures indicate that their soil evaporation is higher and canopy interception is lower in savannah, grassland, and shrubland compared to STEAM. Transpiration ratios of CLM3 are comparable with STEAM in forested and savannah areas but are much lower (down to < 30 %) in the western US, India, southeastern China, and South Africa. Alton et al. (2009) report global mean transpiration ratios of 49–65 % in forests, 32–60 % in grassland, and 44–51 % in shrublands. The order of magnitude is similar to STEAM, but transpiration ratios for shrublands are lower. Schlesinger and Jasechko (2014) compiled satellite-based estimates from Mu et al. (2011) and arrived at 70 % transpiration in tropical forests, 55–67 % in other forests, and 57–62 % in grasslands. Choudhury et al. (1998) used a biophysical process-based model and estimated the transpiration ratio to amount to 56–77 % in three rainforest regions, 63–82 % in three savannah regions, and 37–82 % in seven cropland areas. Transpiration for river basins shown in the isotope study of Jasechko et al. (2013) shows transpiration ratios above 70 % in grassland dominated areas in the western United States. Van den Hooff (2013) evaluated model performance against sites in temperate Europe and reported transpiration rates of 47–78 % at eight forest sites and 59–79 % at three grassland sites. A recent upscaling of site-scale measurements (Wei et al., 2017) suggests transpiration to account for about 57 % of global land evaporation. Overall, STEAM falls well in the range of the reported evaporation partitioning ratios.

STEAM estimates the vegetation interception ratio as 18 % of rainfall in evergreen broadleaf forest, 17 % in deciduous broadleaf forest, and 18–20 % in needleleaf forest. In
comparison, Miralles et al. (2010) arrived at higher canopy interception in coniferous (22%) and deciduous forest (19%) than in tropical forest (13%) using satellite data analysis and literature review. Thus, interception ratios are comparable, except for tropical forest. In an interception scheme comparison study, Wang et al. (2007) found that taking rainfall type into account increased the performance and decreased interception in the tropics in comparison to the default CLM3 interception scheme. Although STEAM uses an area reduction factor to scale interception, this may simply not be enough in the tropical, convective rainfall regimes. On the other hand, field studies have shown high interception ratios in the tropics. For example, Cuartas et al. (2007) reported 16.5% for 2 years in the central Amazon, Franken et al. (1992) reported 19.8% in the central Amazon, and Tobón Marin et al. (2000) reported 12–17% in the Colombian Amazon over 4 years. Interestingly, Cuartas et al. (2007) also showed that the differences in dry and normal years can differ substantially: 13.3% in a normal year and 22.6% in a dry year.

3.4.3. RUNOFF

STEAM estimates the mean annual global runoff as 43 216 km$^3$ year$^{-1}$ (325 mm year$^{-1}$, 37% of $\bar{P}$) based on ERA-I precipitation forcing and ’Chapter 4’-settings, and 39 253 km$^3$ year$^{-1}$ based on MSWEP precipitation and the ’Chapter 6’-settings (see Sect. 2.5). Based on discharge data and simulated stream flow simulations, Dai and Trenberth (2002) estimated runoff to be 37 288 ± 662 km$^3$ year$^{-1}$ (35% of $\bar{P}$, excluding Greenland and Antarctica). Syed et al. (2010) arrived at 36 055 km$^3$ year$^{-1}$ based on the global ocean mass balance, Oki and Kanae (2006) reported 45 500 km$^3$ year$^{-1}$ including groundwater runoff, and the GRDC composite runoff ($\text{GRDC}_{\text{Comp}}$) is about 38 000 km$^3$ year$^{-1}$ (Fekete et al., 2000). Thus, the STEAM runoff estimate is well within the literature range, with the major uncertainty being associated with the precipitation forcing data.

STEAM runoff was further compared to $\text{GRDC}_{\text{Comp}}$, $\text{GRDC}_{\text{WBM}}$ runoff data in 19 major river basins of the world (Fig. 3.6). The standard deviations ($\sigma$) shown in Fig. 3.6 are derived based on the differences between the multiyear mean runoffs in $\text{GRDC}_{\text{Comp}}$ (which we here consider as the benchmark runoff) and the other runoffs ($\text{GRDC}_{\text{WBM}}$ and STEAM with various settings) Among the compared data sets, STEAM runoff that was derived with the combination of ERA-I precipitation and ’Chapter 6’-settings (Sect. 2.5) deviates the most from $\text{GRDC}_{\text{Comp}}$, and the least with the combination of MSWEP precipitation and ’Chapter 6’-settings. The considerable differences in $\sigma$ between using different precipitation datasets for deriving runoff further demonstrates the high sensitivity of runoff to precipitation. The role of precipitation input is especially clear in the Congo, Yangtze, Mekong, and Brahmaputra basins (Fig. 3.6).

3.4.4. IRRIGATION

The simulated mean gross irrigation is 1970 km$^3$ year$^{-1}$, and the simulated mean increase in evaporation from irrigation is 1134 km$^3$ year$^{-1}$. The irrigation hotspots in especially India, south-eastern China, and the central US coincide well with where evaporation is enhanced by irrigation input. Our estimates are comparable to previous estimates. Gross irrigation was estimated at 2500 km$^3$ year$^{-1}$ by Döll and Siebert (2002), at 2353 km$^3$ year$^{-1}$ by Seckler et al. (1998), and at 1660 km$^3$ year$^{-1}$ by Rost et al. (2008). The latter study did,
3.4. Evaluation results

Figure 3.6: Mean annual runoff of STEAM compared to GRDC-Comp (Global Runoff Data Centre composite runoff fields) and the GRDC-WBM (Water Balance Model) runoff corrected using interstation discharge data. STEAM runoff is derived from the difference between a precipitation dataset (ERA-I or MSWEP), and STEAM evaporation (as used in Chapter 4 or 6). In Chapter 4, STEAM is forced with ERA-I precipitation, and root zone storage capacity is taken from land-use based look-up table. In Chapter 6, STEAM is forced with MSWEP precipitation and root zone storage capacity is based on both climate and land-use. STEAM runoff are for the years 2000–2009, whereas GRDC-Comp and GRDC-WBM represent long-term runoff.

however, not take into account recharge to the groundwater. Evaporation contribution by irrigation was simulated at 1100 km$^3$ year$^{-1}$ by Döll and Siebert (2002). While higher evaporation contributions have also been reported in the literature, such as 2600 km$^3$ year$^{-1}$ by Gordon et al. (2005), they could possibly be explained by differences in methods and irrigation maps. Given the uncertainties, the modelling results are considered acceptable in terms of total amounts.

3.4.5. Sensitivity to precipitation

We perform a sensitivity check against precipitation because STEAM is forced by ERA-I precipitation reanalyses data, which is higher than several other satellite- and/or gauge-based precipitation data sets. For the period 1999–2008, the mean global ERA-I precipitation is 118 236 km$^3$ year$^{-1}$ for a land area of 133 146 465 km$^2$. Other reported terrestrial precipitation values include 111 000 km$^3$ year$^{-1}$ (Oki and Kanae, 2006), 109 500 km$^3$ year$^{-1}$ from Climatic Research Unit (CRU), 111 200 km$^3$ year$^{-1}$ from Precipitation Reconstruction over Land (PREC/L), and 112 600 km$^3$ year$^{-1}$ from Global Precipitation Climatology Project (GPCP) (Trenberth et al., 2007).

Table 3.4 provides an overview of the sensitivity of runoff and evaporation fluxes to a uniform 5% reduction in precipitation. A number of observations can be noted.
First, the mean annual STEAM runoff is clearly more sensitive (−10.95 %) to precipitation reduction compared to evaporation (−1.78 %). Second, among the evaporation fluxes, soil moisture evaporation (−2.95 %) and transpiration (−2.32 %) respond most strongly, whereas the vegetation (−0.89 %) and floor interception (−0.65 %) evaporation fluxes reduce only marginally. This is logical because interception stocks are already small and depend more on rainfall frequency than on rainfall amount. Third, the increase in open-water evaporation (+0.25 %) is small and can be explained by decreases in vegetation interception that translated into increases in available energy for water evaporation in wetlands and rice paddies. Fourth, the relative reduction in snow accumulation (−14.63 %) is high since snow melt is unchanged. Lastly, the global mean evaporative partitioning is changed only insignificantly towards lower transpiration ratio.

The sensitivity of transpiration is highest over the US, Australia, subtropical South America and Africa, and other areas that at least during a part of the year are water-constrained. In the wet tropics, transpiration rates do not react to precipitation reductions. Vegetation interception experiences an insignificant relative decrease, which is highest in the north and the tropics. This is probably caused by a combination of lower original interception rates in the boreal forests and the relatively higher dependence on high rainfall frequency in the tropical forests. This uniform perturbation of precipitation forcing indicates that STEAM evaporation is much less sensitive to precipitation than runoff. This can be explained by the fact that evaporation is constrained by potential evaporation, which relates to other factors than just precipitation. In wet regions where soil moisture is close to saturation, any excess precipitation would more likely lead to increase in runoff rather than evaporation. The sensitivity of runoff to precipitation data is also reported in the literature (e.g. Fekete et al., 2004; Materia et al., 2010) and supports the view that runoff comparisons will not accurately describe how well land-surface models estimate evaporation when precipitation is uncertain.

Table 3.4: Overview of the sensitivity of runoff, evaporation, and model snow accumulation to uniform reduction in precipitation quantity (global mean for 1999–2008).

<table>
<thead>
<tr>
<th>Flux</th>
<th>Default P (km³ year⁻¹)</th>
<th>Default E (km³ year⁻¹)</th>
<th>5% reduction in P (km³ year⁻¹)</th>
<th>5% reduction in E (km³ year⁻¹)</th>
<th>Change E (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>118 236</td>
<td>–</td>
<td>112 324</td>
<td>–</td>
<td>−5</td>
</tr>
<tr>
<td>Q</td>
<td>43 216</td>
<td>–</td>
<td>38 762</td>
<td>–</td>
<td>−10.3</td>
</tr>
<tr>
<td>E</td>
<td>73 933</td>
<td>100</td>
<td>72 644</td>
<td>100</td>
<td>−1.74</td>
</tr>
<tr>
<td>Eᵥ</td>
<td>43 376</td>
<td>58.7</td>
<td>42 392</td>
<td>58.4</td>
<td>−2.27</td>
</tr>
<tr>
<td>Eᵥ</td>
<td>15 288</td>
<td>20.7</td>
<td>15 152</td>
<td>20.9</td>
<td>−0.89</td>
</tr>
<tr>
<td>Eᵣ</td>
<td>7706</td>
<td>10.4</td>
<td>7,657</td>
<td>10.5</td>
<td>−0.64</td>
</tr>
<tr>
<td>Eₛₘᵢ</td>
<td>4335</td>
<td>5.9</td>
<td>4207</td>
<td>5.8</td>
<td>−2.95</td>
</tr>
<tr>
<td>Eᵯₘᵢ</td>
<td>3228</td>
<td>4.4</td>
<td>3236</td>
<td>4.5</td>
<td>+0.25</td>
</tr>
<tr>
<td>dSₛₘₒₙ/dt</td>
<td>1087</td>
<td>–</td>
<td>918</td>
<td>–</td>
<td>−15.5</td>
</tr>
</tbody>
</table>

3.5. CONCLUSIONS

This chapter evaluated the global hydrological land-surface model STEAM. The ability of STEAM to simulate evaporation and evaporation partitioning realistically was evaluated.
by comparison with other modelling studies, global data sets, and reported values from field studies. STEAM’s total terrestrial evaporation rate (73,900 km$^3$ year$^{-1}$) is comparable with previous estimates – lower than reanalysis products, but higher than other land-surface models. Reasons for this include that we do not add water in data assimilation as in reanalysis, and compared to other land-surface models we use a relatively high precipitation input and also include irrigation and wetlands. Overall, STEAM simulates global evaporation partitioning within the range of previous estimates: 59% transpiration, 21% vegetation interception, 10% floor interception, and 6% soil moisture evaporation. The global mean transpiration ratio in STEAM is similar to or somewhat higher than other land-surface models, and in line with the recent literature compilation study of Schlesinger and Jasechko (2014). Vegetation interception ratios in forests are comparable with both the findings from a global satellite-based estimate of interception (Miralles et al., 2010) and with reported values from field studies in the tropics. In agreement with previous studies (McNaughton and Jarvis, 1983; de Bruin and Jacobs, 1989; Teuling et al., 2010), STEAM also simulates higher transpiration ratios in short vegetation types than in forests.

Runoff is highly sensitive to precipitation input data, and the runoff evaluation shows that the choice of precipitation forcing has a much higher influence on simulated mean annual runoff than model tuning. The use of the state-of-the-art precipitation product MSWEP considerably improved runoff simulations in a number of large basins, including Yangtze, Congo, and Brahmaputra.

Simplifications in STEAM include neglect of runoff routing, groundwater, and sublimation processes. Koster and Milly (1997) and Koster and P. Mahanama (2012) concluded among others that compatibility between runoff and evaporation formulations can be important due to interaction through soil moisture. Dry-season evaporation might also be underestimated by the neglect of groundwater (Miguez-Macho and Fan, 2012) and hydraulic redistribution of soil water by roots (Lee et al., 2005). Crop simulations presently also do not follow sowing and harvesting dates. The neglect of sublimation can further cause underestimation of interception (Schlaepfer et al., 2014). Nevertheless, the model evaluation analyses and the sensitivity tests suggest that that the current model set-up is a reasonable simplification for the research questions asked.

STEAM runs at the same temporal and spatial scale as the atmospheric moisture recycling model WAM-2layers, and can be used in both one- and two-way coupling. One-way coupling, i.e., forcing WAM-2layers with STEAM output, is used in van der Ent et al. (2014) to investigate the differences in moisture recycling between direct and delayed evaporation fluxes. Two-way coupling, i.e., feeding induced changes in precipitation from WAM-2layers back to STEAM, is applied in Chapter 6 to investigate the effect of land-use change on moisture recycling. Although WAM-2layers does not simulate precipitation, such analyses are possible by for example assuming that changes in terrestrial evaporation proportionally alter the atmospheric moisture content or the precipitation with continental origin.
TEMPORAL CHARACTERISTICS OF INTERCEPTION AND TRANSPIRATION

A good rain knows its proper time
Du Fu (712-770)

Although terrestrial evaporation consists of different fluxes (i.e. transpiration, vegetation interception, floor interception, soil moisture evaporation, and open-water evaporation), moisture recycling studies have up to now only analysed their combined total. This chapter investigates the temporal characteristics of partitioned evaporation. We show that the terrestrial residence timescale of transpiration (days to months) has larger inter-seasonal variation and is substantially longer than that of interception (hours). This cause the atmospheric residence time of interception evaporation to be slightly shorter (8 days) than transpiration (9 days). Transpiration is more likely to occur during dry periods and to be advected over large distances. Changes in evaporative partitioning following land-use change may have implications and provide answers for distant agriculture and landscape resilience.

This chapter is based on:


4. Temporal Characteristics of Interception and Transpiration

4.1. Introduction

Terrestrial evaporation is mediated by land-surface properties, rainfall characteristics, and evaporative demand – conditions that humans are modifying at an unprecedented scale (e.g. Crutzen, 2002; Dore, 2005; Gordon et al., 2005; Rockström et al., 2009b; Trenberth et al., 2011). Understanding evaporation interaction with land and climate is essential, because evaporation holds a key role in regulating hydrological flows as well as atmospheric feedback. One important land–atmosphere mechanism is the contribution of terrestrial evaporation to precipitation through the process of moisture recycling, which has implications for both water and land management. For example, studies have shown that changes in land use may potentially reduce crop yields through reductions in moisture recycling (Bagley et al., 2012), that irrigation may increase moisture recycling (e.g. Tuinenburg, 2013; Wei et al., 2012), and that livelihoods in some semi-arid regions are particularly vulnerable to changes in upwind moisture source regions (Keys et al., 2012).

Up to now, moisture recycling studies have only analysed total evaporation. However, the partitioning between transpiration, vegetation interception, floor interception, soil moisture evaporation, and open-water evaporation has depended on land use and meteorological conditions. For example, interception and soil moisture evaporation are ephemeral (Gerrits et al., 2009), whereas transpiration continues long into the dry season depending on infiltration rates and the capacity of the soil in the root zone to retain moisture. Vegetation that can access deeper soil moisture can therefore maintain evaporation through transpiration beyond what can be sustained by interception alone. Another example is that transpiration ratios (i.e. transpiration as part of total evaporation) can be relatively higher in wet years (compared to dry years), but smaller in wet months (compared to dry months) (Savenije, 2004). The reason is that wet months tend to have high interception preceding transpiration and consuming the already limited energy available for evaporation, whereas wet years tend to receive increased rainfall during the rainy season that stores and transpires into the dry season. Savenije (2004) suggested that these temporal differences of different evaporation fluxes would have different moisture recycling patterns.

Earlier studies of evaporation timescales have analysed the role of soil moisture for drought (e.g. Serafini and Sud, 1987; Delworth and Manabe, 1988), the precipitation persistence in climate modelling (e.g. Koster and Suarez, 1996), and the evaporation response timescale to drying soils (e.g. Teuling et al., 2006) as well as for inter-comparing and improving land-surface models (e.g. Lohmann and Wood, 2003; Wang et al., 2006). Scott et al. (1997) described the timescale of evaporation response through convolution representation of precipitation history and applied it on interception, soil evaporation, and transpiration globally. Lohmann and Wood (2003) employed a similar approach to compare 16 land-surface models and found significant differences in response between models. Nevertheless, the role of evaporation partitioning and evaporation timescales specifically for moisture recycling has not been studied.

Although there have been many efforts in estimating global land evaporation and evaporation partitioning, the actual magnitudes of the different evaporative fluxes remain disputed. Methods to estimate spatially distributed global land evaporation can broadly be grouped into land-surface models, remote sensing, reanalysis, and data-upscaling.
4.2. Methods

4.2.1. Timescales of evaporation fluxes

The timescales $\tau_{ts}$ of the evaporation fluxes is defined as the mean stock over the mean flux rate in question $j$:

$$\tau_{ts,j} = \frac{S_j}{E_j}. \quad (4.1)$$

Figure 2.1 shows the stock of origin for each evaporation flux. Because both $E_{sm}$ and $E_t$ come from $S_{uz}$, we assumed a stock of soil moisture evaporation $S_{uz,sm}$ and a stock of transpiration $S_{uz,t}$. To obtain $S_{uz,sm}$, we multiplied $\theta_{top}$ with the assumed topsoil depth.
To obtain the stock \( S_{uz,t} \), \( S_{uz,sm} \) was subtracted from the total water available in the unsaturated zone \( S_{uz} \):

\[
S_{uz,t} = S_{uz} - S_{uz,sm} = \theta_{uz} y_{uz} - \theta_{top} y_{top}.
\] (4.2)

Because the timescale becomes infinite when the flux approaches 0, timescales are not given for areas where the mean evaporation flux is below 0.01 mm d\(^{-1}\). Coastal areas where the land area fraction is less than 100 % were removed from the timescale analysis. The timescale for open-water evaporation was not calculated.

### 4.2.2. Evaporation Partitioning: Time Since Precipitation

We are interested in how evaporation partitioning evolves with time after precipitation ceases. To do this, we grouped each grid cell at every time step in categories depending on the time that has past since precipitation. Grid cells at a certain time step that has not received precipitation since \( n \) time steps back are placed in the \((n + 1)\)th category. Subsequently, evaporation partitioning for each category was retrieved from the model simulation.

In addition, the importance of the evaporation partitioning in relation to rainfall also depends on the evaporated quantity. Thus, we present the portion of evaporation flux during rainy or dry conditions by using evaporation efficiencies \( \beta_{wet} \) and \( \beta_{dry} \) as measures:

\[
\beta_{wet,j} = \frac{\sum E_{wet,j}}{\sum E_j}, \quad \beta_{dry,j} = \frac{\sum E_{dry,j}}{\sum E_j}.
\] (4.3)

Here, \( \beta_{wet} \) represents the mean annual portion of an evaporation flux that evaporates during a 3 h time step with precipitation, and \( \beta_{dry} \) represents the mean annual portion of an evaporation flux that evaporates after experiencing more than 24 h of no precipitation. To qualify as a wet time step, a 3 h time step must have \( > 0.01 \) mm precipitation. The subscript \( j \) denotes the evaporation flux in question. Construction of these evaporation efficiency measures is useful for answering questions such as, how much of total vegetation interception occurs during rainy periods?

### 4.2.3. Robustness

Large uncertainties exist in evaporation partitioning and estimation of storage capacities. To verify how robust or sensitive the temporal characteristics are to these uncertainties, we performed a sensitivity analysis with two scenarios: transpiration-plus and interception-plus. In transpiration-plus, the unsaturated zone storage capacity increased by 20 % and the vegetation and floor interception storage capacity decreased by 50 %. In interception-plus, the increase and decrease in the storages are reversed; see Table 4.1.

### 4.2.4. Atmospheric Moisture Tracking

The moisture tracking model WAM-2layers is used to track the different evaporation fluxes. WAM-2layers is an update to the previously used WAM-1layer (van der Ent et al., 2010; Keys et al., 2012; van der Ent and Savenije, 2013). The key difference being the addition of a second atmospheric layer instead of merely having one layer. The underlying principle
of WAM-2layers is the water balance:

\[
\frac{\partial S_k}{\partial t} = \frac{\partial (S_k u)}{\partial x} + \frac{\partial (S_k v)}{\partial y} + E_{i,k} + E_{t,k} - P_k + \xi_k \pm F_v [L^3 T^{-1}],
\]

(4.4)

where \(S_k\) is the atmospheric moisture storage (i.e., precipitable water) in layer \(k\) (either the top or the bottom layer), \(t\) is time, \(u\) and \(v\) stand for the wind components in \(x\) (zonal) and \(y\) (meridional) direction, \(\xi\) is a residual and \(F_v\) is the vertical moisture transport. We calculate moisture transport over the boundaries of the grid cells. Change in atmospheric moisture due to horizontal transport is described by

\[
\frac{\Delta (S_k u)}{\Delta x} = F^-_{k,x} - F^+_{k,x}
\]

(4.5)

and

\[
\frac{\Delta (S_k v)}{\Delta y} = F^-_{k,y} - F^+_{k,y}
\]

(4.6)

where \(F_k\) is the moisture flux over the boundary of a grid cell in the bottom or top layer. Superscript “−” stands for the western and southern boundaries of the grid cell respectively and “+” stands for the eastern and northern boundaries respectively. The moisture flux can be calculated as follows:

\[
F_k = \frac{L}{g \rho_w} \int_{p_{\text{top}}}^{p_{\text{bottom}}} q u_h dp,
\]

(4.7)

where \(L\) is the length of the grid cell perpendicular to the direction of the moisture flux, \(g\) is the gravitational acceleration, \(\rho_w\) the density of liquid water (1000 kg m\(^{-3}\)), \(p\) stands for pressure, \(q\) for specific humidity and \(u_h\) is the horizontal component in either \(x\) or \(y\) direction. For the top layer applies: \(p_{\text{top}} = 0\) and \(p_{\text{bottom}} = p_{\text{divide}}\). For the bottom layer applies: \(p_{\text{top}} = p_{\text{divide}}\) and \(p_{\text{bottom}} = p_{\text{surface}}\).

The evaporation from interception and transpiration \(E_i\) and \(E_t\) (together \(E\)) enter only in the bottom layer, thus \(E_k = E\) in the bottom layer and \(E_k = 0\) in the top layer. Precipitation is assumed to be immediately removed from the moisture storage (i.e., no exchange of falling precipitation between the top and bottom layer) and we assume “well-mixed” conditions for precipitation. For further details, see van der Ent et al. (2014).

In the context of continental moisture recycling (see also van der Ent et al., 2010) precipitation on land \(P\) were separated as follows:

\[
P = P_o + P_c = P_o + P_{c,i} + P_{c,t},
\]

(4.8)

where \(P_o\) is the part that is of oceanic origin and \(P_c\) is the continentally recycled part of the precipitation (i.e., most recently evaporated from a continental area). \(P_c\) can be split further into \(P_{c,i}\) (i.e., the recycled precipitation that originates from vegetation interception, floor interception, soil moisture and inland waters) and \(P_{c,t}\) (i.e., the recycled precipitation that originates from transpiration).
Similarly, we split land evaporation $E$:

$$E = E_o + E_c = E_{o,i} + E_{o,t} + E_{c,i} + E_{c,t}, \quad (4.9)$$

where $E_o$ is the part of the evaporation that precipitates on the ocean and $E_c$ is the continental recycling part (i.e., returns as continental precipitation). Subscripts $i$ and $t$ denote the interception (Eq. 4.14) and transpiration respectively. It also holds that $E_i = E_{o,i} + E_{c,i}$ and that $E_t = E_{o,t} + E_{c,t}$.

### 4.2.5. Atmospheric Lifetime of Recycled Moisture

Previous studies by Trenberth (1998) and by van der Ent and Savenije (2011) calculated the local depletion and restoration time scales of atmospheric moisture, defined as the atmospheric moisture storage over precipitation and evaporation respectively. Trenberth (1998) estimated the average time scale over land to be around nine days. However meaningful, these time scales only provided local information, but did not indicate the actual time spent in the atmosphere by a recycled water particle. Therefore, we propose new metrics that describe the actual time spent in the atmospheric. We define the “lifetime of continentally recycled precipitation”:

$$\tau_{\rho,c} = N(P_c \leftarrow E_c), \quad (4.10)$$

where $N$ stands for the time spent in the atmosphere, or in other words, the age of the water particle. The lifetime of continentally recycled precipitation $\tau_{\rho,c}$ is a measure at the point where a water particle precipitates and stands for the average time spent between continental evaporation and continental precipitation, or in other words, the average age at the point where a water particle precipitates. Note that $\tau_{\rho,c}$ only provides information on the recycled part of the precipitation and not on the total precipitation (see Eq. 4.8). Likewise we define the “lifetime of the interception that recycles on land”:

$$\tau_{\rho,c,i} = N(E_{c,i} \rightarrow P_{c,i}), \quad (4.11)$$

and the “lifetime of the transpiration that recycles on land”:

$$\tau_{\rho,c,t} = N(E_{c,t} \rightarrow P_{c,t}). \quad (4.12)$$

Both metrics in Eqs. (4.11) and (4.12) are defined at the place where evaporation occurs at the land surface ($E_c$ in Eq. 4.9) and determine the average time an evaporated water particle that returns as precipitation on land will spend in the atmosphere.

Age tracers were used to calculate the lifetimes. An age tracer increases linearly with time and at each time step $t$ the model calculates the age $N_g$ of the tagged moisture present at that location according to the following formula:

$$N_g(t) = \left\{ \begin{array}{l}
S_g(t-1)(N_g(t-1) + \Delta t) \\
+ \sum F_{g}^{\text{in}} \Delta t \left(N_g^{\text{in}}(t-1) + \Delta t\right) \\
- \sum F_{g}^{\text{out}} \Delta t \left(N_g(t-1) + \Delta t\right) \\
- P_g \Delta t \left(N_g(t-1) + \Delta t\right) + E_g \Delta t \left(\frac{\Delta t}{2}\right)
\end{array} \right\} / S_g(t), \quad (4.13)$$

where the subscript $g$ stands for tagged water, here referring to either interception or transpiration.
4.2.6. **Data Input for Moisture Tracking**

The input data for WAM-2layers comes from ERA-I (Dee et al., 2011) and STEAM. From ERA-I we use precipitation and evaporation over the oceans, as well as specific humidity and zonal and meridional wind speed. We downloaded these data at model levels spanning the atmosphere from zero pressure to surface pressure. Surface fluxes were downloaded at three-hourly intervals and the other data at six-hourly. The data we use are on a 1.5° latitude × 1.5° longitude grid and cover the period of 1998–2009, but the results are presented for 1999–2008, because we use 1 year as model spin-up for both the backward and forward tracking. For the terrestrial evaporation, we use the partitioned evaporation fluxes computed by STEAM.

In the moisture tracking, we combine the direct (purely physical) terrestrial evaporative fluxes from STEAM into one term $E_i$, containing evaporation from interception, soil moisture and inland waters:

$$E_i = E_v + E_f + E_{sm} + E_w$$

(4.14)

Transpiration $E_t$, the delayed (biophysical) evaporative flux, on the other hand provides a slow feedback with a large storage reservoir, which is the other component that we track.

### 4.3. Results and Discussion

#### 4.3.1. Terrestrial Timescales

The modelled global average timescale (Eq. 4.1) is 1.3 h for vegetation interception and 7.7 h for floor interception, but 42 days for soil moisture evaporation and 274 days for transpiration in areas with mean evaporation rates higher than 0.01 mm d$^{-1}$. Evaporation rates from vegetation cover and floor are large compared to their respective stocks, resulting in small timescales for interception. In contrast, the stocks in the unsaturated zone are many times larger than the interception stocks and cause the timescales of soil moisture evaporation and transpiration to extend to several days and even months. The use of an area reduction factor (see Eqs. 2.44 and 2.45) leads to interception storage capacities that are smaller in the model than in reality, thus presumably causing some underestimation of the interception timescales. Nevertheless, the robustness test (Table 4.1) shows that the magnitude of all evaporation timescales (except for transpiration) are relatively robust against uncertainties in storage capacities.

Figure 4.1 shows the spatial distribution of mean terrestrial residence timescales (i.e. stock divided by flux) of the partitioned evaporation fluxes (Eq. 4.1). We see that timescales are in general prolonged over the tropics and over the cold northern latitudes. This finding is consistent with the transpiration response timescale provided by Scott et al. (1997). Over the tropics, evaporation rates are high, but the stocks are also relatively larger. The timescales of floor and soil moisture evaporation are extended in the tropics, because these fluxes there are suppressed by the relatively high vegetation interception and transpiration.

The temporal variation of the evaporation fluxes at different latitudes is displayed in Fig. 4.2. Seasonality is distinct for all evaporation fluxes, in particular for transpiration timescales. While the mean latitude transpiration timescale can extend to over 500 days in the mid-latitude winter, it falls well below 100 days in the summer.
Regions and seasons with extremely high transpiration timescales (> 300 days) largely coincide with low transpiration in the north, whereas high transpiration rates coincide with intermediate or low timescales (< 100 days). However, relatively high vegetation interception timescales seem positively correlated with high vegetation interception in the tropics (compare Fig. 3.1 and Fig. 4.1). This difference can be explained by the limiting factor to evaporation. Transpiration timescales approach infinity as the stock is still wet, whereas vegetation interception timescales often approach 0 when vegetation interception is caused by depletion in vegetation interception stock rather than in evaporative demand. Thus, the high transpiration timescales in the north should be understood as the result of declining evaporative demand, whereas the high vegetation interception timescales in the tropics can be interpreted as the result of a steady and ample supply of precipitation to the vegetation interception stock.

The higher the interception ratios, the lower the evaporation timescales on land (also in consistency with, e.g., Scott et al., 1995), and the faster the overall feedback to the atmosphere. The regions that have a high vegetation interception ratio (Fig. 3.4) coincide with the regions with low atmospheric moisture recycling length scales (van der Ent and Savenije, 2011). This suggests that tropical interception is very important for vegetation to maintain atmospheric moisture in the air, and it could constitute a large portion of local recycling due to immediate feedback. However, moisture supplied to continents in general (van der Ent et al., 2010), the world’s most important croplands (Bagley et al., 2012), or rainfall-dependent regions (Keys et al., 2012) also relies on remote evaporation sources, which could account for a large part of transpiration. For such cases, upwind modifications that result in changed transpiration rates (e.g. changes in vegetation species, rainwater harvesting practice, CO₂ concentrations) may play a larger role for downwind regions than changes in interception. A detailed investigation of the role of interception and transpiration for local and remote moisture recycling is performed in Part 2.

4.3.2. EVAPORATION PARTITIONING AFTER PRECIPITATION EVENT

Figure 4.3 shows the mean latitudinal evaporation ratios by time since precipitation last occurred. Mean latitudinal transpiration ratio is up to 40% during the wet time steps with precipitation, but it can amount to up to 90% after just a few dry 3 h time steps. The largest increase in transpiration ratios with time since precipitation are seen in the cold northern latitudes, where moisture availability is expected to exceed evaporative demand. However, the vegetation interception ratio is high (up to approximately 60%) during wet time steps but falls drastically to almost no interception within 6 h. Similarly to transpiration, soil moisture evaporation ratios generally increase with precipitation-free hours. However, the steepest increase in soil moisture evaporation ratios are found in the equatorial band where the total soil moisture evaporation is very low.

4.3.3. ROBUSTNESS

Table 4.1 shows that transpiration and soil moisture evaporation occur both during wet and dry conditions, whereas vegetation and floor interception evaporation occur almost exclusively during time steps with precipitation. The table shows that 31% of all transpiration occurs during time steps that have endured more than 1 day
of no precipitation, when no vegetation interception occurs. Instead, 96% of the vegetation interception occurs on a 3 h time step with precipitation, whereas only 45% of transpiration evaporates in such conditions. It is also noteworthy that these evaporation efficiency numbers (Eq. 4.3) are robust to changes in the evaporation partitioning: for example, the 96% vegetation interception efficiency persists even when the vegetation interception ratio varies between 12 and 27%. In other words, even with large differences in the evaporation ratio, interception is likely to occur almost exclusively within the wet period, whereas transpiration may have a substantial time lag between the moment water enters the soil and exits through a plant’s stomata. In for example the field study of Farah et al. (2004), transpiration at a tropical woodland site continued for 2 months after rainfall. This also explains why transpiration dominates in the dry season and could have substantial effects on moisture recycling patterns. Furthermore, although a change in evaporation partitioning does not change the vegetation interception and transpiration efficiencies, it changes the total evaporation efficiency and the overall temporal distribution of evaporation.

4.3.4. GLOBAL AVERAGE LIFETIME OF HYDROLOGICAL FLUXES

Figure 4.4 presents an image of the global hydrological cycle over land. In contrast to traditional images of the hydrological cycle (e.g., Chahine, 1992) we include a quantification of moisture recycling, partitioned evaporation and the lifetime of all these components separately. Before precipitation falls on land, its average atmospheric residence time is about 10 days. We estimate that about 38% of continental precipitation $P$ is transformed into runoff $Q$ and the remaining part evaporates by direct (purely physical) fluxes $E_t$ and by the delayed (biophysical) flux $E_{f}$. A portion of this land evaporation
is advected to the oceans and precipitates there $E_o$. The remaining part recycles over land, but interestingly, interception $E_{c,i}$ and transpiration $E_{c,t}$ do so in different relative magnitudes. Of interception, 60% ($E_{c,i}/E_i$) recycles, while transpiration recycles slightly less at 56% ($E_{c,t}/E_t$). The lifetime in the atmosphere of evaporated water is on average more than a week, which is similar to a previous estimate of 9.2 days (Bosilovich et al., 2002). The recycled part of evaporation, however, spends on average less than a week in the atmosphere on average. We can also observe that (the recycled part of) interception has a shorter lifetime in the atmosphere. Finally, global continental precipitation recycling $P_c$ is estimated at 36%, slightly less than the 40% estimated in a previous study using WAM-1layer and ERA-I evaporation (van der Ent et al., 2010). This is mainly caused by the other forcing data, STEAM instead of ERA-Interim, but about 0.5% is due to the inclusion of the second layer in WAM-2layers. Globally averaged, the recycling efficiencies and atmospheric lifetimes are not very different for interception and transpiration, but locally these differences can be large.

4.3.5. **Atmospheric Lifetime of Recycled Moisture**

Figure 4.5 shows the time spent in the atmosphere by the moisture that recycles over land. Figure 4.5a indicates the time that continentally evaporated moisture has spent in the atmosphere until it precipitates (Eq. 4.10). Figure 4.5b (Eq. 4.11) and c (Eq. 4.12) indicate the time it takes before direct (interception, soil moisture and inland waters) and delayed (transpiration) evaporative fluxes return to the terrestrial land surface.

We can see that in general the direct evaporative fluxes (Fig. 4.5b) remain in the atmosphere for a shorter period of time compared to transpiration (Fig. 4.5c). We can explain this by the fact that the terrestrial time scales of the direct evaporative fluxes are much shorter than those of transpiration. The differences between Fig. 4.5b and c are less
strong in the very wet tropical regions around the equator, as well as in the Andes and Himalaya mountains. This is probably caused by the absence of distinctively different precipitation triggering mechanisms throughout the year. On the other hand, we see several regions where the atmospheric lifetime of interception recycling (Fig. 4.5b) is much lower than that of transpiration recycling (Fig. 4.5c).

Interestingly, recycled precipitation (Fig. 4.5a) in North America has spent less time in the atmosphere than in Eurasia. We think that this could be explained by a fraction of evaporation in North America that passes over the Atlantic Ocean in summer and precipitates in Europe, which obviously increases the average atmospheric residence time. It seems that transpiration (Fig. 4.5c) is a slightly larger contributor to this cross-continental transport than the direct evaporative fluxes (Fig. 4.5b). See also animations in the Supplementary Information of van der Ent et al. (2014).

4.4. CONCLUSIONS

This chapter analysed the terrestrial temporal characteristics of different evaporation fluxes on land. Our analyses show a striking difference in mean annual global timescales between the different evaporation fluxes: 95–434 days for transpiration, 42–46 days for soil moisture evaporation, 5.2–11.6 h for floor interception, and 1.1–1.6 h for vegetation interception. The timescales also vary greatly over the seasons and latitudes. Most transpiration occurs several hours or days after a rain event, whereas interception is immediate. We find that 31 % of all transpiration occurs in time steps that have endured more than 1 day without precipitation, when no vegetation interception occurs. Instead, 96 % of the vegetation interception occurs on a 3 h time step with precipitation, whereas only 45 % of the transpiration occurs in such conditions. Uncertainties in parametrising storage capacities affect the evaporation partitioning ratios but have a smaller effect on...
Table 4.1: Robustness to storage capacity parametrisation of STEAM (global mean for 1999–2008). The subscript t stands for transpiration, sm for soil moisture evaporation, v for vegetation interception, f for floor interception, and uz for unsaturated zone. Methods are described in Sect. 4.2.3, and results are discussed in Sects. 4.3.1 and 4.3.2.

<table>
<thead>
<tr>
<th>Storage capacity</th>
<th>Default</th>
<th>Transpiration-plus</th>
<th>Interception-plus</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{v,\text{max}}$</td>
<td>100 %</td>
<td>50 %</td>
<td>150 %</td>
</tr>
<tr>
<td>$S_{f,\text{max}}$</td>
<td>100 %</td>
<td>50 %</td>
<td>150 %</td>
</tr>
<tr>
<td>$S_{R}$</td>
<td>100 %</td>
<td>120 %</td>
<td>80 %</td>
</tr>
</tbody>
</table>

| Total evaporation | 73 900 km$^3$ year$^{-1}$ | 73 200 km$^3$ year$^{-1}$ | 74 200 km$^3$ year$^{-1}$ |

<table>
<thead>
<tr>
<th>Evaporation ratio</th>
<th>$E_t / E$</th>
<th>59 %</th>
<th>64 %</th>
<th>54 %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E_{\text{sm}} / E$</td>
<td>6 %</td>
<td>7 %</td>
<td>5 %</td>
</tr>
<tr>
<td></td>
<td>$E_v / E$</td>
<td>21 %</td>
<td>12 %</td>
<td>27 %</td>
</tr>
<tr>
<td></td>
<td>$E_f / E$</td>
<td>10 %</td>
<td>12 %</td>
<td>10 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Timescales</th>
<th>$\tau_{ts,t}$</th>
<th>274 days</th>
<th>434 days</th>
<th>95 days</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tau_{ts,\text{sm}}$</td>
<td>42 days</td>
<td>43 days</td>
<td>46 days</td>
</tr>
<tr>
<td></td>
<td>$\tau_{ts,v}$</td>
<td>1.3 h</td>
<td>1.1 h</td>
<td>1.6 h</td>
</tr>
<tr>
<td></td>
<td>$\tau_{ts,f}$</td>
<td>7.7 h</td>
<td>5.2 h</td>
<td>11.6 h</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Evaporation efficiency, &lt; 3 h after precipitation$^a$</th>
<th>$\beta_{\text{wet}}$</th>
<th>58 %</th>
<th>56 %</th>
<th>60 %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_{\text{wet},t}$</td>
<td>45 %</td>
<td>46 %</td>
<td>43 %</td>
</tr>
<tr>
<td></td>
<td>$\beta_{\text{wet,sm}}$</td>
<td>39 %</td>
<td>44 %</td>
<td>35 %</td>
</tr>
<tr>
<td></td>
<td>$\beta_{\text{wet,v}}$</td>
<td>96 %</td>
<td>96 %</td>
<td>96 %</td>
</tr>
<tr>
<td></td>
<td>$\beta_{\text{wet,f}}$</td>
<td>83 %</td>
<td>87 %</td>
<td>79 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Evaporation efficiency, &gt; 24 h without precipitation$^b$</th>
<th>$\beta_{\text{dry}}$</th>
<th>23 %</th>
<th>24 %</th>
<th>21 %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_{\text{dry},t}$</td>
<td>31 %</td>
<td>31 %</td>
<td>31 %</td>
</tr>
<tr>
<td></td>
<td>$\beta_{\text{dry,sm}}$</td>
<td>32 %</td>
<td>29 %</td>
<td>34 %</td>
</tr>
<tr>
<td></td>
<td>$\beta_{\text{dry,v}}$</td>
<td>1 %</td>
<td>1.2 %</td>
<td>0.8 %</td>
</tr>
<tr>
<td></td>
<td>$\beta_{\text{dry,f}}$</td>
<td>3.9 %</td>
<td>2.8 %</td>
<td>5 %</td>
</tr>
</tbody>
</table>

$^a$ The evaporation efficiency is calculated for 3 h time steps with precipitation.
$^b$ The evaporation efficiency is calculated for 3 h time steps without precipitation for more than 24 h.

the relative differences in temporal characteristics. Only the transpiration timescales are significantly modified by storage capacity changes, but they are still substantially different from the interception timescales.

Moisture tracking reveals that 60 % of direct evaporation returns to the land surface, whereas this is 56 % for transpiration. The residence time of direct evaporation in the
Figure 4.4: Global hydrological cycle over land, i.e., all continents considered together (1999–2008). $F_{in}$ is the atmospheric moisture of oceanic origin that crosses the ocean-land boundary and enters the atmosphere above land. $F_{out}$ is the atmospheric moisture that leaves the ocean-land boundary towards the ocean. Thus, $X$ represents the atmospheric moisture of oceanic origin that passes through the continental atmosphere, but never precipitates. Precipitation on land $P$ (set to 100%) is composed of moisture evaporated from the ocean $P_o$ and a recycled part $P_c$. On the land surface water runs off $Q$, or evaporates through direct evaporation $E_i$ or through transpiration $E_t$. Part of this evaporation is lost to the ocean $E_o$, while other parts of the evaporation recycle $E_{c,i}$ and $E_{c,t}$. Evaporation data are from STEAM, precipitation data are from ERA-I, the recycled fractions and lifetimes are calculated by WAM-2layers (van der Ent et al., 2014) and the other terms follow from the water balance.

atmosphere is 8 days (6 for the recycling part only) and 9 days for transpiration. We attribute these results to the fact that interception has a small storage reservoir and therefore occurs mostly during wet spells. Transpiration on the other hand draws from a large storage reservoir and can occur during dry periods, when evaporated moisture is more likely to be advected over large distances, as well.

The results found are particularly useful from a landscape resilience perspective. Regions that receive precipitation from continentally recycled evaporation are vulnerable to upwind land-use changes. However, a region that receives precipitation originating from interception is more resilient to land-use changes in their source region than a region that depends on transpiration. A land-use change could for example reduce interception
4. Temporal Characteristics of Interception and Transpiration

Figure 4.5: Average atmospheric lifetimes of recycled moisture (1999–2008). (a) lifetime of continentally recycled precipitation $\tau_{\rho,c}$ (defined at the point of precipitation), (b) lifetime of the interception that recycles on land $\tau_{\varepsilon, c,i}$ (defined at the point of evaporation), and (c) lifetime of the transpiration that recycles on land $\tau_{\varepsilon, c,t}$ (defined at the point of evaporation). Grey values on land indicate no data, due to the fact that the evaporative flux in question is zero. The arrows in (a) indicate the vertically integrated moisture fluxes.

capacity, but during a wet period this is likely to be compensated by other evaporative fluxes. Regions that receive precipitation from continentally recycled transpiration are less resilient to land-use changes in their source region, especially if a region's precipitation depends on transpiration in the dry season. Because when vegetation is removed, the
mechanism to retain and draw moisture from the root zone is lost as well, and total evaporation will be significantly reduced.

We conclude that changes in evaporative partitioning following land-use change may have implications and provide answers for landscape resilience, drought development, and effects on remote freshwater resources.
This chapter presents an “Earth observation-based” method for estimating root zone storage capacity \((S_R)\). By assuming that vegetation does not root deeper than necessary to bridge critical dry periods, state-of-the-art satellite-based evaporation could be used to derive \((S_R)\). Implementing the estimated \((S_R)\) in the global hydrological model STEAM improved evaporation simulation overall, and in particular during the least evaporating months in sub-humid to humid regions with moderate to high seasonality. The results suggest that several forest types are able to create a large storage to buffer for severe droughts (with very long return period), in contrast to for example savannas and woody savannas (medium length return period), as well as grasslands, shrublands, and croplands (very short return period). The presented method eliminates the need for poor resolution soil and rooting depth data that form a limitation for achieving progress in the global land surface modelling community.

This chapter is based on:

5.1. **INTRODUCTION**

Root zone storage capacity ($S_R$) determines the maximum amount of soil moisture potentially available for vegetation transpiration, and is critical for correctly simulating deep drainage and surface runoff (Milly, 1994). Its parameterisation is also important for land-atmosphere interactions, the carbon cycle, and climate modelling (e.g., Bevan et al., 2014; Feddes et al., 2001; Hagemann and Kleidon, 1999; Hallgren and Pitman, 2000; Kleidon and Heimann, 1998b, 2000; Lee et al., 2005; Milly and Dunne, 1994; Zeng et al., 1998), and for irrigation management and crop yield models (e.g., Bastiaanssen et al., 2007; Hoogeveen et al., 2015).

However, root zone storage capacity is very difficult to measure and observe in the field, especially at the larger scales that are relevant for many modelling needs. Rooting profiles measurements are also scarce, and difficult to generalise since vegetation rooting systems naturally adapt to prevailing climates and soil heterogeneities (e.g., Gentine et al., 2012; Sivandran and Bras, 2013). Even when rooting profiles are available, difficulties arise in translating them to root zone storage capacity, due to variations in root densities, hydrological activity, horizontal spatial heterogeneities, and uncertainties in soil profile data including hard pans.

5.1.1. **BACKGROUND**

Broadly six types of approaches to estimate the root zone storage capacity have been suggested or are in use in hydrological and land surface models: the *field observation based approach*, the *look-up table approach*, the *optimisation approach*, the *inverse modelling approach*, the *calibration approach*, and the *mass balance based approach*. These approaches are described below and compared in Supplementary Table S1 in Wang-Erlandsson et al. (2016). Some of these approaches estimate rooting depth or root profiles, and can be translated to root zone storage capacity through combination with soil plant available water (Sect. 5.3.3., Eq. 5.12), even though it is a simplification.

The *field observation based approach* provide estimates of rooting depths based on rooting depth measurements (Doorenbos and Pruitt, 1977; Dunne and Willmott, 1996; Jackson et al., 1996; Schenk and Jackson, 2002; Zeng, 2001) and has the advantage of being constructed from actual observations of vertical rooting distribution (Canadell et al., 1996; Jackson et al., 1996). To scale up rooting depth to the global scale, Schenk and Jackson (2002) used the mean biome rooting depth and Schenk and Jackson (2009) employed an empirical regression model based on reported root profile from literature. However, this method suffers from data scarcity and location bias, and risks unlikely vegetation and soil combinations due to data uncertainty (Feddes et al., 2001). Moreover, it requires assumptions on water uptake from a certain fraction of the entire observed root profile. Observations show that many woody and herbaceous vegetation species are able to access very deep layers in a variety of soil conditions (Canadell et al., 1996; Stone and Kalisz, 1991), up to 18 m in Amazonian tropical forest (Nepstad et al., 1994), 53 m in the desert of the south-western United States (Phillips, 1963), and 68 m (possibly 140 m) in the central Kalahari dry savannah (Jennings, 1974). However, isolated roots that go very deep does not necessarily mean that vegetation across the landscape can exploit the full soil to that depth.

The *look-up table approach* is used in hydrological and land surface modelling to
parametrise root zone storage capacity based on literature values of mean biome rooting depth and soil texture data (e.g., Müller Schmied et al., 2014; Wang-Erlandsson et al., 2014). This approach facilitates land-cover change experiments and is grounded in literature, but assumes root zone storage capacity to be a function of merely land-cover and soil type, with little consideration for climatic adjustments. This is a major oversight, as plants within the same vegetation type can exhibit a large span of root zone storage capacities in different climates and landscapes by adaptation to environmental conditions (Collins and Bras, 2007; Feldman, 1984; Gentine et al., 2012; Nepstad et al., 1994). Moreover, an incompatibility issue may arise if the literature based rooting depths employs a land-cover classification different from that of the land surface model (Zeng, 2001).

The optimisation approach predicts vertical rooting depth based on soil, climate, and vegetation data, and assumptions about the soil hydraulic properties and root distribution behaviour. Often, optimal root profiles are derived based on maximised net primary production (Kleidon and Heimann, 1998a), carbon or transpiration gain (e.g., Collins and Bras, 2007; Schwinning and Ehleringer, 2001; van Wijk and Bouten, 2001; Yang et al., 2016), sometimes also while being as shallow as possible (e.g., Laio et al., 2006; Schenk, 2008). The optimisation techniques used differ widely, including genetic algorithm (Schwinning and Ehleringer, 2001; van Wijk and Bouten, 2001), physical ecohydrological modelling (Collins and Bras, 2007; Hildebrandt and Eltahir, 2007), simple analytical modelling (Laio et al., 2006), and stochastic modelling (Schenk, 2008). This approach is powerful for improving the understanding of root profile development and can be useful for land surface models with explicit root distribution description (Smithwick et al., 2014). Nevertheless, further model development is needed to handle all types of environments (e.g., additional routines to handle groundwater uptake, acidic soil horizons, or low soil temperature) (Schenk, 2008). Moreover, the optimisation models commonly ignores the soil evaporation component and may thus overestimate the effective rooting depth (Yang et al., 2016). This is, however, addressed in Yang et al. (2016).

The inverse modelling approach estimate rooting depth using a model to iteratively simulate a variable available from satellite data (e.g., net or gross primary production, absorbed photosynthetically active radiation, or total terrestrial evaporation) with different rooting depth parameterisations (Ichii et al., 2007, 2009; Kleidon, 2004). This approach has a large spatial coverage while being indirectly observation-based, but is also dependent on soil information as well as the land surface model performance. Recently, this approach has also been applied at the local scale to approximate the root zone storage capacity by minimising differences between evaporation modelled from water balance and evaporation from remote sensing (Campos et al., 2016).

The calibration approach is widely used in hydrology, whereby a hydrological model is calibrated on the root zone storage capacity, using hydrological records on precipitation, runoff and evaporation, sometimes in combination with expert knowledge (e.g., Feddes et al., 1993; Fenicia et al., 2008; Jhorar et al., 2004; Winsemius et al., 2009; Gharari et al., 2014). However, the parameters derived are tied to the model used for calibration and are not necessarily comparable to measurable variables in nature, since they tend to compensate for uncertainties in model structure and data. In addition, since discharge is often the only observed variable (or one of only a few), the calibration approach is only suitable for applications at the catchment scale. For global hydrological
models, parameters can be calibrated separately for a selection of gauged river basins and transferred to neighbouring ungauged catchments (Döll et al., 2003; Güntner, 2008; Hunger and Döll, 2008; Nijssen et al., 2001; Widén-Nilsson et al., 2007). This procedure, known as regionalisation, has (to our knowledge) only been performed for other parameter values than the root zone storage capacity, although the principle does not change with the parameters tuned. Nevertheless, challenges remain with discharge data uncertainty and parameter equifinality (Beven, 2006).

Recently, Gao et al. (2014) used a mass balance approach – more specifically, the mass curve technique – to estimate the root zone storage capacity at the catchment scale in the US and in Thailand. The underlying assumption is based on the tested hypothesis that plants will not root deeper than necessary (Milly and Dunne, 1994; Milly, 1994; Schenk, 2008). The water demand during the dry season equaled a constant transpiration rate, which was obtained through a water balance approach together with a normalised difference vegetation index (NDVI). Their results suggested that ecosystems develop their root zone storage capacity to deal with droughts with specific return periods, beyond which the costs of carbon allocation to roots are too high from the perspective of the plants. This resonates well with past economic analyses of plant behaviour and traits, e.g. Givnish (1986). Yet another mass balance approach was applied by de Boer-Euser et al. (2016) to catchments in New Zealand, using an interception and a root zone storage reservoir to record soil moisture storage deficit from variations in precipitation and transpiration. They derived mean annual transpiration from annual water balances, and seasonality of transpiration was added through estimate of potential transpiration and assumption about vegetation dormancy. The largest storage deficit of individual years were then used to derive catchment representative root zone storage capacity from Gumbel extreme value distribution assuming dry spell return periods of 10 years. These two applications of the mass balance approach have the advantage of being both model-independent and indirectly observation-based. In addition, no land-cover or soil information is needed, making the method parsimonious and flexible. Irrigation was, however, not considered and their assumption of ecosystem adaptation does not apply very well to seasonal crops (de Boer-Euser et al., 2016).

In a similar cumulative mass balance approach, van Dijk et al. (2014) combined a satellite evapotranspiration product with monthly precipitation data to estimate a ‘mean seasonal storage range’ (MSSR) at 250 m resolution across Australia, as one of the inputs into national-scale mapping of groundwater dependent ecosystems (http://www.bom.gov.au/water/groundwater/gde/). MSSR expresses the estimated mean seasonal range in the amount of water stored in all water stores combined (surface, soil and groundwater). A large range was considered likely to indicate a large use of water from storage during low rainfall periods from, for example, root water uptake from deeper soil or groundwater storages. Separate mapping of areas subject to irrigation or flood inundation was used to identify areas likely to rely on groundwater. The main conceptual drawback of this method is that the longer-term average seasonal pattern is likely to underestimate rooting depth in general, and even more so in regions without a strong seasonality in rainfall. The method also proved sensitive to any bias in evaporation and rainfall estimates and, in some conditions, simplifying assumptions about runoff and drainage rates (van Dijk et al., 2014).
5.1.2. Research Aims
This study constitutes a first attempt to estimate global root zone storage capacity from satellite based evaporation and precipitation data using a mass balance approach, which is possible thanks to recent development, testing and validation of remote sensing evaporation products (e.g., Anderson et al., 2011; Guerschman et al., 2009; Hofste, 2014; Hu and Jia, 2015; Mu et al., 2011). Similar to the other mass balance based approaches, we assume that all hydrologically active roots are being used during the driest time and is not deeper than necessary. While we make use of the same mass balance principle as applied by Gao et al. (2014) and de Boer-Euser et al. (2016), our algorithm is based on indirect measurements of every unique pixel. Methodologically, in contrast to these two studies, the analyses here are carried out on global gridded data rather than by catchment and use total evaporation instead of interception and transpiration estimates.

Our aims are to: (1) present a method for estimating root zone storage capacity using remote sensing evaporation and precipitation data at global scale that includes the influence of irrigation; (2) evaluate how the new method influences evaporation simulation in a global hydrological model, in comparison to a classical look-up table approach; and (3) investigate the drought return periods different land-cover types adjust to. This study, thus, provides an earth observation-based and model-independent estimate of global root zone storage capacity that can be useful in models without the need for root distribution and soil information.

5.2. Methods
5.2.1. Estimating Root Zone Storage Capacity
The root zone storage capacity $S_R$ is estimated from soil moisture deficit $D$ constructed from time series of water outflow $F_{out}$ and inflow $F_{in}$ from the root zone storage system. The algorithm is explained in this section and conceptually illustrated in Fig. 5.1.

First, we define the inflows and outflows from the system. The drying $F_{out}$ of the system is the total daily evaporation $E$:

$$F_{out} = E. \quad (5.1)$$

Note that the total evaporation $E$ is defined as the sum of transpiration, interception evaporation, soil moisture evaporation and open water evaporation.

The wetting $F_{in}$ of the system is the total daily precipitation $P$ and the effective irrigation water $F_{irr}$ (i.e., additional evaporation from surface, wet soil, and ponding water at the tail end of irrigation borders that originates from irrigation):

$$F_{in} = P + F_{irr}. \quad (5.2)$$

We need the term $F_{irr}$ in order to prevent $S_R$ from becoming overestimated in irrigated regions. This is because irrigation is captured in satellite-based evaporation data, but obviously not in precipitation data. Without correction, the irrigation evaporation in the satellite evaporation data would erroneously contribute to accumulation of soil moisture deficit in our computations. Beside irrigation, additional evaporation from natural non-soil water storages (e.g. floodplains, wetlands, and groundwater) may contribute to overestimation of soil storage dynamics (see also Sect. 5.4.6). In regions (see Sect. 5.3.2)
where the annual accumulated evaporation exceeds annual accumulated precipitation, also the long term average of the difference of $E - (P + F_{irr})$ is added to $F_{in}$ in order to compensate for lateral inflow or estimation errors in evaporation or precipitation.

Second, the difference between inflow and outflow is calculated at the daily scale. The accumulated difference $A$ is represented by the shaded areas in Fig. 5.1 and can be defined as

$$A_{tn \rightarrow tn+1} = \int_{tn}^{tn+1} F_{out} - F_{in} dt,$$ (5.3)

where $t_n$ is either the start of the accounting period or a point in time when $F_{out} = F_{in}$.

Third, we calculate the moisture deficit $D$, being the shortage of water from rainfall:

$$D(t_{n+1}) = \max(0, D(t_n) + A_{tn \rightarrow tn+1}).$$ (5.4)

The accumulation of $D$ will occur in our algorithm only during periods where $F_{out} > F_{in}$, and reductions of $D$ will occur when $F_{out} < F_{in}$. However, $D$ never becomes negative by definition, since it can be considered a running estimate of the root zone storage reservoir size (see Fig. 5.1 at $t_2$). Not allowing negative $D$ also means that any excess precipitation is assumed to be runoff or deep drainage. In this way, for every hydrological year, one maximum accumulated moisture deficit can be determined, representing the largest annual drought. A long time series of these maximum annual values creates the opportunity to study the return period of the maximum moisture deficits. Extreme values analysis, such as by Gumbel’s method (Gumbel, 1935), then yield estimates of extreme moisture deficits with different probabilities of exceedance, see Sect. 5.2.3.

Finally, the root zone storage capacity ($S_R$) is defined as the maximum of the obtained $D$ values:

$$S_R = \max(D(t_0), D(t_1), D(t_2), ..., D(t_{end})).$$ (5.5)

$S_R$ estimate based on an evaporation and precipitation time series would (in the absence of additional water supply) theoretically constitute a minimum root zone storage capacity, see Supplementary Fig. S1 in Wang-Erlandsson et al. (2016). If the root water uptake by plants does not abstract water until wilting point, the root zone storage may not utilise its full capacity. Note also that the $S_R$ computed is not to be confused with time variable moisture availability. The time-variable water availability can be inferred from hydrological models using $S_R$ as the water holding capacity.

During dry periods, the magnitude of surface runoff and deep drainage is usually small, and therefore is assumed to not affect root zone storage capacity calculations.

### 5.2.2. IMPLEMENTATION IN A HYDROLOGICAL MODEL

The newly derived root zone storage capacity is used in the global hydrological model STEAM (Wang-Erlandsson et al., 2014) to evaluate its influence on evaporation simulation.
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Figure 5.1: Conceptual illustration of the algorithm for calculating the root zone storage capacity $S_R$. The shaded areas represent the accumulated differences $A$ that are positive when outflow $F_{out} >$ inflow $F_{in}$, and negative when $F_{out} < F_{in}$. Moisture deficit $D$ is increased by positive $A$ and decreased by negative $A$. Note that $D$ never becomes negative.

In STEAM, root zone storage capacity is originally calculated as the product of soil plant available water (depending on soil texture) and rooting depth (depending on land-cover type), using volumetric soil moisture as input to the stress function (here, the
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Formulation of van Genuchten (1980):

\[ f(\theta_{uz}) = \frac{\theta_{uz} - \theta_{uz,wp}}{\theta_{uz,fc} - \theta_{uz,wp}}, \]  

(5.6)

where \( \theta_{uz} \) is the actual volumetric soil moisture content (dimensionless), \( \theta_{uz,wp} \) is the volumetric soil moisture content at wilting point, \( \theta_{uz,fc} \) at field capacity.

However, the root zone storage capacity \( S_R \) is simply location-bound (depending on climatic variables alone) and no longer considered a land-cover and soil based parameter. Thus, to use \( S_R \) directly, we do not account for soil moisture below wilting point and assume \( S_R = y_{uz}(\theta_{uz,fc} - \theta_{uz,wp}) \), where \( y_{uz} \) is the rooting depth (m). The reformulated stress function of soil moisture becomes:

\[ f(S_{uz}) = \frac{S_{uz}}{S_R}, \]  

(5.7)

where \( S \) is the actual root zone storage (m). This reformulation is possible since the stress function retains its shape. Thus, \( S_R \) can in similar ways be implemented in other hydrological models.

To measure improvement, the root mean square error (\( \varepsilon_{RMS} \)) for simulated evaporation is calculated using the original look-up table based root zone storage capacity \( S_{R,STEAM} \) and the newly derived root zone storage capacity \( S_{R,new} \) (i.e., \( S_{R,CRU-SM} \) or \( S_{R,CHIRPS-CSM} \)) respectively. The root mean square error improvement (\( \varepsilon_{RMS,imp} \)) is positive if the \( E \) simulated using \( S_R \) is closer to a benchmark evaporation data set than the \( E \) simulated using \( S_{R,STEAM} \). The equation below shows the \( \varepsilon_{RMS,imp} \) of \( S_{R,new} \):

\[ \varepsilon_{RMS,imp} = \varepsilon_{RMS}(E_{S_R,STEAM}, E_{benchmark}) - \varepsilon_{RMS}(E_{S_{R,new}}, E_{benchmark}). \]

The remote sensing based ensemble evaporation product \( E_{SM} \) (see Supplementary Fig. S7 in Wang-Erlandsson et al. (2016)) was used as benchmark \( E_{benchmark} \). This use may seem circular when \( E_{benchmark} \) is used to derive \( S_{R,new} \), but is in fact valid due to differences in algorithms, precipitation input data, model types, and time span covered. First, the algorithms for estimating \( S_{R,new} \), and for estimating \( E \) in STEAM are very different. While \( S_{R,new} \) is derived based on the \( E \) overshoot over \( P \), STEAM is a process-based model where evaporation originates from five different compartments, each constrained by potential evaporation and related stress functions. This means that it is impossible to reproduce \( E_{benchmark} \) simply by inserting \( S_{R,new} \) to STEAM. Second, the precipitation products (CRU and CHIRPS respectively) used for deriving \( S_{R,new} \) differ from the precipitation forcing (ERA-I) used in STEAM. Third, \( E_{benchmark} \) and STEAM are truly independent to each other as well. Whereas STEAM is process and water balance based, the ensemble \( E \) product is based on a combination of two (\( E_{SM} \)) or three (\( E_{CSM} \)) energy balance methods. Last, \( S_{R,new} \) is based on a single year value of \( E_{benchmark} \) (i.e., the year of maximum storage deficit), whereas the analyses of improvements are based on the entire available time series of 10-11 years. The only difference of the new STEAM simulations is the inclusion of updated information on root zone storage so that during longer periods of drought, more realistic estimations of continued evaporation processes can be expected. Thus, if \( S_{R,new} \) dimensioned on one year of \( E_{benchmark} \) nevertheless
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improves \( E \) simulation in STEAM with regard to 10-11 years of \( E_{\text{benchmark}} \) (i.e., the overall \( \epsilon_{\text{RMS}} \) decreases when \( S_{\text{R,new}} \) is used in STEAM) is a strong indication that the storage capacity correction was implemented for the right reason.

To investigate where the performance increases are most significant, improvements in mean annual, mean maximum monthly and mean minimum monthly \( E \) is calculated separately. \( \epsilon_{\text{RMS,imp}} \) by climate are done for bins of precipitation seasonality index and aridity index (defined in Sect. 5.2.4) containing more than 200 grid cells. \( \epsilon_{\text{RMS,imp}} \) by land-cover types are analysed for grid cells where single land-cover occupancy exceeds 90% in a 1.5° grid cell. \( \epsilon_{\text{RMS}} \) analyses are carried out on area weighted evaporation values to avoid bias caused by differences in grid cell areas. Results are shown in Sect. 5.4.4.

5.2.3. Frequency Analysis

We calculate \( S_{\text{R}} \) for 10 to 11 years (2003–2012 and 2003–2013 respectively, see Sect. 5.3.1) depending on data availability. However, different ecosystems may adapt their root system depths to different return periods of drought which may or may not correspond to the available data time series length. Thus, we also determine the \( S_{\text{R,L yrs}} \) for different return periods of drought \( L \) (see Sect. 5.4.4) based on Gumbel’s distribution (Gumbel, 1935). The resulting \( S_{\text{R,L yrs}} \) is a function of the mean and standard deviation of the extremes in the data series:

\[
S_{\text{R,L yrs}} = \overline{S_{\text{R}}} + \frac{\sigma_{\text{S,R}}}{\sigma_{n}} (y_L - y_n),
\]

where \( y_n \) is the reduced mean as a function of the number of available years \( n \) (\( y_{10} = 0.4952 \) and \( y_{11} = 0.4996 \)), \( \sigma_n \) is the reduced standard deviation as a function of \( n \) (\( \sigma_{10} = 0.9496 \) and \( \sigma_{11} = 0.9676 \)), \( \sigma_{\text{S,R}} \) is the standard deviation of \( S_{\text{R}} \), while \( y_L \) is the reduced variate of the Gumbel distribution:

\[
y_L = -\ln \left( -\ln \left[ 1 - \frac{1}{L} \right] \right).
\]

5.2.4. Climatic Influence of Land-Cover Type

We analyse how \( S_{\text{R,CRU−SM}} \) of different land-cover types can be associated with climatic indicators. Stepwise multiple regression method based on the Akaike information criterion (AIC) is used to analyse how these climatic indicators may explain variations in \( S_{\text{R}} \) within a land-cover type. The climatic indicators used are precipitation seasonality (\( I_s \)), aridity (\( I_a \)), and interstorm duration (\( I_{\text{isd}} \)) (as these were found to be important by Gao et al. (2014)):

\[
I_s = \frac{1}{P_a} \sum_{m=1}^{m=12} \left| \frac{P_m - \overline{P_a}}{12} \right|, \quad \text{and}
\]

\[
I_a = \frac{\overline{P_a}}{E_p},
\]

where \( \overline{P_m} \) is the mean precipitation of the month, \( \overline{P_a} \) is the mean annual precipitation, and \( E_p \) is the potential evaporation. We defined \( I_{\text{isd}} \) as the mean continuous number of days per year without precipitation. Interaction effects between the variables are taken into account.
Table 5.1: Overview of the time period, latitudinal coverage and data input for the two root zone storage capacity $S_R$ datasets ($S_{R,\text{CHIRPS-CSM}}$ and $S_{R,\text{CRU-SM}}$) produced in this study.

<table>
<thead>
<tr>
<th></th>
<th>$S_{R,\text{CHIRPS-CSM}}$</th>
<th>$S_{R,\text{CRU-SM}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude coverage</td>
<td>50° N–50° S</td>
<td>80° N–56° S</td>
</tr>
<tr>
<td>Monthly $P$ data input</td>
<td>CHIRPS</td>
<td>CRU</td>
</tr>
<tr>
<td>Monthly $E$ data input</td>
<td>Mean of CMRSET, SSEBop, and MOD16 ($E_{\text{CSM}}$)</td>
<td>Mean of SSEBop and MOD16 ($E_{\text{SM}}$)</td>
</tr>
<tr>
<td>Daily $E$ and $P$ data for downscaling</td>
<td>ERA-I</td>
<td>ERA-I</td>
</tr>
</tbody>
</table>

5.3. DATA

5.3.1. EVAPORATION AND PRECIPITATION INPUT FOR ESTIMATING $S_R$

We present two $S_R$ datasets, one covering the latitudes 50° N–50° S ($S_{R,\text{CHIRPS-CSM}}$), and one with global coverage 80° N–56° S ($S_{R,\text{CRU-SM}}$). See Table 1 for an overview of the data input for each $S_R$ dataset.

For the clipped 50° N–50° S $S_{R,\text{CHIRPS-CSM}}$ map, we matched the 0.05° USGS Climate Hazards Group InfraRed Precipitation with Stations (CHIRPS) precipitation data ($P_{\text{CHIRPS}}$) (Funk et al., 2014) with the ensemble mean of three satellite-based global scale evaporation datasets ($E_{\text{CSM}}$): the CSIRO MODIS Reflectance Scaling EvapoTranspiration (CMRSET) v1.405 at 0.05° (Guerschman et al., 2009), the Operational Simplified Surface Energy Balance (SSEBop) at 30° (Senay et al., 2013), and the MODIS evapotranspiration (MOD16) at 0.05° (Mu et al., 2011). These three different evaporation models are all based on MODIS satellite data, but they use different parts of the electro-magnetic spectrum. CMRSET combines a vegetation index, which estimates vegetation photosynthetic activity, and shortwave infrared spectral data to estimate vegetation water content and presence of standing water. SSEBop relies on the thermal infrared data for determination of the latent heat flux and MOD16 on the visible and near-infrared data to account for Leaf Area Index variability. Hence, their input data, model structure and output data are not necessarily similar, which makes them attractive for deriving an ensemble evaporation product. $S_{R,\text{CHIRPS-CSM}}$ is based on data covering the years 2003–2012 as CMRSET was not available for 2013.

For the global coverage $S_{R,\text{CRU-SM}}$ map, we used the 0.5° Climatic Research Unit Timeseries version 3.22 (CRU TS3.22) precipitation data ($P_{\text{CRU}}$) (Harris et al., 2014) together with the ensemble mean ($E_{\text{SM}}$) of only SSEBop and MOD16, since we found CMRSET to overestimate evaporation at high latitudes, possibly due to the effect of snow cover on estimates. In addition, the irrigation effect was analysed for $S_{R,\text{CRU-SM}}$ by including evaporation originating from irrigation water simulated at 0.5° and at the daily scale by the dynamic global vegetation model LPJmL (Jägermeyr et al., 2015). $S_{R,\text{CRU-SM}}$ is computed based on evaporation data covering the years 2003–2013. Irrigation data cover the years 2003–2009 (monthly mean irrigation evaporation were used for years after 2009).

We present $S_{R,\text{CHIRPS-CSM}}$, because $P_{\text{CHIRPS}}$ is the lead precipitation product and we can make use of three evaporation datasets. However, $P_{\text{CHIRPS}}$ is unfortunately not available at the global scale, and CMRSET is not reliable in high latitudes. Thus, we added the global scale $S_{R,\text{CRU-SM}}$ to this study. This allows for application in global scale models.
as well as investigations at the global scale (e.g., climate and land-cover based analyses).

The input precipitation and evaporation data are shown in Figs. 5.2 and S2 in Supplementary Information of Wang-Erlandsson et al. (2016). This study required global coverage data at a grid cell resolution for both evaporation and precipitation. Importantly, these products must not be produced using assumptions on root zone storage capacity, to prevent circularity (since we are estimating root zone storage capacity). In other words, there should be no water balance type of computation process involved in the determination of \( S_R \). We used satellite-based evaporation products because they are the only options available that fulfill these criteria, (i.e., reanalyses and land surface model evaporation contain soil depth information, whereas FLUXNET data are too sparse for acquiring consistently good quality global coverage). The monthly satellite-based evaporation data used in the manuscript were those available at the time of this research. Conversely, precipitation data do not need to be satellite-based, but can also be ground-based. Inter-comparisons of precipitation products show that both CRU and CHIRPS are good quality precipitation products. In particular, CHIRPS performance stands out in a comprehensive inter-comparison of 13 difference precipitation products in the Nile basin (Hessels, 2015). Nevertheless, data uncertainties still persist. The mean annual accumulated evaporation of \( E_{CSM} \) and \( E_{SM} \) is sometimes higher than the mean annual accumulated precipitation \( P_{CHIRPS} \) and \( P_{CRU} \), which is discussed in Sect. 5.3.2. The use of three evaporation datasets decreases uncertainties related to individual evaporation products, because there is simply not one single preferred model. To compare the effect of different input data, we also present results of \( S_R \) based on the separate evaporation and precipitation data (Supplementary Figs. S4 and S5, Wang-Erlandsson et al. (2016)).

In addition, ECMWF re-analysis interim (ERA-I) (Dee et al., 2011) daily 0.5° evaporation and precipitation data were used to temporally downscale the monthly evaporation and precipitation data. In the temporal downscaling, we first established the ratios between daily values to the mean monthly ERA-I, and second, used the relationship to estimate daily values from monthly \( E_{SM} \) or \( E_{CSM} \) values. This allows daily products of evaporation and precipitation, which was necessary in order to incorporate also short drought periods.

### 5.3.2. Evaporation Exceedance Over Precipitation

The mean annual accumulated evaporation of \( E_{CSM} \) and \( E_{SM} \) is sometimes higher than the mean annual accumulated precipitation \( P_{CHIRPS} \) and \( P_{CRU} \) (see Fig. 5.3). In these areas, overestimation of \( S_R \) may be expected, because it is unlikely that the 10 or 11 year accumulation of \( E \) is more than rainfall, except for hydrological situations with lateral inflow through inundation, irrigation or groundwater inflow. The evaporation dataset \( E_{CSM} \) exhibits larger and more widely spread exceedance over \( P_{CHIRPS} \) in comparison to the \( E_{SM} − P_{CRU} \) combination. Most notably, the exceedance is high and potentially spurious in arid and semi-arid zones (e.g., the Sahara, western US, and Central Asia) which suggests that the evaporation from deserts is not accurate. Regions where both \( S_{R,CRU−SM} \) and \( S_{R,CHIRPS−CSM} \) show high accumulated evaporation exceedance are along the Andes, patches in western US, East Africa, Ivory Coast, Central Asia, Northwest China and spots in Australia. These are essentially irrigated areas, lakes, reservoirs, wetlands and coastal deltas. Possibly, overestimation of \( S_R \) can also be caused for example by vegetation
tapping into groundwater. Uncertainty in evaporation and precipitation products also propagates to errors in $S_R$. The uncertainty of evaporation is location specific, (grid cells with a large standard deviation between the individual $E$ products are shown in Fig. 5.2e and f).

Interestingly, the high evaporation exceedance appears to be much more pronounced during drier years. In Fig. 5.4, we sort every grid cell by the annual precipitation amount, from dry to wet, and plot the mean latitudinal $E$ exceedance for the regions where the long term accumulated $E - P$ is positive. The figure clearly shows that $E$ exceedance decreases with increase in rainfall, indicating that increased water demand during dry years is satisfied by withdrawing moisture from the soil matrix that is bounded with more potential.
(higher pF), or from underlying groundwater through deeply rooting vegetation.

Figure 5.3: Mean annual accumulated exceedance of (a) $E_{\text{CSM}}$ (ensemble evaporation of CMRSET, SSEBop, and MOD16) over $P_{\text{CHIRPS}}$, and (b) $E_{\text{SM}}$ (ensemble evaporation of SSEBop, and MOD16) over $P_{\text{CRU}}$.

Figure 5.4: Mean latitudinal difference between (a) $E_{\text{CSM}}$ (ensemble evaporation of CMRSET, SSEBop, and MOD16) and $P_{\text{CHIRPS}}$ (CHIRPS precipitation), and (b) $E_{\text{SM}}$ (ensemble evaporation of SSEBop, and MOD16) and $P_{\text{CRU}}$ (CRU precipitation) sorted from the driest to the wettest years. The figure only includes regions where accumulated $E - P$ over the entire available time series (2003–2012 and 2003–2013 respectively) are positive.

5.3.3. OTHER DATA USED IN ANALYSES

The following datasets were compared with our $S_R$ estimates:

- the estimated 1° rooting depth for 95% of the roots from Schenk and Jackson (2009);
- the 1° rooting depth estimated by the optimised inverse modelling from Kleidon (2004), (where the minimum rooting depth producing the long-term maximum net primary production is selected as the best estimate);
- the 1° rooting depth estimated by the assimilated inverse modelling from Kleidon (2004), (where the rooting depth that minimises the difference between the modelled and the satellite-derived absorbed photosynthetically active radiation is selected as the best estimate); and
- the root zone storage capacity look-up table based parametrisation used in a global hydrological model, i.e., the Simple Terrestrial Evaporation to Atmosphere Model (STEAM)(Wang-Erlandsson et al., 2014).
In order to enable comparison between rooting depth \( y_{uz} \) and root zone storage capacity \( S_R \), we assumed that the root zone reaches its wilting point and converted between \( y_{uz} \) and \( S_R \) using soil properties:

\[
S_R = h \theta_{paw} = h(\theta_{uz,fc} - \theta_{uz,wp}),
\]

where \( \theta_{paw} \) is the maximum plant available soil moisture, \( \theta_{uz,fc} \) is the volumetric soil moisture content at field capacity and \( \theta_{uz,wp} \) is the volumetric soil moisture content at wilting point. Soil texture data at 30″ is taken from the Harmonised World Soil Database (HWSD) (FAO/IIASA/ISRIC/ISSCAS/JRC, 2012), and field capacity and wilting point information is based on the United States Department of Agriculture (USDA) soil classification (Saxton and Rawls, 2006).

To analyse if and how the inferred \( S_R \) may improve simulations in a hydrological model, we applied \( S_{R,CRU−SM} \) to the evaporation simulation model STEAM (see Chapter 2 for model description and data input). To analyse the improvements in simulated evaporation by using \( S_{R,CRU−SM} \) as input to STEAM (see Sect. 5.4.3), we used an aridity index based on precipitation and reference evaporation from CRU TS3.22 (Harris et al., 2014).

For land-cover based analyses, we used the 0.05° Land Cover Type Climate Modeling Grid (CMG) MCD12C1 created from Terra and Aqua Moderate Resolution Imaging Spectroradiometer (MODIS) data (Friedl et al., 2010) for the year 2008, based on the land-cover classification according to the International Geosphere – Biosphere Programme (IGBP) (shown in Supplementary Fig. S3 in Wang-Erlandsson et al. (2016)). Land-cover fractions are preserved in upscaling to 0.5°. Only 0.5° grid cells containing at least 95% of a single land-cover type are used in the land-cover based analyses (see Sect. 5.4.2) and grid cells containing at least 95% water are removed from all \( S_R \) analyses.

In the analysis of contrasting climatic influence from different land-cover types (see Sect. 5.2.4), the climate variables interstorm duration, aridity and precipitation seasonality are developed based on monthly 0.5° reference evaporation from CRU TS3.22 (Harris et al., 2014) and monthly 0.5° precipitation for 1982–2009 from the Global Precipitation Climatology Centre (GPCC) (Schneider et al., 2011). Here, GPCC data (instead of CRU) are used in order to prevent false correlation with the CRU-based \( S_{R,CRU−SM} \).

Data with finer resolution than 0.5° have been upsampled to 0.5° by simple averaging (i.e., assuming that the value of a 0.5° grid cell correspond to the mean of the overlapping finer grid cell values). Data with coarser resolution than 0.5° were downsampled by oversampling (i.e., transferring grid cell values assuming that the finer 0.5° grid cell values correspond to those overlapped by the coarser degree grid cell values).

5.4. RESULTS AND DISCUSSION

5.4.1. ROOT ZONE STORAGE CAPACITY ESTIMATES

Figure 5.5 shows the \( S_{R,CHIRPS−CSM} \) (clipped, based on \( E_{CSM} \) and \( P_{CHIRPS} \)) and \( S_{R,CRU−SM} \) (global, based on \( E_{SM} \) and \( P_{CRU} \)) estimates adjusted for irrigation, (provided in the Supplements in Wang-Erlandsson et al. (2016) as ASCII-files). Independent of the input data used, large root zone storage capacities are observed in the semi-arid Sahel, South American and African savannah, central US, India, parts of Southeast Asia, and northern
Australia. The lowest root zone storage capacities are observed in the most arid and barren areas, and in the humid and densely-vegetated tropics. The largest differences between $S_{R,\text{CHIRPS-CSM}}$ and $S_{R,\text{CRU-SM}}$ are observed over the Amazon, along the Andes, in Central Asia, and in the Sahara. Along mountain ridges (for example along the Andes and Himalaya), the $S_{R}$ estimates are generally large, possibly due to data uncertainty in these transition regions or evaporation in foothills sustained by lateral water fluxes from the mountains in addition to precipitation. The positive values of $S_{R,\text{CHIRPS-CSM}}$ in the Sahara desert are caused by overestimation of evaporation in the CMRSET evaporation product, (see also Supplementary Figs. S4 and S5 in Wang-Erlandsson et al. (2016)).

Notably, Fig. 5.5 shows contrasting root zone storage capacity over the South American and African tropical forests, although they belong to the same ecological class (i.e., evergreen broadleaf forests). This variability is purely due to temporal fluctuations between precipitation and evaporation and is independent of soil properties.

5.4.2. COMPARISON TO OTHER ROOT ZONE STORAGE CAPACITY ESTIMATES

**Geographic comparison**

Figure 5.6 shows root zone storage capacity estimates (directly determined or converted from rooting depth, see Sect. 5.3.3) from other studies and compares them to $S_{R,\text{CRU-SM}}$. The estimates shown are based on: rooting depths containing 95% of all roots from Schenk and Jackson (2009) ($S_{R,\text{Schenk}}$, Fig. 5.6a), hydrologically active rooting depth from inverse modelling (Kleidon, 2004) using the optimisation ($S_{R,\text{Kleidon,O}}$, Fig. 5.6c) and assimilation approach ($S_{R,\text{Kleidon,A}}$, Fig. 5.6e), and from a literature-based look-up table used in the hydrological model STEAM ($S_{R,\text{STEAM}}$, Fig. 5.6g) (Wang-Erlandsson et al., 2014).

When the different datasets are compared to $S_{R,\text{CRU-SM}}$ (Fig. 5.6b, 5.6d, 5.6f and 5.6h), we see both agreements and significant differences. All datasets appear to more or less agree on the approximate range of root zone storage capacity in large parts of the Northern Hemisphere. Around the Equator, all datasets indicate root zone storage capacity to be lower or similar to that of $S_{R,\text{CRU-SM}}$ in the tropical forests of the Amazon and the Indonesian islands. In the Congo region and in Central America, $S_{R,\text{Kleidon,O}}$ and $S_{R,\text{Kleidon,A}}$ are larger than both $S_{R,\text{CRU-SM}}$ and the other. In the south temperate zone, $S_{R,\text{CRU-SM}}$ appear to correspond to or be lower than the other datasets.

Figure 5.6 also reveal patterns specific to the different datasets that can be explained by the underlying method used for estimating rooting depth or root zone storage. For example, both $S_{R,\text{Schenk}}$ and $S_{R,\text{STEAM}}$ contain spuriously large values in the deserts (such as the Sahara and the Gobi) where vegetation is non-existent or extremely sparse. The methods based on satellite data ($S_{R,\text{CRU-SM}}, S_{R,\text{Kleidon,O}}$ and $S_{R,\text{Kleidon,A}}$) appear to reflect reality in deserts more accurately. The $S_{R,\text{Kleidon,O}}$ presents the largest root zone storage capacities (most pronounced over Africa, India, parts of South America), since this dataset represent an idealised and optimised case. On the contrary, the smallest root zone storage capacities are presented in the Amazon rainforest by $S_{R,\text{Schenk}}$. These smaller values could be due to the lack of observations, since $S_{R,\text{Schenk}}$ is derived from rooting depth field measurements. But any difference between rooting depth and root zone storage capacity could also be due to discrepancies between actual rooting depth and hydrologically active rooting depth (see also Sect. 5.3.3). In contrast to the other datasets, $S_{R,\text{STEAM}}$ is relatively homogenous and does not contain any large values (basically all < 400 mm) (Fig. 5.6g).
Figure 5.5: Root zone storage capacity estimates of (a) $S_{R,\text{CHIRPS-CSM}}$ (based on $P_{\text{CHIRPS}}$ and $E_{\text{CSM}}$), (b) $S_{R,\text{CRU-SM}}$ (based on $P_{\text{CRU}}$ and $E_{\text{SM}}$), and (c) the difference between $S_{R,\text{CHIRPS-CSM}}$ and $S_{R,\text{CRU-SM}}$. Values below 0.5% of the maximum in (a) and (b) are displayed as white.
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This is natural, since the other datasets are based on more heterogeneous observations, whereas $S_{R,STEAM}$ is based on a homogenous look-up table. Nevertheless, different input data were also used in the different studies. Thus, it is difficult to attribute the variations in root zone storage capacity estimates to differences in methods or differences in input data. Additional comparisons in scatter plots and root mean square error are shown in Supplementary Fig. S6 and Table S2 in Wang-Erlandsson et al. (2016).

**DISTRIBUTION BY LAND-COVER TYPE**

Figure 5.7 shows the root zone storage capacity distribution for different land cover types and $S_R$ datasets, ($S_{R,CHIRPS-CSM}$ is not shown since it does not have global coverage). Except for deciduous broadleaf forests, the $S_{R,CRU-SM}$ of forests (Fig. 5.7a–e) are closer to $S_{R,Kleidon,O}$ and $S_{R,Kleidon,A}$ than to $S_{R,Schenk}$. Interestingly, the range of $S_R$ is large in the evergreen forest types for the “adaptive” estimates ($S_{R,CRU-SM}$, $S_{R,Kleidon,O}$, and $S_{R,Kleidon,A}$), but small for the literature based methods ($S_{R,Schenk}$ and $S_{R,STEAM}$). In open shrublands and grasslands (Fig. 5.7f and i) root zone storage capacities are similar across all estimates, except for the higher $S_{R,STEAM}$. In savannahs, croplands, and natural/vegetation mosaic areas (Fig. 5.7h, j, k), $S_{R,Kleidon,O}$, and $S_{R,Kleidon,A}$ appear to have higher values than others. In woody savannahs (Fig. 5.7g), $S_{R,Kleidon,O}$ has a notably large range as well as high mean root zone storage capacity. In barren land (Fig. 5.7l), $S_{R,Schenk}$ and $S_{R,STEAM}$ are counter-intuitively high.

5.4.3. IMPLEMENTATION IN A HYDROLOGICAL MODEL

We implemented $S_{R,CRU-SM}$, $S_{R,CHIRPS-CSM}$, and $S_{R,STEAM}$ in the hydrological model STEAM (see Sect. 5.2.2 for methods) in order to analyse how the new root zone storage capacities might improve model performance. This section shows the performance analyses using $S_{R,CRU-SM}$ as input, since it has global coverage. A comparison in $E$ simulation performance between using $S_{R,CHIRPS-CSM}$ and $S_{R,CRU-SM}$ as input to STEAM is shown and discussed in the Supplementary Information of Wang-Erlandsson et al. (2016).

Figure 5.8 compares the STEAM-simulated evaporation when using, on the one hand, $S_{R,CRU-SM}$, and, on the other, the look-up table based $S_{R,STEAM}$. In general, $S_{R,CRU-SM}$ estimated higher evaporation rates in the tropics and lower evaporation in the subtropics and temperate zone. In particular, the differences are pronounced during the warm and dry seasons. For example, the evaporation reductions with $S_{R,CRU-SM}$ is widespread in the Northern Hemisphere during July. During the dry seasons (e.g., January in the Sahel, July in Congo south of the Equator), the evaporation increase is the most significant. Moreover, the changes in evaporation also depend on land-cover type. In South America, evaporation increases in the seasonal tropical forests of the Amazon, whereas evaporation decreases in the savannas and shrublands in the south. These results suggest that $S_{R,CRU-SM}$ has the greatest potential to influence model simulations for the hot and dry seasons, in regions where the root zone storage varies strongly.

Figure 5.9 shows the $\varepsilon_{RMS}$ improvements of simulated mean annual, mean maximum monthly and mean minimum monthly $E$ sorted by seasonality and aridity, using $S_{R,CRU-SM}$ as input and $E_{SM}$ as benchmark. The analysis reveals that our $S_{R,CRU-SM}$ estimate has the greatest potential to improve model simulations for minimum monthly
Figure 5.6: Root zone storage capacities of (a) $S_{R,Schenk}$ (Schenk and Jackson, 2009), (c) $S_{R,Kleidon,O}$ (Kleidon, 2004), (e) $S_{R,Kleidon,A}$ (Kleidon, 2004), (g) $S_{R,STEAM}$ (based on look-up table in Wang-Erlandsson et al. (2014)) and (b, d, f, h) their differences with $S_{R,CRU-SM}$ (estimated based on $E_{SM}$ and $P_{CRU}$ in this study). Values below 0.5 % of the maximum in (a), (c), (e), and (g) are displayed as white.
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5.4.4. THE EFFECT OF DIFFERENT DROUGHT RETURN PERIODS

Vegetation may adapt to a different time period than the 10–11 years of data that were available for this study. Thus, we normalised $S_R$ using the Gumbel distribution in order to assess the effect of different drought return periods (see Sect. 5.2.3). Normalised $S_R$ are provided in the Supplements as ASCII-files (see online material of Wang-Erlandsson et al. (2016)).

Figure 5.10 shows the mean latitudinal $S_{R,\text{CHIRPS-CSM},L \text{ yrs}}$ and $S_{R,\text{CRU-SM},L \text{ yrs}}$ for different drought return periods $L$ based on the Gumbel distribution. As may be expected, both $S_{R,\text{CHIRPS-CSM}}$ and $S_{R,\text{CRU-SM}}$ based on the 10–11 years where data were available correspond most closely to the $S_{R,L \text{ yrs}}$ for $L = 10$ years ($S_{R,10 \text{ yrs}}$). $S_{R,L \text{ yrs}}$ always increases with $L$, but more strongly for small $L$ and less so for large $L$ following the Gumbel distribution. The largest spans are seen in the northern latitudes and around the equator.

Figure 5.11 shows a comparison of how Gumbel normalised $S_{R,\text{CRU-SM},L \text{ yrs}}$ affect
Figure 5.8: Difference in STEAM-simulated evaporation between using $S_{R,CRU-SM}$ (estimated based on $E_{SM}$ and $P_{CRU}$ in this study) and $S_{R,STEAM}$ (based on look-up table in Wang-Erlandsson et al. (2014)) as root zone storage capacity parametrisation at (a) mean annual scale and averages for the months of (b) January, (c) April, (d) July, and (e) October over the time period 2003–2013. See also Sect. 5.4.3.
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Figure 5.9: The improvement in root mean square error ($\varepsilon_{RMS}$) in simulated mean monthly evaporation $E$ by implementing $S_{R,CRU-SM}$ (estimated based on $E_{SM}$ and $P_{CRU}$ in this study) instead of $S_{R,STEAM}$ (based on look-up table in Wang-Erlandsson et al. (2014)) in the global hydrological model STEAM. The improvements in mean annual, mean maximum monthly and mean minimum monthly $E$ (over the years 2003–2013) are sorted by (a) precipitation seasonality index and (b) aridity index (defined in Sect. 5.2.4). The satellite based ensemble evaporation based on SSEBop and MOD16 ($E_{SM}$) was used as the benchmark for improvements, (see methods described in Sect. 5.2.2). Only bins containing a minimum of 200 grid cells are shown.

Figure 5.10: Mean latitudinal root zone storage capacity (a) $S_{R,CHIRPS-CSM}$ (based on $P_{CHIRPS}$ and $E_{CSM}$) and (b) $S_{R,CRU-SM}$ (based on $P_{CRU}$ and $E_{SM}$) dimensioned by drought return periods between 2 and 60 years estimated using Gumbel distribution (see methods described in Sect. 5.2.3).

The evaporation simulation $\varepsilon_{RMS}$ improvements by land-cover type. Interestingly, a drought return period of 2 years ($S_{R,CRU-SM,2 \text{ yrs}}$) offers the best evaporation simulation performance in deciduous broadleaf forests, open shrublands, grasslands, croplands and barren lands, whereas $S_{R,CRU-SM,10 \text{ yrs}}$ or $S_{R,CRU-SM,20 \text{ yrs}}$ are best in evergreen needleleaf forests, woody savannahs, and savannahs, and $S_{R,CRU-SM,60 \text{ yrs}}$ is best in evergreen broadleaf forests, deciduous needleleaf forests, and mixed forests.

A short drought return period of 2 years improves evaporation simulation the most in short vegetation types probably because these land-cover types adapt to average years.
Figure 5.11: The mean $\varepsilon_{\text{RMS}}$ improvement in simulated monthly evaporation $E$ (2003–2013) by implementing $S_{\text{R,CRU-SM,Lyrs}}$ (based on $P_{\text{CRU}}$ and $E_{\text{SM}}$) instead of $S_{\text{R,STEAM}}$ (based on look-up table in Wang-Erlandsson et al. (2014)) in the global hydrological model STEAM, where the satellite based $E_{\text{SM}}$ was used as the benchmark for improvements (see methods described in Sect. 5.2.2). The improvements for root zone storage capacities with different return periods $L \leq 60$ yrs (i.e., $S_{\text{R,CRU-SM,2yrs}}$, $S_{\text{R,CRU-SM,5yrs}}$, $S_{\text{R,CRU-SM,10yrs}}$, $S_{\text{R,CRU-SM,20yrs}}$, $S_{\text{R,CRU-SM,40yrs}}$, and $S_{\text{R,CRU-SM,60yrs}}$) are shown for the different land-cover types that has $>90\%$ grid cell coverage. The number of represented grid cells are provided in the parenthesis following each land-cover type label along the x-axis.

rather than to extreme drought years. In extreme years, they survive by going dormant. Evergreen broadleaf forests, on the other hand, adapt to 40–60 years of drought return period since they deal with droughts by accessing deeper soil moisture storages and thus invest in root growth (Brunner et al., 2015). The performance increases in deciduous needleleaf forests by using 60 years of drought return period could be explained by their need to cater for dry periods during their most active summer months. Shedding the leaves during the wet season (semi-arid tropics) or the growing season (summer in temperate climates) is not attractive because it prevents reproduction. Interestingly, deciduous broadleaf forests appear to adapt to a 2 years drought return period - i.e., radically different to deciduous needleleaf forests. This is possibly due to their younger age (Poulter, 2012; Hicke et al., 2007) and considerably shorter longevity (Larson, 2001; Loehle, 1988). Longevity could be explained by strong defence mechanisms against
fungi and insects, lack of physical environmental damage, but also low occurrence of environmental stress such as drought (Larson, 2001). Thus, it seems logical that the older and longer living deciduous needleleaf forests have developed their root zone storage capacities to stand against more extreme droughts. Analysing the performance by each land-cover type reveals interesting patterns (such as the contrast between deciduous needleleaf and broadleaf forests), but also leads to small sample sizes (particularly for evergreen needleleaf forests and the deciduous forest types) that should be considered when interpreting the results.

Based on the best performing drought return periods for each land-cover types, we created a Gumbel normalised root zone storage capacity map (Supplementaty Fig. S9, Wang-Erlandsson et al. (2016)).

5.4.5. CLIMATIC INFLUENCE ON ROOT ZONE STORAGE CAPACITY DEPENDING ON LAND-COVER TYPE
We use multiple linear regression to correlate $S_{R,CRU-\text{SM}}$ values to climatic indicators, with the aim to investigate how well climate indicators can predict root zone storage capacities in different land-cover types. It appears that climate indicators predict root zone storage capacities much better in evergreen forests than in short vegetation types. Figure 5.12 shows high $R^2$ in mostly evergreen forests; moderate $R^2$ in other forest types and croplands; and low $R^2$ in savannahs, shrublands and grasslands. This is probably because of their different drought survival strategies. While evergreen forests bridge droughts by water uptake from storage in their root zone, deciduous forests shed their leaves, and short vegetation types such as grasslands go dormant and decrease their transpiration to a minimum. The multiple linear regression model for $S_R$ in croplands is moderately explained by climate indicators, potentially due to human management. All climate variables were selected by Akaike Information Criterion (AIC) in the multiple linear regression model (Table 5.2).

5.4.6. LIMITATIONS
Although research indicates that most ecosystem rooting depth are limited by water rather than other resources (Schenk, 2008), other factors may still cause $S_R$ to be larger than what is considered here. A minimum rooting depth of 0.3–0.4 m are for example considered in Schenk and Jackson (2009). Although we are comparing others’ rooting depth estimates to $S_{R,CRU-\text{SM}}$, they are not directly comparable. Our approach deals with the accessible water volume in the root zone, which is not always related to root zone depth since the root density can vary over the depth. Our $S_R$ estimates implicitly capture the root density that is active in water uptake.

The $S_{R,CHIRPS-CSM}$ and $S_{R,CRU-\text{SM}}$ have been derived using evaporation and precipitation data from recent years (i.e., the 2000s), and should be used with caution if applied to past or future model simulations. Land-cover change during the years 2003–2013 have not been taken into account. This has potential impact on the computation of additional evaporation from irrigated areas with fast changing acreages.

Wetlands and groundwater dependent ecosystems produce additional evaporation that cannot be ascribed to local rainfall (van Dijk et al., 2014). Bastiaanssen et al. (2014) recently demonstrated for the Nile basin that in some areas, natural withdrawals
Figure 5.12: Coefficient of determination $R^2$ of the multiple linear regression model of $S_{R,CRU-SM}$ (based on $P_{CRU}$ and $E_{SM}$) based on the climate variables interstorm duration $I_{isd}$, precipitation seasonality $I_s$, and aridity $I_a$. The green bars are forests or wooded land, the yellow bars represent croplands, and the teal bars represent short vegetation types.

exceed man-made withdrawals to the irrigation sector. Since satellite evaporation data captures all types of evaporation, and we only corrected for irrigation, natural additional evaporation sources are implicitly included in $S_{R,CHIRPS-CSM}$ and $S_{R,CRU-SM}$. Thus, our $S_R$ estimates may not strictly represent the root zone storage capacities in regions where water uptake from groundwater is significant, see Fig. 5.3.

The choice of remotely sensed evaporation products influenced the resulting $S_R$ more than the choice of precipitation product in this study (Supplementary Fig. S4, Wang-Erlandsson et al. (2016)). In particular, the largest standard deviations in the ensemble evaporation products are located in central South America, the Sahel, India, and northern Australia (see Fig. 5.2e, 5.2f). To reduce uncertainty, the presented method is preferably applied using ensemble products based on reliable evaporation and precipitation datasets identified in comparison and evaluation studies (e.g., Hofste, 2014; Hu et al., 2015; Yilmaz et al., 2014; Trambauer et al., 2014; Bitew and Gebremichael, 2011; Herold et al., 2015; Hessels, 2015; Hu and Jia, 2015; Moazami et al., 2013; Trenberth et al., 2013).

Finally, while the $S_R$ estimates are model independent, the analyses of the best performing drought return periods of different land-cover types will depend on the hydrological model used, given the large variations of evaporation estimates (and in particular transpiration/evaporation ratios) among land surface models (e.g., Wang et al.,
Table 5.2: Predictor variables selected by Akaike Information Criterion (AIC) for the different land-cover types. The predictor variables are interstorm duration ($I_{isd}$), precipitation seasonality ($I_s$), and aridity index ($I_a$).

<table>
<thead>
<tr>
<th>Land-cover type</th>
<th>Predictor variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>02:evergreen needleleaf forest</td>
<td>$S_R = I_{isd} + I_s + I_a + I_{isd} \cdot I_a + I_s \cdot I_a$</td>
</tr>
<tr>
<td>03:evergreen broadleaf forest</td>
<td>$S_R = I_{isd} + I_s + I_a + I_{isd} \cdot I_a + I_{isd} \cdot I_s + I_a$</td>
</tr>
<tr>
<td>04:deciduous needleleaf forest</td>
<td>$S_R = I_{isd} + I_s + I_a + I_{isd} \cdot I_a + I_{isd} \cdot I_s + I_a$</td>
</tr>
<tr>
<td>05:deciduous broadleaf forest</td>
<td>$S_R = I_{isd} + I_s + I_a + I_{isd} \cdot I_a + I_{isd} \cdot I_s$</td>
</tr>
<tr>
<td>06:mixed forests</td>
<td>$S_R = I_{isd} + I_s + I_a + I_{isd} \cdot I_a + I_{isd} \cdot I_s + I_a + I_{isd} \cdot I_s + I_s$</td>
</tr>
<tr>
<td>08:open shrublands</td>
<td>$S_R = I_{isd} + I_s + I_a$</td>
</tr>
<tr>
<td>09:woody savannas</td>
<td>$S_R = I_{isd} + I_s + I_a + I_{isd} \cdot I_a + I_{isd} \cdot I_s + I_a + I_{isd} \cdot I_s + I_s$</td>
</tr>
<tr>
<td>10:savannas</td>
<td>$S_R = I_{isd} + I_s + I_a + I_{isd} \cdot I_a + I_{isd} \cdot I_s + I_a + I_{isd} \cdot I_s + I_s$</td>
</tr>
<tr>
<td>11:grasslands</td>
<td>$S_R = I_{isd} + I_s + I_a$</td>
</tr>
<tr>
<td>13:croplands</td>
<td>$S_R = I_{isd} + I_s + I_a + I_{isd} \cdot I_a + I_{isd} \cdot I_s + I_s$</td>
</tr>
<tr>
<td>15:cropland/natural veg. mosaic</td>
<td>$S_R = I_{isd} + I_s + I_a + I_{isd} \cdot I_a + I_{isd} \cdot I_s + I_s$</td>
</tr>
<tr>
<td>17:barren or sparsely vegetated</td>
<td>$S_R = I_{isd} + I_s + I_a + I_{isd} \cdot I_s + I_s$</td>
</tr>
</tbody>
</table>

2012). Thus, although the contrasting return periods for woody land-cover types and annual short vegetation types are supported by current knowledge about ecohydrological response to droughts, the calculated values are subject to assumptions. Uncertainties are probably largest for heterogeneous land-cover types (such as savannas) because they tend to be challenging to parameterise and simulate. Therefore, implementation of $S_R$ in other hydrological or land surface models would require model-specific analyses of optimal return periods.

### 5.5. Summary and Conclusion

This study presents a method to estimate root zone storage capacity in principle from remotely sensed evaporation and observation-based precipitation data, by assuming that plants do not invest more in their roots than necessary to bridge a dry period. Two global root zone storage estimates ($S_{R,CRU-SM}$ and $S_{R,CHIRPS-CSM}$) are presented based on different precipitation and evaporation datasets, but show in general similar patterns globally. $S_{R,CRU-SM}$ and $S_{R,CHIRPS-CSM}$ both improve mean annual $E$ simulation in STEAM (Supplementary Fig. S7, Wang-Erlandsson et al. (2016)), and there is not a preferred product.

Different ecosystems have evolved to survive droughts of different return periods with different strategies. Our analyses showed that whereas long drought return period increased performance for many forest types, short drought return period increased performance for many short vegetation types. The best $E$ simulation results were achieved when normalising the $S_R$ estimate using a very short drought return period (~2 years) for deciduous broadleaf forests, grasslands, shrublands, croplands, and barren or sparsely vegetated lands, a medium length drought return period (~10-20 years) for evergreen needleleaf forests, woody savannas, and savannas, and a very long drought return
period (~60 years) for evergreen broadleaf, deciduous needleleaf, and mixed forests. This is probably because grasslands survive extreme droughts by going dormant, whereas forests invest in root growth (Brunner et al., 2015). Thus, the root zone storage capacities of short vegetation types seem to adapt to average years, whereas those of forests adapt to extreme years. Differences among forest types are thought to be related to forest age and drought coping strategy. Normalisation to longer drought return periods should not be done for short-lived annual plants such as two third of the world’s croplands (Cox et al., 2006), nor beyond the age of the ecosystem of concern, because vegetation can not be assumed to adapt beyond their age.

The $S_R$ estimates presented here are both globally gridded and observation-based. They have the advantage over the field study based and statistically derived $S_{R,Schenk}$ (Schenk and Jackson, 2009) by being directly based on gridded data and by covering regions where observational studies are limited (e.g., the evergreen broadleaf forests). In comparison to the inverse modelling approaches of Kleidon (2004), the method presented in this study is independent of model simulations and therefore closer to direct observations.

The new $S_R$ estimates can be used in hydrological and land surface modelling to improve simulation results, particularly in the dry season and in seasonal tropical forests where variations of root zone storage capacity are large. Using the new $S_R$ as input to the hydrological model STEAM improved the evaporation simulation considerably in subhumid to humid regions with high seasonality. In particular, the most significant improvements occurred in the months with the least evaporation. Normalisation of $S_R$ to different drought return periods for different land-cover types could further improved evaporation simulation in STEAM, suggesting that Gumbel normalisation is a viable method to optimise the $S_R$ estimates prior to implementation in global hydrological or land surface models.

The presented method is simple to apply and in principle scale-independent. For researchers working at regional or local scales, root zone storage capacities can easily be derived using available evaporation and precipitation data. Moreover, when information on irrigation and groundwater use is available, they can be used to adjust $S_R$, as was done by for example van Dijk et al. (2014). Satellite-based evaporation datasets are also quickly being developed and improved. New global scale evaporation products such as ALEXI (Atmosphere-Land Exchange Inverse) (Anderson et al., 2011) and ETMonitor (Hu and Jia, 2015) are underway based on 375 and 1000 m pixels. More sophisticated two-layer surface energy balance models also have the capacity to distinguish transpiration from other forms of evaporation. This implies that local root zone storage capacity can be computed, based on transpiration fluxes, which is preferred from a bio-physical point of view (although it would require estimate of interception evaporation to calculate effective precipitation). As new evaporation datasets become available, the $S_R$ estimates can easily be updated. In addition, this method can be used to diagnose and compare different evaporation products, in particular for identifying variations in seasonality. With longer time series of land-cover and climate data, this method can possibly also be used to infer the effect of climate change on root zone storage capacity as a function of the adaptability of vegetation to altered conditions.
The effect of land-use change on river flows have traditionally been explained by local changes within a river basin. However, moisture recycling links land-use change in one place to evaporation changes and subsequent modifications of downwind precipitation in another location, with knock-on effects on distant river flows. Here we show that river flow changes are largely determined by the combined modifications of imported and exported moisture. In some of the world’s largest basins, precipitation was in fact more influenced by extra-basin, than within-basin, land-use change. Moreover, we found that river flows in several non-transboundary basins were considerably influenced by land-use changes in foreign countries. This study brings a new dimension into the debate on the causes of observed and projected changes in runoff, opens the possibility of both exacerbating and alleviating water scarcity through land management outside the basin, and suggests new transboundary water relationships in international politics.

This chapter is partly based on:

6.1. INTRODUCTION

River flows are fundamental for ecosystems, nutrient transport, and human well-being (Oki and Kanae, 2006). Anthropogenic changes to river flow include impact from climate change (precipitation (Gerten et al., 2008) and temperature (Betts et al., 2015)), solar dimming (Gedney et al., 2014), CO$_2$ fertilisation (Gedney et al., 2006), irrigation withdrawal and dams (Jaramillo and Destouni, 2015), and land-use and land-cover change (LUC) (Sterling et al., 2012). Several studies suggest LUC is the most important driver of past (e.g., Piao et al., 2007; Sterling et al., 2012) and future changes (Betts et al., 2015). However, these studies have either ignored that vegetation change influences precipitation (e.g., Piao et al., 2007; Sterling et al., 2012), or have not distinguished between effects of LUC within and outside the river basin boundary (Betts et al., 2015). About 40 percent of global terrestrial precipitation originates from terrestrial evaporation, which includes transpiration, interception, and soil evaporation (van der Ent et al., 2010, 2014). Evaporation travels on average 500-5000 km in the atmosphere (van der Ent and Savenije, 2011) – a distance likely to exceed the size of most river basins. The process of terrestrial evaporation returning to land as rainfall is called terrestrial moisture recycling (TMR). Although land-atmosphere interactions are complex and besides TMR include thermal layer processes and circulation perturbation (Tuinenburg, 2013), TMR is often the dominating process at the regional to continental scale (e.g., D’Almeida et al., 2007; Lawrence and Vandecar, 2014; Spracklen et al., 2012). Previous research exploring LUC effects on TMR, e.g., LUC impacts on crop yields (Bagley et al., 2012), self-amplifying forest dieback from TMR changes (Zemp et al., 2017), and de-vegetation effects on rainfall (Keys et al., 2016), have not quantified the impact on local and remote river flows.

Here, we analyse the effects of LUC on river flows, accounting for changes in TMR. We also estimate the relative contributions of within- and extra-basin LUC. The hydrological cycle is represented by coupling an Eulerian atmospheric tracking scheme Water Accounting Model-2layers (WAM-2layers) (van der Ent et al., 2014) with STEAM (Chapter 2), forced by potential land cover and current land use (including irrigation) respectively (Sect. 6.2.1). Present day precipitation is represented by the Multi-Source Weighted-Ensemble Precipitation (MSWEP) (Beck et al., 2017), whereas the precipitation under potential land cover is generated by iteratively propagating precipitation and evaporation changes simulated in STEAM and tracked in WAM-2layers (Sect. 6.2.1).

6.2. METHODS

6.2.1. COUPLING OF MOISTURE TRACKING SCHEME AND THE HYDROLOGICAL MODEL

Current land use scenarios do not require iterative model coupling, since present day hydrological flows can be represented by current data and simulation. To obtain evaporation and precipitation under potential land cover, STEAM is coupled with WAM-2layers by (1) simulating present day evaporation in STEAM and forward tracking terrestrial evaporation with WAM-2layers, (2) simulating evaporation in STEAM based on present day precipitation and potential land cover, and forward track the fate of terrestrial evaporation with WAM-2layers, (3) calculating the change in tracked precipitation, (4) updating the present day precipitation with the changes in tracked precipitation, and
Figure 6.1: Model coupling between STEAM and WAM-2layers based on current land use and potential land cover scenarios. $P$ stands for current precipitation, $E$ stands for evaporation. Subscript $t$ stands for terrestrial origin, $pot$ denotes simulation with potential land cover, $cur$ denotes simulation with current land use, and $n$ stands for the number of iterations.

(5) simulating evaporation in STEAM based on updated precipitation and potential land cover, and forward tracking the fate of terrestrial evaporation with WAM-2layers, see Fig. 6.1. Steps 3-5 are iterated until the annual precipitation change is below 1 % and the monthly precipitation change is below 5 mm month$^{-1}$ in every grid cell, which ultimately resulted in four iterations in total. This procedure assumes that land-use induced changes in terrestrial evaporation will result in proportional changes in precipitation with terrestrial origin. Previous coupling experiment with complete deforestation (Keys et al., 2016) based on this assumption resulted in rainfall reductions well in range of results from a comprehensive climate model simulations meta-analysis of Amazonian deforestation effects (Spracklen and Garcia-Carreras, 2015).

6.2.2. LITERATURE REVIEW OF ANTHROPOGENIC IMPACTS ON RIVER FLOWS

Our literature review of human induced changes in river flows encompass global studies of potential land cover to current land use, or transient studies of river flow changes over the 20th century. Studies without global coverage are not included in the comparison, (e.g., Gedney et al., 2006; Findell et al., 2007; Alkama et al., 2013; Labat et al., 2004; Dai et al., 2009) are excluded due to smaller land areas than other studies included. The results of Labat et al. (2004) have also been contested by later studies (Alkama et al., 2011; Legates et al., 2005; Milliman et al., 2008). Dai et al. (2009) also only covers river flow changes 1948-2004. We do not assume evaporation change to correspond to river flow change, unless authors explicitly endorse the translation. This excludes for example Gordon et al. (2005) and Boisier et al. (2014) from the inter-comparison.
6.2.3. Changes in Hydrological Flows

River flow change without TMR \((\Delta Q_{\text{noTMR}})\) is

\[
\Delta Q_{\text{noTMR}} = (P_{\text{cur}} - E_{\text{cur}}) - (P_{\text{cur}} - E_{\text{pot,1}})
\]

(6.1)

where \(P_{\text{cur}}\) is current day precipitation data from MSWEP, \(E_{\text{cur}}\) is current day evaporation based on STEAM simulation, and \(E_{\text{pot,1}}\) results from STEAM simulation in the potential vegetation scenario and forced with current day precipitation (Fig. 6.1). River flow change after accounting for TMR \((\Delta Q)\) is

\[
\Delta Q = (P_{\text{cur}} - E_{\text{cur}}) - (P_{\text{pot,4}} - E_{\text{pot,5}})
\]

(6.2)

where \(P_{\text{pot,4}}\) is the converged precipitation (i.e., meeting the convergence requirement of mean annual precipitation change < 1% and monthly precipitation change < 5 mm month\(^{-1}\) in every grid cell) achieved at the fourth iterative coupling between STEAM and WAM-2 layers, and \(E_{\text{pot,5}}\) is the evaporation under the potential vegetation scenario simulated in STEAM with precipitation forcing \(P_{\text{pot,4}}\).

Precipitation change in a basin that originates from extra-basin evaporation \((\Delta P_{\text{import}})\) is defined as the change in tracked basin precipitation \((\Delta P_{\text{tracked, basin}})\) occurring outside the river basin boundaries, whereas change in internally recycled precipitation \((\Delta P_{\text{basin, recycling}})\) is defined as \(\Delta P_{\text{tracked, basin}}\) originating from within the basin boundary. Internally recycled evaporation \((\Delta E_{\text{basin, recycling}})\) corresponds to \(\Delta P_{\text{basin, recycling}}\) and all other basin evaporation change is considered exported \((\Delta E_{\text{export}})\).

6.2.4. Country Influence on Changes in River Flows

The influence on river flow change in river basin \(b\) from country \(c\) without considering TMR \((I_{b,c,noTMR})\) is:

\[
I_{b,c,noTMR} = |\Delta E_{b,c}|
\]

(6.3)

where \(\Delta E_{b,c}\) is evaporation change in the part of river basin \(b\) located in country \(c\). The influence on river flow change in basin \(b\) from country \(c\) with consideration of TMR \((I_{b,c,TMR})\) is:

\[
I_{b,c,TMR} = |\Delta E_{b,c,\text{export}}| + |\Delta P_{b,c,\text{import}}|
\]

(6.4)

where \(\Delta E_{b,c,\text{export}}\) is the evaporation change exported from the part of basin \(b\) located in country \(c\), and \(\Delta P_{b,c,\text{import}}\) is the precipitation change imported to basin \(b\) from country \(c\).

Influences from countries below 5% of total influences in a specific basin \((I_{b,c,noTMR} < 0.05 \times \Sigma I_{b,c,noTMR})\) are lumped into the category “Other”.

6.3. Results and Discussions

6.3.1. Changes in Terrestrial Hydrological Flows

Our results show anthropogenic LUC (from potential land cover to current land use) (Fig. 6.2a) has led to reductions in evaporation and precipitation, and to increases in river flows, in most regions (Fig. 6.2b-d). Evaporation has decreased primarily in Southwest
Figure 6.2: Differences between the current land-use and the potential land cover scenario. Changes in a, land use (only shifts in grid cell dominant land-use types are shown), b, mean annual evaporation (changes < ±20 mm yr$^{-1}$ are in white), c, mean annual precipitation (changes < ±4 mm yr$^{-1}$ are in white), and d, mean annual river flow (changes < ±200 m$^3$ yr$^{-1}$ are in white). Note that changes in river flows are aggregated to river basin level and shown in m$^3$ s$^{-1}$.

China, Europe, West Africa, south of Congo, and southeast South America resulting from substantial pasture and agricultural expansion (Ramankutty et al., 2008). Following prevailing wind directions, subsequent precipitation has decreased in all tropical regions, in South Central China, eastern US, and Europe.

Nevertheless, in some areas, evaporation increased due to incremental irrigation – notably in India, the US, Northeast China, and in the Middle East (Fig. 6.2b). Due to the combination of heavy irrigation in India and orography, precipitation has increased substantially along the Himalaya mountain ridge (Fig. 6.2c). Weak increases in precipitation are observed in other downwind regions: the Sahel (i.e., downwind irrigation areas along the Nile) and in the Western US. Changes in river flows are seen in the La Plata basin in South America, the Zambezi in Southern Africa, the Yangtze in China, and the Indus in North India (Fig. 6.2d).

In aggregate (Fig. 6.3), when accounting for TMR, LUC changed global terrestrial evaporation by $-1251$ km$^3$ yr$^{-1}$ ($-1.8$ % from $69,211$ km$^3$ yr$^{-1}$), precipitation by $-586$ km$^3$ yr$^{-1}$ ($-0.5$ % from $107,800$ km$^3$ yr$^{-1}$), and river flows by $664$ km$^3$ yr$^{-1}$ ($+1.7$ % from $38,589$ km$^3$ yr$^{-1}$). The estimated changes to river runoff fall in the conservative end of previous estimates (Sterling et al., 2012) (Fig. 6.3). River flow change with TMR corresponds to the difference between evaporation and precipitation change including TMR (Fig. 6.3, solid bars), whereas change to river flows without accounting for TMR simply corresponds to evaporation change without TMR (Fig. 6.3, hollow bars).

Including TMR nearly halves the global river flow change estimate. This is because evaporation returns as precipitation over land and thus compensates for the initial water “loss” from the basin. This suggests previous studies without TMR (e.g., Gerten et al., 2008; Piao et al., 2007; Sterling et al., 2012) may have substantially overestimated the net LUC impacts on river flow. The new estimate of LUC impact on river flows is comparable to
6. LAND-USE IMPACTS ON RIVER FLOWS THROUGH MOISTURE RECYCLING

Figure 6.3: Human impact on global hydrological flows. The solid bars show our estimated net change (terrestrial area 131,710,600 km$^2$ and time period 2000–2013) in evaporation, precipitation and river flows including consideration of terrestrial moisture recycling (TMR). Hollow bars show flow changes without TMR. Circles and stars indicate river flow change estimates from other studies, where land-use change (LUC) implicitly accounts for consumptive water use. Note that while consumptive water use alone always reduces river flows, other human impacts have both positive and negative influences that are concealed by the global aggregate.

Some of the estimates of CO$_2$ fertilisation and consumptive water use (i.e., net withdrawal) impacts, but smaller than climate change and overall human impact (Fig. 6.3).

The annual aggregate conceals markedly stronger seasonal responses, as shown for example in the northern hemisphere in July (compare Fig. 6.4 and 6.2). On other regions, such as Sahel and Southeast Africa, the direction of hydrological change reverses with season (Fig. 6.4), and cancel each other out at the annual scale (Fig. 6.2). $\Delta P - E$ in Fig. 6.4 corresponds to the monthly change in both hydrological storage and runoff. For example, Sahel experiences an increased water storage or river flows in January, but storage or river flows declines are larger in July due to anthropogenic land-use change.

6.3.2. RIVER FLOW CHANGES AT BASIN AND NATION SCALE

Our river basin analysis shows that accounting for TMR considerably alters estimates of river flow change. In the Amazon, Congo, Volga, and Ob basins, river flow changes are reduced by more than half by considering TMR (Fig. 6.5a). In the Amazon, river flow change drops from 1630 m$^3$ s$^{-1}$ to 270 m$^3$ s$^{-1}$. In the Yenisei, the sign of river flow change is reversed from an increase (150 m$^{-3}$ s$^{-1}$) to a decrease ($-220$ m$^{-3}$ s$^{-1}$) by considering TMR.

Furthermore, atmospheric moisture do not respect river basin boundaries (Fig. 6.5a.). In fact, precipitation over the basins has been modified more significantly by external than by internal LUC (change in imported precipitation $\Delta P_{\text{import}} >$ change in internally recycled precipitation $\Delta P_{\text{basin,recycling}}$) in some of the largest basins (Fig. 6.5a). Likewise,
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Figure 6.4: Seasonal hydrological flow changes. $E$ denotes evaporation and $P$ precipitation. The scales of $\Delta E$ and $\Delta P$ are directly comparable to those in Fig. 6.2.

Internally recycled evaporation changes (Fig. 6.5b, II) are substantially smaller than evaporation changes affecting precipitation elsewhere (change in internally recycled evaporation $\Delta E_{\text{basin,recycling}} < \text{change in exported evaporation } \Delta E_{\text{export}}$) for all selected river basins (Fig. 6.5a).

Internal moisture recycling (Fig. 6.5b, II) do not affect river flow change ($\Delta Q$) directly, only indirectly if $\Delta P_{\text{basin,recycling}}$ affects subsequent $\Delta E_{\text{export}}$ under transient change (Fig. 6.5b and Sect. 6.2). Thus, provided steady-state, $\Delta Q$ simply corresponds to the difference between $\Delta E_{\text{export}}$ and $\Delta E_{\text{import}}$ (Fig. 6.5a). For example, river flow change in the Amazon is very small because the reduced $\Delta P_{\text{import}}$ is almost entirely offset by reduced $\Delta E_{\text{export}}$. In Congo, about half of the within-basin LUC induced river flow increase is counteracted by extra-basin LUC (i.e., $\Delta P_{\text{import}} \approx 0.5 \Delta E_{\text{export}}$). The effect of TMR on river flow change estimate ($\Delta P_{\noTMR} - \Delta Q$, where subscript noTMR denotes simulation without TMR) corresponds to total precipitation change ($\Delta P_{\text{import}} + \Delta P_{\text{basin,recycling}}$) and any indirect change in evaporation ($\Delta E_{\noTMR} - \Delta E$, not shown). In Yangtze, the river flow change is mitigated mostly by $\Delta P_{\text{basin,recycling}}$. The strong flow reduction in the heavily irrigated Indus, however, is only mildly compensated by TMR (i.e., $\Delta P_{\text{import}} \ll \Delta E_{\text{export}}$).

Consideration of TMR in river basin analyses have governance implications. Typically, a larger number of countries become responsible for LUC-driven river flow changes in specific basins (Fig. 6.6). For example, in the Amazon, river flow change originates from as far away as Africa (Fig. 6.6b-c). Because of the large LUC-induced evaporation
Figure 6.5: Changes in hydrological flows at river basin scale. a, Changes in hydrological flows by ten basins with the largest terrestrial moisture recycling (TMR) effect on river flows: eight basins with increased and two with decreased river flows ($Q$). Basins are ordered by maximum absolute TMR effect on river flows, i.e., the difference between river flows with or without TMR ($\Delta Q - \Delta Q_{\text{noTMR}}$). b, Conceptual figure of hydrological flow changes in a basin. The (−) and (+) as displayed here are e.g. seen in Amazon, Congo, Volga. In Indus and Yenisei, the (−) and (+) are reversed.

reductions, the African influence on Amazon river flow change is comparable to within-basin influence (Sect. 6.2). Notably, river basins geographically confined within one nation can be influenced by LUC in other countries, thus becoming transboundary. This is for example the case in Yangtze, where irrigation in India increases the basin’s precipitation (Fig. 6.6g).

6.3.3. LIMITATIONS
LUC impacts on precipitation are notoriously challenging to simulate. Our approach only accounts for the TMR influence from LUC (Spracklen et al., 2012), which often is the dominant process at intermediary scales (Tuinenburg, 2013). At smaller scales, local forest clearing has been shown to enhance rainfall due to turbulence changes (Koster et al., 2003), and at continental scales, irrigation in monsoon regions may reduce rainfall by weakening the monsoon onset (Tuinenburg, 2013). Climate models have also simulated surprising LUC impacts on precipitation on other continents through teleconnections (Lawrence and Vandecar, 2014), although results vary widely with models. Biogenic emissions and aerosols may further have uncertain impacts on precipitation (Koren et al., 2012). In addition, there are inherent uncertainties in circulation change in
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Figure 6.6: Nation influence of river flow change depending on consideration of terrestrial moisture recycling (TMR) in a-b, Amazon and e-f, Yangtze. Without TMR, the nation influence on river flow change originates entirely from within-basin country-wise evaporation change (a, e). By considering TMR, the nation influence (b, f) is the sum of absolute imported precipitation change (precipitation source outside encircled basin boundaries in c and g) and of absolute exported evaporation change (evaporation sink outside encircled basin boundaries in d and h) (Sect. 6.2). Precipitation sources (c, g) and evaporation sinks (d, h) within basin boundaries are recycled.

Climate simulations (Shepherd, 2014). Our study should be seen as an inquiry to better understand the relative importance of local and remote LUC effects on river flows from a water balance perspective, rather than an exact prediction. Nevertheless, we are confident in our conclusion that upwind extra-basin LUC can be essential for river flows.

6.4. Conclusions

These findings have substantial implications for water resources management on a human dominated planet. First, despite the river basin being the standard unit in water resources management, we find that river flow changes are ultimately dependent on the modifications in both incoming precipitation and outflowing evaporation. Where extra-basin LUC affects basin precipitation more strongly than within-basin LUC, reforesting a river basin may lead to unexpectedly large reductions in river flows if deforestation simultaneously occurs in precipitation source regions outside the river basin. Therefore, we emphasize the necessity of considering both the origin of basin precipitation as well as the fate of basin evaporation for management of local water resources. Second, beside LUC, other processes such as asynchronous changes in climate conditions, e.g., wetting or drying trends (Greve et al., 2014) in precipitation source regions outside the given river basin, can in similar manner mediate trends in internal river basin hydrology. Finally, we suggest new geo-political relationships of river basins where extra-basin LUC is important for river flows changes. Potential international political negotiations of teleconnected LUC influence could be needed, even for river basins that are not considered transboundary. We conclude that consideration of TMR is essential for understanding river flow modifications and managing water resources in a rapidly changing world facing increasing pressure on both land and water.
CONCLUSIONS AND OUTLOOK

There was a long silence. Then Snufkin said slowly:
'It would be awful if the earth exploded. It is so beautiful.'
'And what about us?' said Sniff.

Tove Jansson (1914-2001)
'Comet in Moominland'

This chapter is partly based on:


7. CONCLUSIONS AND OUTLOOK

7.1. CONCLUSIONS

The hydrological cycle over land is strikingly different from that over the ocean due to the complex interaction with vegetation and land-use. Evaporation over land consists of several different fluxes with substantially different temporal scales. Rainfall intercepted on vegetation surfaces returns to the atmosphere as evaporation within hours after a rain event, whereas rainfall that becomes transpiration lingers days and months on land. Thus, in subsequent moisture recycling, interception resumes the role of local rainfall multiplier, whereas transpiration provides rainfall to distant downwind regions. Due to the longer terrestrial residence time, transpiration is also active during dry spells. Potentially, this implies that vegetation with deep roots (such as mature forests) and land management practices that favour transpiration (such as rainwater harvesting) can serve an important function in maintaining rainfall during dry periods.

However, transpiration time scales are sensitive to a highly uncertain parameter in global hydrological and land surface modelling – the root zone storage capacity. Improving root zone storage capacity based on satellite-based evaporation data improved evaporation simulation in STEAM considerably in subhumid to humid regions with high seasonality. In particular, the most significant improvements occurred in the months with the least evaporation. Using observation-based data to estimate root zone storage capacity improves our ability to simulate the terrestrial hydrological cycle, including the terrestrial temporal scale of transpiration.

The importance of evaporation, evaporation partitioning, and evaporation terrestrial residence time in the terrestrial hydrological cycle also means that they are essential for land-use change induced effects on the terrestrial hydrological cycle. However, river flow change has been frequently and solely studied as direct effects of land-use change, without accounting for the changes in evaporation and subsequent rainfall beyond river basin boundaries. In fact, river flow changes are largely determined by the combined modifications of imported and exported moisture to and from the basin. The effect of moisture recycling is so important that accounting for it cuts the estimated global anthropogenic land-use change impact on river flows almost by half. In some of the world’s largest basins, precipitation was also found to be more influenced by extra-basin, than within-basin, land-use change, with consequences for river flows in the basin. Moreover, river flows in several non-transboundary basins have been considerably influenced by land-use changes in foreign countries. Thus, water resources management need to transcend the basin boundary to fully account for effects generated along the entire water cycle pathway.

In conclusion, this thesis highlights the cyclic nature of the terrestrial hydrological cycle. To understand the terrestrial water cycle, every water flux and stock requires our examination, whether they flow visibly in rivers, travel invisibly in the air, or hide deep in soil and roots. Water undergoes several cycles on land before departing for the ocean, and there is no scientific basis for generally labelling evaporation as a ‘loss’. Because of the terrestrial water cycle’s interaction with vegetation and land, and therefore ecosystems and human society, we are in an extraordinary position to shape its path and pace.
7.2. FUTURE RESEARCH OUTLOOK

To better understand how land and water interacts, this thesis advances the understanding of time scales of evaporation partitioning and root zone storage capacity. Many more fundamental aspects of the hydrological cycle, ecosystem responses, and atmospheric processes require research. For example, despite its importance, the terrestrial evaporation partitioning remains controversial (Jasechko et al., 2013; Coenders-Gerrits et al., 2014). New leaf-scale experiments recently suggest that the generally assumed one-sided sensible heat flux exchange in the widely used Penman-Monteith potential evaporation equation leads to considerable bias in flux estimates, which have consequences for modelling of e.g., sensitivities of transpiration to climate change (Schymanski and Or, 2017). Under current climate change, increase in CO$_2$ has been suggested to decrease transpiration through increased water use efficiency (Keenan et al., 2013), but also to increase total evaporation due to increased biomass and leaf area (Piao et al., 2007). Furthermore, climate modelling results of land-use change impacts on precipitation still vary widely (Pitman et al., 2012; Lawrence and Vandecar, 2014).

Other important uncertainties includes the effects of biogenic emissions and aerosols on precipitation (Koren et al., 2012). In addition, the role of vegetation for mediating atmospheric circulation is heatedly debated, and scientists remain divided on the 'biotic pump' theory (Makarieva and Gorshkov, 2007; Makarieva et al., 2014; Meesters et al., 2009). Finally, there are inherent uncertainties in circulation change in climate simulations that may not be possible to resolve (Shepherd, 2014).

A particular type of uncertainty involves the risk of large, abrupt, and persistent changes in the structure and function of a system – i.e., regime shift (e.g., Holling, 1973; Scheffer et al., 2001; Lenton et al., 2008). For example, the risk of tropical rainforest transitioning into savannah below certain rainfall thresholds is a field of active research (e.g., Hirota et al., 2011; Staver et al., 2011; van Nes et al., 2014; Zemp et al., 2017). Other examples of water and land related tipping points are desertification, salinisation, river and groundwater depletion (Rockström et al., 2014). Changes in land and water systems at the regional scale can together aggregate to planetary scale risks (Rockström et al., 2009a; Steffen et al., 2015) and are connected through moisture recycling and perturbation of wind patterns (e.g., Kleidon and Heimann, 2000; Goessling and Reick, 2011), but how and how much regional scale regime shifts potentially interact is in need of further research.

Independent of current challenges in fully understanding land-water interactions, human societies unabated continue to impact land and water. Science, thus, has an important role in supporting policy making given existing uncertainties and knowledge gaps. Current initiatives to integrate the land-water biophysics with policy include e.g., the incorporation of moisture recycling into water accounting and footprint studies (e.g., Karimi et al., 2013; Berger et al., 2014), the introduction of 'precipitationshed' and 'evaporationshed' (Keys et al., 2012; van der Ent and Savenije, 2013) as new water boundaries, and the suggestion to consider moisture recycling as an ecosystem service (Keys et al., 2016; van Noordwijk et al., 2014). These moisture recycling based approaches are attractive for management and policy because of their simplicity, and can directly employ the iterative model coupling method demonstrated in Chapter 6. The next natural steps are to better understand the uncertainties and limitations, and to research how taking account of land-atmosphere interactions could align with existing policy making.
Finally, we live in an increasingly interconnected world. Because of global trade, water scarce nations can now import water-intensive commodities from water rich countries to mitigate their water supply shortage (Allan, 1997). Increasingly, land itself can be acquired by foreign nations, and found to potentially allow foreign actors to affect local water resources (Johansson et al., 2016). In fact, land-use change can now be affected by issues as divergent as trade, migration, and the rise of middle class consumption on another continent because of globalisation (Lambin et al., 2001; Lambin and Meyfroidt, 2011; Meyfroidt et al., 2010, 2013), while fresh water availability can influence conflicts, migration, and economies (Wilhite and Glantz, 1985). Evidently, the interconnections between social, financial, political, and ecological systems need to be investigated, and the moisture recycling mechanism can be useful as a first order estimate of land-water interactions in such complex analyses.
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