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Chapter 1

Introduction

Language workbenches (Fowler, 2005) support the implementation of compilers and integrated development environments for programming languages. They provide high-level specification languages – or meta-languages – for different language aspects, such as static and dynamic semantics, and editor services. These specifications are interpreted by generic algorithms, or used to generate an implementation. This hides low-level implementation details from a language designer, both taking away a big source of errors, and speeding up development. There are several actively developed language workbenches available (Erdweg et al., 2013). Finding useful abstractions for specifying language aspects is an active area of research (Visser et al., 2014).

The specification of static semantics is one of these aspects. When talking about statically typed languages, we distinguish between static and dynamic semantics. A static semantics describes when a program is well-formed, by means of a type system. A dynamic semantics describes how such a well-formed program is executed (Harper, 2012). Type checking serves to “prove the absence of certain program behaviors by classifying phrases according to the kinds of values they compute” (Pierce, 2002). Type checkers are algorithms that infer the types of a program, or check it against user-supplied type annotations. One approach to implement type checkers is to representing well-formedness of the program as a constraint problem, and implement the type checker as a constraint solver. A satisfying solution to the constraint problem corresponds to a valid type for the program. This allows a clean separation between specifying when a program is well-formed – by generating constraints – and checking or inferring the program types – by solving those constraints. The constraint generation is concerned with the details of the programming language, while the constraint solver can ignore those details, and only depends on the, usually much smaller, constraint language.

Constraint based type checkers have been developed for several (classes of) languages, e.g. work by Heeren et al. (2002); Pottier and Rémy (2005); Sulzmann et al. (1999) for functional languages with Hindley-Milner style type systems, like ML and Haskell, and work by Palsberg (1996) for object-oriented languages with subtyping and inheritance. These constraint systems tend to depend on the specific name binding structure and types of the object lan-
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guage. In more theoretical treatments, the issue of name binding is sometimes completely ignored. Reuse of these systems outside of their intended domain is therefore cumbersome.

In this thesis we present a constraint language that is not specific to one language, but can be used to express the static semantics for a range of languages. Type constraints are based on syntactic equality and unification, a well-understood theory, which is at the basis of many constraint based type systems. Name binding constraints are based on the name resolution calculus, recently introduced by Neron et al. (2015). By representing the name binding structure of a program as a scope graph, it allows us to do name resolution independent of the programs abstract syntax tree. We also introduce constraints to check that names are distinct, or that two sets of names are disjoint. By using an extended theory that allows incomplete scope graphs that contain constraint variables, we support interaction between name resolution and type checking.

This is important, because although name resolution and type checking cannot always be stratified. In languages with records or classes, named access to a field by name depends on type information. For example in Java, the expression e.fld refers to a field, which can only be resolved when the class type of e is known. The type of the field can only be determined after the name is resolved, therefore a mutual dependency between name binding and type checking sometimes exists. Our approach allows us to support language features like this.

We evaluated the expressiveness of our approach by using the constraint language to express the semantics of two languages, and the practicality by implementing a prototype of the solver.

1.1 Contributions

The work presented in this thesis is also part of an upcoming publication (van Antwerpen et al., 2016). We will first list the contributions of this thesis, and then highlight the main differences with the publication. The contributions of this thesis are the following:

• We present a constraint language that combines type checking and name resolution constraints, and give a formal semantics for the constraint language.

• We present a solver for constraint problems, and show that it is sound and terminating.

• We express the semantics of PCF and Featherweight Java using our constraint language.

• We implemented the solver, and static analysis for PCF and Featherweight Java, in the Spoofax language workbench.
Compared to the paper there are a few differences:

- The constraint language presented in the paper lacks support for subtyping.

- The presentation in the paper treats constraints for scope graph construction differently from the other constraints. Scope graph constraints are processed first, before solving other constraints. In our presentation constraints for scope graph construction are handled uniformly with other constraints, both in the semantics and in the solver.

- The paper contributes an extension of the name resolution theory of Neron et al. (2015), which is not a contribution of this thesis. Since the constraint language relies on this extension, we present it in the preliminaries, separate from our own contributions.

- We provide a soundness proof for the solver that is (1) adapted to the uniform treatment of scope graph constraints, (2) supports the new subtyping constraints, and (3) is more detailed than the proof from the paper.

- The evaluation of the constraint system we present is not part of the paper.

1.2 Outline

The rest of this thesis is organized as follows. In Chapter 2 we introduce the theory of scope graphs and typing constraints on which the rest of the work depends. In Chapter 3 we present the constraint language, and state the formal semantics of the constraints. In Chapter 4 we present an algorithm to solve problems in our constraint language, and discuss termination, soundness and completeness of the algorithm. In Chapter 5 we show how the constraint language can be used to express static analysis for PCF and Featherweight Java, and discuss the prototype implementation. In Chapter 6 we look at related work, and in Chapter 7 we discuss limitations and possible future research directions.
Chapter 2

Preliminaries

In this chapter we introduce the two building blocks of our approach, scope graphs and type constraints. We use a model language with modules and records (LMR), for our examples. We give an overview of LMR in the first section. In the second section, we introduce name resolution using scope graphs using a series of examples, that focus on different name binding patterns. We finish the section by discussing a resolution algorithm. In the last section, we introduce constraint based type checking for the simply type λ-calculus. First we introduce constraint syntax and generation, following an example program. Finally we describe unification as a technique to solve these constraints.

2.1 The Language LMR

LMR is a small model language we use throughout this thesis for examples. The syntax is shown in Figure 2.1. The language is basically a simply-typed functional language, with modules and records. We will introduce each of these below.

- LMR is a simply-typed functional language, with boolean and integer base types. A conditional if expression is provided, as well as common arithmetic and relational operators.

- Record, module, and variable definitions are introduced using top-level statements, written as module, record, and def respectively. Modules consist of definitions themselves, and can be nested. Modules can import other modules by name using an import statement. New bindings in expressions are introduced by functions, written as fun, and recursive let expressions, written as letrec.

- The language supports user-defined named records. A record can have a super type, resulting in nominal subtyping in the language. Field names are not allowed to shadow fields in the supertype. Record instances are created with new expressions. Record fields are accessed using dot nota-
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**Figure 2.1: Syntax of LMR**

The **with** expression takes a record instance as its first argument, and allows unqualified access to the record fields body expression.

### 2.2 Name Binding with Scope Graphs

Scope graphs are recently introduced as a formalism to represent the name binding structure of a program, and do name resolution, independent of a program’s abstract syntax tree (AST) (Neron et al., 2015). The formalism consists of a calculus, and a graphical notation for scope graphs. It is based on the idea of representing name binding structure as a scope graph, consisting of scopes, references and declarations. Name resolution corresponds to finding the shortest path in the graph from references to declarations of the same
The original theory was generalized and extended, and integrated with a constraint language to use it for static analysis of programs (van Antwerpen et al., 2016). In this section we will present the extended formalism, while the constraint system, which is the contribution of this thesis, will be the subject of the following chapters.

We gradually introduce the different features of scope graphs, using binding patterns of LMR as examples. When introducing a new concept, we show the graphical notation, before the formal notation of the calculus. For reference, we present a complete overview of the notation for the name resolution calculus in Figure 2.7.

### 2.2.1 Declarations and References

We start by considering the example in Figure 2.2, which consists of only two top-level definitions. Names in the program are subscripted with a position, to distinguish between different occurrences of the same name. The subscripts are therefore not part of the language. The graphical representation of the scope graph for this program is shown right of the program. It contains a single scope, two references to \( a \), and two declarations, \( a \) and \( b \). In general, a scope graph – written as \( G \) – consists of three types of nodes:

- A **scope** represents a set of AST nodes that behave uniformly with respect to name binding. Scopes are identified by elements from an abstract enumerable set. We will use numbers in the presentation to identify scopes. In the graphical notation, a scope looks like \( [1] \). In the calculus we write a scope as \( 1^s \).

- An **occurrence of a name**, is a name \( x \) with a unique position \( i \) attached to it. We write the position as a subscript to the name, as in \( x_i \). In the graphical notation, names look like \( x_i \).

- A **declaration** introduces a new name in scope. In the graphical notation, we write \( 1^d \rightarrow [x_j] \) for a declaration, an arrow from the scope to the occurrence of the name. In the calculus, a declaration is written as \( x_j^o \). We may omit the position if it is not relevant. The scope of a declaration
def \( n_1 = \text{true} \)

\[
\text{fun} \ (n_3 : \text{Int}) \{
\quad f_4(n_3)
\}
\]

(a) Program

\[
f_2 \mapsto f_2^D \quad E(P,1^S) \cdot D(f_2^D) \\
n_5^D \mapsto n_3^D \quad D(n_3^D)
\]

(b) Scope Graph

(c) Resolution

Figure 2.3: Example of lexical scoping

is written as \( \mathcal{S}(x_i^0) \). The set of all declarations in a scope is defined as \( \mathcal{D}(s) := \{ d \mid \mathcal{S}(d) = s \} \).

- A reference refers to a declared name in scope. In the graphical notation, a reference is depicted as \( x_i^j \), an arrow going from an occurrence of a name to a scope. In the calculus, we write a reference as \( x_i^j \). The scope of a reference is written as \( \mathcal{S}(x_i^j) \). The set of all references is defined as \( \mathcal{R}(s) := \{ r \mid \mathcal{S}(r) = s \} \).

Note that operations such as \( \mathcal{D}(s) \) are implicitly parametrized by a scope graph \( \mathcal{G} \). When the context requires this, we make the scope graph explicit with a subcript, e.g. \( \mathcal{D}_G(s) \).

Intuitively, a reference resolves to a declaration of the same name, if a path from the reference to the declaration exists in the scope graph. In our examples both references resolve to the declaration \( x_i^0 \). We write a resolution as \( x_i^0 \mapsto x_i^0 \). A resolution path describes the steps in the graph necessary to get from the reference to the declaration. In our example the reference and declaration are in the same scope, so we can step directly to the declaration. This is written as \( \mathcal{D}(d) \). The calculus supports ambiguous resolution, so if multiple declarations of the same name exist, a reference can resolve to a set of declarations.

### 2.2.2 Lexical Scoping

The example the program in Figure 2.3, features nested lexical scopes. The global scope contains two declarations, \( n \) and \( f \). The function introduces a new scope, which contains the declaration of the parameter \( n \). The scope of the function is connected to its parent scope by an edge, labeled \( P \) for parent. Later we will also see other labels on edges. In general, scope graphs allow labeled edges between scopes:

- A direct edge between two scopes \( i^S \) and \( j^S \), allows declarations from \( j^S \) scope to become visible in \( i^S \). In the graphical notation we depict such an edge as \( x_i^j \), where \( l \) is its label. In the calculus we write \( E_l(s) \) for the set of \( l \)-labeled edges starting from \( s \). The set of scopes reachable from \( s \) through an \( l \)-labeled edge is defined as \( s_l^* \equiv \{ s' \mid (s,s') \in E_l(s) \} \).
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The reference \( n_3^5 \) in our example resolves to \( n_2^5 \), even though \( n_1^0 \) is also reachable in the graph. This is because declarations in outer scopes are shadowed by declarations with the same name in the inner scope. Consider the resolution path to the outer declaration, which would be \( E(P,1^5) \cdot D(n_1^0) \). Since it is longer than the alternative (chosen) resolution, it is rejected. In general, the order on resolution paths is determined by a visibility order:

- The theory is parametrized by a set of labels \( L \) and a partial label order \( < : L \times L \). The predefined label \( D \) is used for the step from a scope to a declaration in that scope. This label is the smallest possible label, i.e. \( \forall l \in L. (l \neq D \Rightarrow D < l) \).
- The visibility order on paths is defined inductively based on the label order. The order is the order of the first labels, unless their order is not defined, in which case the order is that of the tails of the paths.

We can now see that the desired lexical scoping behavior is achieved using \( L = \{ P \} \), and a label order \( D < P \).

2.2.3 Imports

Our next example, shown in Figure 2.4, defines two modules, \( A \) and \( B \). Module \( B \) imports module \( A \), making the declaration of variable \( a \) accessible in the body of \( B \). This behavior is modeled by two edges in the scope graph. One edge associates declaration \( A_1^0 \) with scope \( S_2 \). Another edge – labeled \( I \) for import – from \( S_3 \) to reference \( A_4^0 \), imports the scope associated with the declaration that reference \( A_4^0 \) resolves to. One can think of these two edges as forming a higher-order edge between the scopes \( S_3 \) and \( S_2 \). In general, scope graphs allow labeled edges from scopes to references, and edges from declarations to scopes:

- An associated scope edge relates a declaration \( x_i^0 \) with a scope \( j^5 \). In the graphical notation, an associated scope is depicted as \( x_i \rightarrow j \). In the calculus we write the associated scope of a declaration as \( A(x_i^0) \).
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- A named edge between a scope \( i^\circ \) and a reference \( x_j^R \), can be thought of as a higher-order edge. It allows a step to the associated scopes of the declarations that \( x_j^R \) resolves to. The declarations from those scopes will be visible in \( i^\circ \). In graphical notation, a named edge is depicted as \( i^\circ \xrightarrow{\text{L}} x_j^R \).

In the calculus we write \( N_l(s) \) for the set of \( l \)-labeled edges starting from \( s \). The set of scopes reachable through an \( l \)-labeled named edge is defined as:

\[
\text{s}^\circ_l \equiv \{ s' \mid (s, r) \in N_l(s) \land r \mapsto d \land A(d) = s' \}.
\]

In our example we introduced a new label \( I \) to indicate an import edge. LMR follows the usual convention that imported declarations have precedence over declarations from outer lexical scopes. We model this by adding \( I < P \) to the label order. However, this is not enough to ensure resolution is correct. It is still possible to resolve a reference in the lexical parent of an imported module, yielding a resolution path like \( N(I, \cdot, \cdot, \cdot) \cdot E(P, \cdot) \cdot D(\cdot) \). The visibility ordering cannot prevent a resolution like this. Therefore, the theory uses a well-formedness predicate on resolution paths to restrict the set of valid resolutions:

- Path well-formedness is defined as \( WF(p) \equiv \text{labels}(p) \in L(E) \), where the function \( \text{labels}(p) \) projects the labels of a resolution path, and \( E \) is a regular expression over a string of labels. The calculus is parametrized in the regular expression \( E \).

Now, by choosing the well-formedness regular expression to be \( E = P^* \cdot I^* \), we prevent visiting lexical parent scopes after we have used an import edge. Note that this allows transitive imports. If we would like to have non-transitive imports instead, we can use \( E = P^* \cdot I^* \).

2.2.4 Type-dependent Name Resolution

In the program in Figure 2.5, we define an instance \( b \) of a record, and then access its field \( f \). The declarations and references are not enough to resolve the field reference. The the scope in which we need to resolve the field name depends on the type of \( b \). Instead of the unknown scope, we use a variable \( \varsigma \) as the target of the direct edge from \( 4^\circ \). We use the label \( S \) to distinguish edges that have to do with record subtyping from module imports. In the following chapter we will explain that this variable is a constraint variable, which is instantiated by a constraint solver. For now we just show the scope graph before and after instantiating the variable to \( 2^\circ \). In general, the calculus allows scope graphs to be incomplete:

- An incomplete scope graph is a graph \( G \) where there exist direct edges whose target is a variable. In the graphical notation, we write \( I \xrightarrow{\text{L}} \varsigma \).

Since we have introduced a new label \( S \) for edges related to record subtyping, we must also update the label order and well-formedness predicate. We add \( S < P \) to the label order. Note that we do not define the order between \( S \) and \( I \). Since we do not create scope graphs for LMR programs where scopes
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have both types of edges, this is not relevant. In general though, the references visible through two edges with labels \( l_1 \) and \( l_2 \) will be treated equally if \( l_1 \) and \( l_2 \) have no defined order. Our well-formedness regular expression will be \( E \equiv P^* \cdot (S^* + I^*) \). By using a different label for supertype edges, we can still choose between transitive and non-transitive module imports, without breaking record subtyping.

Resolution in an incomplete graph is still partially possible. We observe that a variable edge represents a unknown set of visible declarations. This means that any declaration visible through an edge with a larger label might be shadowed, and is therefore unsafe. Any declaration visible through edges with smaller labels can however safely be resolved. We will see in the next section that the resolution algorithm resolves as many references as possible. In Chapter 3 we will see how alternating partial resolution and variable instantiation can be used for mutually dependent name resolution and type checking.

2.2.5 Resolution Algorithm

In the previous section we have already informally talked about resolving names. In the name resolution calculus this process is formally defined with reachability, visibility, and resolution relations:

- A declaration is reachable from a scope \( s \), written as \( \vdash_G s \rightarrow x^D \), if there is a path in \( G \) from \( s \) to the declaration.
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\[
\text{RES}(\mathbb{I})(x^0_R) := \begin{cases} 
\bot & \text{if } p = P \text{ and } \{x^0_j \mid x^0_j \in D\} = \emptyset \\
\{x^0_j \mid x^0_j \in D\} 
\end{cases}
\]

where \(\text{ENV}_{\mathcal{E}}(\{x^0_R\} \cup \mathbb{I}, \emptyset) (S(\langle x^0_R \rangle)) = (p, D)\)

\[
\text{ENV}_{\mathcal{E}}(\mathbb{I}, S)(s) := \begin{cases} 
(T, \emptyset) & \text{if } s \in S \text{ or } r.e = \emptyset \\
\text{ENV}_{\mathcal{E}}(\mathcal{L}(D), \mathbb{I}, S)(s) 
\end{cases}
\]

\[
\text{ENV}^{\mathcal{L}}_{\mathcal{E}}(\mathbb{I}, S)(s) := \bigcup_{l \in \max(L)} \text{ENV}^{\mathcal{L}}_{\mathcal{E}}(l \in L \land l < l) \mathbb{I}, S)(s) \vartriangle \text{ENV}_{\mathcal{E}}(\mathbb{I}, S)(s) 
\]

\[
\text{ENV}^{D}_{\mathcal{E}}(\mathbb{I}, S)(s) := \begin{cases} 
(T, \emptyset) & \text{if } e \notin r.e \\
(T, D(s)) 
\end{cases}
\]

\[
\text{ENV}^{D}_{\mathcal{E}}(\mathbb{I}, S)(s) := \begin{cases} 
\bot & \text{if } \text{vars}(\mathcal{E}(s)|_{l}) \neq \emptyset \text{ or } \text{IS}^{l}_{\mathbb{I}}(s) = \bot \\
\bigcup_{s' \in (\text{IS}^{l}_{\mathbb{I}}(s) \cup \text{ENV}(\partial_{l}, r.e) \mathbb{I}, \{s\} \cup S)(s')} 
\end{cases}
\]

\[
\text{IS}^{l}_{\mathbb{I}}(s) := \begin{cases} 
\bot & \text{if } \exists y^0. (y^0 \in (\mathcal{N}(s) \setminus \mathbb{I}) \land \text{RES}(\mathbb{I})(y^0) = \bot) \\
\{s' \mid y^0 \in (\mathcal{N}(s) \setminus \mathbb{I}) \land y_j^0 \in \text{RES}(\mathbb{I})(y^0) \land y_j^0 \rightarrow s'\} 
\end{cases}
\]

with the following auxiliary definitions:

\(\partial_{l, r.e}\) Brzozowski (1964) derivative w.r.t. label \(l\)

\(\max(L) := \{l \in L \mid \nexists l' \in L. l < l'\}\)

and the shadowing and union operators on environments

\[
(p_1, D_1) \vartriangle (p_2, D_2) := \begin{cases} 
(p_1, D_1) & \text{if } D_1 \neq T \\
(p_2, D_1 \cup \{x^0_j \mid x^0_j \in D_2 \}) & \text{where } D = \{x^0_j \in \bigcup_{i \in I} D_i \mid \forall j \in I. (p_j = T \lor \exists x^0 \in D_j)\} 
\end{cases}
\]

\[
\bigcup_{i \in I} (p_i, D_i) := \begin{cases} 
(T, D) & \text{if } \forall i \in I. p_i = T \\
(P, D) 
\end{cases}
\]

Figure 2.6: Name resolution algorithm
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- A declaration is visible in a scope \( s \), written as \( \vdash G s \mapsto x^0_i \), if (1) the declaration is reachable from \( s \), and (2) there is no other declaration \( x^0_j \) that is reachable from \( s \) with a shorter path.

- A reference resolves to a declaration, written as \( \vdash G x^0_i \mapsto x^0_j \), if the declaration is visible from the scope of the reference, i.e. if \( S(x^0_i) = s \) and \( \vdash G s \mapsto x^0_j \) hold.

The algorithm shown in Figure 2.6 performs name resolution in a – possibly incomplete – scope graph. Like the calculus it is parametrized by the set of labels \( L \), the label order \( < \), and the regular expression \( E \). Like the original resolution algorithm (Neron et al., 2015), it allows us to resolve individual references, using the function \( \text{RES} \), or calculate all visible declarations in a scope, using the function \( \text{ENV} \). Compared to the original algorithm, there are three main modifications:

- Instead of hard-coded parent and import edges, the algorithm works with arbitrary edge labels. The label order is used in \( \text{ENV}^L \) to ensure an environment for label \( l \) is properly shadowed by the environments of smaller labels.

- The algorithm checks path well-formedness by performing a step-by-step match against \( E \). This is done by calculating the Brzozowski (1964) derivative, written as \( \partial_{re} \), at every \( l \)-labeled step. If a step is invalid, \( \partial_{re} = \emptyset \), and the calculation backtracks. If the step is valid, \( \partial_{re} \) is a regular expression matching any valid remaining path. The current path matches the original \( E \) if \( re \) matches the empty string, i.e. \( \epsilon \in re \), which is therefore the condition for returning declarations.

- In an incomplete graph, the algorithm tries to include as many declarations as possible in the calculated environments. A flag is used to indicate whether an environment is partial (\( P \)), or total (\( T \)). In a total environment, no new declarations can appear because of variable instantiation. In a partial environment, new declarations may appear after variable instantiation. However, if a partial environment contains any declaration for \( x \), it is complete with respect to the name \( x \), i.e. instantiation variables cannot result in new declarations of \( x \) in the environment.

2.3 Type Checking with Constraints

Constraint-based type checking is an approach to type checking, based on generating and solving constraints. Constraints are typically generated from a program term by a language-specific, syntax-directed function. A constraint solver is used to test if the constraints are satisfiable, and to calculate a solution – usually a type assignment for the original program.

There are several advantages to separating constraint generation and resolution. First, the solver only needs to deal with the intermediate constraint language, which is usually small compared to the language of the program. This
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<table>
<thead>
<tr>
<th>Name</th>
<th>x, y</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>i, j</td>
</tr>
<tr>
<td>Scope</td>
<td>s := i^s</td>
</tr>
<tr>
<td>Declaration</td>
<td>d := x_i^0</td>
</tr>
<tr>
<td>Reference</td>
<td>r := x_i^r</td>
</tr>
</tbody>
</table>

The calculus is parametrized in the set of labels $\mathcal{L}$, the label order $<$, and the well-formedness regular expression $\mathcal{E}$. 

Figure 2.7: Notation overview of the resolution calculus
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\[
\begin{align*}
\text{expr} & ::= \ id \mid \text{fun}(\id)\{\text{expr}\} \mid \text{expr} \ \text{expr} \\
\text{type} & ::= \ \tau \mid \text{Fun}[t,t] \\
\text{constraint} & ::= \ C \land C \mid t \doteq t \\
\text{type environment} & ::= \Gamma \\
\text{substitution} & ::= \phi, \sigma \\
\text{satisfiability} & ::= \phi \models C \\ & \equiv \quad \phi \models C_1 \quad \phi \models C_2 \quad t_1 \phi = t_2 \phi \\
& \quad \phi \models t_1 = t_2
\end{align*}
\]

The constraint generation function is given by:

\[
\begin{align*}
[\Gamma \vdash x : t] & ::= \Gamma(x) \doteq t \\
[\Gamma \vdash \text{fun}(x)\{e\} : t] & ::= [\Gamma, (x : t_1) \vdash e : t_2] \land t \doteq \text{Fun}[t_1, t_2] \\
[\Gamma \vdash e_1 \ e_2 : t] & ::= [\Gamma \vdash e_1 : \text{Fun}[\tau, t]] \land [\Gamma \vdash e_2 : \tau]
\end{align*}
\]

Variables \(\tau\) that appear free are assumed to be fresh.

Figure 2.8: Syntax and constraints of the simply-typed \(\lambda\)-calculus

keeps the complexity of the program language local to the constraint generation function. Second, the constraint language is usually more stable, therefore changes to the program language do not necessarily require changes in the solver. Finally, because the constraint language is independent of a specific program language, multiple languages can use the same constraint language and solver for type checking.

We introduce constraint-based type checking using a subset of LMR, shown in Figure 2.8, that corresponds to the simply-typed \(\lambda\)-calculus (cf. Rémy, 2015, Section 5.2). The language has a function type, but base types are omitted from the presentation. We will see that they are not essential for constraint generation or resolution.

### 2.3.1 Constraint Generation

Constraints are generated from a program using a syntax directed function. Figure 2.8 shows the syntax of constraints and types, as well as the constraint generation function. Constraints are conjunctions of equality constraints between types. Constraint variables – sometimes called unification variables – are used for unknown types, which need to be resolved.

The constraint generation function matches a typing relation \(\Gamma \vdash e : t\). The idea is that \(e\) has type \(t\) in the context of \(\Gamma\), if the generated constraint is satisfiable. The typing environment \(\Gamma\) contains the types for identifiers that are in scope. A function adds its argument to the type environment, which is then used for the function body. References are resolved by a lookup in the environment.
Figure 2.9: Example for the simply-typed \( \lambda \)-calculus

Figure 2.9 shows an example program. It applies a function to the identity function. The function applies its first argument to its second argument. The whole expression reduces to an identity function. We will use the constraint generation function shown in Figure 2.8, to generate the constraints for this program. We assume there are no identifiers in global scope, so we start with the empty type environment \( \Gamma = \emptyset \). We assign the type variable \( \tau \) to the whole program. Therefore, we apply our constraint generation function to \( \emptyset \vdash e : \tau \). We show the constraint generation step by step, marking the parts that changed:

\[
\begin{align*}
C \equiv & \quad \emptyset \vdash (\text{fun}(f)\{\text{fun}(x)\{f x\}\})\{(\text{fun}(x)\{x\})\} : \tau \\
\equiv & \quad \emptyset \vdash \text{fun}(f)\{\text{fun}(x)\{f x\}\} : \text{Fun}[\tau_1, \tau] \land \emptyset \vdash \text{fun}(x)\{x\} : \tau_1 \\
\equiv & \quad \emptyset \vdash \text{fun}(f)\{\text{fun}(x)\{f x\}\} : \text{Fun}[\tau_1, \tau] \land \emptyset \vdash x : \tau_3 \\
& \quad \land \tau_1 \vdash \text{Fun}[\tau_2, \tau_3] \\
\equiv & \quad \emptyset \vdash \text{fun}(f)\{\text{fun}(x)\{f x\}\} : \text{Fun}[\tau_1, \tau] \land \tau_2 \vdash \tau_3 \land \tau_1 \vdash \text{Fun}[\tau_2, \tau_3] \\
\equiv & \quad \emptyset \vdash (f : \tau_4, x : \tau_6) \vdash f \ x : \tau_7 \\
& \quad \land \tau_5 \vdash \text{Fun}[\tau_6, \tau_7] \land \emptyset \vdash (f : \tau_4, x : \tau_6) \vdash x : \tau_8 \\
& \quad \land \tau_1 \vdash \text{Fun}[\tau_2, \tau_3] \\
\equiv & \quad (f : \tau_4, x : \tau_6) \vdash f : \text{Fun}[\tau_8, \tau_7] \land (f : \tau_4, x : \tau_6) \vdash x : \tau_8 \\
& \quad \land \tau_5 \vdash \text{Fun}[\tau_6, \tau_7] \land \emptyset \vdash (f : \tau_4, x : \tau_6) \vdash x : \tau_8 \\
& \quad \land \tau_1 \vdash \text{Fun}[\tau_2, \tau_3] \\
\equiv & \quad (f : \tau_4, x : \tau_6) \vdash f : \text{Fun}[\tau_8, \tau_7] \land \tau_6 \vdash \tau_8 \land \tau_3 \vdash \text{Fun}[\tau_6, \tau_7] \\
& \quad \land \tau_5 \vdash \text{Fun}[\tau_6, \tau_7] \land \emptyset \vdash (f : \tau_4, x : \tau_6) \vdash x : \tau_8 \\
& \quad \land \tau_1 \vdash \text{Fun}[\tau_2, \tau_3] \\
\equiv & \quad \tau_4 \vdash \text{Fun}[\tau_8, \tau_7] \land \tau_6 \vdash \tau_8 \land \tau_3 \vdash \text{Fun}[\tau_6, \tau_7] \land \emptyset \vdash (f : \tau_4, x : \tau_6) \vdash x : \tau_8 \\
& \quad \land \tau_5 \vdash \text{Fun}[\tau_6, \tau_7] \land \emptyset \vdash (f : \tau_4, x : \tau_6) \vdash x : \tau_8 \\
& \quad \land \tau_1 \vdash \text{Fun}[\tau_2, \tau_3] \\
\end{align*}
\]
2.3. Type Checking with Constraints

Note that the identifiers of the program do not appear in the resulting constraint. Looking up the types of identifiers is built into the constraint generation function. For a lexically scoped language like this, this works well, since the scoping structure matches the recursive calls in the constraint generation function. This can quickly become a problem for languages with more complicated, non-lexical, binding patterns. As we will see in the next chapter, this problem can be mitigated by lifting name resolution to the constraint problem. This enables us to keep the constraint generation simple, while still allowing complicated binding patterns.

2.3.2 Constraint Solving by Unification

Constraint solving involves finding an assignment to the type variables, such that the constraints are satisfied. For equality constraints, this process is known as first-order unification.

Satisfiability is denoted as $\varphi \models C$, where $\varphi$ is a substitution, mapping variables to ground types. The satisfiability relation is shown in Figure 2.8. A conjunction $C_1 \land C_2$ is satisfied if the substitution satisfies both $C_1$ and $C_2$. An equality constraint is satisfiable if the two sides are equal after application of $\varphi$. Applying a substitution $\sigma$ to a term $t$, written in postfix notation as $t \sigma$ is defined in the usual way as:

$$
\begin{align*}
\alpha \sigma := & \begin{cases} 
t' & \text{if } \sigma(\alpha) = t' \\
\alpha & \text{otherwise}
\end{cases} \\
f(t_1, \ldots, t_n) \sigma := & f(t_1 \sigma, \ldots, t_n \sigma)
\end{align*}
$$

The above definition of substitution, and indeed the whole process of unification, assumes that our types are terms in a Herbrand universe. That is, terms are recursively generated over a signature that defines a set of function symbols $f, g$ and an arity for each function symbol. Terms are formed by applying a function symbol to a number of term arguments, where that number equals the arity of the symbol. For example for a symbol $f$ with an arity of three, we could form a term $f(t_1, t_2, t_3)$, where the $t_i$'s denote other terms. Concretely, the set of signatures for our types would be $\{\text{Fun}\}$, and the symbol $\text{Fun}$ has an arity of two.

Before we look at the unification algorithm, we note that application of a substitution to another substitution, is interpreted as a composition of substitutions. Applying the composition to a term should yield the same result as applying the substitutions consecutively. So, given two substitutions $\sigma, \sigma'$ and their composition $\sigma \sigma'$, it holds that

$$
\forall t. t(\sigma \sigma') = (t \sigma) \sigma'
$$

An algorithm solving equality constraints by first-order unification is shown in Figure 2.10. This algorithm is formulated as a set of rewrite rules over a
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Figure 2.10: Unification algorithm

Constraint and a substitution. It works by eliminating or simplifying the constraint, while building the substitution – also called a unifier. We will show how the rules apply to some of the constraints from our example.

Constraint (1) results in the elimination of \( \tau_1 \), resulting in the substitution \( \tau_1 \mapsto \text{Fun}[\tau_2, \tau_3] \). After the application of this substitution, constraint (3) will have become \( \text{Fun}[\text{Fun}[\tau_2, \tau_3], \tau] \mapsto \text{Fun}[\tau_4, \tau_5] \). Since their function symbols match, it can be simplified, introducing two new constraints, \( \text{Fun}[\tau_2, \tau_3] \mapsto \tau_4 \) (7) and \( \tau \mapsto \tau_5 \). Constraint (7) can be oriented \( \tau_4 \mapsto \text{Fun}[\tau_2, \tau_3] \), after which \( \tau_4 \) can be eliminated. This process continues until an error occurs, or all constraints are eliminated. There are two kinds of errors that can occur during unification. One is when the two function symbols in the equation are different, e.g. \( \text{Fun}[t_1, t_2] \mapsto \text{Nat} \) – assuming a base type \( \text{Nat} \) for the moment. The other is with a constraint like \( \tau \mapsto \text{Fun}[t, \tau] \), where the variable on the left occurs as a strict subterm of the right-hand side. In a syntactic model like ours, this is impossible, the variable cannot be a subterm of itself. Therefore, the substitution produced by \( \mathcal{U} \) are idempotent. A substitution is idempotent if repeated application has the same effect as applying it once, i.e. \( \tau \sigma \sigma = \tau \sigma \). Composing an idempotent substitution with itself, has no effect, i.e. \( \sigma \sigma = \sigma \).

A possible solution is shown in the right of Figure 2.9. We say possible solution, because solutions from unification are usually not unique. For example, the constraint \( t_7 \mapsto \tau_8 \) can be solved by the substitutions \( \tau_7 \mapsto \tau_9 \) or \( \tau_9 \mapsto \tau_7 \). The algorithm does however ensure that the calculated unifier is a most general one. This means that every possible unifier is an instance of the one returned by the algorithm:

\[
\forall C \varphi. (C; \emptyset \rightarrow \emptyset; \varphi \implies (\varphi \models C \land \forall \varphi' \models C. \exists \sigma. \varphi \sigma = \varphi'))
\]
Chapter 3

Constraint Language

In this chapter, we introduce the syntax and semantics of the constraint language, and show how it is used to express static analysis for LMR. The main idea of the constraint language is, that it contains name binding constraints, next to the typing constraints we already saw in the previous chapter. Specifically, the language provides primitive constraints for (1) type checking, (2) construction of the scope graph, (3) name resolution, and (4) nominal subtyping. Larger constraints are built as conjunctions, written as $C \land C$, of these primitive constraints.

In the first section we introduce the constraint syntax. We start by explaining our general approach to constraint-based static analysis. Then we describe the primitive constraints, following an example program. We finish the section by showing the general structure of a solution to a constraint problem. In the second section we define a satisfaction relation, which formalizes the meaning of the constraints, and describes what a solution to a constraint problem is. For reference, we include a complete overview of the constraint syntax in Figure 3.1.

3.1 Constraints for Static Analysis

Analysis of a program follows the same two-phase approach that we have seen for the simply-typed $\lambda$-calculus in the previous chapter. First, constraints are generated using a constraint generation function, specific to the programming language. Second, the generated constraints are solved using a language-independent constraint solver. The constraint generation function has the following form:

$$ [(e : t)^{\text{sort}}_{\text{args}}] $$

It matches on a typing judgment $e : t$, where $e$ is a program expression, and $t$ is the type of the expression. Because $t$ is often the type expected by the context, we also call it the expected type of $e$. Other arguments, written as subscripts, can be passed to the constraint generation function. This is used to pass the current scope, or types other then the type of $e$ itself. We often use the syntactic sort name as a superscript, to distinguish between similar constructs more easily. In the case of program terms that do not represent expressions,
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<table>
<thead>
<tr>
<th>constraint variables</th>
<th>$\alpha, \delta, \sigma, \tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>constraint</td>
<td>$C ::= \text{True}$ (true)</td>
</tr>
<tr>
<td></td>
<td>$\mid C \land C$ (conjunction)</td>
</tr>
<tr>
<td></td>
<td>$\mid C^T \mid C^G \mid C^{\rightarrow} \mid C^{\lessgtr}$</td>
</tr>
<tr>
<td>type constraint</td>
<td>$C^T ::= t \doteq t$ (term equality)</td>
</tr>
<tr>
<td></td>
<td>$\mid d : t$ (type of declaration)</td>
</tr>
<tr>
<td>term</td>
<td>$t ::= f(t, \ldots, t) \mid \alpha$</td>
</tr>
<tr>
<td>type</td>
<td>$t ::= \tau$</td>
</tr>
<tr>
<td>symbol</td>
<td>$f, g$</td>
</tr>
<tr>
<td>scope graph constraint</td>
<td>$C^G ::= s \rightarrow d$ (declaration in scope)</td>
</tr>
<tr>
<td></td>
<td>$\mid r \rightarrow s$ (reference in scope)</td>
</tr>
<tr>
<td></td>
<td>$\mid s \leftrightarrow s$ (direct edge)</td>
</tr>
<tr>
<td></td>
<td>$\mid s \leftrightarrow r$ (named edge)</td>
</tr>
<tr>
<td></td>
<td>$\mid d \rightarrow s$ (associated scope)</td>
</tr>
<tr>
<td>declaration</td>
<td>$d ::= ns^D_i \mid \delta$</td>
</tr>
<tr>
<td>reference</td>
<td>$r ::= ns^R_i$</td>
</tr>
<tr>
<td>scope</td>
<td>$s ::= \bar{t}^{\bar{\xi}} \mid \xi$</td>
</tr>
<tr>
<td>edge label</td>
<td>$l$</td>
</tr>
<tr>
<td>namespace</td>
<td>$ns$</td>
</tr>
<tr>
<td>position</td>
<td>$i, j$</td>
</tr>
<tr>
<td>name</td>
<td>$x, y$</td>
</tr>
<tr>
<td>resolution constraint</td>
<td>$C^{\rightarrow} ::= r \rightarrow d$ (resolve name)</td>
</tr>
<tr>
<td></td>
<td>$\mid d \sim s$ (associated scope)</td>
</tr>
<tr>
<td></td>
<td>$\mid !N$ (distinct names)</td>
</tr>
<tr>
<td></td>
<td>$\mid N \subset N$ (subset names)</td>
</tr>
<tr>
<td></td>
<td>$\mid N \simeq N$ (same names)</td>
</tr>
<tr>
<td>name set</td>
<td>$N ::= ns\overline{D}(s)$ (declared names)</td>
</tr>
<tr>
<td></td>
<td>$\mid ns\overline{R}(s)$ (referred names)</td>
</tr>
<tr>
<td></td>
<td>$\mid ns\overline{V}(s)$ (visible names)</td>
</tr>
<tr>
<td></td>
<td>$\mid ns\overline{W}(s)$ (reachable names)</td>
</tr>
<tr>
<td>subtyping constraint</td>
<td>$C^{\leq} ::= t &lt;: t$ (supertype definition)</td>
</tr>
<tr>
<td></td>
<td>$\mid t \leq: t$ (subtype)</td>
</tr>
</tbody>
</table>

Figure 3.1: Syntax of the constraint language
and therefore have no type assigned to them, we simply match on the term, written as $[e]_{\text{sort}}^\tau$. Although not necessary to understand the rest of this section, we present the complete constraint generation function for LMR in Figures 3.5 and 3.6 for reference.

Our example program is split up in three parts. For each part, we will show the program, scope graph, and constraints, as well as a solution to the constraints. To ease the presentation, we build up our example in such a way, that we only depend on program parts we already presented. However, this is not required by the constraint system.

### 3.1.1 Record definition

Our example starts by defining two record types, A and B. Record A has one integer field $f$. Record B is declared as a subtype of record A, and declares one boolean field $g$. The constraints – shown below the program text – are numbered, and we will use those to refer to the constraints from the text. Figure 3.2 shows the program text and the scope graph at the top, and the constraints and a solution at the bottom. We start by explaining the scope graph, then we discuss the constraints for disambiguating names, typing field definitions, and declaring supertypes.

**Scope graph** The name binding structure of the program is represented by the scope graph, shown to the right of the program. The records correspond to declarations in the program scope $S$. Each records has an associated record scope – $S_A$ for A, and $S_B$ for B – which contains the field declarations. Since record B is a subtype of record A, the fields of A are imported into the record scope of B with a named edge. We use the label $S$ we introduced in the previous chapter.

For reasons of presentation, we show the scope graph using the graphical notation, introduced in the previous chapter. However, the scope graph is constructed from the following collected scope graph constraints:

$$
\begin{align*}
1^S &\rightarrow A_1^D \\
1^S &\rightarrow B_3^D \\
A_4^R &\rightarrow 1^S
\end{align*}
$$

$$
\begin{align*}
A_1^D &\rightarrow 2^S \\
B_3^D &\rightarrow 3^S \\
f_2^D &\rightarrow 2^S \\
g_5^D &\rightarrow 3^S
\end{align*}
$$

In general, scope graph constraints represent edges in the graph, and are written similarly to the graphical notation for scope graphs:

- The scope graph of a program is defined with scope graph constraints. The constraints are written with the arrows from the graphical notation, but use the notation of the calculus for the endpoints. Thus, $s \rightarrow x_i^D$ denotes a declaration $x$ in scope $s$, $x_i^R \rightarrow s$ denotes a reference in scope $s$, $s \downarrow l \rightarrow s'$ denotes an $l$-labeled direct edge from scope $s$ to scope $s'$, $x_i^D \rightarrow s$ denotes the associated scope $s$ of declaration $x$, and $s \uparrow l \rightarrow x_i^R$ denotes an $l$-labeled named edge through reference $s$.\]
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(record A₁ {  
    f₂ : Int  
  })  

(record B₃ extends A₁ {  
    g₃ : Bool  
  })

(a) Program  

(b) Scope graph

1 !D(1³)  
2 !D(2³)  
3 f₂ : τ₁  
4 τ₁ = Int  
5 !D(3³)  
6 !V(3³)  
7 A₄ ↦ δ₁  
8 Rec(B₃) <: Rec(δ₁)  
9 g₃ : τ₂  
10 τ₂ = Bool

(c) Constraints

(d) Solution

ϕ = τ₁ → Int  
ψ = f₂ : Int  
τ₁ → Bool  
τ₁ = Bool  
δ₁ → A₁  
A₄ → A₁

Figure 3.2: Example of record definition

- The constraint syntax allows names to be classified by an optional namespace. These are written in prescript, for declarations as “x₁”, and similarly for references as “x₁”. We omit a (possible) namespace when it is irrelevant in the context.

Name disambiguation  There are additional restrictions on the declarations and references in the program, that are not expressible in the scope graph. First, all definitions in a program must have distinct names, which is specified with !D(1³) (1). Similarly, we require that the fields of record A have distinct name (2), and the same (5) for record B. Note that for records, we require that all reachable field names are distinct. This is to ensure that no inherited fields are shadowed. Generally, we can restrict sets of names in the following way:

- A name set N is a multi-set of names that corresponds to a set of declarations or references. Given a scope s, we write mD(s) for the names of the declarations in s, mR(s) for the names of the references in s. mV(s) denotes all declarations that are visible in s, either because they are declared in s, or because they are visible through one or more edge steps. We write mV(s) for all declarations that are reachable through s, without considering shadowing. If we want to match on all namespaces, we
omit the namespace, e.g. $\overline{D}(s)$ for all declarations in $s$ regardless of the namespace.

- Several constraints *disambiguate names*. A constraint of the form $!N$ specifies that all names in $N$ must be *distinct*, i.e. every $x$ in $N$ has $v(x) = 1$. Given two name sets $N_1$ and $N_2$, we can require that one is a *subset* of the other, written as $N_1 \subseteq N_2$. We use $N_1 \simeq N_2$ as syntactic sugar for $N_1 \subseteq N_2 \land N_2 \subseteq N_1$, if both sets need to contain the same names.

**Typing field definitions**  Field definitions are annotated with their type. The type of field $f$ is the constraint variable $\tau_1$, specified with $f \colon D_2 : \tau_1$ (3). Because of the type annotation, $\tau_1$ must be an integer type, specified with $\tau_1 = \text{Int}$ (4). The type of field $g$ is specified in a similar manner (9,10). In general, typing is realized using the following constraints:

- Constraints of the form $x^0 : t$ specify the *type of a declaration*. Such a constraint can occur multiple times for the same declaration, in which case the types must be equal.

  It should be noted that in the constraint generation for the $\lambda$-calculus, the introduction of an identifier $x$ resulted in passing an extended environment $\Gamma_1, (x : t) \vdash \ldots$ to the recursive call. We use these declaration-type constraints as the replacement for that typing environment.

- Constraints of the form $t_1 \equiv t_2$ specify *equality* between terms. They are the same as the equality constraints presented in the previous chapter. To be able to use these equality constraints for typing, we require that our types are built as terms.

**Declaring supertype**  Our example declares $B$ as a nominal subtype of $A$. To get correct subtyping behavior, we need to make sure that a value of type $B$ can be used when a value of type $A$ is expected. Using just a name to identify a record type can lead to ambiguities if, for example, multiple modules define a record of the same name. We therefore identify a record type using the unique declaration for that record. For example, we use $\text{Rec}(B^0)$ as the type for values of record $B$.

Before we can specify anything about the subtyping of $B$, we need to create the correct type for its supertype. For that we need the declaration of $A$, which we resolve using $A^0 \mapsto \delta_1$ (7). The resolved declaration is captured with the constraint variable $\delta_1$. Name resolution is part of the constraint language as follows:

- A *name resolution* constraint, written as $x^0 \mapsto \delta$, specifies name resolution of the reference in the scope graph. A resolved declaration is unified with the constraint variable $\delta$.  

Using the declaration we can specify the fact that \(A\) is the supertype of \(B\), with \(\text{Rec}(B_3) <: \text{Rec}(\delta_1)\) (8). A nominal type hierarchy is specified as follows:

- A constraint of the form \(t_1 <: t_2\) states that \(t_2\) is a supertype of \(t_1\). The types form a hierarchy, where every type can have at most one (direct) supertype.

- A subtype constraint, written as \(t_1 \leq: t_2\), specifies that type \(t_1\) must be a subtype of type \(t_2\). That means that either the two types are equal, or \(t_2\) is a supertype – direct or indirect – of \(t_1\).

**Solution to the constraint problem** We can consider the constraints as a problem, for which we want to find a solution. A constraint context \(\Delta\) is a solution to a constraint problem, if it is consistent with the constraints. A constraint context contains (1) a substitution \(\varphi\) that assigns a term to each constraint variable, (2) a type-map \(\psi\) that assigns types to declarations, (3) a scope graph \(G\), (4) a name resolution \(R\) that maps references to declarations, and (5) a subtyping relation \(<_T\).

We will give a general description of each component, following the presented solution to our example constraints. In the next section we give a precise formulation of the meaning of constraints and the notion of a solution, by defining a satisfaction relation \(\Delta \models C\).

We already saw the concept of a substitution, as a solution to equality constraints, in the previous chapter. For example, we can solve (4) with a substitution \(\delta_1 \mapsto \text{Int}\). In our constraints, variables do not only occur in equality, but also in other constraints. For example, variable \(\delta_1\) occurs in the name resolution constraint (7). In this case, name resolution determines that \(\delta_1 \mapsto A_D^1\) is a valid substitution for \(\delta_1\). We define the substitution \(\varphi\) as follows:

- A constraint context \(\Delta\) contains a substitution \(\varphi\), which is a mapping from constraint variables to ground terms. A substitution \(\varphi\) is a solution if all constraints are satisfied after application of \(\varphi\).

The type-map \(\psi\) maps declarations to types. For example, constraint (3) can be solved by setting the type of \(f_D^0\) to \(\text{Int}\) in \(\psi\). Note that, to be consistent with the constraints, we also need \(\tau_1 \mapsto \text{Int}\) as solution to (4).

- A constraint context \(\Delta\) contains a mapping \(\psi\) from declarations to ground types. It is a solution if for every constraint \(d : t\), we have \(\psi(d\varphi) = t\varphi\). Note that we need to apply the substitution \(\varphi\) from the same context \(\Delta\) here, because \(\psi\) is ground, but variables can occur in the constraint.

We represent a scope graph \(G\) as a set of ground scope graph constraints. Since our scope graph constraints map one-to-one to edges in the graph, we assume that this set of constraints can trivially be interpreted as a scope graph.

- A constraint context \(\Delta\) contains a ground scope graph \(G\). The scope graph is a solution to a constraint problem, if the set of edges in the graph corresponds exactly to the set of scope graph constraints. Note that we may
need to apply the substitution \( \varphi \) again, since variables can occur in the constraints.

A name resolution \( \mathcal{R} \) maps references to the declarations they resolve to. Since name resolution can be ambiguous, \( \mathcal{R} \) represents a resolution choice. In our example, the only the reference \( A^D_4 \) resolves to \( A^D_1 \), resulting in a resolution \( A^D_4 \mapsto A^D_1 \).

- A constraint context \( \Delta \) contains a resolution \( \mathcal{R} \), mapping references to ground declarations. A resolution \( \mathcal{R} \) is a solution if it is consistent with the name resolution constraints, again after application of \( \varphi \).

Finally, we have a subtyping relation \( <_T \). For our example, \( t <_T t \) for every type \( t \), and because of (8), \( \text{Rec}(B^D_3) <_T \text{Rec}(B^D_3) \).

- The constraint context \( \Delta \) contains a subtyping relation \( <_T \) on ground types. The subtyping relation is a transitive closure over types that models a forest, i.e. every type has at most one direct supertype. The subtyping relation is a solution, if it is consistent with the supertype constraints, i.e. if, for every constraint \( t_1 <_T t_2 \), \( t_2 \) is the parent of \( t_1 \) in the type hierarchy.

### 3.1.2 Record instantiation

The program in Figure 3.3 creates an instance of record \( B \) and assigns it to the variable \( a \). The declaration of the variable \( a \) has type \( \tau_6 \) (11), which is fixed (14) as a record type, determined by the record reference \( A \) (13). Similarly, the type \( \tau_7 \) of the new expression is the record type for \( B \) (15-16). The type of the expression is required to be a subtype of the type of \( a \) (12).

The new record instance must initialize all the fields of the record. Scope \( 5^s \), which imports the record scope, contains the field references to \( f \) and \( g \). We require that all declarations in the record are initialized, by checking that the referred names are the same as the imported field names (17). By requiring that every declaration is referred to only once (18), we ensure that every field is initialized only once. Each field is resolved to its declaration (19,23), and we check that the types of the assigned expressions (22,26) are subtypes (21,25) of the types of the declarations (20,24).

The solution is also presented in Figure 3.3. Recall that the solution to the whole example program so far is the union of both solutions and scope graphs. For example, the resolution of the references only works because scope \( 1^s \) is the same as scope \( 1^s \) in Figure 3.2.

### 3.1.3 Field access

In Figure 3.4 a variable \( n \) is defined. We assign it the value of field \( f \) of record instance \( a \). To make the field access work, we will need the full machinery of incomplete scope graphs, which we introduced in the previous chapter. Constraints (27) and (28-29) specify the type of \( n \) and \( a \) respectively. Resolution
of the field $f$, requires the record scope of the type of $a$. The declaration corresponding to the record type is captured in $\delta_8$ (29), and we use a constraint $\delta_8 \rightsquigarrow \varsigma$ (30) to get the associated scope of the declaration. As we can see in the scope graph, scope $\varsigma$ imports the variable scope $\varsigma$. Once $\delta_8$ is resolved to $A_1^0$, and $\varsigma$ instantiated to $2$, we can resolve $f$ to $f_2^0$. The type of $n$ is equal to the type of the field, so we use $\tau_{12}$ for the field type (32) without the need for an extra equality constraint.

- An associated scope constraint, written as $x_i^0 \rightsquigarrow \varsigma$, finds the associated scope of the declaration in the scope graph, and unifies it with the constraint variable $\varsigma$.
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12 \textbf{def} n_1 = a_{12} \cdot f_{13}

(a) Program

\[
\begin{align*}
\text{a}_{12} & \rightarrow 1 \\
\text{f}_{13} & \rightarrow 6
\end{align*}
\]

(b) Scope graph

\[
\begin{align*}
\text{z}_{11} : \tau_{12} & \quad \text{(27)} \\
\text{a}_{12} & \rightarrow \delta_7 \\
\delta_7 : \text{Rec}(\delta_8) & \quad \text{(29)} \\
\delta_8 \rightsquigarrow \zeta & \quad \text{(30)} \\
\text{f}_{13} & \rightarrow \delta_9 \\
\delta_9 : \tau_{12} & \quad \text{(32)}
\end{align*}
\]

(c) Constraints

\[
\begin{align*}
\phi & = \tau_{12} \mapsto \text{Int} \\
\delta_7 & \mapsto a^0_6 \\
\delta_8 & \mapsto a^0_1 \\
\delta_9 & \mapsto f^0_2 \\
\zeta & \mapsto 2^5
\end{align*}
\]

\[
\psi = z^0_{11} : \text{Int}
\]

\[
\mathcal{R} = a^6_{12} \mapsto a^0_6 \\
\text{f}^6_{13} \mapsto f^0_2
\]

(d) Solution

Figure 3.4: Example (cont.) of field access
\[
[D]^{\text{prog}} := [D]^{\text{decl}} \land !D(s)
\]

\[
\text{[module } x_i \{ D \}\text{]}^{\text{decl}} := s \rightarrow^* s' \land s' \rightarrow s \land [D]^{\text{decl}} \land !D(s')
\]

\[
\text{[import } x_i\text{]}^{\text{decl}} := \mu x_i \rightarrow s \land s \rightarrow \mu x_i
\]

\[
\text{[def } b \text{]}^{\text{decl}} := [b]^{\text{bind}}
\]

\[
\text{[record } x_i \{ F \}\text{]}^{\text{decl}} := s \rightarrow^* s' \land s' \rightarrow^* s'' \land [s]^{\text{super}} \land \forall s',s'' \forall \text{Rec}(x^p)
\]

\[
\text{[extends } x_i\text{]}^{\text{super}} := s \rightarrow^* s' \land s' \rightarrow^* s'' \land t \rightarrow^* \delta
\]

\[
[e]^{\text{expr}} := \text{True}
\]

\[
[x_i \leftarrow e]^{\text{bind}} := s \rightarrow^* s' \land s' \rightarrow^* s'' \land \forall e \land t \rightarrow^* \text{Rec}(\delta)
\]

\[
[t] := C
\]

\[
\text{Any } s, \tau \text{ appearing free is assumed to be chosen fresh. The constraint generation function can also be applied to a set of terms. In that case the function is applied as } [T]^{\text{sort}} := \bigwedge_{t \in T} [t]^{\text{sort}}.
\]

The parameters to the resolution calculus are the following:

\[
L := \{I,S,P\}
\]

\[
l_1 < l_2 := I < P \quad S < P
\]

\[
E := P^* \cdot (S^* + I^*)
\]

Figure 3.5: Constraint generation for LMR
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\[ \begin{align*}
\llbracket n : t \rrbracket_s^{expr} & := t \equiv \text{Int} \\
\llbracket \text{true} : t \rrbracket_s^{expr} & := t \equiv \text{Bool} \\
\llbracket \text{false} : t \rrbracket_s^{expr} & := t \equiv \text{Bool} \\
\llbracket x_i : t \rrbracket_s^{expr} & := \forall x_i : s, \forall x_i^R \mapsto \delta \land \delta : t \\
\llbracket e_1 \oplus e_2 : t \rrbracket_s^{expr} & := \llbracket e_1 : t \rrbracket_s^{expr} \land \llbracket e_2 : t \rrbracket_s^{expr} \land t \equiv t_3 \\
& \quad \text{(where } \ominus : \text{Fun} \{t_1, \text{Fun} \{t_2, t_3\}\}) \\
\llbracket e_1 = e_2 : t \rrbracket_s^{expr} & := t \equiv \text{Bool} \land \llbracket e_1 : \tau_1 \rrbracket_s^{expr} \land \llbracket e_2 : \tau_2 \rrbracket_s^{expr} \\
& \quad \land \tau_3 \equiv \tau_1 \cap \tau_2 \\
\llbracket \text{if } e_1 \text{ then } e_2 \text{ else } e_3 : t \rrbracket_s^{expr} & := \llbracket e_1 : \text{Bool} \rrbracket_s^{expr} \land \llbracket e_1 : \tau_1 \rrbracket_s^{expr} \\
& \quad \land \llbracket e_2 : \tau_2 \rrbracket_s^{expr} \land t \equiv \text{Fun} \{\tau_1, \tau_2\} \\
\llbracket \text{fun } (x_i : t a) \{ e \} : t \rrbracket_s^{expr} & := \forall s' \mapsto s \land s' \mapsto \forall x_i^R \mapsto \delta \land \delta : t \equiv \text{Fun} \{\tau\} \\
& \quad \land \llbracket e : \tau \rrbracket_s^{expr} \\
\llbracket \text{letrec } B \text{ in } e : t \rrbracket_s^{expr} & := \forall s' \mapsto s \land \llbracket B \rrbracket_s^{bind} \land \llbracket !t \rrbracket_s^{expr} \\
& \quad \land \llbracket e : t \rrbracket_s^{expr} \\
\llbracket \text{new } x_i \{ F \} : t \rrbracket_s^{expr} & := \forall x_i : s \land \forall x_i^R \mapsto \delta \land \delta : t \equiv \text{Rec} \{\delta\} \\
& \quad \land s' \mapsto \forall x_i^R \land \llbracket F \rrbracket_s^{bind} \\
& \quad \land \llbracket !\llbracket F \rrbracket_s \rrbracket_s^{expr} \\
\llbracket \text{with } e_1 \text{ do } e_2 : t \rrbracket_s^{expr} & := \llbracket e_1 : \text{Rec} \{\delta\} \rrbracket_s^{expr} \land \delta \mapsto \varsigma \land s' \mapsto s \\
& \quad \land s' \mapsto \varsigma \land \llbracket e_2 : t \rrbracket_s^{expr} \\
\llbracket e \cdot x_i : t \rrbracket_s^{expr} & := \llbracket e : \text{Rec} \{\delta\} \rrbracket_s^{expr} \land \delta \mapsto \varsigma \land s' \mapsto \varsigma \\
& \quad \land \llbracket x_i : t \rrbracket_s^{expr} \\
\llbracket x_i = e \rrbracket_{s,s,s'} & := \forall x_i^R \mapsto s_r \land \forall x_i^R \mapsto \delta \land \delta : \tau_1 \\
& \quad \land \llbracket e : \tau_2 \rrbracket_s^{expr} \land \tau_2 \leq: \tau_1 \\
\end{align*} \]

Any \( s, \tau \) appearing free is assumed to be chosen fresh. The constraint generation function can also be applied to a set of terms. In that case the function is applied as \( \llbracket T \rrbracket_s^{sort} \equiv \land_{t \in T} \llbracket t \rrbracket_s^{sort} \).

Figure 3.6: Constraint generation for LMR (cont.)
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3.2 Constraint Semantics

In this section we want to make the notions from the previous section precise by giving a formal semantics for our constraint language. Our semantics is expressed as a satisfaction relation $\Delta \models C$, defined by a set of inference rules of the following form:

$$
\frac{P_1 \ldots P_n}{\Delta \models C}
$$

A constraint context $\Delta$ satisfies a constraint $C$, written as $\Delta \models C$, if all premises $P_1$ to $P_n$ are true. The constraint context $\Delta$, which we introduced in the previous section, is formally defined as follows:

**Definition 3.1 (Constraint context $\Delta$).** A constraint context $\Delta$ is a five-tuple

$$\Delta \equiv \langle \varphi, \psi, G, R, <_T \rangle$$

with the following components

- $\varphi : \text{Var} \rightarrow \text{Term}$ (substitution)
- $\psi : \text{Decl} \rightarrow \text{Type}$ (types of declarations)
- $G$ (scope graph)
- $R : \text{Ref} \rightarrow \text{Decl}$ (resolution)
- $<_T : \text{Type} \times \text{Type}$ (subtyping relation)

where the substitution $\varphi$ is a multi-sorted mapping from variables to ground terms, $\psi$ is a ground mapping from declarations to types, $G$ is a ground scope graph, the resolution $R$ is a ground mapping from references to declarations, and the subtyping relation $<_T$ is a partial order on ground types.

We will describe the components of the constraint context – and their well-formedness criteria – in more detail later in this section, when we explain the semantic rules that use them. We write $WF(X)$ to denote the well-formedness predicate for a component of the context, and $WF(\Delta)$ for well-formedness of the whole context. When we are only interested in a few components of the context, we write $\Delta, X \models \ldots$ to make component $X$ from the context explicit without having to state all components. For example $\Delta, \varphi \models \ldots$ is equivalent to $\langle \varphi, \cdot, \cdot, \cdot, \cdot \rangle \models \ldots$.

The semantic rules for our constraint language are listed in Figure 3.7. We will explain the first two rules here, and the rules for type checking, scope graph construction, name resolution and subtyping in the next subsections. The first two rules deal with trivial truth and conjunctions of constraints. Rule C-TRUE states that every context $\Delta$ models True. Rule C-CONJ states that if a context $\Delta$ models a constraint $C_1$, and it also models a constraint $C_2$, then it models the conjunction $C_1 \land C_2$. Because of this general rule for conjunction, it suffices to express the rest of the semantic rules in terms of single constraints.
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**Constraint context**

- **Constraint context** \(\Delta \equiv (\phi, \psi, \mathcal{G}, \mathcal{R}, <_T)\)
- **Substitution** \(\phi : \text{Var} \rightarrow \text{Term}\)
- **Declaration types** \(\psi : \text{Decl} \rightarrow \text{Type}\)
- **Scope graph** \(\mathcal{G}\)
- **Resolution** \(\mathcal{R} : \text{Ref} \rightarrow \text{Decl}\)
- **Subtyping relation** \(<_T : \text{Type} \times \text{Type}\)
- **Non-strict subtyping relation** \(\leq_T \equiv t \leq_T t \frac{t_1 <_T t_2}{t_1 \leq_T t_2}\)

**Constraint semantics**

\[
\Delta \models \text{C}
\]

\[
\Delta \models \text{C}_1 \quad \Delta \models \text{C}_2 \\
\Delta, \phi \models t_1 = t_2 \quad \Delta, \phi \models d : t
\]

\[
\Delta, \mathcal{G} \models i^s \rightarrow x_j \quad \Delta, \mathcal{G} \models x_j \rightarrow j^s
\]

\[
\Delta, \mathcal{G} \models \psi(d\phi) = t\phi \quad \Delta, \mathcal{G} \models \psi : d \rightarrow t
\]

\[
\text{d} \phi \rightarrow i^s \in \mathcal{G} \quad \text{s} \phi \rightarrow i^s
\]

\[
\text{d} \phi \rightarrow i^s \in \mathcal{G} \quad \text{s} \phi \rightarrow i^s
\]

\[
\forall x \in [\mathbb{N}]_\mathcal{G}, \nu(x) = 1
\]

\[
\Delta, \mathcal{G} \models x_j^\mathcal{G} \rightarrow d
\]

\[
\text{d} \phi \rightarrow i^s \in \mathcal{G} \quad \text{s} \phi \rightarrow i^s
\]

\[
\text{d} \phi \rightarrow i^s \in \mathcal{G} \quad \text{s} \phi \rightarrow i^s
\]

\[
\forall t_i \quad (t_1 \varphi = t_2 \varphi \quad \forall t_i \quad (t_1 \varphi <_T t_2 \implies t_2 \varphi \leq_T t_1))
\]

**Nameset interpretation**

\[
[\text{N}] := X
\]

\[
[\text{D}(i^s)]_\mathcal{G} := \{x \mid x_j^\mathcal{G} \in \mathcal{D}_\mathcal{G}(i^s)\}
\]

\[
[\text{R}(i^s)]_\mathcal{G} := \{x \mid \exists \mathcal{T} \quad i^s \rightarrow x_j^\mathcal{G}\}
\]

\[
[\text{W}(i^s)]_\mathcal{G} := \{x \mid \exists \mathcal{T} \quad i^s \rightarrow x_j^\mathcal{G}\}
\]

**Figure 3.7:** Semantics of the constraint language
3. CONSTRAINT LANGUAGE

3.2.1 Type Checking

An equality constraint $t_1 \overset{\phi}{=} t_2$ is satisfied by a context $\Delta$ with a substitution component $\varphi$, if application of $\varphi$ makes $t_1$ and $t_2$ syntactically equal, i.e. if $t_1 \varphi = t_2 \varphi$ (rule C-EQUAL). The substitution is multi-sorted, so e.g. declaration variables $\delta$ are mapped to declarations, and type variables $\tau$ are mapped to types. Applying the substitution twice should have the same affect as applying it once. We define well-formedness of $\varphi$ as follows:

**Definition 3.2 (Well-formedness of $\varphi$).** The substitution $\varphi$ is well-formed, written as $WF(\varphi)$, if it is idempotent.

A declaration-type constraint $d : t$ is satisfied by a context $\Delta$, if the type of $d$ in the type-map $\psi$ equals $t$ (rule C-TYPEOF). Because variables can occur in $d$, we apply the substitution $\varphi$ before doing the lookup $\psi(d \varphi)$. Similarly, we apply $\varphi$ to $t$ before doing the comparison.

3.2.2 Scope Graph

Scope graph constraints are satisfied, if the scope graph $G$ from the constraint context contains an edge corresponding to the constraint (rules C-GDECL to C-GASSOC). Since the constraint notation corresponds one-to-one with the graphical notation for scope graphs, we represent $G$ simply as a set of scope graph constraints. We allow variables only as the target of a direct edge, which is why we apply the substitution $\varphi$ to $s$ in rule C-GEDGE. Well-formedness of a scope graph is defined as follows (Neron et al., 2015):

**Definition 3.3 (Well-formedness of $G$).** A scope graph $G$ is well-formed, written as $WF(G)$, if each declaration $x_i^D$ and reference $x_i^R$ appear in exactly one scope.

In this form, the rule allows the scope graph to be bigger than the set of edges specified in the constraints. This is a problem, because a solver could ‘invent’ edges to satisfy name resolution constraints. Therefore, we also require that the scope graph is the smallest scope graph that models the scope graph constraints:

**Definition 3.4 (Minimality of $G$).** A scope graph $G$ from a constraint context $\Delta$, must be the smallest graph that models the scope graph constraints in C.

3.2.3 Name resolution

An associated scope constraint $d \leadsto s$ is satisfied, according to rule C-ASSOC, if the declaration $d$ has an associated scope equal to $s$ in the scope graph. Because $d$ may not be ground, we apply the substitution $\varphi$ to it, before looking for an associated scope edge in $G$. Similarly, we apply $\varphi$ to $s$ before testing if it is equal to the found scope $s'$. Satisfaction of name resolution constraints is based on the decidable resolution judgment $\vdash_G x_i^R \mapsto x_i^D$ (rule C-RESOLVE). A constraint $x_i^R \mapsto d$ is satisfied
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if the reference $x^R_i$ resolved to a declaration $x^D_j$, and this declaration is equal to $d$. Because $d$ can be a variable, we apply the substitution $\phi$ in the equality test.

The name resolution calculus allows ambiguous resolutions, so there could be multiple $x^R_i$ for which the resolution judgment is true. We want a reference to resolve to the same declaration, even if multiple resolution constraints for the reference exist. The choice of resolution is fixed by the resolution component $R$. Because $R$ must be consistent with the scope graph, well-formedness of $R$ is defined with respect to the scope graph from the same context as follows:

**Definition 3.5 (Well-formedness of $R$).** A name resolution $R$ is well-formed with respect to a scope graph $G$, if

$$WF_G(R) \equiv \forall x^R_i \cdot \left( R(x^R_i) = x^D_j \implies \vdash_G x^R_i \mapsto x^D_j \right)$$

Satisfaction of name disambiguation constraint depends on the interpretation of name sets. Namesets are multi-sets of names, corresponding to sets of declarations or references. We write $\nu(x)$ for the multiplicity of $x$ in a name set. The sets of declared and referred names in a scope $s$ follow simply from the sets of declarations and references in $s$. The set of visible names contains the names of all the declarations that are visible in $s$, and is defined using the visibility relation $s \mapsto x^D_i$ from the resolution calculus. The set of names reachable from $s$ includes shadowed names as well. It is defined using the reachability relation $s \rightarrow x^D_i$ from the resolution calculus.

A distinct names constraint $!N$ is satisfied if the names corresponding to $N$ all have multiplicity $\nu(x) = 1$ (rule C-DISTINCT). Since $N$ might contain variables, we apply the substitution $\phi$ to it before calculating the names. A constraint $N_1 \subseteq N_2$ is satisfied if the names corresponding to $N_1$ are a subset of the names corresponding to $N_2$. Again, we must apply the substitution to $N_1$ and $N_2$.

### 3.2.4 Subtyping

In the nominal subtyping model of the constraint language, types are modeled as a forest. This means that every type has either zero or one supertypes. Well-formedness of the subtyping relation $<_T$ is – following the set-theoretic definition of a tree – defined as follows:

**Definition 3.6 (Well-formedness of $<_T$).** The subtyping relation $<_T$ is well-formed if it is a partial order that models a forest, i.e.

$$WF(<_T) \equiv \forall t. \left( \{ t' \mid t <_T t' \} \text{ is totally ordered by } <_T \right)$$

Supertype constraints specify the subtyping relation. The subtyping relation $<_T$ satisfies a supertype constraint $t_1 <_T t_2$, if $t_1$ is a strict subtype of $t_2$, and $t_2$ is the least supertype of $t_1$ (rule S-SUPERTYPE). Application of $\phi$ is necessary, since the types may contain variables. We use the non-strict subtyping relation $\leq_T$, which simply adds reflexivity to the strict subtyping relation $<_T$ from the constraint context.
Finally rule C-SUBTYPE states that a subtype constraint $t_1 \leq t_2$ is satisfied if $t_1$ is a non-strict subtype of $t_2$. Again, the substitution needs to be applied, because the types may not be ground.

Subtype constraints could unexpectedly be satisfied, by making the subtyping relation larger than is necessary to satisfy the supertype constraints. To prevent this, we require the subtyping relation to be the smallest relation that satisfies the supertype constraints:

**Definition 3.7 (Minimality of $<$).** The subtyping relation $<_T$ must be the smallest relation that satisfies the supertype constraints in C.

Now we have a formal description of the constraint language, and its meaning in terms of the satisfaction relation. In the next chapter we will look at an algorithm that calculates solutions that are sound with respect to this specification.
Chapter 4

Solver

In this chapter, we present an algorithm to solve a constraint problem for the constraint language defined in Chapter 3. The main idea of the solver is to rewrite a constraint and an empty constraint context to a trivial constraint and a context that satisfies the original constraint. In the first section we describe the general setup of the solver, followed by the rules for solving type checking, name resolution, and subtyping constraints. In the second section we will discuss formal properties of the algorithm. We will show that the algorithm terminates, and that it is sound with respect to the satisfaction relation. We will also show that the algorithm is not complete, but that this has not been a problem in practice.

4.1 Solver Algorithm

The solver solves a constraint $C$ by constructing a constraint context $\Delta$ that models the constraint according to our semantics. The algorithm is based on a non-deterministic rewrite system on a pair $\langle C; \Delta \rangle$ of a constraint and a constraint context, which we call the solver state. The rules of our rewrite system have the following form:

$$\langle C ; \Delta \rangle \rightarrow P_{\geq 1}(\langle C' ; \Delta' \rangle)$$

if conditions

The rules rewrite the state $\langle C;\Delta \rangle$ to a possibly changed state $\langle C';\Delta' \rangle$. Extra ‘if’ clauses make the rule conditional, and can introduce auxiliary definitions used in the resulting solver state. If we only need to make a few components of the context explicit, we will use the same $\Delta, X$ notation as in the previous chapter. Constraints are matched module associativity and commutativity of conjunction, and rules can be applied in any order. Note that a conjunction match can easily be satisfied for a single primitive constraint, by using $C = \text{True}$. Rewrite rules can make non-deterministic choices by returning a positive, finite number of alternative states. However, since most rules will be deterministic in this sense, we will omit the set-delimiters and write $\langle C;\Delta \rangle$ instead of $\{ \langle C;\Delta \rangle \}$, if a single state is returned.
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The algorithm, presented in Figure 4.1, starts from an initial constraint $C$ and a constraint context $\Delta_0$. In the initial context $\Delta_0$, all mappings are undefined on their whole domain and the scope graph is empty. The loop on line 3 takes one rewrite step each iteration, until $C = \text{True}$ or there are no more possible rewrite steps. If multiple states are returned, we branch nondeterministically on all of them. The resulting states of all branches are collected in $R$ by the join operation on line 7. If exactly one branch reduced the constraint to $C = \text{True}$, we return the corresponding constraint context as our final result. Otherwise we fail, since there was no solution, or there were multiple ambiguous solutions.

Now we will explain the rules of our rewrite system. We will follow a similar structure as in Chapter 3, starting with an explanation of the general rules in this section, then discussing the rules for type checking, name resolution and subtyping in the next subsections. The trivial constraint $\text{True}$ is satisfied by any context, and it can therefore just be eliminated without making any changes to the context (rule S-TRUE).

4.1.1 Type Checking

The rules for type checking constraints are presented in Figure 4.2. Equality constraints are solved by first-order unification. Rules S-TRIVIAL to S-DECOMPOSE are the same as the rules from the unification algorithm $\mathcal{U}$, presented in Figure 2.10. We have no explicit rules for error cases, such as in $\mathcal{U}$. Any error case will result in an unsolved constraint, causing the algorithm to return $\bot$. In rule S-ELIMINATE, the substitution is applied to the solver state, i.e. $\langle C; \Delta \rangle \sigma$. This means that the substitution is applied to the constraint $C$ and all the components of $\Delta$. Since we defined application of a substitution to another substitution as a composition, the resulting $\varphi \sigma$ is actually the composition of $\varphi$ and $\sigma$. 

![Figure 4.1: Constraint solving algorithm](image-url)
When solving type-of constraints, like $x_i^0 : t$, we can distinguish two cases. Either this is the first time we encounter a type for this declaration, or we have seen a constraint for it before. In the first case, we can simply add the type for this declaration to the type map $\psi$, such that $\psi(x_i^0) = t$. In the second case, we need to make sure that the type $t$ in the constraint is equal to the type $\psi(x_i^0)$ in the type map. Note that, although our semantics are defined in terms of a ground type map $\psi$, the types in $\psi$ can contain variables in an intermediate solver state. Therefore, we do not check equality directly, but generate an equality constraint between the type from the constraint and the type from $\psi$.

### 4.1.2 Name Resolution

We will now explain the rules for scope graph construction, name resolution, and name disambiguation constraints, presented in Figure 4.3.
Solver rules

\[
\begin{align*}
\langle \vec{f} \rightarrow x_0^0 \land C; \Delta, \mathcal{G} \rangle & \rightarrow \langle C; \Delta, \{ \vec{f} \rightarrow x_0^0 \} \cup \mathcal{G} \rangle \\
\text{if } \overline{x}s. x_0^0 \in \mathcal{G} \\ (S-GDECL) \\
\langle x_i^0 \rightarrow \vec{f} \land C; \Delta, \mathcal{G} \rangle & \rightarrow \langle C; \Delta, \{ x_i^0 \rightarrow \vec{f} \} \cup \mathcal{G} \rangle \\
\text{if } \overline{x}s.x_i^0 \rightarrow s \in \mathcal{G} \\ (S-GREF) \\
\langle \vec{f} \rightarrow s \land C; \Delta, \mathcal{G} \rangle & \rightarrow \langle C; \Delta, \{ \vec{f} \rightarrow s \} \cup \mathcal{G} \rangle \\
(S-GEDEG) \\
\langle \vec{f} \rightarrow x_i^0 \land C; \Delta, \mathcal{G} \rangle & \rightarrow \langle C; \Delta, \{ \vec{f} \rightarrow x_i^0 \} \cup \mathcal{G} \rangle \\
\text{if } \exists s.x_i^0 \rightarrow s \in \mathcal{G} \\ (S-GNEDGE) \\
\langle x_i^0 \rightarrow \vec{f} \land C; \Delta, \mathcal{G} \rangle & \rightarrow \langle C; \Delta, \{ x_i^0 \rightarrow \vec{f} \} \cup \mathcal{G} \rangle \\
\text{if } \overline{x}s.x_i^0 \rightarrow s \in \mathcal{G} \\ (S-GASSOC) \\
\langle x_i^0 \rightarrow s \land C; \Delta, \mathcal{G} \rangle & \rightarrow \langle s \rightarrow \vec{f} \land C; \Delta, \mathcal{G} \rangle \\
\text{if } x_i^0 \rightarrow \vec{f} \in \mathcal{G} \\ (S-ASSOC) \\
\langle x_i^0 \rightarrow d \land C; \Delta, \mathcal{G}, \mathcal{R} \rangle & \rightarrow \left\{ (d = x_i^0 \land C; \Delta, \mathcal{G}, \{(x_i^0, x_j^0)\} \cup \mathcal{R}) \mid x_j^0 \in D \right\} \\
\text{if } C \cap C^\mathcal{R} = \emptyset, x_i^0 \notin \text{dom}(\mathcal{R}), \\
\exists D. \text{RES}_\mathcal{G}(x_i^0) = D, |D| > 0 \\ (S-RESOLVE1) \\
\langle x_i^0 \rightarrow d \land C; \Delta, \mathcal{G}, \mathcal{R} \rangle & \rightarrow \langle d \rightarrow x_i^0 \land C; \Delta, \mathcal{G}, \mathcal{R} \rangle \\
\text{if } \mathcal{R}(x_i^0) = x_i^0 \\ (S-RESOLVE) \\
\langle !N \land C; \Delta, \mathcal{G} \rangle & \rightarrow \langle C; \Delta, \mathcal{G} \rangle \\
\text{if } C \cap C^\mathcal{G} = \emptyset, \text{vars}(N) = \emptyset, \\
\exists X. \text{NS}_\mathcal{G}(N) = X, \\
\forall x \in X. \nu(x) = 1 \\ (S-DISTINCT) \\
\langle N_1 \subseteq N_2 \land C; \Delta, \mathcal{G} \rangle & \rightarrow \langle C; \Delta, \mathcal{G} \rangle \\
\text{if } C \cap C^\mathcal{G} = \emptyset, \\
\text{vars}(N_1) \cup \text{vars}(N_2) = \emptyset, \\
\exists X_1. \text{NS}_\mathcal{G}(N_1) = X_1, \\
\exists X_2. \text{NS}_\mathcal{G}(N_2) = X_2, X_1 \subseteq X_2 \\ (S-SUBSET)
\end{align*}
\]

Nameset calculation

\[
\begin{align*}
\text{NS}_\mathcal{G}(\text{mD}(\vec{f})) & := \{ x \mid x_i^0 \in \mathcal{D}(\vec{f}) \} \\
\text{NS}_\mathcal{G}(\text{mR}(\vec{f})) & := \{ x \mid x_i^0 \in \mathcal{R}(\vec{f}) \} \\
\text{NS}_\mathcal{G}(\text{mV}(\vec{f})) & := \{ x \mid x_i^0 \in \mathcal{D} \land \text{ENV}_\mathcal{G}[\emptyset, \emptyset](\vec{f}) = (T, D) \} \\
\text{NS}_\mathcal{G}(\text{mW}(\vec{f})) & := \{ x \mid x_i^0 \in \mathcal{D} \land \text{ENV}_\mathcal{G}[\emptyset, \emptyset](\vec{f}) = (T, D) \} \\
\text{(using the empty label order } <_{\emptyset})
\end{align*}
\]

Figure 4.3: Constraint solver rewrite rules: name resolution
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gle declaration. Note that the only rule that allows a variable to appear in
the scope graph, is rule S-EDGE. This is of course, because the resolution
algorithm only admits graphs where variables appear as the target of a direct
edge.

Name resolution An associated scope constraint is solved using a simple
lookup in $G$. To be able to carry out the lookup, the declaration has to be
ground. If $s$ is a constraint variable, we want it to be unified with the discov-
ered scope $j^s$. Therefore, we generate an equality constraint instead of directly
testing for equality.

Name resolution constraints are solved using the name resolution algo-
rythm presented in Figure 2.6. Similar to the type-of constraints, we have cases
for the first time we encounter a reference, and for subsequent times. When
we resolve a reference, we add the resolved declaration to $R$. If the reference
is not in $R$, we need to resolve it (rule S-RESOLVE1). We need to make sure
that we do not invoke the resolution algorithm if new edges can still be added
to the scope graph. A new edge could easily invalidate a resolution, e.g. by
introducing a declaration with a shorter path. The condition $C \cap C^G = \emptyset$ re-
quires that there are no scope graph constraints left in $C$, and therefore no new
edges could be added after solving the name resolution constraint. Although
all the edges are in $G$, it may still contain variables, resulting in an unknown
resolution $\bot$. We write $\exists D. RES_G(x^j)$, to ensure $D$ is a set of declarations, and
not $\bot$. We require that the reference resolves to at least one declaration, but it
can resolve to multiple. This is where we introduce a non-deterministic choice
between the possible resolutions. Every solver state we return picks one of the
declarations, and fixes this choice in $R$. We also introduce an equality con-
straint between $d$ and the declaration, to allow unification if $d$ is a variable. If
the resolution $R$ already contains a resolved declaration for the reference, we
simply generate the equality constraint without invoking the name resolution
algorithm (rule S-RESOLVE1).

Name disambiguation Solving name disambiguation constraints involves
calculating name sets. The rules for calculating name sets are presented in
Figure 4.3. The sets of declared and referred names in a scope are easily cal-
culated from the declarations and reference of the scope. For the set of visible
names, we use the ENV function, which calculates the set of visible declara-
tions in a scope. To get the correct set, we need to invoke it with the same
parameters as a top-level RES does, i.e. with seen imports $I = \emptyset$ and seen
scopes $S = \emptyset$, and the regular expression $E$. There is no separate function that
calculates the set of reachable declarations. However, the difference between
reachable and visible declarations is, that the latter are restricted to the decla-
rations with the shortest path. By using an empty path order, where no step,
not even the builtin $D(\cdot)$, is smaller than any other step, we can use the same
environment calculation. Because no path will be shorter than any other path,
the reachable and visible sets will be the same. To solve distinct names con-
straints, we just check that every name in the names calculated for $N$ appears
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\[
\langle C;\Delta \rangle \rightarrow \langle C;\Delta \rangle
\]

\[
\langle t_1 <: t_2 \wedge C;\Delta, <_T \rangle \rightarrow \langle C;\Delta, <_T \rangle
\]

- if \( \text{vars}(t_1) \cup \text{vars}(t_2) = \emptyset \),
- \( t_1 \notin \text{dom}(<_T) \), \( t_2 \not\leq_T t_1 \),
- \(<'_T = \{ (t,t') \mid t \leq_T t_1, t_2 \leq_T t' \} \cup <_T \),

(S-SUPERTYPE)

\[
\langle t_1 \leq: t_2 \wedge C;\Delta, <_T \rangle \rightarrow \langle C;\Delta, <_T \rangle
\]

- if \( \text{vars}(t_1) \cup \text{vars}(t_2) = \emptyset \), \( t_1 \leq_T t_2 \),

(S-SUBTYPE)

Figure 4.4: Constraint solver rewrite rules: subtyping

only once, i.e. the multiplicity \( \nu(x) = 1 \) (rule S-DISTINCT). Equally, a subset constraint is solved if the names calculated for \( N_1 \) are a subset of the names calculated for \( N_2 \) (rule S-SUBSET). For name set calculation we have the same requirements as for name resolution, i.e. that all the graph edges are present before the algorithm is invoked.

4.1.3 Subtyping

Supertype constraints \( t_1 <: t_2 \) are solved by building the subtyping relation \( <_T \). We have seen in the semantics that the relation must be a forest, and that \( t_2 \) must be the smallest supertype of \( t_1 \). The condition \( t_2 \not\leq_T t_1 \) of rule S-SUPERTYPE prevents us from creating a cycle. The condition \( t_1 \notin \text{dom}(\leq_T) \) ensures that we only add one supertype for \( t_1 \). Together they make sure that the relation models a tree, and that \( t_2 \) will be the smallest supertype. We also need to ensure that the subtyping relation \( <_T \) is transitive. Just adding \( t_1 <_T t_2 \) is not enough, because \( t_1 \) might have subtypes and \( t_2 \) might have supertypes. Therefore, we add a relation between every \( t \leq_T t_1 \) and every \( t_2 \leq_T t' \). Subtype constraints \( t_1 \leq: t_2 \) are solved, if \( t_1 \) is a subtype of \( t_2 \) in the subtyping relation (rule S-SUBTYPE).

4.2 Formal Properties

In this section we discuss several formal properties of the algorithm we introduced. We start with soundness of the solver with respect to the semantics, then we show termination, and finally we discuss several examples of incompleteness.

4.2.1 Soundness

The algorithm should only give an answer if the answer is indeed a solution, that is, if it satisfies the constraint. Therefore, we define soundness as follows:
Theorem 4.1 (Soundness of Solve). The algorithm is sound, if the result of Solve is well-formed and satisfies the constraint according to the semantics, i.e.

$$\forall C\Delta. (\text{Solve}(C) = \Delta \implies \text{WF}(\Delta) \land \Delta \models C)$$

Before we can prove soundness of the algorithm, we need to introduce some auxiliary definitions and lemmas. First we define full instantiation of the solver state as follows:

Definition 4.2 (Full Instantiation of \(\langle C; \Delta \rangle\)). We say a constraint \(C\) and context \(\Delta\) are fully instantiated, i.e. \(\langle C; \Delta, \varphi \rangle \downarrow\), if \(\langle C; \Delta, \varphi \rangle \varphi = \langle C; \Delta \rangle\).

This gives us two useful properties. First, the substitution in the constraint context is idempotent, i.e. applying it multiple times will have the same effect as applying it once. Second, any variable that occurs in the domain of the substitution, does not occur in \(C\).

Corollary 4.3. If \(\langle C; \Delta, \varphi \rangle \downarrow\), then \(\varphi \varphi = \varphi\), therefore \(\varphi\) is idempotent.

Corollary 4.4. If \(\langle C; \Delta, \varphi \rangle \downarrow\), then \(\text{vars}(C) \cap \text{dom}(\varphi) = \emptyset\).

Let \(C \cap C^G\) denote the set of subterms of \(C\) from the sort \(C^G\). We define well-formedness of the solver state, consisting of several conditions. First, the constraint context must be well-formed, as defined in Section 3.2. Second, the state must be fully instantiated. Last, if the constraint \(C\) contains scope graph construction constraints, no names must be resolved yet, because the edges resulting from the remaining constraints, could invalidate those resolutions.

Definition 4.5 (Well-formedness of \(\langle C; \Delta \rangle\)). We say a solver state consisting of a constraint \(C\) and a context \(\Delta\) is well-formed, if

$$\text{WF}(\langle C; \Delta, G, <_T \rangle) \equiv \text{WF}(\Delta, G, <_T) \land \langle C; \Delta, G, <_T \rangle \downarrow$$

$$\land \left( C \cap C^G \neq \emptyset \implies \text{dom}(R) = \emptyset \right)$$

Now we define a preorder \(\subseteq\) on constraint contexts, which is used to ensure that the solution grows monotonically during solving. Let \(X|_D\) be the mapping \(X\) restricted to the domain \(D\). Our preorder is defined as follows:

Definition 4.6 (Context preorder \(\subseteq\)). For contexts \(\Delta, \Delta'\), we define a preorder \(\Delta \subseteq \Delta'\) as

$$\langle \varphi, \psi, G, R, <_T \rangle \subseteq \langle \varphi', \psi', G', R', <'_T \rangle \equiv \exists \sigma. \left( \varphi \sigma = \varphi' \right.$$ 

$$\land \psi \sigma = \psi'|_{\text{dom}(\psi)}$$

$$\land G \sigma \subseteq G'$$

$$\land R = R'|_{\text{dom}(R)}$$

$$\land <_T = <'_T|_{\text{dom}(<_T)} \right)$$

Sometimes we want to make the substitution \(\sigma\) explicit, in which case we write \(\Delta \subseteq_c \Delta'\) instead.
Using these definitions, we can now state that for every reduction step, three properties should hold. The first states that well-formedness of the solver state is preserved. The second states that the context before the reduction is included in the context after reduction. The last one states that if there is a reduction that ends with \( C = \text{True} \), and its context models the output constraint, it models the input constraint as well.

**Lemma 4.7 (Invariant of \( \rightarrow \)).** The following invariant holds for the reduction:

\[
\forall C \Delta C' \Delta'.\left( (C; \Delta) \rightarrow (C'; \Delta') \implies \\
(WF((C; \Delta)) \implies WF((C'; \Delta'))) \land \Delta \subseteq \Delta' \\
\land \forall \Delta''. \left( (C'; \Delta') \rightarrow^* \langle \text{True}; \Delta'' \rangle \land WF((C'; \Delta')) \\
\land \Delta'' \models C' \implies \Delta'' \models C \right) \right)
\]

Transitivity of implication and \( \subseteq \) give us the following useful properties for multi-step reductions, which we will use in the proofs of (Star):

**Corollary 4.8.** For any multi-step reduction, Transitivity of implication, and (WF) give us

\[
\forall C \Delta C' \Delta'.\left( (C; \Delta) \rightarrow^* (C'; \Delta') \land WF((C; \Delta)) \implies WF((C'; \Delta')) \right)
\]

**Corollary 4.9.** For any multi-step reduction, transitivity of \( \subseteq \), and (Sub) give us

\[
\forall C \Delta C' \Delta'.\left( (C; \Delta) \rightarrow^* (C'; \Delta') \implies \Delta \subseteq \Delta' \right)
\]

The proof of Lemma 4.7 by case analysis can be found in Appendix A.1. Now we can state and prove soundness for multi-step reductions.

**Lemma 4.10 (Soundness of \( \rightarrow \)).** The reduction is sound, i.e.

\[
\forall n C \Delta \Delta''.\left( (C; \Delta) \rightarrow^n (\text{True}; \Delta'') \land WF((C; \Delta)) \implies \Delta'' \models C \right)
\]

**Proof.** By induction on the length \( n \) of the reduction.

1. **Assume:** 1. \((C; \Delta) \rightarrow^0 (\text{True}; \Delta'')\)
   2. WF\((C; \Delta)\)
   **Prove:** \( \Delta'' \models C \)
   **Proof:** Because of the 0-step reduction, we know that \( C = \text{True} \land \Delta = \Delta'' \). Therefore \( \Delta'' \models C \) follows from rule C-True.

2. **Assume:** 1. \((C; \Delta) \rightarrow^{n+1} (\text{True}; \Delta'')\)
   2. WF\((C; \Delta)\)
   **IH.** \( \forall C' \Delta' \Delta''.\left( (C'; \Delta') \rightarrow^n (\text{True}; \Delta'') \land WF((C'; \Delta')) \implies \Delta'' \models C' \right) \)
   **Prove:** \( \Delta'' \models C \)
   **(2.1)** \exists C'.\left( ((C; \Delta) \rightarrow (C'; \Delta'))^{(1)} \land (C'; \Delta') \rightarrow^n (\text{True}; \Delta'')^{(2)} \right)
   **Proof:** By assump. (1) 2-1 and property of reductions.
   **(2.2)** WF\((C'; \Delta')\)
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PROOF: By assump. ⟨1⟩2-2 and (WF) of ⟨2⟩1-1.

⟨2⟩3. \( \Delta' \models C' \)
PROOF: By assump. ⟨2⟩1-2, ⟨2⟩2, and IH.
⟨2⟩4. Q.E.D.

PROOF: By ⟨2⟩2, assump. ⟨2⟩1-2, ⟨2⟩3, and (Star) of assump. ⟨2⟩1-1.

⟨1⟩3. Q.E.D.

PROOF: By ⟨1⟩1, ⟨1⟩2, and the principle of induction.

Given all the above, we can now prove soundness of the solver.

**Theorem 4.1 (Soundness of SOLVE).** The algorithm is sound, if the result of SOLVE is well-formed and satisfies the constraint according to the semantics, i.e.

\[
\forall C \Delta. (\text{SOLVE}(C) = \Delta \implies \text{WF}(\Delta) \land \Delta \models C)
\]

**Proof.** For the initial empty context \( \Delta_0 \) and any constraint \( C \), it holds that \( \text{WF}(\langle C; \Delta_0 \rangle) \). The algorithm returns \( \Delta'' \) only if \( \langle C; \Delta_0 \rangle \rightarrow \langle \text{True}; \Delta'' \rangle \). We conclude by application of Lemma 4.10.

We have not yet developed a formal proof for the minimality criteria on the scope graph and the subtyping relation. We believe our algorithm does indeed produce minimal solutions, but a proof is subject of future work.

4.2.2 Termination

We say that the solver is terminating, if it halts for every input constraint \( C \).

**Theorem 4.11 (Termination of SOLVE).** \( \forall C. (\text{SOLVE}(C) \text{ terminates}) \).

Before we can prove this, we will prove termination for multi-step reductions.

**Lemma 4.12 (Termination of \( \rightarrow \)).** \( \forall C \Delta. (\langle C; \Delta \rangle \rightarrow^* \ldots \text{terminates}) \).

The proof by case analysis can be found in Appendix A.2. Using this we can prove termination of the solver.

**Theorem 4.11 (Termination of SOLVE).** \( \forall C. (\text{SOLVE}(C) \text{ terminates}) \).

**Proof.** From Lemma 4.12 we know that every multi-step reduction terminates. This means our algorithm terminates, if only a finite number of branches are created. The only rule that creates branches is rule S-RESOLVE1. The scope graph is finite, so every reference resolves to a finite number of declarations. Therefore, every time rule S-RESOLVE1 is applied, a finite number of branches is created. Given that there are also finite references in the scope graph, and the rule is only applied once for every reference, the total number of branches will be finite. Hence, the algorithm terminates.
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4.2.3 On Completeness

Completeness states that, if a solution exists for a constraint $C$, the algorithm will find it:

**Definition 4.13 (Completeness of Solve).** Algorithm Solve is complete, if the algorithm finds a solution for every $C$ that is satisfiable:

$$\forall C \Delta. (\Delta \models C \implies (\exists \Delta. \text{Solve}(C) = \Delta))$$

Unfortunately our algorithm is not complete. As it is now we see two major reasons for this incompleteness, namely incomplete scope graphs, and lack of subtype inference. We will give some examples for the name resolution case. The first example is presented in Figure 4.5. The solver needs to resolve $x_2$ to the declaration $x_1$ in the parent scope, to be able to find the value for $\zeta$ and solve the constraints. Because of the import $\delta$, which could shadow the declaration in the parent, the resolution fails, and the constraints remain unsolved.

In our second example, presented in Figure 4.6, there is a mutual dependency between the references. They can only be resolved through the variable scope import, which can only be instantiated if the references are resolved. This example is arguably less realistic, but also harder to solve than the first one. In the first example there existed a resolution path, even though it was disregarded because it might be unsafe. In the second example, there is no path at all, and the algorithm would need to resort to guessing variables to solve it.
Despite the fact that these incomplete cases exist, we have not run into them in practice. We expect that for many practical programming languages, this incompleteness will not be a problem. Testing this hypothesis is the subject of future work.
Chapter 5

Evaluation

We evaluated our approach with respect to expressiveness and realizability. To evaluate expressiveness, we defined the static semantics of two languages from different paradigms that are well-known in the literature. The first language is PCF, a functional language with integer base type. The second language is Featherweight Java, an object-oriented language with inheritance. To evaluate realizability, we implemented the solver, and static analysis for the languages LMR, PCF and Featherweight Java in the Spoofax workbench. In the first section we will introduce the syntax and important features of PCF, and explain how we expressed its static semantics using our constraint language. In the second section we do the same for Featherweight Java. In the last section we discuss how we implemented the constraint solver in Spoofax, and where this implementation differs from the theoretical presentation.

5.1 Static Semantics of PCF

PCF is a small functional language with integer base types, first introduced by Plotkin (1977). We first describe the syntax of the language, and then discuss the constraint function for static analysis.

\[
\begin{align*}
expr & := \text{id} \mid \text{n} \mid E \oplus E \mid expr \ expr \\
& \quad \mid \text{fun id } \to expr \mid \text{fix id } \to expr \\
& \quad \mid \text{ifz expr then expr else expr} \\
& \quad \mid \text{let id } = expr \text{ in expr}
\end{align*}
\]

Numerical operators are drawn from the set \( \oplus \in \{+,-,*,/\} \).

\[
Type := \text{Nat} \mid Type \to Type
\]

Figure 5.1: Syntax of PCF
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The syntax of LMR is presented in Figure 5.1. The language features the following constructs:

- The language features **lexical scoping** of identifiers. New declarations are introduced by `fun`, `fix`, and `let` expressions. Declarations in nested scopes shadow declarations with the same name from outer scopes.

- **Abstractions** are created with the `fun` and `fix` expressions. The fixpoint expression enables recursion, and expects its argument to be a function. Function application is written as juxtaposition of expressions, as in $e_1 e_2$.

- The language provides **integer** literals, as well as arithmetic operations addition, subtraction, multiplication, and division. A conditional `ifz` branches on an integer argument, evaluating the `then` branch if the integer is zero, and the `else` branch otherwise. The type of the branches is free, as long as it is the same for both.

### 5.1.2 Constraints

We specify the static semantics of PCF using the constraint generation function presented in Figure 5.2. The constraints generated for LMR programs are similar to the constraints we have seen for LMR expressions:

- The scopes in the scope graph for LMR programs will form a tree, connected by parent edges, that models the lexical scoping. The constraint
5.2 Static Semantics of Featherweight Java

Featherweight Java is a small object-oriented language, introduced by Igarashi et al. (2001). The language is a lightweight version of Java, aiming to be a “minimal core calculus for modeling Java’s type system.” It features classes with fields, methods, and class inheritance. We first introduce the syntax of the language, and explain the different language constructs. Then we discuss how we model its static semantics using our constraint language.

5.2.1 The Language

The syntax of Featherweight Java is presented in Figure 5.3. The language features the following constructs:

- A Featherweight Java program consists of zero or more class definitions. Classes form a nominal class hierarchy, and declaring the superclass with extends is required. We assume the existence of an Object class as the root of the type hierarchy. Cyclic inheritance is not allowed.

Figure 5.3: Syntax of Featherweight Java

generation function passes down the current lexical scope s. The rules for fun, fix, and let all introduce a new subscope s’ of scope s, and add a declaration in the new scope s’. References are resolved in the current lexical scope.

- The types of PCF are the base type Int of integers, and the function type \( t_1 \rightarrow t_2 \), where \( t_1 \) is the argument type, and \( t_2 \) the result type. The type equality constraints that are generated are the same as the constraints we have seen for the expressions in LMR.

The types of PCF are the base type Int of integers, and the function type \( t_1 \rightarrow t_2 \), where \( t_1 \) is the argument type, and \( t_2 \) the result type. The type equality constraints that are generated are the same as the constraints we have seen for the expressions in LMR.
• A class defines fields, which are explicitly typed by prefixing it with a class name. Field names must be distinct, and cannot shadow fields from the superclass.

• Every class defines exactly one constructor, which has the same name as the class. The constructor takes a number of explicitly typed arguments. The arguments are passed to the constructor of the super class in a super call, and used to initialize the class fields. The constructor must initialize every class field exactly once.

In the original presentation of Featherweight Java, the constructor arguments had to match the names and order of the superclass constructor and the fields exactly. As we will explain later, we drop this restriction in our specification of the semantics.

• A class defines methods, which have explicitly typed parameters, and an explicit return type. The body of the method is one expression, which must be a subtype of the explicit return type. Method names must be distinct, and cannot shadow methods from the superclass. Inside a method body, there is an implicit variable this available, that refers to the object the method is invoked on.

• New objects are created using the new expression. The number of expressions passed to new must match the number of constructor parameters of the class. The expression types must be subtypes of the specified parameter types.

• Access to methods and fields is provided by dot-notation on an object. In case of method invocation, the number of passed expressions must match the number of method parameters, and the expression types must be subtypes of the defined parameter types.

• The type of an expression can be forced by using a cast, written as \((x)e\), where \(x\) is the class name one casts to.

5.2.2 Constraints

The constraint generation function for Featherweight Java is presented in Figures 5.4 and 5.5. We will explain how we model name binding and type checking for class definitions, fields, constructors, methods, and expressions.

Class definitions A definition of a class \(x\) introduces a new declaration \(^\cdot x^0\) in the global scope. Declarations and references for classes use the namespace \(C\). For every class we introduce two new scopes. The first is the class scope \(s_c\), associated with the class declaration. The class scope will contain the declarations of the constructor, and the fields and methods of the class. Overloading or overriding is forbidden in Featherweight Java, therefore we require all reachable definitions in the class scope to be distinct. The other scope is the lexical scope \(s'\) of the class body, which will contain the declaration for this.
5.2. Static Semantics of Featherweight Java

\[
\begin{align*}
\llbracket C \rrbracket_{\text{program}} & := \llbracket C \rrbracket_{\text{class}}^* \\
\mathbf{class} \ & x_i \ \mathbf{extends} \ y_j \ \{ \mathbf{class} \ F \ I \ M \} \ s \ := \ s \xrightarrow{\mathcal{C}} x_i \land x_i \rightarrow s_c \land \neg y_j \rightarrow s \\
& \land s_c \xrightarrow{\mathcal{C}} y_j \land \neg y_j^R \rightarrow \delta \land !W(s_c) \\
& \land \mathcal{C}(y_j^D) \land \neg \delta' \xrightarrow{\mathcal{C}} s \\
& \land \mathcal{s'} \xrightarrow{\mathcal{V}} this \land \neg this^D : \mathcal{C}(\neg x_i^D) \\
& \land \llbracket F \rrbracket_{\text{fdecl}}^s \land \llbracket I \rrbracket_{\text{init}}^s \land \llbracket M \rrbracket_{\text{decl}}^s \\
\llbracket x_i : y_j \rrbracket_{\text{fdecl}}^s & := s_c \xrightarrow{\mathcal{V}} y_j \land \llbracket x_i \rrbracket_{s, \tau}^s \land \neg y_j^D : \tau \\
\llbracket x_i(A) \ \{ \ \mathbf{super}(E) ; \ F \ \} \ \text{init} \ s_{s, \delta, y, z}^s & := x \xrightarrow{\mathcal{V}} y \land s_c \xrightarrow{\mathcal{V}} x_1^D \land \neg z^R \rightarrow s_c \\
& \land s' \xrightarrow{\mathcal{V}} s \land \llbracket A \rrbracket_{s'}^\mathcal{V} \land \neg x_1^D : I[\tau_1] \\
& \land \neg z^R \rightarrow \delta \land \delta : I[\tau_2] \land \llbracket E \rrbracket_{s'}^\mathcal{V} \land \neg \tau_3^s \leq: \tau_3 \land \llbracket F \rrbracket_{s, \delta, \tau_3}^{\mathcal{V}} \\
& \land \neg \tau_3^s \land \neg \tau_3 \xrightarrow{\mathcal{V}} R(s_c) \land \neg \tau_1 \land \neg \tau_2 \xrightarrow{\mathcal{V}} R(s_c) \land \neg \tau_1 \\
\llbracket \text{this} \ x_i = y_j \rrbracket_{\text{init}}^{\mathcal{V}} & := x_i \xrightarrow{\mathcal{V}} y \land x_i \xrightarrow{\mathcal{V}} R \rightarrow \delta \land \delta : \tau_1 \\
& \land \llbracket y_j : \tau_2 \rrbracket_{s}^{\mathcal{V}} \land \neg \tau_2 \leq: \tau_1 \\
\llbracket x_i \ y_j(A) \ \{ \ \mathbf{return} \ e ; \ F \ \} \ \text{decl} \ s_{s, \delta, e}^s & := s_c \xrightarrow{\mathcal{V}} y_j \land s' \xrightarrow{\mathcal{V}} s \land \llbracket x_i \rrbracket_{s, \tau_1}^{\mathcal{V}} \\
& \land \llbracket A \rrbracket_{s, \tau_2}^\mathcal{V} \land \neg e : \tau_3 \land \neg \tau_3 \xrightarrow{\mathcal{V}} \tau_3 \land \neg \tau_3 \leq: \tau_3 \\
& \land \neg x_i^D : M[\tau_2^s, \tau_1] \land \neg \tau_1 \land \neg \tau_2 \xrightarrow{\mathcal{V}} R(s') \\
\llbracket x_i y_j : \tau \rrbracket_{\text{arg}}^s & := s \xrightarrow{\mathcal{V}} y_j \land \llbracket x_i \rrbracket_{s, \delta}^{\mathcal{V}} \land \neg y_j : \tau \\
& \land \llbracket x_i y_j \rrbracket_{s, \delta}^{\mathcal{V}} \land \neg \tau : t \\
\end{align*}
\]

Any \( s, \tau, \) or \( \delta \) appearing free are assumed to be chosen fresh. The constraint generation function can also be applied to a list of terms. In that case the function is applied as \( \llbracket T \rrbracket_{s, \tau}^\mathcal{V} \equiv \bigwedge_{t \in T} \llbracket t \rrbracket_{s, \tau}^\mathcal{V} \). Variables in a list invocation can be starred, as in \( \llbracket T \rrbracket_{s, \tau}^\mathcal{V} \). This means a fresh \( \tau \) is assumed for every invocation. We can refer to those variables as a list, using the same notation \( \tau^* \).

The parameters to the resolution calculus are the following:

\[
\begin{align*}
\mathcal{L} & := \{ S, P \} \\
l_1 < l_2 & := S < P \\
\mathcal{E} & := P^* \cdot (S^*)
\end{align*}
\]

Figure 5.4: Constraint generation function for Featherweight Java
\[
\begin{align*}
[x_\ell : t_s^{\text{exp}}] & := x_\ell \rightarrow s \land \neg x_\ell \rightarrow \delta \land \delta : t \\
[e \cdot x_\ell : t_s^{\text{exp}}] & := [e]_s^{\text{exp}} \land \delta_1 \rightarrow \zeta \land \zeta \rightarrow x_\ell \rightarrow s' \\
& \land x_\ell \rightarrow \delta_2 \land \delta_2 : t \\
[e \cdot x_\ell(E) : t_s^{\text{exp}}] & := [e]_s^{\text{exp}} \land \delta_1 \rightarrow \zeta \land \zeta \rightarrow x_\ell \rightarrow s' \\
& \land x_\ell \rightarrow \delta_2 \land \delta_2 : [E : \tau_2^*]_s^{\text{expr}} \\
& \land \tau_2^* \leq \tau_1^* \\
\textbf{new } x_\ell(E) : t_s^{\text{exp}} & := x_\ell \rightarrow s \land \neg s \rightarrow \neg x_\ell \rightarrow \delta_1 \land t \rightarrow \mathcal{C}(\delta_1) \\
& \land x_\ell \rightarrow s' \land \neg x_\ell \rightarrow \delta_2 \land \delta_2 : [I : \tau_1] \\
& \land [E : \tau_2^*]_s^{\text{expr}} \land \tau_2^* \leq \tau_1 \\
[x_\ell]_{\text{tyann}, s,t} & := x_\ell \rightarrow s \land \neg x_\ell \rightarrow \delta \land t \rightarrow \mathcal{C}(\delta) \\
\end{align*}
\]

Any \(s, \tau,\) or \(\delta\) appearing free are assumed to be chosen fresh. The constraint generation function can also be applied to a list of terms. In that case the function is applied as \(\llbracket T \rrbracket_\mathit{sort}^* \equiv \bigwedge_{t \in T} \llbracket t \rrbracket_\mathit{sort}^*\). Variables in a list invocation can be starred, as in \(\llbracket T \rrbracket_\mathit{sort}^*\). This means a fresh \(\tau\) is assumed for every invocation. We can refer to those variables as a list, using the same notation \(\tau^*\).

Figure 5.5: Constraint generation function for Featherweight Java (cont.)

The semantic type of a class is written as \(\mathcal{C}(d)\), where \(d\) is the class declaration. We give this the class type of the class being defined, and specify the subtyping using a supertype constraints. We will assume that the scope graph includes a declaration and class scope for the special type \texttt{Object}.

**Fields**  
Field definitions introduce new declarations in the class scope \(s_c\). Declarations and references for fields use the variable namespace \(V\). Fields are explicitly typed by an annotated class name. The class names are resolved in the lexical scope \(s\), and we assign the corresponding class type to the field declaration.

**Constructor**  
The constructor introduces a declaration with the same name as the class, but using the namespace \(I\). The constructor name should be the same as the class name. We therefore expect the class name as an argument \(y\), and generate an equality constraint between \(y\) and the constructor name \(x\). The constructor introduces a new lexical scope \(s'\), which contains the declarations
of the constructor parameters. Because referring to this is not allowed in the constructor, the outer scope of the constructor is the outer scope of the class, not the scope of the class body. Constructor arguments are again explicitly typed, and use the V namespace. The type of a constructor is written as \( I[t^*] \), where \( t^* \) is the list of argument types.

To be able to invoke the super constructor, we expect the name of the super class as an argument \( z \). We create a reference \( 'z^K \) to the constructor of the superclass. To type check the super call, we get the type \( I[\tau_2] \) of the super constructor, as well as the types \( \tau_3 \) of the expressions that we pass to it. We check that the expression types are subtypes of the expected parameter types. We assume a simple extension to the solver, that interprets a subtype check between two lists of types as a list of subtype checks. The constraint will be satisfied if the two lists have the same length, and each type in the first list is a subtype of the type at the same position in the second list.

To initialize a field, we resolve it in the class scope, and capture its type in \( \tau_1 \). We use \( \tau_2 \) for the type of the expression, and specify that the expression type must be a subtype of the field type. Note that the syntax of Featherweight Java only allows references to be passed to super, or to initialize fields. However, our constraint generation function would not need to change if we allowed arbitrary expressions instead. We use name disambiguation constraints to ensure that all fields of the class are initialized exactly once.

Methods Methods are declared in the class scope \( s_c \) using the namespace \( M \). A method definition introduces a new scope \( s' \) for the method body, which is a subscope of the scope of the class body. Method arguments are declared scope \( s' \). The fact that the scope of the method body is a subscope of the scope of the class body, ensures that the special variable this is available in the method body. We use the type \( M[\tau_2', \tau_1] \) for methods, where \( \tau_2' \) is a list of parameter types, and \( \tau_1 \) is the return type.

Expressions There are five expression forms in Featherweight Java: variable references, object creation, field access, method invocation, and type casts.

- Variable references introduce a reference in the current scope \( s \). The type of the reference is made equal to the type of the declaration it resolves to.

- Objects are created by a new expression, which invokes the class constructor. To create a new \( x \), a new scope \( s' \) is created, which imports the class scope of \( x \). We create a reference for the constructor of \( x \) inside that scope, and use that to get the constructor type \( I[\tau_1] \). We require that the types of the expression we pass to the constructor are subtypes of the types of the constructor arguments.

- Method invocation and field access are specified similarly to record field access for LMR. We assume the expression has a class type \( C(\delta_1) \) with an associated scope \( \varsigma \). Scope \( \varsigma \) is imported into a new scope \( s' \), in which we resolve the field or method name. In case of field access, the whole
expression gets the type of the field. In case of a method call, the expression gets the return type of the method. We check that the types of the expressions passed as parameters to the method, are subtypes of the specified parameter types.

- A type cast changes the static type of the sub-expression, to an explicitly specified one. The type of the cast expression is simply the type corresponding to the specified class name \( x \). Although we ignore the type of the sub-expression \( e \), we do generate constraints for it, since we still want to catch type errors that can occur there.

**Differences with original presentation** There are two differences between the original presentation of the Featherweight Java semantics, and our specification:

- The original presentation is very specific about the order and names of the constructor parameters. The first parameters should have the exact same names and order as the parameter names for the super constructor, and should be passed directly to the `super` call. The parameters after that should match exactly the names and order of the fields defined in the class, and should be used to initialize those fields. This made the typing rules very simple to write down. In our constraint-based formulation, this restriction would not simplify the constraint generation, and is actually impossible to express. We can only reason about declaration and references as sets, and have no information about the order they appear in the code.

- The original presentation differentiates between three different possible scenarios for casts, (1) an upcast if the cast is to a supertype of the expression type, (2) a downcast if the cast is to a subtype of the expression type, and (3) a stupid cast otherwise, since the cast could never succeed at runtime. The typing is the same in all three rules, but in the last case it generates a warning. We have only one rule, and lose the possibility of a warning. Expressing the three rules is currently impossible in our constraint language, because we do not support disjunctions.

### 5.3 Prototype Implementation

We implemented the constraint solver from Chapter 4 in the Spoofax language workbench. We used this implementation to implement static analysis for the languages LMR, PCF, and Featherweight Java. We will first discuss the current state of static analysis in Spoofax, and some of its shortcomings. Then we will show how our approach addresses these shortcomings. Finally we explain the solver implementation, and discuss how it differs from the theoretical presentation we have given.
5.3. Prototype Implementation

5.3.1 Static Analysis with Spoofax

Spoofax (Kats and Visser, 2010) is a language workbench, currently developed at the Software Engineering Research Group at the TU Delft. It provides domain specific languages for specifying syntax, name binding and type checking, and dynamic semantics. From these specifications it produces plugins for the Eclipse IDE, allowing easy and immediate integration of the language in a familiar development environment.

Name binding is specified using the NaBL language (Konat et al., 2012), and type checking using the TS language. Both languages generate name resolution and type checking code, which is executed using a generic Task Engine (Wachsmuth et al., 2013), which provides some incrementality. Name resolution and type analysis are executed simultaneously, which allows mutual dependence between the two. It is therefore possible to express forms of type-dependent name resolution, and type-based disambiguation.

Although NaBL and TS have proven useful in many projects, their ad hoc design and lack of formal basis are a problem. For example, NaBL has no clearly defined semantics, and some of its features are the result of the implementation more than of language design. This makes it unnecessarily hard to understand complex sets of rules. TS lacks support for parametric polymorphism or generics, ruling out important classes of languages. Furthermore, the implementation requires that all calculations happen in an down-up traversal, which makes most forms of non-local type inference impossible. And, despite its incremental design, the Task Engine does not scale to large projects as well as was hoped. Finally, proving properties such as type soundness about a language whose static analysis is specified in NaBL and TS rules is practically impossible, since their semantics are not formally defined.

5.3.2 Benefits of the Constraint-based Approach

By implementing our constraint approach in Spoofax, we have shown that it is a realistic approach to specifying static analysis. We have been able to address some of current shortcomings, while others remain future work. Specifically, our approach addresses the following issues:

- Name binding and type checking have a formal basis in the constraint semantics. This gives a formal notion of solver soundness, and also opens up possibilities for type-soundness proofs for in constraint-based semantics.

- The separation between constraint generation and constraint solving, enables non-local reasoning, such as global type inference.

Efficiency and scalability of the solver, especially in the face of large projects and compilation units is still an open question, and is the subject of future work.
5.3.3 Implementation Review

The solver algorithm was implemented using the Stratego transformation language. This allowed us to implement the solver as a set of rewrite rules on a context, close to the presentation in the previous chapter. There are however some deviations from our presentation.

- Stratego does not support matching modulo commutativity. Transformation rules match on one constraint only, and not on a conjunction. The solver algorithm ensures that if the first constraint of the conjunction cannot be solved, the next will be tried.

- Although performance was not an objective for this thesis, we included some optimizations, which improved usability of the system. Since constraints sometimes depend on other constraints, e.g. name resolution depends on a complete scope graph, and subtyping on a complete subtyping relation, we order the constraints. Equality constraints are always solved first, since they have no side conditions. Scope graph constraints are solved before name resolution constraints, and supertype constraints before subtype checks. Finally, instead of applying the substitution in rule S-ELIMINATE to all remaining constraints immediately, we only apply it to an individual constraint just before we try to solve it.

- Just returning $\bot$ to the user when no solution to the constraints is found is not very informative. Therefore, instead of aborting the solver, we generate an error, but continue to solve the remaining constraints. To be able to present more informative error messages to the user, the implementation contains extra rules for error cases, which create messages appropriate for the constraint that failed.

Error reporting for constraint problems is a known problem (Hage and Heeren, 2006), because the order of constraint solving can cause the conflict to be detected on different constraints. For example, errors might be reported on the declaration, when it makes more sense on the reference, or vice versa. Our current approach is naive in this sense, and generating better error messages is the subject of future work.
Chapter 6

Related Work

In this chapter we discuss related research on static analysis. First we will discuss other constraint-based solutions. Then we will look at other language-independent approaches to static analysis. We will focus specifically on the handling of name binding, and interaction between name binding and type checking.

6.1 Constraint-based Approaches to Static Analysis

There is a long tradition of formulating Hindley/Milner type systems (Milner, 1978) using constraint. All of these approaches are based on types as terms, and first-order unification to solve equalities. The original inference algorithm \( \mathcal{W} \) is already expressed in terms of Robinson’s unification algorithm to solve type equalities. However, there is no separate constraint collection, instead equalities are solved as soon as they are encountered. The algorithm propagates partial solutions, by threading a substitution and a typing environment through the computation. Odersky et al. (1999) present an extension to Hindley/Milner type systems, that is parametrized in a constraint domain \( X \). Their type inference algorithm is defined over the judgment \( \psi, C, \Gamma \vdash e : t \), where \( \psi \) is a substitution, \( C \) a constraint in \( X \), and \( \Gamma \) a typing environment. Apart from being parametrized in a constraint domain, the inference algorithm is similar to the original algorithm \( \mathcal{W} \). This work was improved on by Sulzmann (2001), who describes a typing algorithm based on the judgment \( C, \Gamma, e : t \vdash D \). Instead of calculating a type assignment, there is a hypothetical type assignment before the turnstile, whose validity depends on the satisfiability of the output constraint \( D \). This allows separating the constraint solver from the constraint collection.

This idea is taken further by Pottier and Rémy (2005) in their presentation of HM(X) and an efficient solver for it. They maintain the separation between constraint generation and solving, but instead of relying on a type environment \( \Gamma \) in the constraint generation, they mimic the binding structure of the program in the constraints. They introduce a constraint \( \text{def } x : t \ \text{in} \ C \) to introduce a binding in \( C \), and a constraint \( x \leq T \) to instantiate the type of the binding. Their constraint generation function is written as \( [e : t] \), and indeed
does not depend on a typing environment anymore. Although name binding is part of the constraint problem, it is limited to the lexical structure of the original program, and the constraints do not introduce more flexibility with respect to name binding patterns.

Compared to our approach, the support for polymorphism and the parametrization in an arbitrary constraint domain $X$ are very attractive. Integrating them in our approach is a topic of future work. On the other hand, none of them support the flexibility in name binding our approach offers.

Erdweg et al. (2015) introduced an interesting variant on traditional type system specifications with co-contextual typing rules. It is based on equality constraints as well, and relies on a simple lexical scoping model. However, instead of passing down a type environment in a top-down traversal, they proceed in a bottom-up manner. They use a judgment $e : t \mid C \mid R$, where $C$ consists of equality constraints, and $R$ is a set of requirements. The requirements are dual to a traditional typing environment, and contain declarations and type assignments that need to be fulfilled by the surrounding program. The bottom-up approach allows them to do parallel and incremental type checking. It is certainly be possible to collect our constraints in a bottom-up manner, by using constraint variables to stand for yet unknown concrete scopes. However, the incrementality in their work relies on the possibility to solve constraints locally, and minimize the information that is passed up. The possibility of shadowing declarations makes name resolution in our model non-monotonic. Whether it is possible to adept this to fit in a co-contextual model is still an open question.

Work by Hage and Heeren (2009); Heeren et al. (2003), based on a traditional Hindley/Milner type system, exploits the fact that there is no inherent order in constraint solving to improve error reporting. If an error occurs, i.e. if some constraints are not satisfiable, constraints are removed from the constraint set until the remaining constraints can be satisfied. The eliminated constraints are turned into error messages. Heuristics are used to select the constraints that result in the most informative error messages. Some of these are generic, e.g. a constraint involved in many conflicts is more likely to result in an error. However, most of them are specific to the language Haskell, to which the authors applied their work. Given that our approach tries to target a range of languages, it is unclear how well their work is applicable.

For static analysis of object-oriented type systems, the work by Palsberg (1996) takes a different approach, and uses set inclusion constraints. Unfortunately name binding issues are explicitly ignored, so we cannot compare e.g. how name and type resolution interact for field access.

6.2 Other Approaches to Static Analysis

Since our approach aims to support static analysis for a range of languages, we will have a look at two other language-independent approaches, attribute grammars, and generated type checkers.
A common approach to the implementation of static semantics of programming languages is to use attribute grammars (Knuth, 1968). Attribute grammars are defined as properties of AST nodes, and do not enjoy the separation between the specifics of the language, and the logic of name resolution and type checking. Originally, attributes were values, which meant name resolution was implemented as computing and propagating typing environments. Kastens and Waite (1991) provide a reusable abstract data type for name resolution, that has some similarities with the scope graph model. Reference attribute grammars (Hedin, 2000) allow references (as in names from the program), to link directly to their corresponding declaration. Ekman and Hedin (2006) use this to provide a generic name binding library. Although this library is developed as part of the JastAdd compiler, it can be used independently. This generic framework is instantiated for a language, by specifying language specific name lookup functions per language construct. This allows a specification close to e.g. the Java Language Specification. It does however mean, that many aspects, such as lexical scoping or shadowing, are encoded programmatically. Our use of scope graphs allows a more declarative specification of such aspects.

Another approach is generating type checkers from high-level specification of type systems. Work by Gast (2005) generates type checkers based on proof search, and supports type systems for functional, imperative, and object-oriented languages. The specification can be annotated with optimizations to create efficient implementations. Wittmann (2014) proposes a simpler system, that replaces proof search with unification based constraint solving. This allows him to automate the search for optimizations in the type system rules. Both these approaches support high-level specification languages, close to the presentation of type systems in text books and research literature. Our constraint language is low-level, but could be used as a back-end for such higher-level specification languages.
Chapter 7

Discussion

In this chapter we will discuss the capabilities and limitations of the constraint language, the solver, and its implementation in Spoofax. We will also point out possible topics for future research.

7.1 Constraint Language

To evaluate the expressiveness of the constraint language, we used it to specify the static semantics of two languages from the research literature. We use the simply-typed functional language PCF, and the object-oriented language Featherweight Java. This shows that our approach is suitable for specification of the static semantics of a variety of languages, represent different language paradigms. There are however limitations and open questions, that we want to discuss here. We will start by discussing name binding, then type checking and we finish with considering the possibilities of formal reasoning.

**Name binding**  The name resolution calculus allows us to express a wide range of name binding patterns. The introduction of incomplete scope graphs, and therefore interaction between name resolution and type checking, has increased this range further. However, until now we have not attempted to express the semantics for a full, real-word language, such as Java, or C#. For example, methods and fields often have access modifiers – like `public, private` – that influence their visibility in different contexts. It is not possible to express such patterns in our constraint language. Several interesting issues arise when considering method overloading and overriding for languages such as Java, or C#.

- Sometimes duplicate method names are allowed, as long as they are distinguishable by their type, e.g. with method overloading in Java. A limited form of this is supported by exploiting the non-determinism resulting from ambiguous resolutions. However, it would be impossible to enforce this, for example, for a method that is never called. Especially in the face of multiple compilation units, it becomes necessary to specify such requirements explicitly.
• Shadowing sometimes depends on type information. Consider the following Java classes:

```java
// Y extends X
class A { void m(Y y) { ... } }
class B extends A { void m(X x) { ... } }
```

Given an instance `b` of class `B`, a method call `b.m(y)` should resolve to the method in `A`, since its type is more specific than that of the method in `B`. This cannot be expressed in our current system, since the method in `B` shadows the method in `A`.

An interesting direction for future work is to investigate if the ability to add extra meta-data to nodes or edges in the scope graph, and using this data in the path ordering or the well-formedness predicate, allows specification of the patterns described above.

Finally, we want to discuss ambiguous resolutions. Currently, ambiguous resolutions introduce a non-deterministic choice. This enables a limited form of type-based disambiguation between visible declarations. If unwanted, ambiguous names can be restricted using disambiguation constraints. For some languages one might want to be able to reason about the full set of resolved declarations for a reference.

**Type checking** The focus of this thesis is on enabling a wider variety of name binding patterns in constraint-based static analysis. Although syntactic equality and unification are at the basis of many type systems, it is limited on its own. An important addition to the constraint language would be to support various forms of parametric polymorphism. Polymorphism comes in many flavors, from completely explicit generics in Java, to completely inferred in languages with let-polymorphism, such as ML and Haskell. Both styles are similar in the sense that they require instantiation of type variables at the use site of an identifier. In let-polymorphic languages the variables that need to be instantiated are part of the type, often written as `∀τ.t`. In object-oriented generics, it is more complicated. The type variable is defined on the class level, but might be used in the types of class members. The instantiation is determined by the object, but must be applied for every member access on that object. An interesting direction for future research is, to investigate if it is possible to encode this information in the scope graph, for example by attaching type variable substitutions to edges. Ideally, we would find a uniform model for let-polymorphism, where quantification is local to a single declaration, and generics-style polymorphism, where the quantification is – loosely speaking – over a scope.

The subtyping model we support is limited, and a somewhat ad hoc addition to the system. It suffices to model the simple, single-inheritance model required by Featherweight Java. However, to model real-world languages, we need to consider features such as inheritance, interface-based subtyping, traits, value boxing and so on. We hope to be able to separate the details of such specific type system features from the general setup of the constraint language.
This might lead to a formulation similar to $\text{HM}(X)$, in the sense that constraint system is parametrized in an arbitrary constraint domain $X$.

**Formal reasoning** In the study and design of programming languages, type soundness proofs play an important role. In the introduction we stated that a formal language for static semantics was desired, specifically to enable such soundness proofs. Making the connection between a constraint-based static semantics, and the dynamic semantics of a language, is an important aspect of further work.

### 7.2 Solver

The solver is at its core a non-deterministic rewrite system. It supports progressive solving of constraints, but no backtracking or search. We have already seen from the incompleteness examples, that this system has clear limitations. But even though the system is incomplete in general, the incomplete cases never seem to occur for the example languages we have investigated. An interesting question is therefore whether this holds for a larger set of languages, or if this will quickly become a problem in practice. It is also interesting to consider the point made by Vytiniotis et al. (2011), i.e. that “by explaining that the inference algorithm does not ‘guess’ types, or ‘search’ among possible substitutions, we have found that programmers can, after some experience, accurately predict what should and should not type-check”.

Implementing our own constraint solver, instead of using an existing solver, improved our understanding of many issues related to constraint solving. However, optimizing the implementation for performance has not been carried out yet. This aspect can be addressed by building on existing constraint solving literature and implementations. For example, our implementation of unification has exponential run time in the worst case. Implementing an algorithms based on union-find data structures, which yield linear or mostly linear run times, should considerably benefit solver performance.

Another interesting issue is separate compilation. In a large project with multiple compilation units, it is desirable that compilation is incremental. If one compilation unit is changed, the work necessary to check other compilation units should be minimized, by caching and reusing previous analysis results. Since connections between compilation units are usually based on name resolution, we hope that an analysis of the scope graph of a compilation unit can automatically tell us which part of the analysis is local and which part depends on changes in other compilation units.

The usability of static analysis greatly depends on the quality of the error messages it generates. We have discussed existing work on error reporting for constraint-based type checking. Application of these or similar approaches are left for for future work.

Finally, our experience learned that checking and maintaining the soundness proof of our solver is laborious and error prone. Having a mechanized proof would be a great improvement, and a topic of future research.
7.3 Prototype Implementation

As we mentioned in the previous section, when moving forward to a production-quality solver, it is valuable to look at existing constraint solvers. Given that the performance of constraint solvers – e.g. SMT solvers – has increased many-fold in recent years, we might consider using one of them as a basis for our system. We should consider several aspects. First, no existing solvers support the name resolution calculus, so any chosen solver would need to be extended from the start. Second, the solver should be integrated in Spoofax, which is difficult if the solver is not JVM-based. Generally, many aspects of the solver might be hard to influence. For example, currently the user can influence the error messages that are generated when a constraint cannot be solved. If we do not have influence on the error messages or how they are propagated, this might not be possible when using an external solver. How to go from our prototype to a high-quality, scalable solver is therefore still an open research question.
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Appendix A

Proofs

A.1 Reduction Invariant

We will prove the invariants of the reduction by case analysis on the reduction rules. Before we do this, we recall some properties we will use in the proof. We have the following properties of substitutions (Baader and Snyder, 2001):

1. The composition of two idempotent substitutions $\sigma, \sigma'$ is idempotent if $\text{dom}(\sigma) \cap \text{vars}(\text{ran}(\sigma')) = \emptyset$.

2. If $t$ is ground, i.e. $\text{vars}(t) = \emptyset$, substitution has no effect, so $\forall \sigma. t\sigma = t$.

Regarding set union and the subset relation, we have:

$$\forall SS'. (S \subseteq S' \cup S) \quad (\dagger)$$

And finally, if the constraint $C$ does not contain scope graph constraints, the set of edges in the graph remains the same for the rest of the reduction, i.e.

LEMMA A.1 (Stable scope graph).

$$\forall C, \Delta, G, \Delta'', G''. \left( C \cap C^G = \emptyset \land (C; \Delta, G) \longrightarrow^* (\text{True}; \Delta'', G'') \implies \exists \sigma. G\sigma = G'' \right)$$

Proof. Assume a context with scope graph $G$, and a constraint $C$ that contains no scope graph constraints, i.e. $C \cap C^G$. According to our reduction invariant, the scope graph $G''$ is a larger or equal instantiation of $G$, i.e. $\exists \sigma. G\sigma \subseteq G''$. There are two possible cases, either $\exists \sigma. G\sigma = G''$ or $\exists \sigma. G\sigma \subset G''$. We will show that the second case results in contradiction. Only rules that match on constraints from $C^G$ add elements to $G$. None of the reduction rules introduces new constraints from $C^G$, so the constraints that caused the extension of $G$ must be in $C$ already. This is a contradiction, therefore the conclusion holds.

Note that we use the reduction invariant Equation (WF) in our proof, and we use this lemma in the proof of the reduction invariant. Because the multi-step reduction in the invariant proof never includes the reduction step that we are proving the invariant for, this is well-founded.

Now we can prove the following invariants for every possible reduction step.
Lemma 4.7 (Invariant of $\rightarrow$). The following invariant holds for the reduction:

$$\forall C \forall C'. ((C; \Delta) \rightarrow (C'; \Delta)) \implies$$

$$(WF((C; \Delta)) \implies WF((C'; \Delta')))$$  \hspace{1cm} (WF)

$$\land \Delta \subseteq \Delta'$$  \hspace{1cm} (Sub)

$$\land \forall \Delta''. ((C'; \Delta') \rightarrow^* (\text{True}; \Delta'') \land WF((C'; \Delta')) \land \Delta'' \models C' \implies \Delta'' \models C)$$  \hspace{1cm} (Star)

Proof. By case analysis on the reduction rules.

(1)1. Case: Rule S-TRUE

Assume: 1. $(\text{True} \land C; \Delta) \rightarrow (C; \Delta)$

(2)1. Assume: $WF((\text{True} \land C; \Delta))$

Prove: $WF((C; \Delta))$

Proof: Trivial.

(2)2. Prove: $\Delta \subseteq \Delta$

Proof: By reflexivity of $\subseteq$.

(2)3. Assume: 1. Any $\Delta''$

2. $(C; \Delta) \rightarrow^* (\text{True}; \Delta'')$

3. $WF((C; \Delta))$

4. $\Delta'' \models C$

Prove: $\Delta'' \models \text{True} \land C$

(3)1. Suffices: $\Delta'' \models \text{True}$

Proof: By application of rule C-CONJ, given that $\Delta'' \models C$ follows from assump. (2)3-4.

(3)2. Q.E.D.

Proof: By rule C-TRUE.

(1)2. Case: Rule S-TRIVIAL

Assume: 1. $(\hat{t} = t \land C; \Delta) \rightarrow (C; \Delta)$

(2)1. Assume: $WF((\hat{t} = t \land C; \Delta))$

Prove: $WF((C; \Delta))$

Proof: Trivial.

(2)2. Prove: $\Delta \subseteq \Delta$

Proof: By reflexivity of $\subseteq$.

(2)3. Assume: 1. Any $\Delta''$

2. $(C; \Delta) \rightarrow^* (\text{True}; \Delta'')$

3. $WF((C; \Delta))$

4. $\Delta'' \models C$

Prove: $\Delta'' \models \hat{t} = t \land C$

(3)1. Suffices: $\Delta'' \models \hat{t} = t$

Proof: By application of rule C-CONJ, given that $\Delta'' \models C$ follows from assump. (2)3-4.

(3)2. Q.E.D.

Proof: By trivial term equality, and rule C-EQUAL.
A.1. Reduction Invariant

(1)3. Case: Rule S-ORIENT

Assume: 1. \( \langle t \vdash \alpha \land C; \Delta \rangle \longrightarrow \langle \alpha \vdash t \land C; \Delta \rangle \)
2. \( t \notin \text{Var} \)

\( \langle 2 \rangle 1. \) Assume: WF(\( \langle t \vdash \alpha \land C; \Delta \rangle \))
Prove: WF(\( \langle \alpha \vdash t \land C; \Delta \rangle \))
Proof: Trivial.

\( \langle 2 \rangle 2. \) Prove: \( \Delta \subseteq \Delta \)
Proof: By reflexivity of \( \subseteq \).

\( \langle 2 \rangle 3. \) Assume: 1. Any \( \Delta'' \)
2. \( \langle \alpha \vdash t \land C; \Delta \rangle \longrightarrow^* \langle \text{True}; \Delta'' \rangle \)
3. WF(\( \langle \alpha \vdash t \land C; \Delta \rangle \))
4. \( \Delta'' \models \alpha \vdash t \land C \)
Prove: \( \Delta'' \models t \vdash \alpha \land C \)

(3)1. Suffices: \( \Delta'' \models t \vdash \alpha \)
Proof: By application of rule C-CONJ, given that \( \Delta'' \models C \) follows from assump. (2)3-4.

(3)2. Q.E.D.
Proof: Let \( \varphi'' \) be the substitution in \( \Delta'' \). By assump. (2)3-4 and inversion of rules C-CONJ and C-EQUAL we get \( \alpha \varphi'' = t \varphi'' \). Commutativity of \( = \) and application of rule C-EQUAL give us \( \Delta'' \models t \vdash \alpha \).

(1)4. Case: Rule S-ELIMINATE

Assume: 1. \( \langle \alpha \vdash t \land C; \Delta, \varphi \rangle \longrightarrow \langle C; \Delta, \varphi \rangle \sigma \)
2. \( \alpha \notin \text{vars}(t) \)
3. \( \sigma := \{ \alpha \mapsto t \} \)

\( \langle 2 \rangle 1. \) Assume: WF(\( \langle \alpha \vdash t \land C; \Delta, \varphi \rangle \))
Prove: WF(\( \langle C; \Delta, \varphi \rangle \sigma \))

(3)1. \( \varphi \sigma \) is idempotent
Proof: By assump. (1)4-2, we conclude that \( \sigma \) is idempotent. By the assumption that \( \Delta \) is well-formed, and Corollary 4.3, we conclude that \( \varphi \) is idempotent. By the assumption that \( \Delta \) is well-formed, and Corollary 4.4, we know that \( \text{vars}(t) \cap \text{dom}(\varphi) = \emptyset \). Therefore, the composition \( \varphi \sigma \) is idempotent.

(3)2. \( \langle C; \Delta, \varphi \rangle \sigma \varphi \sigma = \langle C; \Delta, \varphi \rangle \sigma \)
Proof: We show equality by equational reasoning:
\[
\langle C; \Delta, \varphi \rangle \sigma \varphi \sigma = \langle C; \Delta, \varphi \rangle \varphi \sigma \varphi \sigma = \langle C; \Delta \rangle \varphi = \langle C; \Delta \rangle \text{ by assump. (2)1} \\
= \langle C; \Delta, \varphi \rangle \varphi \sigma \text{ (by idempotence of } \varphi \sigma \text{)} \\
= \langle C; \Delta, \varphi \rangle \sigma \langle C; \Delta \rangle \varphi = \langle C; \Delta \rangle \text{ by assump. (2)1} \\
\]

(3)3. \( \forall x^R. (R(x^R) = x^0 \implies \vdash \varphi \sigma \ x^R \mapsto x^0) \)
Proof: Given that \( \forall x^R. (R(x^R) = x^0 \implies \vdash \varphi \ x^R \mapsto x^0) \) follows from our assumption, and \( \vdash \varphi \ x^R \mapsto x^0 \implies \forall \sigma. \vdash \varphi \sigma \ x^R \mapsto x^0 \) (van Antwerpen et al., 2016, )
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(3)4. Q.E.D.

PROOF: By (3)2.

(2)2. PROVE: \( \Delta, \varphi \subseteq (\Delta, \varphi)^\sigma \)

PROOF: By using \( \sigma \) in the definition of \( \subseteq \).

(2)3. ASSUME: 1. Any \( \Delta'', \varphi'' \)

2. \( \langle C; \Delta, \varphi \rangle^\sigma \rightarrow^* \langle \text{True}; \Delta'', \varphi'' \rangle \)

3. WF(\( \langle C; \Delta, \varphi \rangle^\sigma \) )

4. \( \Delta'', \varphi'' \models C^\sigma \)

PROVE: \( \Delta'', \varphi'' \models \alpha \models t \wedge C \)

PROOF: By application of rule C-CONJ, given that \( \Delta'', \varphi'' \models C \) follows from assum. (2)3-4.

(3)2. SUFFICES: \( \alpha \varphi = t \varphi \)

PROOF: By inversion of rule C-EQUAL.

(3)3. (\( \Delta, \varphi \))^\sigma \subseteq \( \Delta'', \varphi'' \)

PROOF: By assum. (2)3-2, and Corollary 4.9.

(3)4. Q.E.D.

PROOF: We show by equational reasoning.

\[ \alpha \varphi'' = t \varphi'' \]

\[ \Rightarrow \alpha \varphi \sigma \sigma' = t \varphi \sigma \sigma' \quad (\exists \sigma'. \varphi \sigma \sigma' = \varphi'' \text{ by (3)3}) \]

\[ \Rightarrow \alpha \sigma \sigma' = t \sigma \sigma' \quad (\alpha \varphi = \alpha \text{ and } t \varphi = t \text{ by assum. (2)3-3}) \]

\[ \Rightarrow t \sigma = t \sigma' \quad \text{(by application of } \sigma \text{ and assum. (1)4-2}) \]

(1)5. CASE: Rule S-DECOMPOSE

ASSUME: 1. \( \langle f(t_1, \ldots, t_n) = f(t'_1, \ldots, t'_n) \wedge C; \Delta \rangle \rightarrow \langle \bigwedge_{i=1}^n t_i = t'_i \wedge C; \Delta \rangle \)

(2)1. ASSUME: WF(\( \langle f(t_1, \ldots, t_n) = f(t'_1, \ldots, t'_n) \wedge C; \Delta \rangle \) )

PROVE: WF(\( \langle \bigwedge_{i=1}^n t_i = t'_i \wedge C; \Delta \rangle \) )

PROOF: Trivial.

(2)2. PROVE: \( \Delta \subseteq \Delta \)

PROOF: By reflexivity of \( \subseteq \).

(2)3. ASSUME: 1. Any \( \Delta'' \)

2. \( \langle \bigwedge_{i=1}^n t_i = t'_i \wedge C; \Delta \rangle \rightarrow^* \langle \text{True}; \Delta'' \rangle \)

3. WF(\( \langle \bigwedge_{i=1}^n t_i = t'_i \wedge C; \Delta \rangle \) )

4. \( \Delta'' \models \bigwedge_{i=1}^n t_i = t'_i \wedge C \)

PROVE: \( \Delta'' \models f(t_1, \ldots, t_n) = f(t'_1, \ldots, t'_n) \)

PROOF: By application of rule C-CONJ, given that \( \Delta'' \models C \) follows from assum. (2)3-4.

(3)2. Q.E.D.

PROOF: Because of assum. (2)3-4, we know \( \forall t_i, t'_i, t_1 \varphi = t'_1 \varphi \). Therefore \( f(t_1 \varphi, \ldots, t_n \varphi) = f(t'_1 \varphi, \ldots, t'_n \varphi) \), and by definition of substitution, \( f(t_1, \ldots, t_n \varphi) = f(t'_1, \ldots, t'_n \varphi) \). Rule C-EQUAL gives \( \Delta'' \models f(t_1, \ldots, t_n) = f(t'_1, \ldots, t'_n) \).

(1)6. CASE: Rule S-TYPEOF1

ASSUME: 1. \( \langle x_0^0 : t \wedge C; \Delta, \psi \rangle \rightarrow \langle C; \Delta, \{ (x_0^0, t) \} \cup \psi \rangle \)
A.1. Reduction Invariant

2. $\psi(x^0_i) = \bot$

   ⟨2.1. ASSUME: WF(⟨x^0_i : t \land C; \Delta, \psi⟩)⟩
   PROVE: WF(⟨t \land C; \Delta, \psi⟩) 
   PROOF: Trivial.

   ⟨2.2. PROVE: $\Delta, \psi \subseteq \Delta, \{x^0_i, t\} \cup \psi⟩
   PROOF: By Equation (4) on $\psi$.

   ⟨2.3. ASSUME: 1. Any $\Delta'', \psi''$⟩
   2. $\langle C; \Delta, \{(x^0_i, t) \cup \psi\} \rightarrow^* \langle \text{True}; \Delta'', \psi'' \rangle$
   3. WF(⟨C; \Delta, \{(x^0_i, t) \cup \psi\}⟩)
   4. $\Delta'', \psi'' \models C$
   PROVE: $\Delta'', \psi'' \models x^0_i : t \land C$
   ⟨3.1. SUITFICES: $\Delta'', \psi'' \models x^0_i : t$⟩
   PROOF: By application of rule C-CONJ, given that $\Delta'', \psi'' \models C$
   follows from assum. (2)3-4.
   ⟨3.2. SUITFICES: $\psi''(x^0_i \varphi''') = t \varphi''$⟩
   PROOF: By inversion of rule C-TYPEOF.
   ⟨3.3. $\Delta, \{(x^0_i, t) \cup \psi \subseteq \Delta'', \psi''$⟩
   PROOF: By assum. (2)3-2, and Corollary 4.9.
   ⟨3.4. Q.E.D.$⟩$
   PROOF: Let $\varphi, \varphi'''$ be the substitution components of $\Delta, \Delta''$ re-
   spectively. By equational reasoning:
   
   $\exists \sigma. \psi''(x^0_i) = t \varphi$
   (By (3)3)
   $\Rightarrow \psi''(x^0_i) = t \varphi \sigma$
   ($t \varphi = t$ by assum. (2)3-3)
   $\Rightarrow \psi''(x^0_i) = t \varphi''$
   ($t \varphi = t$ by assum. (3)3)
   $\Rightarrow \psi''(x^0_i) = t \varphi''$
   ($x^0_i \varphi'' = x^0_i$, since $x^0_i$ is ground)

(1)7. CASE: Rule S-TYPEOF

   ASSUME: 1. ⟨x^0_i : t \land C; \Delta, \varphi, \psi⟩ —> ⟨t \vdash t' \land C; \Delta, \varphi, \psi⟩
   2. $\psi(x^0_i) = t'$

   ⟨2.1. ASSUME: WF(⟨x^0_i : t \land C; \Delta, \varphi, \psi⟩)⟩
   PROVE: WF(⟨t \vdash t' \land C; \Delta, \varphi, \psi⟩)
   PROOF: Trivial.

   ⟨2.2. PROVE: $\Delta, \varphi, \psi \subseteq \Delta, \varphi, \psi$⟩
   PROOF: By reflexility of $\subseteq$.

   ⟨2.3. ASSUME: 1. Any $\Delta'', \varphi'', \psi''$⟩
   2. $\langle t \vdash t' \land C; \Delta, \varphi, \psi⟩ \rightarrow^* \langle \text{True}; \Delta'', \varphi'', \psi'' \rangle$
   3. WF(⟨⟨t \vdash t' \land C; \Delta, \varphi, \psi⟩⟩)
   4. $\Delta'', \varphi'', \psi'' \models t \vdash t' \land C$
   PROVE: $\Delta'', \varphi'', \psi'' \models x^0_i : t \land C$
   ⟨3.1. SUITFICES: $\Delta'', \varphi'', \psi'' \models x^0_i : t$⟩
   PROOF: By application of rule C-CONJ, given that $\Delta'', \varphi'', \psi'' \models C$
   follows from assum. (2)3-4.
   ⟨3.2. SUITFICES: $\psi''(x^0_i \varphi''') = t \varphi''$⟩
   PROOF: By inversion of rule C-TYPEOF.
   ⟨3.3. $\Delta, \varphi, \psi \subseteq \Delta'', \varphi'', \psi''$⟩
   PROOF: By assum. (2)3-2, and Corollary 4.9.
A. Proofs

(3)4. Q.E.D.

Proof: Assump. (2)3-4, inversion of rule C-EQUAL, commutativity of \( = \) and substituting \( t' \) gives us
\[
\psi(x_j^0) x'' = t x'' \quad (by \ (3)3 \ and \ x_j^0 \in \text{dom}(\psi))
\]
\[
\Rightarrow \psi''(x_j^0) = t x'' \quad (x_j^0 x'' = x_j^0 \ since \ x_j^0 \ is \ ground)
\]

(1)8. Case: Rule S-GDECL

Assume: 1. \( \langle x_j^0 \rightarrow x_j^0 \land C; \Delta, \mathcal{G} \rangle \rightarrow \langle C; \Delta, \{ i^s \rightarrow x_j^0 \} \cup \mathcal{G} \rangle \)
2. \( \exists s.s \rightarrow x_j^0 \in \mathcal{G} \)

(2)1. Assume: WF(\( \langle i^s \rightarrow x_j^0 \land C; \Delta, \mathcal{G} \rangle \))

Proof: WF(\( \langle C; \Delta, \{ i^s \rightarrow x_j^0 \} \cup \mathcal{G} \rangle \))

Proof: Assump. (1)8-2 ensures \( \mathcal{G} \) remains well-formed. Since we match on a constraint from \( C^\mathcal{G} \), our assumption ensures \( \text{dom}(\mathcal{R}) = \emptyset \), and therefore we trivially have \( \forall x^R. (\mathcal{R}(x^R) = x^0 \Rightarrow \vdash \mathcal{G} x^r \rightarrow x^0) \).

(2)2. Proof: \( \Delta, \mathcal{G} \subseteq \Delta, \{ i^s \rightarrow x_j^0 \} \cup \mathcal{G} \)

Proof: By Equation (†) on \( \mathcal{G} \).

(2)3. Assume: 1. Any \( \Delta'' \), \( \mathcal{G}'' \)
2. \( \langle C; \Delta, \{i^s \rightarrow x_j^0 \} \cup \mathcal{G} \rangle \rightarrow^{*} \langle \text{True}; \Delta'', \mathcal{G}'' \rangle \)
3. WF(\( \langle C; \Delta, \{i^s \rightarrow x_j^0 \} \cup \mathcal{G} \rangle \))
4. \( \Delta'', \mathcal{G}'' \models C \)

Proof: By application of rule C-CONJ, given that \( \Delta'', \mathcal{G}'' \models C \) follows from Assump. (2)3-4.

(3)1. Suffices: \( \Delta'' \), \( \mathcal{G}'' \models i^s \rightarrow x_j^0 \)

Proof: By Application (†) on \( \mathcal{G} \).

(3)2. \( \Delta, \{ i^s \rightarrow x_j^0 \} \cup \mathcal{G} \subseteq \Delta'', \mathcal{G}'' \)

Proof: By Assump. (2)3-2, and Corollary 4.9.

(3)3. Q.E.D.

Proof: By (3)2 and application of rule C-GDECL.

(1)9. Case: Rule S-GREF

Assume: 1. \( \langle x_j^0 \rightarrow f^p \land C; \Delta, \mathcal{G} \rangle \rightarrow \langle C; \Delta, \{ x_j^0 \rightarrow f^p \} \cup \mathcal{G} \rangle \)
2. \( \exists s. x_j^0 \rightarrow s \in \mathcal{G} \)

(2)1. Assume: WF(\( \langle x_j^0 \rightarrow f^p \land C; \Delta, \mathcal{G} \rangle \))

Proof: WF(\( \langle C; \Delta, \{ x_j^0 \rightarrow f^p \} \cup \mathcal{G} \rangle \))

Proof: Assump. (1)9-2 ensures \( \mathcal{G} \) remains well-formed. Since we match on a constraint from \( C^\mathcal{G} \), our assumption ensures \( \text{dom}(\mathcal{R}) = \emptyset \), and therefore we trivially have \( \forall x^R. (\mathcal{R}(x^R) = x^0 \Rightarrow \vdash \mathcal{G} x^r \rightarrow x^0) \).

(2)2. Proof: \( \Delta, \mathcal{G} \subseteq \Delta, \{ x_j^0 \rightarrow f^p \} \cup \mathcal{G} \)

Proof: By Equation (†) on \( \mathcal{G} \).

(2)3. Assume: 1. Any \( \Delta'' \), \( \mathcal{G}'' \)
2. \( \langle C; \Delta, \{ x_j^0 \rightarrow f^p \} \cup \mathcal{G} \rangle \rightarrow^{*} \langle \text{True}; \Delta'', \mathcal{G}'' \rangle \)
3. WF(\( \langle C; \Delta, \{ x_j^0 \rightarrow f^p \} \cup \mathcal{G} \rangle \))
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4. $\Delta'', \mathcal{G}'' \models C$
PROVE: $\Delta'', \mathcal{G}'' \models x^8 \rightarrow \bar{r}^8 \land C$
(3.1) SUFFICES: $\Delta'', \mathcal{G}'' \models x^8 \rightarrow \bar{r}^8$
PROOF: By application of rule C-CONJ, given that $\Delta'', \mathcal{G}'' \models C$
follows from assump. (2)3-4.
(3.2) $\Delta, \{x^8 \rightarrow \bar{r}^8\} \cup \mathcal{G} \subseteq \Delta'', \mathcal{G}''$
PROOF: By assump. (2)3-2, and Corollary 4.9.
(3.3) Q.E.D.
PROOF: By (3)2 and application of rule C-GREF.

(1)10. CASE: Rule S-GEdge
ASSUME: 1. $\langle \bar{i} \rightarrow s \wedge \mathcal{C}; \Delta, \mathcal{G} \rangle \rightarrow \langle \bar{C}; \Delta, \{\bar{i} \leftarrow s\} \cup \mathcal{G} \rangle$
(2.1) ASSUME: WF($\langle \bar{i} \rightarrow s \wedge \mathcal{C}; \Delta, \mathcal{G} \rangle$)
PROVE: WF($\langle \bar{C}; \Delta, \{\bar{i} \leftarrow s\} \cup \mathcal{G} \rangle$)
PROOF: Since we match on a constraint from $\mathcal{C}^\delta$, our assumption
ensures dom$(\mathcal{R}) = \emptyset$, and therefore we trivially have
$\forall x^8. (\mathcal{R}(x^8) = x^0 \Rightarrow \vdash_\mathcal{G} x^8 \rightarrow x^0)$.
(2.2) PROVE: $\Delta, \mathcal{G} \subseteq \Delta, \{\bar{i} \leftarrow s\} \cup \mathcal{G}$
PROOF: By Equation (†) on $\mathcal{G}$.
(2.3) ASSUME: 1. Any $\Delta'', \mathcal{G}''$
2. $\langle \bar{C}; \Delta, \{\bar{i} \leftarrow s\} \cup \mathcal{G} \rangle \rightarrow^* \langle \bar{C}; \Delta'', \mathcal{G}'' \rangle$
3. WF($\langle \bar{C}; \Delta, \{\bar{i} \leftarrow s\} \cup \mathcal{G} \rangle$)
4. $\Delta'', \mathcal{G}'' \models C$
PROVE: $\Delta'', \mathcal{G}'' \models \bar{i} \rightarrow s \wedge C$
(3.1) SUFFICES: $\Delta'', \mathcal{G}'' \models \bar{i} \rightarrow s$
PROOF: By application of rule C-CONJ, given that $\Delta'', \mathcal{G}'' \models C$
follows from assump. (2)3-4.
(3.2) $\Delta, \{\bar{i} \rightarrow s\} \cup \mathcal{G} \subseteq \Delta'', \mathcal{G}''$
PROOF: By assump. (2)3-2, and Corollary 4.9.
(3.3) Q.E.D.
PROOF: By (3)2 and application of rule C-GEdge.

(1)11. CASE: Rule S-GNEdge
ASSUME: 1. $\langle \bar{i} \leftarrow x_i^8 \wedge \mathcal{C}; \Delta, \mathcal{G} \rangle \rightarrow \langle \bar{C}; \Delta, \{\bar{i} \leftarrow x_i^8\} \cup \mathcal{G} \rangle$
2. $\exists s. x_i^8 \rightarrow s \in \mathcal{G}$
(2.1) ASSUME: WF($\langle \bar{i} \rightarrow x_i^8 \wedge \mathcal{C}; \Delta, \mathcal{G} \rangle$)
PROVE: WF($\langle \bar{C}; \Delta, \{\bar{i} \leftarrow x_i^8\} \cup \mathcal{G} \rangle$)
PROOF: Assump. (1)11-2 ensures $\mathcal{G}$ remains well-formed. Since
we match on a constraint from $\mathcal{C}^\delta$, our assumption ensures dom$(\mathcal{R}) = \emptyset$,
and therefore we trivially have $\forall x^8. (\mathcal{R}(x^8) = x^0 \Rightarrow \vdash_\mathcal{G} x^8 \rightarrow x^0)$.
(2.2) PROVE: $\Delta, \mathcal{G} \subseteq \Delta, \{\bar{i} \leftarrow x_i^8\} \cup \mathcal{G}$
PROOF: By Equation (†) on $\mathcal{G}$.
(2.3) ASSUME: 1. Any $\Delta'', \mathcal{G}''$
2. $\langle \bar{C}; \Delta, \{\bar{i} \leftarrow x_i^8\} \cup \mathcal{G} \rangle \rightarrow^* \langle \bar{C}; \Delta'', \mathcal{G}'' \rangle$
A. Proofs

3. WF\(\langle C; \Delta, \{ i^j \rightarrow x^j \} \cup G \rangle \)

4. \(\Delta'', G'' \models C\)

PROVE: \(\Delta'', G'' \models i^j \rightarrow x^j \)

(3.1) SUFFICES: \(\Delta'', G'' \models i^j \rightarrow x^j \)

PROOF: By application of rule C-CONJ, given that \(\Delta'', G'' \models C\) follows from assump. (2.3-4).

(3.2) \(\Delta, \{ i^j \rightarrow x^j \} \cup G \subseteq \Delta'', G''\)

PROOF: By assump. (2.3-2, and Corollary 4.9).

(3.3) Q.E.D.

PROOF: By (3.2) and application of rule C-GNE.

(1.12) CASE: Rule S-GASSOC

ASSUME: 1. \(x^0 \rightarrow \bar{x} \land C; \Delta, G\) \(\rightarrow (C; \Delta, \{ x^0 \rightarrow \bar{x} \} \cup G)\)

2. \(\exists s. x^0 \rightarrow s \in G\)

(2.1) ASSUME: WF\((x^0 \rightarrow \bar{x} \land C; \Delta, G)\)

PROVE: WF\((x^0 \rightarrow \bar{x} \land C; \Delta, G)\)

PROOF: Assump. (1.12-2 ensures \(G\) remains well-formed. Since we match on a constraint from \(C^0\), our assumption ensures \(\text{dom}(R) = \emptyset\), and therefore we trivially have \(\forall x^0. (R(x^0) = x^0 \implies \exists G. x^0 \rightarrow x^0)\).

(2.2) PROVE: \(\Delta, G \subseteq \Delta, \{ x^0 \rightarrow \bar{x} \} \cup G\)

PROOF: By Equation (†) on \(G\).

(2.3) ASSUME: 1. Any \(\Delta'', G''\)

2. \(C; \Delta, \{ x^0 \rightarrow \bar{x} \} \cup G) \rightarrow (\text{True}; \Delta'', G'')\)

3. WF\((C; \Delta, \{ x^0 \rightarrow \bar{x} \} \cup G)\)

4. \(\Delta'', G'' \models C\)

PROVE: \(\Delta'', G'' \models x^0 \rightarrow \bar{x} \land C\)

(3.1) SUFFICES: \(\Delta'', G'' \models x^0 \rightarrow \bar{x} \land C\)

PROOF: By application of rule C-CONJ, given that \(\Delta'', G'' \models C\) follows from assump. (2.3-4).

(3.2) \(\Delta, \{ x^0 \rightarrow \bar{x} \} \cup G \subseteq \Delta'', G''\)

PROOF: By assump. (2.3-2, and Corollary 4.9).

(3.3) Q.E.D.

PROOF: By (3.2) and application of rule C-GASSOC.

(1.13) CASE: Rule S-ASSOC

ASSUME: 1. \(x^0 \sim s \land C; \Delta, G\) \(\rightarrow (s \models \bar{x} \land C; \Delta, G)\)

2. \(x^0 \rightarrow \bar{x} \in G\)

(2.1) ASSUME: WF\((x^0 \sim s \land C; \Delta, G)\)

PROVE: WF\((s \models \bar{x} \land C; \Delta, G)\)

PROOF: Trivial.

(2.2) PROVE: \(\Delta, G \subseteq \Delta, G\)

PROOF: By reflexivity of \(\subseteq\).

(2.3) ASSUME: 1. Any \(\Delta'', G''\)

2. \(s \models \bar{x} \land C; \Delta, G\) \(\rightarrow (\text{True}; \Delta'', G'')\)

3. WF\((s \models \bar{x} \land C; \Delta, G)\)
4. \( \Delta'', \mathcal{G}'' \models s \vdash \check{i}^s \land C \)

**Prove:** \( \Delta'', \mathcal{G}'' \models x_i^0 \leadsto s \land C \)

(3.1) **Suffices:** \( \Delta'', \mathcal{G}'' \models x_i^0 \leadsto s \land C \)

**Proof:** By application of rule C-CONJ, given that \( \Delta'', \mathcal{G}'' \models C \) follows from assump. (2)-3-4.

(3.2) \( x_i^0 \rightarrow \check{j}^s \in \mathcal{G}'' \)

**Proof:** By assump. (1)-13-2 and assump. (2)-3-3, we have \( \exists \sigma. \mathcal{G}'' \subseteq \mathcal{G}'' \). Since \( x_i^0 \rightarrow \check{j}^s \) is ground, it is also in \( \mathcal{G}'' \).

(3.3) \( s q'' = \check{j}^s \)

**Proof:** By assump. (2)-3-4 and inversion of rule C-EQUAL, we have \( s q'' = \check{j}^s \). We conclude by observing that, since \( \check{j}^s \) is ground, \( \check{j}^s q'' = \check{j}^s \).

(3.4) **Q.E.D.**

**Proof:** By rule C-ASSOC.

(1.14) **Case:** Rule S-RESOLVE1

**Assume:**
1. \( \langle x_i^0 \rightarrow d \land C; \Delta, \mathcal{G}, \mathcal{R} \rangle \rightarrow \langle d \vdash x_i^0 \land C; \Delta, \mathcal{G}; \{(x_i^0, x_i^0)\} \cup \mathcal{R} \rangle \)
2. \( \mathcal{R}(x_i^0) = \perp \)
3. \( C \cap C'' = \emptyset \)
4. \( \text{RES}_G(x_i^0) = D \land D \neq U \land x_i^0 \in D \)

(2.1) **Assume:** WF(\(\langle x_i^0 \rightarrow d \land C; \Delta, \mathcal{G}, \mathcal{R} \rangle\))

**Prove:** WF(\(\langle d \vdash x_i^0 \land C; \Delta, \mathcal{G}; \{(x_i^0, x_i^0)\} \cup \mathcal{R} \rangle\))

**Proof:** The extension of \( \mathcal{R} \) requires \( \models_G x_i^0 \rightarrow x_i^0 \), which we have by assump. (1)-14-4 and \( x_i^0 \in \text{RES}_G(x_i^0) \Rightarrow \models_G x_i^0 \rightarrow x_i^0 \) (van Antwerpen et al., 2016, Lemma 2). Assump. (1)-14-3 discharges the well-formedness condition \( C \cap C'' = \emptyset \Rightarrow \text{dom}(\mathcal{R}) = \emptyset \).

(2.2) **Prove:** \( \models \Delta, \mathcal{G}, \mathcal{R} \subseteq \Delta, \mathcal{G}, \{(x_i^0, x_i^0)\} \cup \mathcal{R} \)

**Proof:** By Equation (t) on \( \mathcal{R} \).

(2.3) **Assume:** 1. Any \( \Delta'', \mathcal{G}'' \), \( \mathcal{R}'' \)
2. \( \langle d \vdash x_i^0 \land C; \Delta, \mathcal{G}; \{(x_i^0, x_i^0)\} \cup \mathcal{R} \rangle \rightarrow^* \langle \text{True}; \Delta'', \mathcal{G}'' \), \( \mathcal{R}'' \rangle \)
3. WF(\(\langle d \vdash x_i^0 \land C; \Delta, \mathcal{G}; \{(x_i^0, x_i^0)\} \cup \mathcal{R} \rangle\))
4. \( \Delta'', \mathcal{G}'' \models x_i^0 \land C \)

**Prove:** \( \models \Delta'', \mathcal{G}'' \models x_i^0 \rightarrow d \land C \)

(3.1) **Suffices:** \( \Delta'', \mathcal{G}'' \models x_i^0 \rightarrow d \land C \)

**Proof:** By application of rule C-CONJ, given that \( \Delta'', \mathcal{G}'' \models C \) follows from assump. (2)-3-4.

(3.2) WF(\(\langle \text{True}; \Delta'', \mathcal{G}'' \), \( \mathcal{R}'' \rangle\))

**Proof:** By assump. (2)-3-2, and Corollary 4.8.

(3.3) \( \Delta, \mathcal{G}, \{(x_i^0, x_i^0)\} \cup \mathcal{R} \subseteq \Delta'', \mathcal{G}'' \), \( \mathcal{R}'' \)

**Proof:** By assump. (2)-3-2, and Corollary 4.9.

(3.4) \( \mathcal{R}''(x_i^0) = x_i^0 \)

**Proof:** Given (3)-3 and the fact that \( \mathcal{R} \) is ground, we have \( \mathcal{R}''(x_i^0) = x_i^0 \).

(3.5) \( \models q'' x_i^0 \rightarrow x_i^0 \)
A. Proofs

PROOF: By (3)2 and (3)4.

(3)6. \( d\varphi'' = x^0_j \)

PROOF: By assump. (2)3-4 and inversion of rule C-EQUAL, we have \( d\varphi'' = x^0_j \varphi'' \). We conclude by observing that, since \( x^0_j \) is ground, \( x^0_j \varphi'' = x^0_j \).

(3)7. Q.E.D.

PROOF: By (3)4, (3)5, (3)6 and rule C-RESOLVE.

(1)15. Case: Rule S-RESOLVE

Assume:\n1. \( \langle x^k_i \mapsto d \land C; \Delta, G, \mathcal{R} \rangle \rightarrow \langle d \mapsto x^0_j \land C; \Delta, G, \mathcal{R} \rangle \)
2. \( \mathcal{R}(x^0_i) = x^0_j \)

(2)1. Assume:\n\( \text{WF}(\langle x^0_i \mapsto d \land C; \Delta, G, \mathcal{R} \rangle) \)

Prove:\n\( \text{WF}(\langle d \mapsto x^0_j \land C; \Delta, G, \mathcal{R} \rangle) \)

Proof: Trivial.

(2)2. Prove: \( \Delta, G, \mathcal{R} \subseteq \Delta, G, \mathcal{R} \)

Proof: By reflexivity of \( \subseteq \).

(2)3. Assume:\n1. Any \( \Delta'', G'', \mathcal{R}'' \)
2. \( \langle d \mapsto x^0_j \land C; \Delta, G, \mathcal{R} \rangle \rightarrow^* \langle \text{True}; \Delta'', G'', \mathcal{R}'' \rangle \)
3. \( \text{WF}(\langle d \mapsto x^0_j \land C; \Delta, G, \mathcal{R} \rangle) \)
4. \( \Delta'', G'', \mathcal{R}'' |= d = x^0_j \land C \)

Proof:\n\( \Delta'', G'', \mathcal{R}'' |= x^k_i \mapsto d \land C \)

Proof: By application of rule C-CONJ, given that \( \Delta'', G'', \mathcal{R}'' |= C \) follows from assump. (2)3-4.

(3)2. \( \text{WF}(\langle \text{True}; \Delta'', G'', \mathcal{R}'' \rangle) \)

Proof: By assump. (2)3-2, and Corollary 4.8.

(3)3. \( \Delta, G, \mathcal{R} \subseteq \Delta'', G'', \mathcal{R}'' \)

Proof: By assump. (2)3-2, and Corollary 4.9.

(3)4. \( \mathcal{R}''(x^k_i) = x^0_j \)

Proof: Given assump. (1)15-2, (3)3 and the fact that \( \mathcal{R} \) is ground, we have \( \mathcal{R}''(x^k_i) = x^0_j \).

(3)5. \( \vdash_{\mathcal{R}''} x^k_i \mapsto x^0_j \)

Proof: By (3)2 and (3)4.

(3)6. \( d\varphi'' = x^0_j \)

Proof: By assump. (2)3-4 and inversion of rule C-EQUAL, we have \( d\varphi'' = x^0_j \varphi'' \). We conclude by observing that, since \( x^0_j \) is ground, \( x^0_j \varphi'' = x^0_j \).

(3)7. Q.E.D.

Proof: By (3)4, (3)5, (3)6 and rule C-RESOLVE.

(1)16. Case: Rule S-DISTINCT

Assume:\n1. \( \langle !N \land C; \Delta, G \rangle \rightarrow \langle C; \Delta, G \rangle \)
2. vars\( (N) = \emptyset \)
3. \( C \cap C^\varphi = \emptyset \)
4. \( \text{NS}_G(N) = X \land X \neq \bot \)
5. \( \forall x \in X. v(x) = 1 \)

\((2.1)\) Assume: \( \text{WF}(\langle N \land C; \Delta, G \rangle) \)
Prove: \( \text{WF}(\langle C; \Delta, G \rangle) \)
Proof: Trivial.

\((2.2)\) Prove: \( \Delta, G \subseteq \Delta, G \)
Proof: By reflexivity of \( \subseteq \).

\((2.3)\) Assume: 1. Any \( \Delta'', G'' \)
2. \( \langle C; \Delta, G \rangle \rightarrow^* \langle \text{True}; \Delta'', G'' \rangle \)
3. \( \text{WF}(\langle C; \Delta, G \rangle) \)
4. \( \Delta'', G'' \models C \)
Prove: \( \Delta'', G'' \models !N \land C \)
\(\langle 3.1 \rangle\) Suffices: \( \Delta'', G'' \models !N \)
Proof: By application of rule C-CONJ, given that \( \Delta'', G'' \models C \) follows from assumption. (2)3-4.

\(\langle 3.2 \rangle\) \( \exists \sigma. G'' = G\sigma \)
Proof: By assumption. (1)16-3, assumption. (2)3-2 and Lemma A.1.

\(\langle 3.3 \rangle\) \( [N]_{G''} = X \)
Proof: We know that \( \text{NS}_G(N) = X \implies \forall \sigma. [N]_{G\sigma} = X \) (van Antwerpen et al., 2016, Lemma 3). We conclude by assumption. (1)16-4 and (3)2.

\(\langle 3.4 \rangle\) Q.E.D.
Proof: By \(\langle 3.3 \rangle\), assumption. (1)16-5 and rule C-DISTINCT.

\((1.7)\) Case: Rule S-SUBSET
Assume: 1. \( \langle N_1 \subseteq N_2 \land C; \Delta, G \rangle \rightarrow (C; \Delta, G) \)
2. \( \text{vars}(N_1) \cup \text{vars}(N_2) = \emptyset \)
3. \( C \cap C^\varphi = \emptyset \)
4. \( \text{NS}_G(N_1) = X_1 \land X_1 \neq \bot \)
5. \( \text{NS}_G(N_2) = X \land X_2 \neq \bot \)
6. \( X_1 \subseteq X_2 \)

\((2.1)\) Assume: \( \text{WF}(\langle N_1 \subseteq N_2 \land C; \Delta, G \rangle) \)
Prove: \( \text{WF}(\langle C; \Delta, G \rangle) \)
Proof: Trivial.

\((2.2)\) Prove: \( \Delta, G \subseteq \Delta, G \)
Proof: By reflexivity of \( \subseteq \).

\((2.3)\) Assume: 1. Any \( \Delta'', G'' \)
2. \( \langle C; \Delta, G \rangle \rightarrow^* \langle \text{True}; \Delta'', G'' \rangle \)
3. \( \text{WF}(\langle C; \Delta, G \rangle) \)
4. \( \Delta'', G'' \models C \)
Prove: \( \Delta'', G'' \models N_1 \subseteq N_2 \land C \)
\(\langle 3.1 \rangle\) Suffices: \( \Delta'', G'' \models N_1 \subseteq N_2 \)
Proof: By application of rule C-CONJ, given that \( \Delta'', G'' \models C \) follows from assumption. (2)3-4.

\(\langle 3.2 \rangle\) \( \exists \sigma. G'' = G\sigma \)
A. Proofs

PROOF: By assump. (1)16-3, assump. (2)3-2 and Lemma A.1.

(3)3. \[ [N]_{\mathcal{G}^\circ} = X_i \text{ for } i \in \{1,2\} \]

PROOF: We know that \( NS_{\mathcal{G}}(N) = X \implies \forall \sigma. [N]_{\mathcal{G}^\circ} = X \)
(van Antwerpen et al., 2016, Lemma 3). We conclude by assump. (1)16-4 or assump. (1)16-5, and (3)2.

(3)4. Q.E.D.

PROOF: By (3)3, assump. (1)16-6 and rule C-SUBSET.

(1)18. CASE: Rule S-SUPERTYPE

ASSUME: 1. \( \langle t_1 : t_2 \land C; \Delta , t \rangle \implies \langle C; \Delta , \{(t,t') \mid t \leq_T t_1 \land t_2 \leq_T t' \} \cup t_T \rangle \)

2. \( \text{vars}(t_1) \cup \text{vars}(t_2) = \emptyset \)

3. \( t \notin \text{dom}(<_T) \)

4. \( t_2 \leq_T t_1 \)

(2)1. ASSUME: \( \text{WF}(\langle t_1 : t_2 \land C; \Delta , <_T \rangle) \)

PROVE: \( \text{WF}(\langle C; \Delta , \{(t,t') \mid t \leq_T t_1 \land t_2 \leq_T t' \} \cup t_T \rangle) \)

(3)1. LET: \( T_1 = \{ t \mid t \leq_T t_1 \} \)

\( T_2 = \{ t \mid t_2 \leq_T t \} \)

\( <_T = \{ (t,t') \mid t \in T_1 \land t' \in T_2 \} \cup t_T \)

(3)2. \( \forall t \in T_1, t' \in T_2, (t \leq_T t', t' \leq_T t) \)

PROOF: We show by contradiction. Assume there is a \( t \in T_1, \)
\( t \in T_2 \) such that \( t' \leq_T t \). By definition, we have \( t \leq_T t_1 \) and \( t_2 \leq_T t' \).
Transitivity of \( <_T \) implies \( t_2 \leq t_1 \), but this contradicts assump. (1)18-4.
Conversely, if we assume \( t \leq_T t' \), we must have \( t' \in T_1 \) by transitivity, and therefore \( t' \leq_T t_1 \). This would also contradict assump. (1)18-4.

(3)3. \( \forall t, t'. (t <_T t' \implies t' \leq_T t) \)

PROOF: We distinguish two cases, based on whether the inequality appears in the original subtyping relation \( <_T \):

1. \( t <_T t' \): We know by anti-symmetry of \( <_T \), that \( t' \leq_T t \).

Now assume we would have \( t' <_T t \). This would contradict (3)2, since we have \( t <_T t' \) in the original relation.

2. \( t \leq_T t' \): We know by (3)2 that \( T_1 \) and \( T_2 \) are disjoint and are not related in \( <_T \). By construction of \( <_T \) types from \( T_1 \), only appear as smaller than types from \( T_2 \).

(3)4. \( \forall t, t', t''. (t <_T t' \land t' <_T t'' \implies t <_T t'') \)

We distinguish four cases, based on whether the inequalities are in the original subtyping relation \( <_T \):

1. \( t <_T t' \land t' <_T t'' \): We conclude by transitivity of \( <_T \).

2. \( t \leq_T t' \land t' \leq_T t'' \): An equality that does not appear in the original \( <_T \), must be an inequality between a type from \( T_1 \) and a type from \( T_2 \). Since \( t' \) appears on both the left and the right of the inequality, it should be in \( T_1 \) and \( T_2 \).
This contradicts (3)2, so this case does not occur.

3. \( t <_T t' \land t' \leq_T t'' \): By similar reasoning as case (2), we
must have \( t' \in T_1 \) and \( t'' \in T_2 \). By transitivity we have \( t \in T_1 \). Therefore \( t < t' \) by construction of \( <_T \).

4. \( t \leq_T t' \land t' < t'' \): By similar reasoning as case (2), we must have \( t \in T_1 \) and \( t' \in T_2 \). By transitivity we have \( t'' \in T_2 \). Therefore \( t < t'' \) by construction of \( <_T \).

\( \langle 3 \rangle \). \( \forall t. \{ \{ t' \mid t < t' \} \} \) is totally ordered by \( <_T \)

**Proof:** We distinguish two cases:

1. \( t \leq_T t_1 \): Since we only added pairs \( t < t' \) for \( t \leq_T t_1 \), the set of larger types for any \( t \leq_T t_1 \) is the same as in \( <_T \), and therefore totally ordered.

2. \( t <_T t_1 \): By assump. (1) 18-3 and the total ordering of \( <_T \), we know that \( t_1 \) is the largest type in \( T = \{ t' \mid t < t' \} \).

   Therefore, the set \( T' = \{ t' \mid t < t' \} = T \cup T_2 \). Let \( t', t'' \in T' \).

   We distinguish two cases:

   a. \( t' \) and \( t'' \) are both in \( T \), or in \( T_2 \), in which case the pair is ordered in \( <_T \).

   b. \( t' \in T \) and \( t'' \in T_2 \), in which case the construction of \( <_T \) ensures the pair is ordered.

\( \langle 3 \rangle \). Q.E.D.

**Proof:** By (3), (3) 3, and (3) 5.

(2) 2. PROVE: \( \Delta, \leq_T \subseteq \Delta, \{ \{ t, t' \} \mid t \leq_T t_1 \land t_2 \leq_T t' \} \cup <_T \)

**Proof:** By Equation (†) on \( <_T \).

(2) 3. **Assume:** 1. Any \( \Delta'' <_T'' \)

2. \( \{ C; \Delta, \{ \{ t, t' \} \mid t \leq_T t_1 \land t_2 \leq_T t' \} \cup <_T \} \to^* (\text{True}; \Delta'', <''_T) \)

3. WF\( (\{ C; \Delta, \{ \{ t, t' \} \mid t \leq_T t_1 \land t_2 \leq_T t' \} \cup <_T \}) \)

4. \( \Delta'' <''_T = \{ t_1 < t_2 \land C \}

**Proof:** \( \Delta'' <''_T = \{ t_1 < t_2 \land C \)

\( \langle 3 \rangle \). **Suffices:** \( \Delta'', <''_T = \{ t_1 < t_2 \land C \)

**Proof:** By application of rule C-CONJ, given that \( \Delta'', <''_T = \{ t_1 < t_2 \land C \) follows from assump. (2) 3-4.

\( \langle 3 \rangle \). \( \Delta, \{ \{ t, t' \} \mid t \leq_T t_1 \land t_2 \leq_T t' \} \cup <_T \subseteq \Delta'' <''_T \)

**Proof:** By assump. (2) 3-2, and Corollary 4.9.

\( \langle 3 \rangle \). **Let:** \( <''_T = \{ \{ t, t' \} \mid t \leq_T t_1 \land t_2 \leq_T t' \} \cup <_T \)

\( \langle 3 \rangle \). 1. \( t_1 <''_T t_2 \)

**Proof:** Since \( t_1 \) and \( t_2 \) are ground, it suffices to show \( t_1 <''_T t_2 \).

By (3) 2, given that \( t_1 < t_2 \) in the construction of \( <_T \).

\( \langle 3 \rangle \). 5. \( \forall t. (t_1 <''_T t \implies t_2 <''_T t) \)

**Proof:** Since \( t_1 \) and \( t_2 \) our ground, it suffices to show that \( \forall t. (t_1 <''_T t \implies t_2 <''_T t) \) holds. From the definition of \( <''_T \), it follows that \( \forall t. (t_1 <''_T t \implies t_2 <''_T t) \). In the rest of the reduction, assump. (1) 18-3 ensures that no new supertypes of \( t_1 \) are added that are not also supertypes of \( t_2 \), therefore \( \forall t. (t_1 <''_T t \implies t_2 <''_T t) \).

\( \langle 3 \rangle \). 6. Q.E.D.

**Proof:** By (3) 4, (3) 5, and rule C-SUPERTYPE.
A. Proofs

(1)19. **CASE: Rule S-SUBTYPE**

**ASSUME:** 1. \((t_1 \leq t_2 \land C; \Delta, \prec_T) \rightarrow (C; \Delta, \prec_T)\)
2. \(\text{vars}(t_1) \cup \text{vars}(t_2) = \emptyset\)
3. \(t_1 \leq_T t_2\)

(2)1. **ASSUME:** WF((\((t_1 \leq t_2 \land C; \Delta, \prec_T)\))
**PROVE:** WF((\((C; \Delta, \prec_T)\))
**PROOF:** Trivial.

(2)2. **PROVE:** \(\Delta, \prec_T \subseteq \Delta, \prec_T\)
**PROOF:** By reflexivity of \(\subseteq\).

(2)3. **ASSUME:** 1. Any \(\Delta'', \prec''_T\)
2. \((C; \Delta, \prec_T) \rightarrow^* (\text{True}; \Delta'', \prec''_T)\)
3. WF((\((C; \Delta, \prec_T)\))
4. \(\Delta'', \prec''_T \models C\)

**PROVE:** \(\Delta'', \prec''_T \models t_1 \leq t_2 \land C\)

(3)1. **SUFFICES:** \(\Delta'', \prec''_T \models t_1 \leq t_2\)
**PROOF:** By application of rule C-CONJ, given that \(\Delta'', \prec''_T \models C\) follows from assump. (2)3-4.

(3)2. **SUFFICES:** \(t_1 \leq'' t_2\)
**PROOF:** By inversion of rule C-SUBTYPE and that fact that \(t_1, t_2\) are ground, so \(t_i \varphi'' = t_i\).

(3)3. \(\Delta, \prec_T \subseteq \Delta'', \prec''_T\)
**PROOF:** By assump. (2)3-2, and Corollary 4.9.

(3)4. **Q.E.D.**
**PROOF:** By assump. (1)19-3 and (3)3.

(1)20. **Q.E.D.**
**PROOF:** By the principle of exhaustion.

A.2 Reduction Termination

Recall the lemma for termination of multi-step reductions:

**LEMMA 4.12 (Termination of \(\rightarrow\)).** \(\forall \Delta. (\langle C; \Delta) \rightarrow^* \ldots \text{terminates}\).

**Proof.** Take the lexicographical tuple on natural numbers \((n_1, n_2, n_3, n_4)\), where
- \(n_1\) is the number of non-equality constraints,
- \(n_2\) is the number of distinct variables in eq. constraints,
- \(n_3\) is the number of symbols in eq. constraints,
- \(n_4\) is the number of equality constraints of the form \(t \overset{\approx}{=} a\), where \(t \notin \text{Var}\).

By case analysis on the reduction rules, we show that this tuple decreases for every reduction rule.

(1)1. **CASE: S-TRUE**
**PROOF:** The removal of the constraint True decreases \(n_1\) by 1.

(1)2. **CASE: S-TRIVIAL**
**PROOF:** The removal of the constraint \(t \overset{\approx}{=} t\) decreases \(n_3\) by two times the number of symbols in \(t\).
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(1.3) CASE: S-Orient
   PROOF: The removal of the constraint $t \overset{\downarrow}{=} \alpha$ decreases $n_4$ by 1. The condition $t \notin Var$ ensures that the newly introduced constraint does not count towards $n_4$.

(1.4) CASE: S-Eliminate
   PROOF: The application of the substitution $\alpha \mapsto t$, together with the condition that $\alpha \notin \text{vars}(t)$ ensures that $\alpha$ is eliminated, decreasing $n_2$ by 1.

(1.5) CASE: S-Decompose
   PROOF: The elimination of the two $f$ symbols decreases $n_3$ decreases by 2. The newly introduced constraints may increase $n_4$.

(1.6) CASE: S-TypeOf1
   PROOF: The removal of the constraint $x^0_i : t$ decreases $n_1$ by 1.

(1.7) CASE: S-TypeOfN
   PROOF: The removal of the constraint $x^0_i : t$ decreases $n_1$ by 1. The introduced equality constraint may increase $n_2$, $n_3$ and $n_4$.

(1.8) CASE: S-GDecl
   PROOF: The removal of the constraint $j \rightarrow x_i$ decreases $n_1$ by 1.

(1.9) CASE: S-GRef
   PROOF: The removal of the constraint $x_i \rightarrow j$ decreases $n_1$ by 1.

(1.10) CASE: S-GEdge
   PROOF: The removal of the constraint $j \rightarrow x_i$ decreases $n_1$ by 1.

(1.11) CASE: S-GEdge
   PROOF: The removal of the constraint $j \iff s$ decreases $n_1$ by 1.

(1.12) CASE: S-GAssoc
   PROOF: The removal of the constraint $x_i \rightarrow j$ decreases $n_1$ by 1.

(1.13) CASE: S-Assoc
   PROOF: The removal of the constraint $x^0_i \sim s$ decreases $n_1$ by 1. The introduced equality constraint may increase $n_2$, $n_3$ and $n_4$.

(1.14) CASE: S-Resolve1
   PROOF: The removal of the constraint $x^0_i \mapsto d$ decreases $n_1$ by 1. The introduced equality constraint may increase $n_2$, $n_3$ and $n_4$. The resolution algorithm terminates (van Antwerpen et al., 2016, Section 4.3).

(1.15) CASE: S-ResolveN
   PROOF: The removal of the constraint $x^0_i \mapsto d$ decreases $n_1$ by 1. The introduced equality constraint may increase $n_2$, $n_3$ and $n_4$.

(1.16) CASE: S-Distinct
   PROOF: The removal of the constraint !N decreases $n_1$ by 1. Calculating the name set terminates, because the sets of references and declarations are finite, and the resolution algorithm terminates.

(1.17) CASE: S-Subset
   PROOF: The removal of the constraint $N_1 \subseteq N_2$ decreases $n_1$ by 1. Cal-

83
calculating the name sets terminates, because the sets of references and declarations are finite, and the resolution algorithm terminates.

(1) 18. **CASE: S-SUPERTYPE**
PROOF: The removal of the constraint $t_1 < t_2$ decreases $n_1$ by 1. Building the subtyping relation terminates, since $<_T$ is finite.

(1) 19. **CASE: S-SUBTYPE**
PROOF: The removal of the constraint $t_1 \leq t_2$ decreases $n_1$ by 1. Checking if the types are in the subtyping relation terminates, since $<_T$ is finite.

\[\square\]