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Energy Management System with PV Power Forecast to Optimally Charge EVs at the Workplace

Abstract—This paper presents the design of an energy management system (EMS) capable of forecasting photovoltaic (PV) power production and optimizing power flows between PV system, grid and battery electric vehicles (BEVs) at the workplace. The aim is to minimize charging cost while reducing energy demand from the grid by increasing PV self-consumption and consequently increasing sustainability of the BEV fleet. The developed EMS consists of two components: an autoregressive integrated moving average (ARIMA) model to predict PV power production and a mixed-integer linear programming (MILP) framework that optimally allocates power to minimize charging cost. The results show that the developed EMS is able to reduce charging cost significantly, while increasing PV self-consumption and reducing energy consumption from the grid. Furthermore, during a case study analogous to one repeatedly considered in literature i.e., dynamic purchase tariff and dynamic feed-in tariff (FIT), the EMS reduces charging cost by 118.44% and 427.45% in case of one and two charging points, respectively, when compared to an uncontrolled charging policy.

Index Terms—Energy management system, Mixed-integer linear programming, Electric vehicles, Solar carport, ARIMA, Forecast.

NOMENCLATURE

Italic letters are used for denoting variables and indexes, whereas regular letters denote parameters and sets.

A. Mixed-Integer Linear Programming

1) Indexes:
- \( c \): Charging points, running from 1 to C.
- \( i \): Electric vehicle, running from 1 to N.
- \( t \): Time, running from 1 to T minutes.

2) System parameters:
- \( \eta_{\text{inv}} \): Inverter efficiency [p.u.].
- \( \eta_{\text{MPPT}} \): DC-DC converter efficiency [p.u.].
- \( \lambda_{\text{G2V}} \): Marginal purchase price of utility energy during time period \( t \) [€/kWh].
- \( \lambda_{\text{FIT}} \): Feed-in tariff during time period \( t \) [€/kWh].
- \( \lambda_{\text{PV}} \): Marginal price of PV energy during time period \( t \) [€/kWh].
- \( P_{\text{max,grid}}^{+,\text{grid}} \): Maximum power transfer from the grid to the \( c \)th charging point [kW].
- \( P_{\text{max,grid}}^{-,\text{grid}} \): Maximum power transfer to the grid from the \( c \)th charging point [kW].
- \( P_{\text{max,grid}}^{+,\text{PV}} \): Maximum PV power during time period \( t \) [kW].

3) Electric vehicle parameters:
- \( \eta_{\text{ch}}, \eta_{\text{dis}} \): EV charging and discharging efficiency, respectively [p.u.].
- \( \lambda_{\text{deg}} \): Degradation cost of BEV’s battery [€/kWh].
- \( E_{\text{arrival}}^{i,c} \): Energy content of the \( i \)th BEV at the \( c \)th charging point upon arrival [kWh].
- \( E_{\text{departure}}^{i,c} \): Energy content of the \( i \)th BEV at the \( c \)th charging point upon departure [kWh].
- \( E_{\text{min}}, E_{\text{max}}^{i,c} \): Minimum and maximum energy content of the \( i \)th BEV at the \( c \)th charging point for all time periods \( t \), respectively [kWh].
- \( N_{\text{max}} \): Maximum initiations of charging and discharging process [p.u.].
- \( P_{\text{max,grid}}^{+,\text{grid}} \): Maximum power transfer to and from the \( i \)th BEV, respectively [kW].
- \( t_{\text{arrival}}^{i} \): Arrival time of the \( i \)th BEV [h].
- \( t_{\text{departure}}^{i} \): Departure time of the \( i \)th BEV [h].

4) Continuous and positive decision variables:
- \( C_{\text{tot}} \): Total cost incurred from the charging/discharging process [€].
- \( P_{\text{EV}}^{i,c,t} \): Power transfer from the \( i \)th BEV at the \( c \)th charging point during time period \( t \) [kW].
- \( P_{\text{V2G}}^{i,c,t} \): Power transfer from the \( i \)th BEV at the \( c \)th charging point during time period \( t \) [kW].
- \( P_{\text{grid}}^{+,\text{EV}}^{i,c,t} \): Power transfer from the grid to the \( i \)th BEV at the \( c \)th charging point during time period \( t \) [kW].
- \( P_{\text{grid}}^{-,\text{EV}}^{i,c,t} \): Power transfer to the grid from the \( i \)th BEV at the \( c \)th charging point during time period \( t \) [kW].
- \( P_{\text{EV-grid}}^{i,c,t} \): Power transfer from the PV system to the \( i \)th BEV at the \( c \)th charging point during time period \( t \) [kW].
- \( P_{\text{grid}}^{-,\text{EV}}^{i,c,t} \): Power transfer from the PV system to the grid during time period \( t \) [kW].

5) Binary variables:
- \( D_{\text{ch},+,\text{grid}}^{i,c,t} \): Positive difference between on and off state of binary variable \( u_{\text{ch},+,\text{grid}}^{i,c,t} \) \{0, 1\}.
- \( D_{\text{ch},-,\text{grid}}^{i,c,t} \): Negative difference between on and off state of binary variable \( u_{\text{ch},-,\text{grid}}^{i,c,t} \) \{0, 1\}.
- \( D_{\text{ch},+,\text{PV}}^{i,c,t} \): Positive difference between on and off state of binary variable \( u_{\text{ch},+,\text{PV}}^{i,c,t} \) \{0, 1\}.
- \( D_{\text{ch},-,\text{PV}}^{i,c,t} \): Negative difference between on and off state of binary variable \( u_{\text{ch},-,\text{PV}}^{i,c,t} \) \{0, 1\}.
- \( s_{i,c,t} \): Binary variable that prevents feeding power into the grid while drawing power from the grid \{0, 1\}.
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I. INTRODUCTION

GLOBAL temperature continues to rise, with 2015 currently being the warmest year since measurements began [1]. It is well established that using fossil fuels greatly contributes to CO₂ emissions. More specifically, in The Netherlands the transport and electricity sectors emit 21.5% and 30% of total CO₂ discharge, respectively [2]. In order to mitigate emissions due to the former sector, electrification of the vehicle fleet is a viable solution. Although BEVs and plug-in hybrid electric vehicles (PHEVs) can reduce the carbon footprint and increase sustainability of the transport sector, this strongly depends on the generation mix of the electricity with which these are charged [3]. Moreover, even relatively low penetration of PHEVs and BEVs in densely populated areas such as Amsterdam can already reduce grid reliability due to significant power surges caused by uncontrolled charging [4]. Measures such as price incentives, advances in smart grid technology e.g., smart charging, and vehicle-to-grid (V2G) can alleviate stress on the grid and consequently improve reliability of the grid [4], [5]. Furthermore, if source and load are located relatively close to each other, it could also reduce stress on the grid [6].

A. Literature study

Optimization of power flows is an intensely researched topic. Previous studies aimed to minimize emissions [6], to minimize penalty cost [7], [8], to minimize operating cost [9]–[14], to maximize PV self-consumption [15], [16], to improve self-consumption [17], [18] or to maximize profit [19]. The studies in [6], [11]–[13], [15], [16], [19] achieved satisfactory global optima in terms of their respective objective functions and settings, but performed a day-ahead optimization without forecasting and, except for [15], used a coarse temporal resolution i.e., one hour. In [8], an intra-day energy management system (EMS) was developed for a residential parking lot that produced promising results, albeit with a coarse temporal resolution and absent of a predictive feature. Further, the authors of [9], [10] did include forecasting into their EMSs but did not use these for intra-day operation. Additionally, the former study did not attain global optimality. In [7], [14] the authors developed EMSs that worked on an intra-day basis with forecasting capabilities and achieved promising results, albeit local optima. Moreover, the former study was performed with a coarse temporal resolution, while the latter study was performed on a micro-grid with many additional distributed generators (DGs) such as fuel cells (FCs). Furthermore, the work in [17], [18] took a different approach through a heuristic strategy and a fuzzy logic controller with forecasting capabilities, respectively. Because of these approaches, global optimality could not have been achieved, however, results presented in [17] showed that self-consumption of PV power increased significantly, whereas results in [18] showed that energy demand from the BEVs were satisfied, while significantly reducing impact on the grid. In addition, their proposed methods allowed high temporal resolution and therefore allowed practical applications.

We propose an EMS that forecasts PV power influx and subsequently optimally plans and allocates power flows at a solar powered workplace parking lot, presented in Figure 1, with BEVs at a high temporal resolution, with the aim to

1) Minimize charging cost
2) Reduce stress on the main grid
3) Increase PV self-consumption
4) Increase sustainability of vehicle fleet

It is important to note that item (3) is realistic because we assume that the marginal price of energy produced by the PV system is less than the price of energy from the grid, which will be elaborated upon in Section IV.

B. Contributions

The main contributions of this paper are as follows: First, the proposed EMS allows us to use a novel modular converter topology as investigated in [20], to which multiple BEVs can be connected at the same time, which in turn will reduce capital expenditure without the risk of reducing consumer comfort. This is important to stress, since BEV chargers form a substantial portion of the overall system cost. Second, through the inclusion of forecasting capability for PV power production, we can plan power allocation rather than react. Finally, the problem formulation is generic and the charger is modular, and both can therefore readily be extended to a larger scale.

The long time for which BEVs are parked at the workplace offers the possibility to charge these with locally produced PV energy. However, a recent study showed that the average energy transfer at the workplace is 8.53 kWh [21]. Since a 10 kW charger can transfer up to 80 kWh of energy to a BEV during an 8 hour workday, we can conclude that the charger will likely not be fully utilized, which in turn reduces the economic performance of the system. In light of the first two contributions, there are at least two approaches to reduce charging costs for BEVs: First, reduce the number of charging points in order to reduce capital expenditure of the overall system. This gives us the opportunity to perform an interesting case study, where we examine the behavior of the proposed EMS in a case when four BEVs are connected to a single charging point. Second, by utilizing inexpensive PV power and dynamic prices in combination with an EMS that can anticipate on both these inputs and plan a charging strategy that minimizes charging cost accordingly.

C. Paper organization

The paper is organized as follows: Section II describes the modeling approach of the time-series forecast model. Section III formulates the mathematical optimization framework. Section IV specifies the case studies that are used to assess the
performance of the proposed EMS. Section V presents the results and compares these to an uncontrolled charging policy i.e., the status quo. Finally, Section VI presents the conclusions of this research and Section VII presents directions for future research.

II. TIME-SERIES MODEL FOR PV PRODUCTION

This section presents the time-series model that forecasts PV power production, which will be used as input data for the proposed EMS model.

A. Solar power forecasting

Solar power forecasting methods are usually divided into statistical and physical models, where the former are best suitable for intra-day forecasts at high spatial resolution, whereas the latter are best suited for day-ahead forecasts with low spatial resolution [22]. Regarding intra-day forecasts, the author of [23] found that autoregressive integrated moving average (ARIMA) models were outperformed by artificial neural networks (ANN) at the highest temporal resolution, although at the cost of lower spatial resolution. However, the authors of [22] concluded that ARIMAs provide the best accuracy in case of forecasting horizons between 5 minutes and 4 hours. Since we work at a 1 minute temporal resolution and high spatial resolution, the ARIMA class is selected.

B. ARIMA process

G. Box and G. Jenkins proposed the general ARIMA process and the modeling approach in 1970. This approach consists of three steps and the entire process can be regarded as an iterative process. The three steps are as follows [24]:

1) Model identification
2) Model estimation
3) Diagnostic checking

The ARIMA model consists of two parts: the autoregressive model of order p (AR(p)) and the moving average model of order q (MA(q)), which both describe stationary processes. However, since irradiance data displays non-stationary behavior, differencing should be applied to stationarize the time-series. In addition, the data of interest can be seasonal, with s time periods, in which case the ARIMA model can be extended to a seasonal ARIMA (SARIMA) model. Introducing B as the backward shift operator, such that \(BX_t = X_{t-s}\), the SARIMA model can be expressed in polynomial form as follows:

\[
\phi(B) \Phi(B^s) (1 - B)^d (1 - B^s)^D X_t = \theta(B) \Theta(B^s) \epsilon_t, \quad (1)
\]

where \(\phi(B) = 1 - \phi_1 B - \phi_2 B^2 - \cdots - \phi_p B^p\) describes the non-seasonal AR(p) process with \(\phi_1, \cdots, \phi_p\) as parameters, and \(\theta(B) = 1 + \theta_1 B + \theta_2 B^2 + \cdots + \theta_q B^q\) the non-seasonal MA(q) process with \(\theta_1, \cdots, \theta_q\) as parameters. A similar approach is taken in case of the seasonal AR(P) and MA(Q) processes. Furthermore, the first difference can be formulated as \((X_t - X_{t-1}) = (1 - B)X_t\) and consequently the dth difference as \((1 - B)^d X_t\). Similarly, seasonal differencing \((D)\) is formulated as \((X_t - X_{t-s}) = (1 - B^s)^D X_t\) [25]. The SARIMA process is commonly abbreviated as SARIMA(p, d, q) \times (P, D, Q)\.

C. Results of the Box-Jenkins approach

Table I presents the parameters of the SARIMA(1, 1, 3) \times (0, 1, 1)_{1440} model obtained through the Box-Jenkins approach. Since \(|\phi_1| < 1\) and the mean is approximately zero, the stationarity condition is satisfied, thus passing the third step i.e., diagnostic checking. Subsequently, we are able to create an out-of-sample forecast with a 15 minute horizon and 1 minute resolution. Figure 2 presents the resulting PV profile of a 10 kWp array for a sunny day in May, 2012. To assess the performance of the model we calculate \(R^2\) and RMSE:

\[
R^2 = 1 - \frac{\sum_{t=1}^n (y_{\text{predicted},t} - y_{\text{observed},t})^2}{\sum_{t=1}^n (y_{\text{observed},t} - \bar{y})^2}, \quad (2)
\]

\[
\text{RMSE} = \sqrt{\frac{\sum_{t=1}^n (y_{\text{predicted},t} - y_{\text{observed},t})^2}{n}}, \quad (3)
\]

where \(y_t\) represents the value of the time-series at time \(t\), \(\bar{y}\) the mean of the time series and \(n\) the length of the time-series. \(R^2\) and RMSE amount to 0.986 and 0.395 kW, respectively, and the model is therefore considered suitable for forecasting.

III. MIXED-INTEGER LINEAR PROGRAMMING MODEL

In this paper we use a modular converter topology as investigated in [20], which offers four advantages. First, multiple BEVs are allowed to connect to a single charging point, which reduces capital expenditure since fewer charging points have to be implemented. However, since it is physically not possible

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\phi_1)</td>
<td>0.0130</td>
</tr>
<tr>
<td>(\theta_1)</td>
<td>-0.0220</td>
</tr>
<tr>
<td>(\theta_2)</td>
<td>8.94 \cdot 10^{-5}</td>
</tr>
<tr>
<td>(\theta_3)</td>
<td>-0.859</td>
</tr>
<tr>
<td>(\Theta)</td>
<td>-0.970</td>
</tr>
<tr>
<td>Mean</td>
<td>7.93 \cdot 10^{-9}</td>
</tr>
<tr>
<td>Variance</td>
<td>0.0244</td>
</tr>
</tbody>
</table>

| TABLE I: Parameters of the SARIMA(1, 1, 3) \times (0, 1, 1)_{1440} model. |
to charge BEVs connected to the same charging point simultaneously with different charging power, a binary variable is necessary that represents the charging or discharging state of a BEV. Consequently, the problem under consideration is modeled as a mixed-integer program (MIP). Modeling the problem as a MIP gives us the additional advantage to include binary variables, which can be used to keep track of the amount of charging and discharging initializations and protect the batteries of the BEVs connected to the system accordingly.

Although the charging process of batteries is non-linear, it is common in the literature to approximate it with linear equations, which allows us to formulate the problem as a MILP. The main advantage of formulating our problem as such, also being the second advantage of the proposed EMS, is that although the problem is non-convex due to the integer variables, the branch and bound algorithm guarantees global optimality nonetheless [26]. For this paper, the MILP is modeled in the General Algebraic Modeling System (GAMS) and solved using the CPLEX solver, version 12.6 [27]. Furthermore, we take an aggregated approach in which the owner of the workplace collaborates with BEV owners, e.g., employer - employee relation, in order to reduce cost and promote BEV ownership.

The third advantage of the proposed EMS is the inclusion of forecasting as introduced in Section II, which allows us to plan power allocation rather than react. Finally, scalability is an important aspect of the project under investigation and the problem formulation presented in this Section is therefore kept generic, so that the size of the project can readily be adjusted. Table II presents the parameter values that are used in this paper.

A. Constraints

1) BEV constraints: Each BEV has its own limitation of charging and discharging power:

\begin{align*}
0 \leq P_{\text{G2V},i,c,t} & \leq u_{i,c,t} \cdot \bar{P}_{\text{G2V},i} \quad \forall i, c, t \\
0 \leq P_{\text{V2G},i,c,t} & \leq v_{i,c,t} \cdot \bar{P}_{\text{V2G},i} \quad \forall i, c, t.
\end{align*}

As stated before, it is physically impossible to charge multiple BEVs at the same charging point. In order to reduce cost, we use a modular converter topology as investigated in [20] Therefore, we need to introduce the following constraint

\begin{equation}
\sum_{i=1}^{N} u_{i,c,t} + \sum_{i=1}^{N} v_{i,c,t} \leq 1 \quad \forall c, t.
\end{equation}

Notice how the two sets of binary variables, \( u_{i,c,t} \) and \( v_{i,c,t} \), are necessary to guarantee that only one BEV can either charge or discharge in a given charging point during a given period. That is, eq. (6) guarantees that maximum one binary variable can be one, then eqs. (4) and (5) force all remaining BEVs cannot neither charge nor discharge.

Due to losses the BEVs receive less power than available at the charging point (\( P_{\text{G2V},i,c} \)). We assume the round trip efficiency for the batteries to be 0.92 [28] and thus \( \sqrt{0.92} = 0.96 \) for a single trip. In addition, we assume charger efficiency to be 0.94 [29] and consequently we can calculate that charging/discharging efficiency amounts to 0.96 \cdot 0.94 = 0.90. The power received by the BEVs can then be calculated according to

\begin{equation}
P_{\text{EV},i,c,t} = \eta_{\text{ch}} \cdot P_{\text{G2V},i,c,t} - \frac{1}{\eta_{\text{dis}}} \cdot P_{\text{V2G},i,c,t} \quad \forall i, c, t.
\end{equation}

Subsequently, we can calculate energy content of the BEVs:

\begin{align*}
E_{i,c,t} &= \begin{cases} 
0 & \text{if } t < t_{\text{arrival}}, \forall i, c \\
E_{i,c,t-1} + P_{\text{EV},i,c,t} \cdot \Delta t & \text{if } t_{\text{arrival}} \leq t < t_{\text{departure}}, \forall i, c \\
E_{i,c,t} & \text{if } t \geq t_{\text{departure}}, \forall i, c,
\end{cases}
\end{align*}

where BEV owners can define their desired energy content upon departure.

In order to preserve battery life the respective batteries are protected from deep discharges and overcharges through

\begin{equation}
E_{i,c,t}^\text{min} \leq E_{i,c,t} \leq E_{i,c,t}^\text{max} \quad \forall i, c, t.
\end{equation}
Finally, to reduce the adverse effect that intermittent charging/discharging has on capacity fade [30], we allow the EMS to initiate a maximum of \(N_{\text{max}}\) charging/discharging processes as follows

\[
\begin{align*}
&u_{i,c,t} - u_{i,c,t-1} = D_{i,c,t}^{\text{ch},+} - D_{i,c,t}^{\text{ch},-} & \forall i, c, t \\
&v_{i,c,t} - v_{i,c,t-1} = D_{i,c,t}^{\text{dis},+} - D_{i,c,t}^{\text{dis},-} & \forall i, c, t \\
&\sum_{t=1}^{T} \left( D_{i,c,t}^{\text{ch},+} + D_{i,c,t}^{\text{ch},-} \right) \leq N_{\text{max}} & \forall i, c \\
&\sum_{t=1}^{T} \left( D_{i,c,t}^{\text{dis},+} + D_{i,c,t}^{\text{dis},-} \right) \leq N_{\text{max}} & \forall i, c.
\end{align*}
\]

Furthermore, we need to specify when the BEVs are disconnected from the charging point

\[
\begin{align*}
u_{i,c,t} &= 0, & \text{if } t < t_{\text{arrival}}, \text{ or } t > t_{\text{departure}}, \forall i, c \\
v_{i,c,t} &= 0, & \text{if } t < t_{\text{arrival}}, \text{ or } t > t_{\text{departure}}, \forall i, c.
\end{align*}
\]

2) Photovoltaic (PV) system constraints: The PV system has a rated capacity of 10 kWp and is equipped with a DC-DC converter with maximum power point tracker (MPPT) that has a European efficiency of 0.98 [31]. Furthermore, in order to allow the EMS to curtail PV power, we introduce the following equation

\[
\sum_{c=1}^{C} \sum_{i=1}^{N} \frac{1}{\eta_{\text{MPPT}}} \cdot P_{\text{PV-EV},i,c,t} + \frac{1}{\eta_{\text{MPPT}} \cdot \eta_{\text{inv}}} \cdot P_{\text{PV-grid},c} \leq P_{\text{PV},c} \forall t.
\]

3) Grid constraints: The EV-PV charger is a three-port charger rated at 10 kW [20], [32], [33] and therefore charging and discharging power are limited according to the following equations:

\[
\begin{align*}
0 &\leq P_{\text{grid-EV},i,c,t}^{+,\text{max}} \leq s_{i,c,t} \cdot P_{\text{grid},c}^{+,\text{max}} & \forall i, c, t \\
0 &\leq (1 - s_{i,c,t}) \cdot P_{\text{grid},c}^{-,\text{max}} & \forall i, c, t,
\end{align*}
\]

where the binary variable \(s_{i,c,t}\) is imposed on the system to prevent arbitrage.

Finally, we can formulate the power balance that controls the charging process of the BEVs:

\[
\begin{align*}
&\sum_{c=1}^{C} \sum_{i=1}^{N} \left( P_{\text{ch},i,c,t}^{+} - P_{\text{V2G},i,c,t}^{+} \right) \\
&= \sum_{c=1}^{C} \sum_{i=1}^{N} P_{\text{PV-EV},i,c,t}^{+} \\
&+ \sum_{c=1}^{C} \sum_{i=1}^{N} \left( \eta_{\text{inv}} \cdot P_{\text{PV-EV},i,c,t}^{+} - \frac{1}{\eta_{\text{inv}}} \cdot P_{\text{grid-EV},i,c,t}^{-} \right) \forall t,
\end{align*}
\]

where \(\eta_{\text{inv}}\) is the grid-tied inverter efficiency. The efficiency of a grid-tied inverter depends on the topology; however, we found 0.98 to be a reasonable value [34].

B. Objective function

As stated before, the aim is to minimize total cost \(C_{\text{tot}}\) while reducing stress on the grid and increasing PV self-consumption, since 48% of the consumers would likely transition to BEVs because of sustainability concerns, whereas 71% of the consumers would do so for the lower overall cost [35]. Therefore, the optimization problem is formulated such that the aforementioned aspects are considered, which leads to the following objective function

\[
C_{\text{tot}} = \left( \sum_{t=1}^{T} \sum_{c=1}^{C} \sum_{i=1}^{N} \lambda_{G2V,t} \cdot P_{\text{grid-EV},i,c,t}^{+} \right) \\
+ \sum_{t=1}^{T} \sum_{c=1}^{C} \sum_{i=1}^{N} \lambda_{\text{PV},i,t} \cdot P_{\text{PV-EV},i,c,t}^{+} \\
- \sum_{t=1}^{T} \sum_{c=1}^{C} \sum_{i=1}^{N} \left( \lambda_{\text{FIT},t} - \lambda_{\text{deg}} \right) \cdot P_{\text{EV-grid},i,c,t}^{-} \\
- \sum_{t=1}^{T} \left( \lambda_{\text{FIT},t} - \lambda_{\text{PV},t} \right) \cdot P_{\text{PV-grid}} \cdot \Delta t.
\]
important to stress that the objective function in its presented form is equal to maximizing profits. Finally, Figure 3 presents the flowchart that depicts the functioning of the proposed EMS.

IV. CASE STUDIES

The effectiveness of the EMS is examined on the basis of two case studies: one and two charging points. Studying one charging point that is fully occupied allows us to ascertain the behavior of the EMS with maximum electricity demand. However, because of the formulation of the EMS, it is also possible for multiple charging points to collaborate in terms of power exchange. For example, if there is a surplus of power production at charging point 1, it could sell this to the grid or complement charging point 2 if needed. Since introducing a second charging point that is also fully occupied will not display significant collaboration due to high electricity demand, the second case study features an additional charging point that is occupied for 50%, which allows us to show in more detail the collaboration. It should be noted that the behavior of a single, fully occupied charging point can be extrapolated to a larger scale.

Furthermore, the aforementioned case studies are compared to an uncontrolled charging policy. The reason for comparing the proposed model to an uncontrolled charging policy rather than to up-to-date models is twofold: Firstly, the charging methodology in this paper is novel in the sense that a modular converter topology is used, which allows for multiple BEV connections at the same time. Therefore, comparison with up-to-date models cannot be done without modifying those. Secondly, uncontrolled charging is still the standard in many countries and hence a direct comparison between the proposed EMS and the status quo will provide a clear picture on the benefit that one can expect.

Finally, realistic input parameters and appropriate price mechanisms should be selected. It should be noted that we assume these to remain constant throughout the day that is under investigation. This is sufficient for the present study, as the optimization is done for a 24 hour cycle, from 00:00h to 23:59h. There will be day to day variation in these parameters, and the user is responsible for giving these as an input to the EMS. Therefore, we argue that the characteristics are relatively static on a daily basis. In addition, this paper is a first step into the realization of the proposed EMS, and directions for future research e.g., stochastic optimization, will be elaborated upon in Section VII.

A. Driving Patterns

Driving patterns of commuters show clear recursive behavior throughout the week. Yearly, the Dutch mobility survey (MON) presents driving patterns of civilians and a study analyzing these patterns, performed in [36], found clear peaks at 8 a.m. and 6 p.m. for morning and evening commute, respectively. Furthermore, these peaks show normal behavior with approximately one hour standard deviation. Table III presents the exact values of the normal distribution, which are adapted from [18].

<table>
<thead>
<tr>
<th>Table III: Arrival and departure time of Dutch motorists.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrival (h)</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Average</td>
</tr>
<tr>
<td>Standard deviation (h)</td>
</tr>
</tbody>
</table>

B. BEV Specifications

The BEV fleet shows large variation in battery capacity, ranging from 22 to 90 kWh [37]. However, workplace charging tends to be used merely to extend the range of the BEV, with an average energy transfer of 8.53 kWh and standard deviation of 6.49 kWh [21]. Realistic initial and final energy content need to be selected for the case studies, which is often done by using a probability function, e.g., uniform [17], [38] or log-normal [39]. We use a uniform distribution between 0.3 · E_{i,c}^{max} and 0.5 · E_{i,c}^{max} for initial energy content. The required energy stored in the battery upon departure lies between 0.6 · E_{i,c}^{max} and 0.8 · E_{i,c}^{max}. Consequently, maximum energy demand by a single BEV will be (0.8 − 0.3) · 90 kWh = 45 kWh and minimum energy demand by a single BEV will be (0.6 − 0.5) · 22 kWh = 2.2 kWh.

C. Price mechanism

To ascertain the performance of the proposed EMS we use both a dynamic purchase tariff (λ_{G2V,i}) and dynamic FIT (λ_{FIT,i}), similar as in [10], [11], [40]. The purchase tariff is adapted from Amsterdam power exchange (APX) [41], to an average of €0.23 per kWh. We also assume that the FIT is 10% lower than the purchase tariff i.e., λ_{FIT,i} = 0.9 · λ_{G2V,i}, [40]. Note that the price mechanism in the additional case studies encompasses a flat purchase tariff of 0.23 €/kWh in combination with (i) a flat FIT of 0.23 €/kWh or (ii) 0.09 €/kWh [42]. The reason for this is to examine the performance of the EMS if it were presently implemented in the Netherlands. In addition, we consider battery degradation due to V2G discharging. Lab experiments regarding capacity loss per normalized Wh have found that this was rather low: -6.0 · 10^{-3}% for driving tasks and -2.7 · 10^{-3}% for V2G tasks [30]. However, the authors noted that capacity fade could significantly increase due to intermittent discharging, which is the reason why we introduced eqs. (10) and (11). We use 0.038 €/kWh as degradation cost, adapted from [6], which in turn based their findings on [30]. Moreover, this value is similar to that found in [43]. Finally, we defined λ_{PV,i} in the objective function, implying that energy from the PV system is not free. While for the Netherlands this amounts to 0.097 €/kWh [44], it is usually ignored [10], [11], [45], most likely under the assumption these are sunk cost. Therefore, we assume λ_{PV,i} to be zero, so as to allow for fair comparison.

V. RESULTS

Table IV presents the input parameters of the BEVs, resulting from their respective probability distributions. We can deduce from these results that average energy demand amounts to 17.65 kWh, more than double the average demand according to [21]. Furthermore, we impose identical dynamic tariffs on
TABLE IV: Input parameters.

<table>
<thead>
<tr>
<th></th>
<th>(t_{\text{arrival}}) (a.m.)</th>
<th>(t_{\text{departure}}) (p.m.)</th>
<th>(E_{\text{arrival}}) (kWh)</th>
<th>(E_{\text{departure}}) (kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEV 1</td>
<td>7.31</td>
<td>6.19</td>
<td>29.7</td>
<td>70.2</td>
</tr>
<tr>
<td>BEV 2</td>
<td>8.37</td>
<td>7.23</td>
<td>13.8</td>
<td>21.9</td>
</tr>
<tr>
<td>BEV 3</td>
<td>7.54</td>
<td>5.17</td>
<td>10.6</td>
<td>17.4</td>
</tr>
<tr>
<td>BEV 4</td>
<td>8.50</td>
<td>3.09</td>
<td>10.8</td>
<td>21.3</td>
</tr>
<tr>
<td>BEV 5</td>
<td>7.50</td>
<td>4.35</td>
<td>37.5</td>
<td>64.5</td>
</tr>
<tr>
<td>BEV 6</td>
<td>9.02</td>
<td>6.59</td>
<td>10.3</td>
<td>23.3</td>
</tr>
</tbody>
</table>

A. One charging point

From an economical standpoint it is more attractive to connect multiple BEVs to a single charger since these are costly. The number of BEVs depends on energy demand, on PV power generation and on converter rating. In this paper, four BEVs are allowed to connect to a single charging point because of the limited converter rating and PV power production, and therefore increasing the number of connections would likely reduce the effectiveness of the system.

Figures 4 and 5 present the results of the uncontrolled charging policy and the optimal charging strategy according to the EMS, respectively. There are at least three points of interest. First, power withdrawal from the grid and tariff levels show a similar trend in case of uncontrolled charging, namely a peak during the morning and decrease thereafter. Evidently, this is opposite of what can be considered optimal. In addition, PV power is fed into the grid while \(\lambda_{\text{FIT}}\) is at its minimum, consequently reducing revenue. Second, we can see from Figure 5 that the EMS shifts demand away from the peak in morning tariff, while feeding generated PV power into the grid.

Table V presents the numerical results of the uncon- 
trolled and optimal charging strategies. PV self-consumption i.e., the fraction of generated PV power consumed by the BEVs, has been increased from 73.65\% to 82.41\%. Additionally, energy exchange with the grid, defined as \(E_{\text{grid}} = \sum_{i} \sum_{t} \left( P_{\text{grid-EV, i, t}}^{+} + P_{\text{EV-grid, i, t}}^{-} + P_{\text{PV-grid, t}} \right) \Delta t \), was reduced by 31.66\%. Furthermore, total cost has been reduced by 118.44\%, thus turning cost into profit.

B. Two charging points

As stated before, the present case study will investigate the effect on collaboration when a second charging point is introduced that is occupied for 50\%, which is a likely scenario during e.g., vacation periods. As a consequence, there will likely be a surplus of PV power and since the EMS is formulated such that it allows collaboration as long as that is optimal, we can assess whether or not the overproducing charging point can complement the fully occupied charging point.

Figures 6 and 7 present the power allocation during the uncontrolled and optimal charging strategies, respectively. In both cases, we can see similar patterns as in the previous section i.e., power withdrawal from the grid during peak price and power feed into the grid when \(\lambda_{\text{FIT}}\) has significantly lowered in case of the uncontrolled charging policy, whereas the EMS shows that the optimal charging strategy is to shift demand away from peak price period while feeding PV power into the grid during this peak. Furthermore, the EMS does let BEV 6 participate in V2G during the evening.
TABLE VI: Results two charging points.

<table>
<thead>
<tr>
<th></th>
<th>PV self consumption (%)</th>
<th>$E_{\text{grid}}$ (kWh)</th>
<th>$C_{\text{tot}}$ (€)</th>
<th>Cost reduction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncontrolled charging</td>
<td>58.04</td>
<td>94.24</td>
<td>-1.468</td>
<td></td>
</tr>
<tr>
<td>Optimal charging</td>
<td>66.32</td>
<td>75.20</td>
<td>-7.743</td>
<td>427.45</td>
</tr>
</tbody>
</table>

Fig. 6: Power allocation with dynamic FIT, 6 BEVs, uncontrolled charging.

Table VI presents the numerical results, from which we can see that self-consumption increased from 58.04% to 66.32%, whereas energy exchange with the grid was reduced by 20.20%. Furthermore, profit has increased by 427.45%. This notable result is mainly due to the ability to shift demand away from the peak in purchase tariff and cooperation between the charging points.

C. Additional case studies

Here, we examine the performance of the EMS if it were presently implemented i.e., with flat tariffs rather than dynamic tariffs. Tables VII and VIII present the results, for one and two charging points, respectively. The following two points can be observed. First, cost reduction is more notable in case of a lower FIT. Specifically, the EMS reduces charging cost by 72.75% and 171.46% in case of a FIT of 0.09 €/kWh and one and two charging points, respectively, versus 35.30% and 10.49% in case of a FIT of 0.23 €/kWh. The reason for this is that in both cases, a significant portion of PV power is fed into the grid but yields less due to a substantially lower FIT. This result shows that high FITs are concealing the true potential of the EMS. Second, a sensitivity analysis in which $E_{\text{grid}}$ was minimized showed that the self-consumption in these case studies are maximal, implying that flat tariffs encourage the EMS to maximize self-consumption.

VI. CONCLUSIONS

In this paper, we proposed a forecasting enabled energy management system (EMS) in a mixed-integer linear programming (MILP) framework, which allows it to plan power allocation in fifteen minute periods while taking dynamic tariffs into account. The aim was to minimize total cost while reducing stress on the grid and increasing photovoltaic (PV) self-consumption, and consequently increasing sustainability of the vehicle fleet. The model was developed considering a modular converter topology, which allowed us to connect multiple BEVs to a single charging point while one BEV could be charged during a certain time period. In this way, capital expenditure could be reduced when compared to the case when each BEV would require its own charging point. We showed that for these case studies the EMS significantly reduced total cost while reducing energy exchange with the grid and increasing self-consumption, while satisfying energy demand and consequently maintaining consumer comfort. More specifically, in case of one charging point, total cost was reduced by 118.44%, whereas profit was increased by 427.45% when two charging points were considered. Furthermore, due to participating in demand side management (DSM), self-consumption was increased. Additional case studies showed that if the EMS would be implemented with flat tariffs, it would reduce cost between 10.49% - 171.46%, while high...
feed-in tariffs (FITs) conceal the effectiveness of the EMS. A preliminary case study of our future research with 10 charging points showed similar results, meaning that the EMS can indeed be scaled up. Additionally, its predictive capability enabled the EMS to anticipate on future PV generation, which proved to be vital for its effectiveness. In terms of forecast accuracy the EMS performed satisfactory, achieving an $R^2$, of 0.986 and RMSE of 0.395 kW.

In addition, we found that in the presented setting, vehicle-to-grid (V2G) is currently not economically viable due to battery degradation costs, except in case of a significant surplus of PV power production. For V2G to become attractive, battery prices have to decrease significantly.

Finally, it should be noted that the case study presented in this paper is one of many applications that the EMS could be used for. As we showed with the preliminary, i.e., scaled up, case study, the EMS can be readily extended to a larger scale. In addition, one might think of adding additional distributed generators (DGs) and loads as case study, thus emulating a smart grid, in which the EMS can ensure stability and consumer satisfaction.

VII. FUTURE RESEARCH

The following step in our research is to introduce a stochastic optimization framework, in which arrival and departure times, and electricity demand from the BEVs are considered to be uncertain. Furthermore, as the output of any PV system is inherently uncertain, PV power production forecasting should be considered. More specifically, we will consider probabilistic rather deterministic forecasting as input to the stochastic optimization framework. By incorporating these uncertainties, we can find the optimal charging strategy under highly variable circumstances. In addition, the modularity of the charger and the generic problem formulation that is presented in this paper will allow us to increase the scale of the BEV fleet under consideration.
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