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The primary motivation of this dissertation is to investigate how to enable interoperability in the logistics domain by the aid of ontology alignment. More in detail, the primary research objective of this dissertation is

*To address interoperability between heterogeneous IT systems in logistics by using ontology alignment.*

To accomplish the objective, we first look into the literature of ontology alignment using a quantitative approach to get a thorough understanding of the available literature and its progress. We particularly identify several research gaps that are studied in the subsequent chapters that serve the objective of this dissertation. An important lesson learned from the literature analysis is that there are two segregated communities that form ontology alignment but work independently and with minimal interactions with each other.

Based on the identified research gaps, we develop a new system, SANOM (simulated annealing-based ontology matching), that addresses the non-deterministic polynomial-time (NP) ontology alignment problem based on the well-known evolutionary algorithm, simulated annealing. SANOM is equipped with an extended Soft TF-IDF (term frequency-inverse document frequency) string similarity metric that can also detect linguistic similarity among the names of entities in two ontologies in question. Structural similarity metrics are also taken into account that increase the alignment performance for more complex ontologies. Simulated annealing with a warm initialization is used as the matching strategy to find an optimal solution to the ontology alignment problem. The experiments show that SANOM has a very competitive performance with the best systems that participated in the ontology alignment evaluation initiative (OAEI) and is particularly faster than other evolutionary algorithm-based alignment systems.

To come to a better understanding of which alignment system is preferred, we develop several methods for evaluation and comparison of alignment systems using different statistical techniques and multi-criteria decision-making methods (MCDM). We first study the frequentist approach for comparing alignment systems. More in detail, we compare different statistical tests for comparing alignment systems over single or multiple benchmarks and propose a proper test based on the number of benchmarks and alignment systems. While these techniques are more reliable than those being currently in use, it suffers from the drawbacks of making decisions based on p-values, which can be addressed by Bayesian statistics.

If only the performance scores of alignment systems for different benchmarks are available, then the Bayesian tests counterpart to those recommended in the frequentist approach can be used for comparison. However, if the alignments generated by systems are available, then Bayesian statistics has more flexibility to take into account the alignments (and not performance scores) to compare and evaluate the associated systems.
In this regard, we develop a Bayesian model to evaluate the alignment systems based on a user-defined error function, which is a function of false positives and false negatives. According to this evaluation, a new Bayesian test is developed to compare the systems and compute the extent to which one alignment system is superior to another.

Despite the effectiveness of the proposed Bayesian model, it bases the comparison on one performance score. For comparing based on multiple performance scores, two classes of MCDM methods are used. First, the preferences of ontology alignment experts are elicited for the performance scores of different matching tasks, especially the OAEI tracks. The preferences are then translated into the priorities that calibrate the importance of each metric for each OAEI track. Second, the priorities are used to rank the alignment systems by using MCDM outranking methods. Since these methods rank alignment systems in a different and potentially conflicting way, a new ensemble method is proposed to aggregate the rankings of outranking methods and compute final rankings for the alignment systems in each OAEI track.

We finally apply ontology alignment to interoperability in the logistics domain, which is characterized by numerous stakeholders, each with their own ontology implemented by a database scheme. Although these ontologies have a relatively low number of concepts compared to large ontologies in domains like biomedicine, the large number of alignments (millions) that have to be obtained is a challenge. Another challenge for applying ontology alignment is that the domain has several standards without semantics, since they are not developed by using Semantic Web technologies. To experiment with ontology alignment, we create two ontologies from shipping information (SI) and electronic CMR (eCMR) data models and subject them to ontology alignment systems to find the shared entities of ontologies. Since the created ontologies use distinct terminologies from each other, the direct matching of ontologies with the most top available alignment systems is not satisfactory. Hence, we conduct indirect matching through an existing upper ontology with some annotations. The indirect matching with annotated upper ontology significantly improves the outcome of the alignment systems. The results of this experiment show that ontology alignment can address the interoperability in logistics provided that a proper logistics background knowledge, e.g., a proper logistics upper ontology or dictionary, is used. Overall, ontology alignment can enable interoperability in logistics if one of the following conditions holds:

- A proper background knowledge for logistics is developed manually.
- An existing upper ontology is used and manually annotated by an expert with the terminologies of the given ontologies for alignment.
- Many alignment experiments are conducted by different logistics standards and data models, and an ontology is annotated based on the generated alignments.

The methodologies for comparing and evaluating ontology alignment systems can be used in any domain with some standard benchmarks with known reference alignment. In logistics, however, we learned that the direct alignment of ontologies does not bear satisfactory outcome, while the indirect matching with annotated background knowledge can generate acceptable alignments, regardless of the matching system being used. In addition, more logistics benchmarks for ontology alignment must be created so
that the methodologies for evaluating and comparing alignment systems can be used for selecting the most appropriate alignment systems for enabling interoperability in logistics.
SAMENVATTING

De primaire motivatie voor dit proefschrift is het onderzoeken naar mogelijke interoperabiliteit in het logistieke domein met behulp van ontology alignment. Preciezer gezegd: het primaire onderzoeksdoel van dit proefschrift is:

Om interoperabiliteit tussen heterogene IT-systemen in de logistiek aan te adverteren met behulp van ontologie afstemming.

Om het doel te bereiken kijken we eerst kwantitatief naar de literatuur van ontology alignment, om een grondig inzicht te krijgen in de beschikbare literatuur en de vooruitgang daarin. In het bijzonder wijzen we een aantal onderzoekslacunes aan, die in de volgende hoofdstukken worden bestudeerd ten behoeve van de doelstellingen van dit proefschrift. Een belangrijke les uit de literatuuranalyse is dat er twee gescheiden community's aan ontology alignment werken, maar dat zij dit onafhankelijk van elkaar doen en met nauwelijks enige interactie.

Op basis van de geïdentificeerde onderzoekslacunes ontwikkelen we SANOM (simulated annealing-based ontology matching), een nieuw systeem dat het probleem van niet-deterministische polynomiale-tijd (NP) ontology alignment aanpakt op basis van het bekende evolutionaire algoritme van gesimuleerd uitgloeien (simulated annealing). SANOM wordt voorzien van een uitgebreide Soft TF-IDF (term frequency-inverse document frequency) metriek voor de gelijkenis tussen strings, een metriek die ook taal-kundige gelijkenis tussen de namen van entiteiten in twee ontologieën kan detecteren. Ook kijken we naar metrieken voor structurele gelijkenis, die zorgen dat de afbeelding beter werkt bij complexere ontologieën. Gesimuleerd uitgloeien met ‘warme initialisatie’ wordt gebruikt als matchstrategie om een optimale oplossing te vinden voor het ontology-alignmentprobleem. De experimenten laten zien dat SANOM zeer goed presteert vergeleken met de beste systemen die aan bod zijn gekomen in het Ontology Alignment Evaluation Initiative (OAEI), en dat SANOM in het bijzonder sneller is dan andere op evolutionaire algoritmen gebaseerde afbeeldingssystemen.

Om beter te begrijpen welk afbeeldingssysteem de voorkeur geniet, ontwikkelen we verschillende methoden voor de evaluatie en vergelijking van afbeeldingssystemen. Hiervoor gebruiken we verschillende statistische technieken en multicriteria-besluitvorming-methoden (multi-criteria decision-making methods, MCDM). Eerst bestuderen we de frequentistische benadering van het vergelijken van afbeeldingssystemen. We vergelijken in detail verschillende statistische tests voor het vergelijken van afbeeldingssystemen op basis van een of meer benchmarks en stellen een geschikte test voor die gebaseerd is op het aantal benchmarks en afbeeldingssystemen. Hoewel deze technieken betrouwbaarder zijn dan degene die nu worden gebruikt, ondervinden ze nadelen van hun besluitvorming op basis van p-waarden. Daar kan iets aan worden gedaan met Bayesiaanse statistiek.

xxiii
Als alleen de prestatiescores van afbeeldingssystemen voor verschillende benchmarks beschikbaar zijn, kunnen voor de vergelijking Bayesiaanse tests worden gebruikt in plaats van de tests die daarvoor worden aanbevolen in de frequentistische aanpak. Als er echter door systemen gegenereerde afbeeldingen beschikbaar zijn, biedt Bayesiaanse statistiek meer flexibiliteit om rekening te houden met de afbeeldingen (en niet de prestatiescores) om de bijbehorende systemen te vergelijken en te evalueren. Met dit op het oog ontwikkelen we een Bayesiaans model om de afbeeldingssystemen te evalueren op basis van een zelf gedefinieerde foutfunctie, die een functie is van foutpositieven en foutnegatieven. Op grond van deze evaluatie wordt een nieuwe Bayesiaanse test ontwikkeld om de systemen te vergelijken, en om te berekenen in hoeverre het ene afbeeldingssysteem beter is dan het andere.

Hoewel het voorgestelde Bayesiaanse model effectief is, baseert het de vergelijking op slechts één prestatiescore. Voor een vergelijking op basis van meerdere prestatiescores worden twee klassen van MCDM-methoden gebruikt. Om te beginnen zoeken we uit wat de voorkeuren van de deskundigen op het gebied van ontology alignment zijn wat betreft de prestatiescores van verschillende matchtaken, met name voor de diverse OAEI-trajecten. De voorkeuren worden vervolgens vertaald naar de prioriteiten die het belang van elke score voor elk OAEI-traject bepalen. Ten tweede worden de prioriteiten gebruikt om de afbeeldingssystemen te rangschikken aan de hand van MCDM-methoden. Aangezien bij deze methoden afbeeldingssystemen op verschillende en mogelijk tegenstrijdige manieren worden gerangschikt, stellen we een nieuwe ensemblemethode voor om de ranglijsten van de afbeeldingssystemen samen te voegen en zo voor elk OAEI-traject eindranglijsten voor de afbeeldingssystemen te berekenen.

Tot slot passen we ontology alignment toe op interoperabiliteit in de logistiek. De logistiek kenmerkt zich door een groot aantal stakeholders, elk met hun eigen ontologie, geïmplementeerd door middel van een databaseschema. Hoewel deze ontologieën een relatief laag aantal concepten bevatten vergeleken met grote ontologieën in bijvoorbeeld de biogeneeskunde, vormt het grote aantal afbeeldingen (miljoenen) dat moet worden verkregen een uitdaging. Een andere uitdaging voor het toepassen van ontology alignment is dat het domein verschillende standaarden heeft zonder semantiek, omdat deze niet ontwikkeld zijn met behulp van semantische-webtechnologieën. Om te experimenteren met ontology alignment creëren we twee ontologieën van datamodelen van verzendgegevens en elektronische CMR (eCMR), en laten we hier ontology-alignmentsystemen op los om de gedeelde entiteiten van ontologieën te vinden. Aangezien deze twee ontologieën verschillende terminologieën gebruiken, is directe matching van ontologieën met de beste beschikbare afbeeldingssystemen hiervoor onvoldoende. Daarom voeren we indirecte matching uit via een bestaande basisonontology (upper ontology) die licht geannoteerd is. Het experiment met indirecte matching met een geannoteerde basisonontology leidt ertoe dat de afbeeldingssystemen een aanzienlijk beter resultaat geven. De resultaten van dit experiment tonen aan dat ontology alignment kan worden toegepast op interoperabiliteit in de logistiek, op voorwaarde dat er een goede logistieke achtergrondkennis wordt gebruikt, bijvoorbeeld een geschikte logistieke basisontologie of een goed woordenboek. Algemeen gesproken kan ontology alignment interoperabiliteit in de logistiek mogelijk maken als aan een van de volgende voorwaarden wordt voldaan:
• Er wordt handmatig goede achtergrondkennis voor de logistiek ontwikkeld.

• Er wordt een bestaande basisonontologie gebruikt die door een deskundige handmatig wordt geannoteerd met de terminologieën van de gegeven ontologieën die op elkaar moeten worden afgebeeld.

• Er worden veel afbeeldingsexperimenten uitgevoerd met verschillende logistieke standaarden en datamodellen, en een ontologie wordt geannoteerd op basis van de gegenereerde afbeeldingen.

De methodologieën voor het vergelijken en evalueren van ontology-alignmentsystemen kunnen worden gebruikt in elk domein dat enkele standaard benchmarks met een bekende referentieafbeelding heeft. We hebben echter geconstateerd dat in de logistiek een directe afbeelding van ontologieën geen bevredigend resultaat oplevert, terwijl een indirecte afbeelding met geannoteerde achtergrondkennis acceptabele afbeeldingen kan genereren, ongeacht het gebruikte matchsysteem. Daarnaast moeten er meer logistieke benchmarks voor ontology alignment worden gecreëerd, zodat de methodologieën voor het evalueren en vergelijken van afbeeldingssystemen kunnen worden gebruikt voor het selecteren van de beste afbeeldingssystemen die interoperabiliteit in de logistiek mogelijk maken.
INTRODUCTION

*Your Reality Might Not be Mine.*

Poppy Crum
1.1. Human Perception and Ontology Design

Humans constantly receive different information (e.g., sounds, pictures) from sensory receptors. The way that humans perceive the information is not necessarily identical that affects their interaction with the world. Perception entails the organization, interpretation, and conscious experience of the information received by sensory receptors [1]. Since this concept is more psychological, compared to sensation which is a sheer physical process, different people have distinct perceptions about the similar information received by their receptors. As an instance, a determining factor for how we perceive information is attention. In fact, attention plays an essential role in the human perception of information. The perception can also be influenced by many other factors, including, inter alia, beliefs, values, experiences, and expectations. The idea of how we perceive information and what influences the perception are also extensively discussed in the so-called ladder of inference [2].

Whether human perception is correct or not has been a philosophical question for which many philosophers have tried to provide an answer. Descartes is one of the pioneers who questioned human perception by the idea of radical doubt. In particular, he verified all the beliefs by radical questions to distinguish the things we think we are certain about from things we are justified in being certain about. The result of this radical doubt was the well-known cogito argument [3], that can be summarized in the phrase I think, therefore, I am. The aim of this thesis is neither about the perception nor the philosophical understanding of perception veracity, but rather about one of its influences in computer science. In fact, we accept that the perception of identical phenomena is distinct from one person to another and we seek a solution to deal with it.

We particularly consider an influence of perception on the Semantic Web, an active research area in computer science. The main aim of the Semantic Web is to represent information in a way that machines can also process them, ideally as well as humans do, so that machines are able to seek for information they require for a particular, allocated task. In this regard, ontologies provide a formal representation of the real world, abstract or scientific concepts [4]. An ontology is formally defined as a set of concepts with their reciprocal relationships, while in practice, they are usually a host of vocabularies or thesauri with relatively weak semantics [5]. Ontologies have manifold functionalities: They have been used to model the content message of agents in agent-based modeling [6, 7], they mapped the structure of different vocabularies in the biomedical domain so that one can simply translate among these vocabularies [8], and last but not least, they have been employed to model the goods flow and their corresponding information in the logistics domain [9]. The primary focus of this dissertation is on data sharing between ontology-based systems, where an ontology is used to model the underlying information of a particular information system.

Ontology-based modeling is subjective and is reliant on the perception of a designer. Since perceptions of humans are often sharply distinguished, similar concepts in one particular domain could be constructed in entirely distinct ways. The discrepancy in models is referred to as heterogeneity, which is a major impediment to the path to interoperability [10]. Interoperability refers to the interactions among different information systems in such a way that they can simply exchange data and information among each other. This difference among information systems prevents such interactions un-
less a pre-processing strategy is employed to reconcile their differences. One solution is to ask experts to find the common vocabulary and thesauri between two ontologies of heterogeneous information systems. The manual alignment of ontologies is, however, costly and time-consuming. For example, the alignment of Chinese Agricultural Thesaurus (CAT) with around 60,000 concepts to the Food and Agriculture Organization of the United Nation thesaurus (AGROVOC) with around 25,000 concepts took seven man-year of manual labor [5]. As a result, it is required to reduce the manual efforts by designing an automatic solution to find the shared concepts of two given ontologies. These automatic solutions are commonly referred to as ontology matching or ontology alignment.

1.2. Ontology Alignment: An Example from Logistics

In order to explain the basic concepts of ontology alignment, a simple example from logistics is provided. The supply and logistics sector includes millions of enterprises, each with a specific data model or database schema. The discrepancy among the data models of different logistics enterprises puts a serious obstacle in their way of exchanging data and conducting business. The discrepancy between the data models of logistics companies can be addressed by the aid of ontology alignment. As a simple example, we consider two different perspectives, i.e., consignor\(^1\) and carrier, on moving/delivering cargo or products from one location to another. Assume there are five products, shown by \(P_1, P_2, \ldots, P_5\), that need to be transferred from one of five locations (shown by \(L_1, L_2, \ldots, L_5\)) to one another (see Figure 1.1). The left panel of this figure shows a list of products moving from one location to another, while the right panel plots the graphical model of the same movements. The nodes of this graph are the locations, and each edge \(L_i \xrightarrow{P_i} L_j\) indicates that product \(P_i\) must move from \(L_i\) to \(L_j\). Since this example has been shown from the viewpoint of a person who sends the shipment, it is called the consignor model. We can now go to a higher level of abstraction by modeling this process from the consignor perspective. Figure 1.2 displays a potential model representing the overall transport process. In this model, a consignment is simply a concept repre-

\(^1\)Consignor is typically the sender of the goods.

![Figure 1.1: The logistics example from the consignor perspective. (a) The list of products \(P_1, P_2, \ldots, P_5\) that needs to move from a place of origin (PLO) to a place of destination (PLD); (b) The graphical representation of the same process, where nodes (i.e., ovals) are the locations, and each arrow with the label of a product represents the movement of that product from one end to the other.](image-url)
senting the movement of products from one location to another at the same time (a directed edge in the graphical representation in Figure 1.1). Thus, the consignment entity requires a product and shipping information. For the product entity, we can assume several straightforward properties such as name, weight, and quantity. The shipping entity also contains the place of origin (PLO) and place of destination (PLD). Thus, the three entities in Figure 1.2 are a model to represent the instances in Figure 1.1.

The carrier view, on the other hand, is distinct from the consignor. In this perspective, there are various locations, in each of which some products might be picked up and some others may be dropped off. In this view, as a result, there is no PLO or PLD. Figure 1.3 illustrates the same example as in Figure 1.1 from the carrier viewpoint. In this figure, there are different locations in each of which two operations might happen: Picking up (PU) and/or dropping off (DO) some of the cargoes $M_1, M_2, \ldots, M_5$. We deliberately use different terminology for product and cargo, since nomenclature is not essentially the same in different perspectives. In Figure 1.3-(b), the nodes of the graph are the locations, and the cargoes to pick up and drop off are shown at the top and the bottom of the nodes, respectively.

The process of transport from the carrier view can be modeled as in Figure 1.4. In this figure, the main entity is carrier, which has a location and two lists of picked-up and dropped-off cargoes. These lists are of the type cargo, which stores the basic properties of each cargo item.

We can now present the definition of ontology that can model logistics perspectives. The following definition is a simple yet sufficient definition of ontology for the aim of this dissertation.

**Definition 1** [11] An ontology $O$ could be defined as a 4-tuple:

$$O = (C, DP, OP, I),$$

where
1.2. Ontology Alignment: An Example from Logistics

Figure 1.3: The logistics example from the transportation perspective. (a) The list of locations $L_1, L_2, ..., L_5$, in each of which some of the cargoes are picked up (PU) or dropped off (DO); (b) The graphical representation of the same process, where nodes (i.e., ovals) are the locations, and the cargoes shown above or under them are the picked-up or dropped-off cargoes, respectively.

Figure 1.4: The abstractions of the logistics example from the carrier viewpoint.

- $C$ is a set of classes, which are the principal concepts in a domain;
- $DP$ is a set of data properties explaining the characteristics of the classes;
- $OP$ is a set of object properties, defining the relation of two classes;
- $I$ is a set of instances, which instantiate the modeled concepts.

In the consignor view in the previous example, consignment and product are two classes, and ID is a data property. Since each consignment contains a set of products, then we can define object property contain that relates consignment to product. The examples of movements in the left panel of Figure 1.1 are the instances in an ontology developed based on the consignor view.

The simple logistics example shows that the perception, or the view, can lead humans to model the same process in totally-distinct ways, each of which serves different purposes: One involves supplying product to locations, while the other involves the logistics operation with, for instance, a truck. Ontology alignment is used to resolve this heterogeneity by aligning the concepts of one model to those in the other. A matching of a concept from the first ontology to one in the other is called a correspondence, and a set of correspondences between two given ontologies is called an alignment. The following definitions present these two important concepts in ontology alignment.
**Definition 2 (Correspondence [11])**  A correspondence between two ontologies $O$ and $O'$ is defined as a set of 4-tuples:

$$< e, e', r, d >,$$

where

- $e$ is an entity, e.g., class, property, or instance, from the first ontology;
- $e'$ is an entity from the second ontology;
- $r$ is the type of relation between two entities, e.g., equivalence, subsumption;
- $d \in [0,1]$ is the confidence of the matching.

**Definition 3 (Alignment [11])**  An alignment is the typical outcome of an ontology matching system and consists of a set of correspondences between different entities of two given ontologies.

Figure 1.5 displays an alignment of two ontologies in the logistics example. After identifying the alignment between two ontologies, the instances of one ontology can be transformed into the instances of the other. This process is called data transformation [12]. The alignments generated by systems should be first inspected by an expert for having a reliable transformation, especially because the correspondences in alignments have a confidence degree as stated in Definition 2. There is no principled approach to determine the extent to which a confidence is acceptable for data transformation, and determining the proper correspondences for data transformation is the expert’s decision. However, for repetitive experiments, it is possible to devise a method to learn the experts’ preferences and make the data transformation automatic.

Generally speaking, an ontology alignment system is an application that takes two ontologies as the inputs and uses matching techniques to generate an alignment between ontologies in question. Besides, it often uses some resources such as a dictionary and requires some parameters for generating final correspondences. Figure 1.6 shows the general inputs and output to a matching system in the alignment process. In this figure, $O$ and $O'$ are two ontologies that are matched by a matching system and $A$ is the alignment generated by the system.

In some domains like biomedical, there are some ontologies that contain general terms in the domain. These ontologies that are called upper ontologies (also known as a top-level ontology, upper model, or foundation ontology) [13] can help increase the quality of matching between two ontologies from a domain. One way to use such upper ontologies is to first match each of the ontologies to the upper ontology, and then finding their related correspondences based on their matching with the upper ontology. This type of alignment is called indirect matching, that is visualized in Figure 1.7. In this figure, ontologies $O$ and $O'$ are first matched to an upper ontology and generate two alignments $A'$ and $A''$. Then, a composition module is used to identify the alignment between $O$ and $O'$ based on $A'$ and $A''$.

There are several matching systems available in the literature, such as LogMap [14], AML [15], and XMap [16], which can solve the ontology alignment problem efficiently.
One way to model the ontology alignment problem is to translate it into a zero-one non-convex programming [17] that is very difficult to solve in polynomial time, if possible at all, making an approximation solution desired. One promising way is to use evolutionary algorithms (EAs) that have been extensively studied in the literature of ontology alignment [18, 19].

After identifying an alignment between two ontologies in question, we need to evaluate the generated alignment. To that end, we need to have benchmarks, which usually include pairs of ontologies with known reference alignment that represent the actual correspondences between two ontologies. Therefore, the evaluation of alignment systems is typically made by using several performance metrics (also referred to the score of a metric for an alignment system as performance score) that are a ratio directly related to true positives and true negatives of the generated alignment. The true positives and true negatives are identified by comparing the correspondences in the generated alignment to those in the reference. For example, one of the most common performance metrics is precision that is computed as the ratio of true positives to true positives plus false positives. The comparison among alignment systems are also made by juxtaposing a performance score like precision, or its average in the case of having multiple benchmarks.
1.3. Research Objective and Research Questions

The primary motivation of this dissertation is to address interoperability in logistics with the aid of ontology alignment in order to enable IT system of logistics stakeholders to share data among each other. In principle, ontologies are used to develop IT systems, which represent how concepts in an application are linked to each other. Since ontologies are not similar for different IT systems, the data exchange is not a straightforward task and requires an intermediate step for the reconciliation of the differences. While ontology alignment is a promising strategy for such a reconciliation, it is essential to verify if the alignment systems can discover an alignment that drastically reduces the human effort to acquire the final alignment. Hence, the principal objective of this dissertation is as follows:

To address interoperability between heterogeneous IT systems in logistics by using ontology alignment.
To accomplish this objective, it is required to look into two nearly independent topics, which are described in the following:

- We first need to delve into the ontology alignment literature to identify the state-of-the-art advances in line with enabling the interoperability in logistics. To that end, it is essential to identify the progress and challenges in developing ontology alignment systems in view of the objective of this thesis. In addition, it is required to have a proper evaluation and comparison means by which the alignment systems are evaluated and compared, and the most appropriate systems are selected for logistics.

- Second, it is essential to inspect the current methodologies for dealing with the heterogeneity in logistics and discuss their possible advantages/shortcomings. We then verify the applicability of ontology alignment to enabling interoperability in logistics by creating ontologies based on two logistics data models and applying the state-of-the-art alignment systems to the created ontologies.

For each of the above topics, a research question and several sub-questions are raised, whose answers can help address the objective of the dissertation. The first question involves the assessment of the state-of-the-art advances in ontology alignment with the purpose to identify potential research gaps that need to be addressed for accomplishing the research objective. The second question is the applicability of the findings from the responses to the first question to the logistics domain that includes designing logistics ontologies and checking the performance of ontology alignment systems in this domain. In the following, the research questions are discussed in more detail.

**RQ1. WHAT IS THE EVOLUTION AND PROGRESS OF ONTOLOGY ALIGNMENT AND WHAT ENHANCEMENT NEEDS TO BE MADE IN VIEW OF THE RESEARCH OBJECTIVE?**

First of all, we need to review and analyze the ontology alignment literature for identifying the state-of-the-art progress of the field and further finding the research gaps that can serve the objective of this dissertation. This is particularly essential since tremendous effort has been taken to improve and evolve the field of ontology alignment in the most recent two decades. As a result of such efforts, plenty of publications and materials exist for this domain that need to be analyzed in view of the objective of this dissertation.

**RQ1.1. IS THE ONTOLOGY ALIGNMENT PROBLEM SOLVED IN AN EFFICIENT WAY?**

Ontology alignment problem can be converted to a non-convex programming with zero-one constraints [17]. Since this problem is non-deterministic polynomial-time (NP) hard, finding its optimal solution within a reasonable time is not possible. This is particularly important in situations like matching the ontologies of the IT systems, where there are usually time and memory limitations. Hence, by answering this question, we are looking for a more efficient approach for the ontology alignment problem that can be used for logistics interoperability.
RQ1.2. CAN WE FAVOR ONE ONTOLOGY ALIGNMENT SYSTEM OVER ANOTHER?
Ontology alignment systems are currently compared based on the average of a performance score over multiple benchmarks. The decision of one alignment system being better is made simple: If the average of performance scores of an alignment system is higher than that of the other, regardless of the magnitude of the difference, then the system with a higher average is favored. However, there is no principled way to determine a difference as significant. On top of that, averages are not statistically safe and appropriate due to their sensitivity to outliers. It means that the fair (poor) performance of an alignment system over only one benchmark can compensate its poor (fair) performance over all the other benchmarks. Therefore, a methodology with more substantial evidence is required to favor one alignment system over another.

RQ1.3. CAN WE GIVE MORE MEANING TO AN INDIVIDUAL PERFORMANCE METRIC?
The performance metrics like precision are computed as figures, which are based on a ratio related to the true positives and true negatives of an alignment. For the multiple benchmarks case, the average of the performance scores is used as the overall performance indicator of an alignment system. Either computing a performance score or its average for an alignment, a figure represents the performance of a system, which is not informative enough and cannot substantiate the better performance of an alignment system. For instance, the precision of two alignment systems, one with two true positives and two true negatives and the other with 100 true positives and 100 true negatives, is identical, while the number of the correspondences is significantly different. Therefore, the current evaluation based on performance scores needs to be replaced by a methodology that is possibly more informative. Such an evaluation can lead to a more meaningful comparison between two alignment systems as well.

RQ1.4. HOW TO COMPARE ALIGNMENT SYSTEMS WITH RESPECT TO MULTIPLE PERFORMANCE METRICS?
The previous two questions solely considered the comparison and evaluation with respect to one performance metric only. However, it is typically essential to include multiple performance metrics, each indicates an aspect of accomplishment of an alignment system. For instance, a critical performance metric is execution time that needs to be included in the evaluation and comparison. Further, it is also the case that the importance of these performance metrics is distinct for different matching tasks and applications of ontology alignment. Often, experts or users would like to express their preferences over various performance metrics for one specific ontology alignment task and/or application. As a result, it is essential to incorporate these preferences into a comparison methodology based on multiple performance metrics, and subsequently, select the most appropriate alignment system.

RQ2. TO WHAT EXTENT DOES ONTOLOGY ALIGNMENT ADDRESS INTEROPERABILITY BETWEEN IT-SYSTEMS IN LOGISTICS IN PRACTICE?
Enabling interoperability in logistics using ontology alignment is the primary motivation of this dissertation. A simple example at the beginning of this chapter showed that there is a significant discrepancy between the perspectives of players or different
logistics stakeholders and that ontology alignment is a potential solution to address the present heterogeneity and to enable interoperability in logistics. To verify the applicability of ontology alignment in practice, it is essential to apply the state-of-the-art ontology alignment systems to more realistic logistics data models. The following two questions can help address the applicability of ontology alignment to logistics interoperability.

RQ2.1 What are the state-of-the-art advances in enabling interoperability in logistics?
We first need to look into the state-of-the-art advances in enabling interoperability in logistics. In this regard, we need to check the data models and data structures currently being used in logistics, and verify if ontologies have been used for logistics interoperability. The identification of current data models, structures, and potentially logistics ontologies, is the first step of applying ontology alignment to logistics.

RQ2.2 What is the result of applying ontology alignment systems to logistics?
To check the applicability of ontology alignment to logistics, we need to apply the ontology alignment systems to different models in the domain and then analyze the outcome of alignment systems over such ontologies. We also need to verify if the outcome of an alignment system is reliable enough and can reduce the human effort to a minimum.

1.4. Contributions and Guide to Readers
In particular, this dissertation consists of five different contributions to the field of ontology alignment. Chapter 2 contributes a quantitative approach to the current ontology alignment review by using bibliometric techniques. Chapter 3 contributes several matching strategies and a new ontology alignment system, which can solve ontology alignment problem more efficiently. Chapters 4-6 contribute new methodologies to comparison methods for ontology alignment systems, while Chapter 5 includes a methodology for evaluating ontology alignment systems as well. Finally, Chapter 7 contains a new alignment benchmark from logistics and a new application to which ontology alignment can be applied. The following lists give a short description of the contributions based on their relevance to ontology alignment, and how these contributions pertain to the research questions.

1.4.1. Outline by Contributions
In the following, the contributions of this dissertation is listed as their relevance to the ontology alignment field.

- A quantitative literature review. We analyze the literature of ontology alignment by a quantitative approach. Almost all the existing ontology alignment reviews take a qualitative approach by analyzing several hundreds of ontology alignment research outputs. We instead employ a quantitative approach and analyze around 2,975 articles that pertain to ontology alignment. Different types of analyses are conducted that are described in Chapter 2.
• **Matching technique and matching system.** We develop a new matching system, called SANOM (simulated annealing-based ontology matching), by using several matching techniques, such as extended Soft TF-IDF (term frequency-inverse document frequency) and simulated annealing. Chapter 3 includes the detailed description of the proposed alignment system and the matching techniques it uses.

• **Evaluating alignment systems.** We propose a Bayesian model for evaluating ontology alignment systems. The current practice for evaluating ontology alignment systems is by computing a score. Instead, the proposed Bayesian model yields a distribution with respect to a performance metric, e.g., precision, that is significantly more informative than computing a score. Chapter 5 provides a detailed description of the rationale of using Bayesian statistics for evaluation, and gives the proposed Bayesian model.

• **Comparing alignment systems.** We propose several methodologies rooted in statistics and multi-criteria decision-making (MCDM) for comparing different alignment systems over single or multiple benchmarks. In principle, there are few studies on comparing alignment systems with no use of a proper means for comparison. We study the comparison of alignment systems by using statistical and MCDM methods in Chapters 4-6.

• **Practical application.** We also investigate the applicability of ontology alignment to logistics interoperability. It is a new problem to which ontology alignment is a potential solution. Chapter 7 is dedicated to the applicability of ontology alignment to logistics, where we study the importance of the problem, create two ontologies based on two well-known logistics data models, and apply the state-of-the-art alignment systems to verify the suitability of ontology alignment for logistics interoperability.

1.4.2. **Outline by Research Questions**
The following list presents the contributions of this dissertations by their pertinence to the research questions put forward in the previous section:

• **Literature review and analysis.** In response to RQ1, we review the literature of ontology alignment by inspecting 2,975 articles pertinent to this field. Based on the literature analysis, we identify several research gaps pertinent to the objective of this dissertation. Chapter 2 is dedicated to the literature review and analysis.

• **An efficient alignment system.** In response to RQ1.1, an efficient alignment system based on the simulated annealing is developed. The alignment system is significantly fast and efficient in terms of memory complexity, and has comparable results with respect to the state-of-the-art ontology alignment systems. Chapter 3 provides the description of the proposed alignment system.

• **Statistical inference for favoring one alignment system over another.** In response to RQ1.2, we study the statistical tests for comparing ontology alignment systems over single or multiple benchmarks. We also compare statistical tests with each
other and provide a list of appropriate tests for a given number of benchmarks. Chapter 4 is dedicated to comparing ontology alignment systems using statistical inference.

- **Bayesian interpretation of an individual performance metric.** In response to RQ1.3, we develop a Bayesian model that can produce a distribution with respect to each performance metric, instead of a score. A distribution with respect to a metric provides more information than a score and also helps us have a more meaningful comparison among ontology alignment systems. Chapter 5 gives the details of the proposed Bayesian model, along with a Bayesian test for comparison.

- **MCDM-based comparison of alignment systems.** In response to RQ1.4, an MCDM-based methodology is proposed that can compare and rank ontology alignment systems with respect to multiple performance metrics. In addition, it accommodates the importance of each individual performance metric based on human preferences. Chapter 6 includes the proposed MCDM-based approach for comparing ontology alignment systems.

- **Ontology alignment for logistics interoperability.** In response to RQ2, we apply ontology alignment to enabling interoperability in logistics. We will first create two ontologies based on two logistics data models and subject them to the state-of-
the-art ontology alignment systems. We also discuss the proper experimental settings, e.g., indirect matching, for aligning ontologies in logistics. Chapter 7 is dedicated to addressing the logistics interoperability by using ontology alignment.

Figure 1.8 shows the research questions and the chapters that are dedicated to address them.
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For the few scientists who earn a Nobel Prize, the impact and relevance of their research is unquestionable. Among the rest of us, how does one quantify the cumulative impact and relevance of an individual’s scientific research output?

Jorge E. Hirsch

This chapter is dedicated to reviewing and analyzing ontology alignment publications. First, a recent framework for classifying ontology alignment publications is revisited and explained in detail. Then, we delineate the ontology alignment field by analyzing a core set of research outputs from the domain. In this regard, the related publication records are extracted for the period of 2001 to 2018 by using a proper inquiry on the well-known database Scopus. This chapter details the evolution and progress of ontology alignment since its genesis by conducting two classes of analyses, semantic and structural, on the retrieved publication records from Scopus. Semantic analysis entails the overall discovery of concepts, notions, and research lines flowing underneath ontology alignment, while the structural analysis provides a meta-level overview of the field by probing into the collaboration network and citation analysis in author and country levels. In addition to these analyses, the chapter ends with discussions regarding the limitations of the field and puts forward lines for its further progress.
2.1. INTRODUCTION
This chapter is dedicated to literature review and analysis. We first look into and revisit a recent framework for classifying ontology alignment publications. We then bring forth a bibliometric approach to analyze the growth and advancement of ontology alignment. In this regard, we searched Scopus to extract research outputs regarding ontology alignment. We based the bibliometric analysis on the Scopus data, since other databases such as Web of Science (WoS) do not index the ontology matching workshop, the primary venue in this field. We retrieve and analyze around 2,975 research outputs from Scopus, including articles, conference papers, book chapters, and reviews.

Bibliometrics is a quantitative approach to study scientific activities. At its most fundamental level, bibliometrics aims to unveil the latent dynamics of scientific research and analyze its key influential factors. Content, citation, and collaboration analyses are among the commonly-practiced types of analyses within bibliometrics. In this regard, many researchers use such analyses to delineate the importance of their fields, the impact of the lead researchers, or gauge the impact of a particular research output [1]. In recent years, bibliometric analysis has drawn a lot of attention that covers a broad spectrum of application domains [2]. Some of the studies in bibliometrics have more methodological orientations and try to study the existing bibliometric measures, e.g., citation and impact factor, or to come up with new ones. For instance, Chorus et al. [3] defined a metric for self-citation and studied trends in impact factor biased self-citations of scholarly journals. In the other research, Thelwall et al. [4] made a comparison for 11 altmetrics in WoS to understand the relationship between real citations and alternative metrics in social media. In another prominent study, Ke et al. [5] made a large-scale analysis of the sleeping beauty (SB) phenomenon in science and introduced a parameter-free measure that quantifies the extent to which a specific paper can be considered as an SB.

The other line of studies in bibliometrics calibrates research activities to provide insights regarding the dynamic and the vital influential factors behind scientific research. Citation analysis [6, 7], co-authorship analysis [7–9], and co-occurrence word analysis [10] are prevalent in this application domain of bibliometrics. For instance, in the study carried out by Bromham et al. [11] on the Australian Research Council’s grant proposal data, they discuss the relationship between research interdisciplinarity and the chance of winning grants, and realized that a higher degree of interdisciplinarity leads to a lower probability of being funded. Also, in another research focusing on collaboration in the field of Genomics, Petersen et al. [12] discovered interdisciplinary research draw more attention, and consequently, get more citations.

On the other side of the spectrum, bibliometrics is utilized to address much broader goals. Some studies use bibliometric analysis for answering questions that are not for the purpose of scientific activities evaluation. This is a very recent approach toward bibliometrics, which can provide an opportunity for other disciplines to benefit from the tools and techniques developed in bibliometric analysis. For instance, Candia et al. [13] studied the problem of collective memory decay using multiple datasets including American Physical Society (APS) papers and the United States Patent and Trademark Office (USPTO) patents. In the other work, Guimera et al. [14] studied the self-assembly of creative teams in the collaboration network using empirical study over a bibliometric dataset that constitutes 50 years records of recognized journals in social psychology,
ecology, economics, and astronomy. In another research, Liu et al. [15] studied the phenomenon of a hot streak for individuals career by combining over 20,000 researcher profiles from Google Scholar and WoS. Ebrahimi Fard et al. [16] also used bibliometric analysis to study the readiness of academia amid a war with the diffusion of fake-news in social media.

For the bibliometric analysis in this chapter, we carry out two classes of analyses on the retrieved articles from Scopus. The first is semantic analysis concerning the overall discovery of concepts, notions, and research lines flowing underneath the scientific disciplines. For this analysis, two types of analysis are used, topic analysis and thematic analysis. We first use latent Dirichlet allocation (LDA) [17] to model the topics underlying the ontology alignment bibliometric data. To do so, the title, abstract, and keywords of each document were subjected to LDA, and six topics were extracted accordingly. Although the topics are extracted based merely on the words and their frequency in each document, the extracted topics are interestingly meaningful and delineate different applications to which ontology alignment can be applied or the problems it can address. Another analysis in this category is thematic, in which we show the shares of ontology alignment to top-cited articles and top percentile journals, as well as the fundamental disciplines contributing to ontology alignment. In addition to semantic analysis, we perform structural analysis to obtain a meta-level overview of the field. We break the structural analysis into two categories. First, we analyze the collaborations between different authors and countries in ontology alignment based on their co-authorship (collaboration analysis), and then gauge the impact of researchers and countries by analyzing their number of published articles and their number of citations, as well as visualizing their citation networks (impact analysis). The analyses of bibliometric data help us address some current issues in the field and also provide some solutions for its further improvement.

The remainder of this chapter is structured as follows. We first review a classification of ontology alignment papers in Section 2.2. Section 2.3 is dedicated to the methodology by which we retrieve ontology alignment research outputs for bibliometric analyses, as well as the tools that are used to analyze them. Semantic analysis is covered in Sections 2.4 and 2.5, where the topic analysis is presented in the former and the thematic analysis is discussed in the latter. Section 2.6 is devoted to the collaboration analysis, and the impact analysis at the author and country levels is explained in Section 2.7. We conclude the chapter and discuss the lessons learned from the analyses in Section 2.8.

2.2. State-of-the-art Progress in Ontology Alignment

In this section, we provide the state-of-the-art progress of ontology alignment and classify the contributions to this domain. Figure 2.1 displays six different types of contributions to ontology alignment, that is a revisited version presented in [18]. In the following, each of these classes is described in more detail.

2.2.1. Review Articles

This class of articles are the ones devoted to reviewing the field of ontology alignment, as well as those that detail the state-of-the-art contributions and future challenges. The
Figure 2.1: Ontology alignment article classification, a revisited version of that presented in [18].

Figure 2.2: The types of review paper [18].

articles within this class can also be categorized as *general purpose* and *specific purpose*, where the former includes the publications that offer insights into the ontology alignment field in general without any concentration on a sub-problem or an application, while the latter is a more focused review on a specific problem in ontology alignment or an application that ontology alignment can be applied to. Figure 2.2 shows the types of ontology alignment review articles.

There are several articles related to the general purpose review articles, among them are surveys [19–21], state-of-the-art articles [22, 23], and publications addressing the future challenges of the field [24, 25].

The articles related to the specific purpose category contains the research that concentrates on a specific problems in ontology alignment. Examples of such articles are large-scale ontology alignment [26], complex ontology alignment [27], instance matching [28], and matching across different languages [29]. These articles fall in the *fields within ontology matching* subcategory of the *specific purpose* category. Besides, there are several other articles that survey applying ontology alignment to particular domains such as medicine [30], geography [31], and agriculture [32]. These articles are classified as *domain* specific purpose.

Aside from the type, the review papers can be classified as *quantitative* and *qualitative* based on the analysis approach they employ. Based on the papers retrieved from Scopus, some of which are also mentioned above, all the ontology alignment review pa-
2.2. MATCHING TECHNIQUE

Matching techniques are the building blocks of matching systems to align the ontologies in question. In principle, there are two types of techniques, simple and complex, the former of which refers to the simple similarity metrics of two concepts of ontologies in question, while the latter considers the concepts of ontologies from a higher point of view.

Simple matching techniques have been well-studied in the literature and a considerable amount of techniques are currently available. A thorough classifications of these techniques, encompassing almost all other classifications, are presented in Figure 2.3, adopted from [33]. This classification from the top shows the interpretation of different techniques with respect to the input information, while the classification from the bottom takes into account the type of input being used by matching techniques.

The first tier from the top-down classifications includes two subcategories of element-level and structure-level. The element-level techniques involve the metrics that consider the concepts in isolation, and ignore their positions in their corresponding ontology, while the structure-level techniques analyze the entities based on their positions in their ontologies to obtain correspondences. Following the top-down interpretation, the next level classifies the matching techniques into syntactic and semantic measures, the former of which limits their calculation to the ontologies and entities in questions, while the latter uses a formal semantic resource such as upper ontologies.
From the bottom of this classification, the matching techniques are divided into content-based and context-based classes. The content-based techniques base their computations on the internal information from the ontologies in question, while the context-based techniques use external resources for similarity computation. Context-based techniques can be classified into semantic and syntactic groups that are discussed above, and content-based techniques are further divided into the four categories listed in the following:

- **Terminological**: The methods that consider their inputs as strings.
- **Structural**: These methods base their computation on the positions of entities in the associated ontologies.
- **Extensional**: The methods that discover correspondences based on the available instances.
- **Semantic**: The methods that need some semantic interpretations of input that is often based on a reasoner.

The next tier in both top-down and bottom-up classifications involves the matching techniques that are elaborated in the following:

- **Formal resource-based** methods involve the techniques that use formal resources to support and possibly enhance the alignment of two ontologies in question. Examples of resources are upper level ontologies, domain-specific ontologies, and stored alignments of ontologies being matched previously.
- **Informal resource-based** techniques are similar to the formal resource-based methods, but they use informal resources like directories and annotated resources to support the matching.
- **String-based** methods are arguably the most important similarity metrics that base their similarity computation on the names of the concepts in question. There are several string similarity metrics, including but not limited to, Jaccard, Levenshtein, Jaro, Jaro-Winkler, and TF-IDF [34].
- **Language-based** techniques take the semantics of the strings into account by using some external resources such as WordNet [35]. The pre-processing strategies such as tokenization, lemmatization, or stop-word removal lie within this category.
- **Constraint-based** techniques consider the internal structure of entities, such as the domain and range of data properties, to calculate the similarity.
- **Graph-based** methods consider the ontology alignment problem as graph homomorphism problem, where ontologies are regarded as labelled graphs.
- **Taxonomy-based** methods are not commonly applied to ontology alignment. This class can be seen as a particular case of graph-based methods, where only the specialization relation is considered.
• **Instance-based** methods use the instances of concepts in the ontology to compute the similarity of the concepts. The underlying idea is that if two concepts share similar instances, then the concepts are similar as well.

• **Model-based** methods take advantage of semantic interpretation related to the input ontologies. The matching techniques based on description logic reasoning techniques are an example of this class.

Another category of matching techniques is complex matching techniques that use simple matching techniques and devise new complex methods. Examples of such techniques are soft Jaccard and soft TF-IDF methods, where the simple techniques are used and extended [36].

### 2.2.3. Matching Systems

Matching systems take advantages of (possibly) several matching techniques and strategies in order to align the ontologies in question. Basically, there are four types of matching systems:

• **Schema-based systems** match the given ontologies based on the schema-level input information.

• **Instance-based systems** consider the instances of concepts for alignment. The underlying idea is that two concepts are similar given they share similar instances.

• **Mixed approach** uses both schema and instance information for alignment.

• **Metamatching systems** concern with combining different alignment systems and tune several hyperparameters such as threshold and weights for alignment systems.

The focus of this dissertation is on schema-based ontology alignment, which can be modeled using a zero-one non-convex programming [37]. Solving such optimization problems are very difficult in polynomial time, and obtaining an approximation solution often requires massive time and memory. One viable way for solving such problems is evolutionary algorithms (EAs) that has been already practiced in the ontology alignment literature.

There are two different ways to apply EAs to the ontology alignment problem. The first approach is the so-called *meta-matching*, whose goal is to find heuristically the hyper-parameters of an alignment system. Generally, a set of similarity measures for each pair of entities are selected, and the goal is to achieve the optimal weights for the chosen similarity metrics. Another critical parameter usually computed by metamatching techniques is the threshold according to which the final alignment will be obtained. The major shortcoming of the meta-matching is that they often need a reference alignment, or a part of it, in order to identify the hyper-parameters. In reality, however, the reference alignment of ontologies in question is often unavailable, and the applicability of such systems is thus restricted. Such a drawback is present in most of the metamatching systems using EAs [38–40]. To our knowledge, there is only one meta-matching
system which is able to discover alignments of two given ontologies needless of having the reference alignment [41]. In their proposed system, Xue et al. have used two heuristic measures which are not reliant on a reference alignment. The measures are MatchFmeasure and Unanimous Improvement Ratio (UIR) based on which a memetic algorithm is applied to identify the alignment.

The second way of using EAs is to solve the ontology alignment problem directly. Similar to the meta-matching techniques, there are multiple systems which require a reference alignment. These systems optimize various objective functions such as F-measure [42, 43] and a weighted sum of similarity metrics [44]. Such systems also have narrow applicability in the real world situations since no gold standard is available in reality. In addition, there are several EA-based systems suitable for real-world situations. Wang et al. are arguably the first ones who used an evolutionary algorithm, i.e., genetic, to find an alignment between two given ontologies [45]. Their proposed system, GAOM\(^1\), models a possible alignment as a population member (chromosome). They further define the intension of a concept as a set containing its name, properties, and instances, and the extension of a concept as its relations (i.e., object property) to some other entities at the same ontology. Based on the intensional and extensional features, the fitness of a chromosome is computed, and the optimal alignment is discovered using the genetic algorithm. GAOM suffers from several drawbacks. First and foremost, it solely matches the classes, not the object or data properties, although they are used to measure the similarity of classes. On top of that, it is not clear how the structural similarity of concepts is considered.

A well-developed system, called MapPSO [46], identifies the alignment based on the discrete particle swarm optimization (PSO). MapPSO is able to align classes and properties of two given ontologies without a reference alignment. This system utilizes lexical, linguistic, and structural similarity metrics to determine the fitness of a particle. Aside from its salient characteristics, MapPSO has several severe drawbacks as well. First, there is no pre-processing, e.g., tokenization and stemming, over the names of various entities. In their alignment algorithm, the Levenshtein string similarity metric [47] is directly applied to the names of two entities to gauge their similarity. This approach has low applicability to real-world ontologies, since the concepts are likely to be named as the combination of various tokens. As a result, the similarity computation of names merely based on the Levenshtein metric would lead to overall poor performance, since recent studies have accentuated the role of string similarity metrics for ontology matching [34]. Such names cannot be discovered in WordNet [35] neither so that the linguistic similarity used in MapPSO would not lead to a significant mapping discovery when linguistic heterogeneity is present. Yet another subtle but essential drawback of MapPSO is that the same string similarity metric has been used for matching properties. Nonetheless, the sole consideration of the names of properties would increase simultaneously the false negative and false positive [48].

There are also several pitfalls inherited from PSO. First of all, it is a population-based evolutionary algorithm, and MapPSO used it in a way that it needs to generate a significant number of particles in order to transition to the next generation and to find the optimum of the given problem. Such populations need to be stored in the main mem-

\(^1\)Stands for Genetic Algorithm-based Ontology Matching
ory so that it requires a considerable amount of space. The computation of populations fitness would also be time-consuming. Further, PSO is suffering from the so-called premature convergence, which makes it converge to the local optima.

2.2.4. Processing Framework
A class of articles in this category involves the research that processes and exploits the ontology alignment for some purposes such as ontology merging [49, 50], ontology evolution [51], reasoning based on the discovered correspondences as rules [52], and ontology argumentation [53]. The other class of articles in this category concerns with alignment framework and format [54], where the process does not finish by identifying the alignment, and further actions such as alignment validation are available for the user to perform.

2.2.5. Practical Applications
This category includes the articles that use ontology alignment to address a specific problem. Among these applications are semantic web service discovery [55, 56], P2P systems [57], and multi-agent systems [58–60].

2.2.6. Evaluation
This category includes the articles that study the evaluation of ontology alignment systems. They are divided in three categories: (i) Performance metrics; (ii) Benchmarks; (iii) Evaluation method.

Performance Metrics
Performance metric articles involve the papers that put forward new metrics. In general, there are several common performance metrics that are frequently used. The three widely-used performance metrics for ontology alignments are precision, recall, and F-measure. Given an alignment $A$ and the reference $A^*$, precision is the ratio of true positives to the total correspondences in the alignment generated by a system, and is defined as:

$$ Pr(A, A^*) = \frac{|A \cap A^*|}{|A|}, \quad (2.1) $$

where $Pr$ is the precision and $|.|$ is the cardinality operator.

Recall is another popular measure, which is computed as the ratio of the true positives to the total number of correspondences in the reference. Thus, it can be computed as:

$$ Re(A, A^*) = \frac{|A \cap A^*|}{|A^*|}, \quad (2.2) $$

where $Re$ is the recall.

Each of precision and recall represents only one aspect of the alignment systems; the former only considers the correctness of the alignment, while the latter accentuates the completeness of the alignment with respect to a reference. As a combination of both,
F-measure, as the harmonic mean of precision and recall, is often used, i.e.,

$$F\text{-}\text{measure}(A, A^*) = 2 \frac{Pr(A, A^*) \times Re(A, A^*)}{Pr(A, A^*) + Re(A, A^*)}.$$

Aside from these popular performance metrics, there are two important principles for a given alignment. The first is *conservativity* [61, 62], which states that, with regard to the alignment being generated, the system must not impose any new semantic relationship between the concepts of the ontologies involved. The second is *consistency*, which states that the discovered correspondences should not lead to unsatisfiable classes in the merged ontology [62].

There is also a metric called *Recall*+, which indicates the portion of correspondences that a system cannot readily detect. When this performance metric has a higher score, that indicates that the associated system is able to identify the most non-trivial, i.e., non-syntactically identical, correspondences between two given ontologies. In addition, execution time is another important indicator of the performance of the alignment systems, that also has to be taken into account.

Aside from these metrics, contributions in performance metrics involve developing new metrics such as relaxed precision and recall [63], semantic precision and recall [64], scores related to credibility and stability [65], as well as metrics for evaluating interactive ontology alignment [66].

The performance metrics for evaluation can be distinguished based on their need for a reference alignment. While most of the performance metrics are computed based on a given reference alignment, several metrics such as inconsistency [62] evaluate an alignment without having the associated reference. The mapping repair methods [67–69], which amend the alignment problems like inconsistency, fall within this category as well.

**Benchmark**
The second category is *benchmark* that concerns with the dataset or the benchmark that is used to evaluate an alignment system. The benchmarks used for evaluation are typically the benchmarks provided by the OAEI organizers. In the following, the benchmarks that will be used in the next chapters are itemized:

- **Benchmark**: As one the few synthesized tracks, the benchmark track includes generating two ontologies based on a *seed* in such a way that the correct alignment between the two generated ontologies was known. It used to be one of the most essential tracks at the OAEI, but it is no longer a part of it since 2016.

- **Anatomy**: As one of the eldest OAEI tracks, anatomy track consists of matching the adult mouse anatomy to a part of NCI thesaurus describing the human anatomy.

- **Conference**: This track involves matching and aligning seven ontologies from different conferences. For this track, there are two different reference alignments, i.e., certain and uncertain.

- **Disease and Phenotype**: The OAEI disease and phenotype track comprises matching different disease and phenotype ontologies that consists of two tasks. The first
one is to align the human phenotype (HP) ontology to the mammalian phenotype (MP), and the second is to align the human disease ontology (DOID) and the orphanet and rare diseases ontology (ORDO).

- **Large Biomedical Track**: The aim of this track is to find alignments between the Foundational Model of Anatomy (FMA), SNOMED CT, and the National Cancer Institute Thesaurus (NCI) ontologies. The ontologies are large and contain tens of thousands of classes.

- **SPIMBENCH**: This track aims to determine when two OWL instances describe the same Creative Work. There are two datasets, Sandbox and Mainbox, each of which has a Tbox as the source ontology and Abox as the target. Tbox contains the ontology and instances, and it has to be aligned to Abox, which only contains instances. The difference between Sandbox and Mainbox is that the reference of the former is available to the participants in advance, while the latter is a blind matching task and participants do not know the real alignment in advance.

**Evaluation Methods**

The techniques and strategies such as statistical inference [70] that are used for evaluation lie within this category. Similar to performance metrics, evaluation methods can also be divided into the methods that need the reference alignment and those that do not. The example of the former includes several performance metrics such as semantic precision and recall [64], while the example of the latter is the sample evaluation of alignment systems [70].

**2.2.7. Comparison**

The articles for comparison can be divided into two groups. The first group includes the articles that compare matching systems or matching techniques for a particular domain/problem. For instance, there is a solid comparison of string similarity metrics for different OAEI tracks [34], as well as a comparison for property matching [48]. The second group includes the methodologies for comparison. Although different methods have been developed for evaluating ontology alignment systems, there is a lack of a solid methodology for comparing alignment systems or selecting the most appropriate system for a particular matching task.

**2.3. Research Methodology for Bibliometric Analysis**

In this section, we first discuss the research strategy that is employed to extract ontology alignment research outputs from two well-known databases, WoS and Scopus. We then explain the tools and methods that are used for the analysis of extracted bibliometric data in further sections. Figure 2.4 displays the research methodology being used. The top panel of Figure 2.4 plots the search methodology in Scopus, the bottom-left panel shows the refinement of the retrieved outputs from Scopus, and bottom-right panel illustrates the types of analyses being conducted and their corresponding sections within this chapter. In the following, each of these steps are discussed in more detail.
2.3.1. Ontology Alignment Bibliometric Search Approach

Bibliometric approaches aim at the quantitative analysis of research outputs, such as publications and patents, in order to comprehend and track the scale, direction, and the innovation of a field. The major prerequisite for such an analysis is to find the relative research outputs according to which the analysis could be performed. In this regard, there are several well-known databases such as Scopus and Thomson Reuters Web of Science, from which research outputs can be retrieved by proper queries.

For the bibliometric analysis, there are several standard ways to extract the pertinent research outputs to a problem/domain. Index-based methods [71] use the categories already defined by the publication database and retrieve research outputs accordingly. The approach is simple, but the search is restricted to the indices created by journals. In addition, we observed that there is no particular index for ontology matching in several publishers such as IEEE and ACM. Another approach is based on citation and co-citation [72], wherein one first needs to find a core corpus of research outputs that everyone agrees upon. The basic corpus of publications then evolves by using its citations and co-citations. The major drawback of this technique is that it is difficult to replicate, and there is no consensus on the interpretation of citations and co-citations. For ontology alignment, in particular, finding a core amount of publications which everyone agrees upon is not easy to acquire. One potential way would be to use the papers published in the ontology matching workshop, but the number of articles in the workshop is quite restricted so that the final corpus would not include the exhaustive set of...
all publications for this problem. Another way to get the bibliometric data is to detect a set of journals dedicated to a domain and analyze their published articles [73]. For ontology alignment, unfortunately, there is no particular journal to conduct the analysis. On top of that, ontology alignment is interdisciplinary by nature, since it is used as a pre-processing strategy in many circumstances and has thus diverse applications. As a result, research outputs are not restricted to a specific journal or domain.

One of the most popular yet straightforward methods is to use several expert-defined keywords based on which research outputs are retrieved [74, 75]. This method is semi-automatic, since the results of the search are then reviewed by an expert to exclude the irrelevant items for the subsequent analyses. After inspecting the keywords of top 50 cited research outputs in this domain and further discussion with the experts in this domain, we arrived at three main keywords: “ontology alignment”, “ontology matching”, and “ontology mapping”. The keyword “ontology” alone refers to a more general concept in the Semantic Web and adds research outputs that are irrelevant to ontology alignment. Thus, we need to conduct the search based on the keyword “ontology alignment”, which is interchangeably referred to as “ontology matching” or “ontology mapping” as well. Thus, these terms should be considered for searching the databases. We further realize that the ontology alignment evaluation initiative (OAEI) is also essential, since it might also add some research outputs. Since the papers that contain “ontology alignment evaluation initiative” are completely covered by articles retrieved solely by the keyword “ontology alignment”, this term is redundant. However, “OAEI” must be used as another keyword. The search based on these keywords is reasonable, since it delivers a considerable number of articles in ontology alignment. Thus, the keywords being used to retrieve ontology alignment research outputs are:

- **Ontology alignment**;
- **Ontology matching**;
- **Ontology mapping**;
- **OAEI**.

We use the keywords listed above to retrieve research outputs related to ontology alignment. Then, the identified research outputs need to be processed by an expert to verify if they are relevant to the ontology alignment domain. To this end, we conducted an inquiry in WoS by searching the identified keywords in the title, abstract, and keywords of research outputs. The result of the search included 1,536 articles spanning from 1999 to 2018. The 1,536 articles were processed in three different phases to omit the articles that are not pertinent to the domain. In each of these phases, each paper is flagged as either one of the following options:

- **Relevant** articles that are related to the ontology alignment domain;
- **Irrelevant** articles that do not contribute to ontology alignment;
- **Uncertain** articles that could not be flagged in the associated phase, so that they are passed to the next phase.
Table 2.1: Four steps for filtering the ontology alignment research outputs. Total is the number of items at the beginning of each step, Relevant and Irrelevant denote the number of items that are flagged as related and unrelated to ontology alignment, respectively, and Uncertain is the number of items that could not be flagged as either relevant or irrelevant in the corresponding phase so that they are passed to the next phase. The search query for retrieving data from Scopus is: TITLE-ABS-KEY ("ontology Alignment" OR "ontology matching" OR "ontology mapping" OR "OAEI").

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Relevant</th>
<th>Irrelevant</th>
<th>Uncertain</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3289</td>
<td>Retrieving bibliometric data from Scopus</td>
</tr>
<tr>
<td>2</td>
<td>3289</td>
<td>1820</td>
<td>225</td>
<td>1244</td>
<td>Inspecting the publication items by revising the title only</td>
</tr>
<tr>
<td>3</td>
<td>1244</td>
<td>1094</td>
<td>53</td>
<td>97</td>
<td>Inspecting the publication items by revising the abstract only</td>
</tr>
<tr>
<td>4</td>
<td>97</td>
<td>61</td>
<td>36</td>
<td>0</td>
<td>Inspecting the whole paper</td>
</tr>
<tr>
<td>sum</td>
<td>-</td>
<td>2975</td>
<td>314</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

In the first phase, the title of papers was considered, since most of the related works to ontology alignment could be easily detected by merely their titles. In this phase, 1,166 items were identified as relevant or irrelevant, and 370 items were passed to the second phase. In the second phase, the abstract of the remaining papers was considered, according to which 316 articles were recognized as relevant, and the remaining 54 papers were passed to the third phase. In the final stage, the 54 articles were thoroughly inspected and the papers were classified as relevant and irrelevant. In total, 1,420 research outputs were labeled as relevant to ontology alignment and the remaining of articles were eliminated.

After rigorous examinations of the remaining articles, we realized that research outputs regarding the ontology matching workshop are not indexed by WoS. Since this workshop is the essential venue of this domain, we refused to continue the analysis based on WoS data. Therefore, we conducted the same search strategy in Scopus and realized that the items recovered by this database include the articles from the ontology matching workshop as well. The inquiry in Scopus retrieved 3,289 articles from 2001 up until 2018. Although it does not index several papers from the late 90s and early 2000 e.g., [76, 77], it includes all the papers from the ontology matching workshop. Since the number of articles that are not indexed by Scopus is not significant, especially compared to WoS, we use Scopus data for further analyses. The retrieved papers from Scopus underwent the same procedure as that of WoS articles in order to discard the irrelevant papers. After conducting the three phases of processing research outputs, 2,975 articles are labeled as relevant to ontology alignment. Table 2.1 tabulates the steps for obtaining and cleaning the bibliometric data from Scopus. The analyses discussed in next sections are performed on the remaining items.

2.3.2. TOOLS AND METHODS FOR BIBLIOMETRIC ANALYSIS

In this section, we explain the methods and tools that are used to analyze the 2,975 related research outputs. For topic modeling, we use latent Dirichlet allocation (LDA) [17], a statistical method that aims to find the underlying topics in ontology alignment based on the articles published in this domain in the period 2001-2018. We use the LDA imple-
Table 2.2: The tools used for the analyses conducted in this chapter.

<table>
<thead>
<tr>
<th>Type of analysis</th>
<th>Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LDA</td>
</tr>
<tr>
<td>Semantic Topic Analysis</td>
<td>✓</td>
</tr>
<tr>
<td>Thematic Analysis</td>
<td>✓</td>
</tr>
<tr>
<td>Collaboration Analysis</td>
<td>✓</td>
</tr>
<tr>
<td>Impact Analysis</td>
<td>✓</td>
</tr>
</tbody>
</table>

2.4. **Topic Analysis of Ontology Alignment**

Topic modeling is a statistical approach to discover the underlying topics of a set of documents based on the frequency of words that appeared in the documents. Topic modeling is generally used to find the underlying hidden semantic structure of a text body. One of the most well-known algorithms for modeling the topic is latent Dirichlet allocation (LDA) [17], which can find the hidden topics of a set of texts with a given number of topics.

In this analysis, we aim at analyzing different topics in order to provide a broader picture of the domain, as well as the problems to which ontology alignment is an essential contribution. In this regard, the title, abstract, and keywords of the retrieved research outputs were subjected to LDA, and the identified topics were visualized using word clouds. It is typically necessary to conduct several pre-processing procedures on the given data in order for the final topics to be more meaningful. The following pre-processing strategies are used before applying LDA:

- **Tokenization**: Tokenization means that sentences are broken into their constituent words. Tokenization transforms a document into a bag of words, which are useful for further topic analysis.
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• **Meaningless Word Removal**: For meaningful analysis, stop words and the words whose length is less than three were removed, since they do not have any further impact on the analysis. At the same time, we removed the terms used for the query, since they exist in all the retrieved documents, while they do not convey any useful information for ontology alignment topics.

• **Lemmatization**: Words were also lemmatized, which means that the verbs in the past or future tense are changed into their present tense, and other third person words are replaced by their corresponding first person. We further used the Porter stemming algorithm [80], which replaces the words with their associated roots.

The processed documents were then subjected to LDA for topic modeling. LDA also needs to have the number of topics identified in advance. We tried a variety of numbers between four up until 14, and we found out that more meaningful topics are detected by six topics. Figure 2.5 displays the topics identified by LDA. In this figure, the size of each term indicates its importance, and the most vital terms are also identified by the orange color. Note that the order of topics is arbitrary, hence, the topics that appeared at the beginning do not have any privilege over those presented later on. In the following, we analyze the topics discovered by LDA.

• **Agent-based Modeling**: Agent-based modeling is used to simulate the actions and interactions of independent agents in order to estimate their impacts on the overall system. Agents communicate together by exchanging messages structured in
different syntaxes such as Agent Communication Language developed in Foundation for Intelligent Physical Agents (FIPA-ACL) and Knowledge Query and Manipulation Language (KQML). These syntaxes determine only the overall structure of the messages and not their contents. The actual content of a message expressed by an agent is typically modeled by an ontology. As a result, when two independent agents communicate with each other, it is unlikely that they can understand each other if they do not use the same ontology for communication. In this regard, ontology alignment has been extensively used by the agents to understand various messages in different formats. One of the first problems to which ontology alignment was applied is agent communication, where the paper was published in 2002 [58]. There are also several systems that employ agent-based modeling for automatic ontology alignment, where they call such systems as agent-based ontology alignment [59, 60, 81]. In this view, the mappings between two ontologies are deemed as a product of communications between two intelligent agents [82]. Topic 1 in Figure 2.5 illustrates the topic related to articles of ontology alignment that used the notions of agent-based modeling. In this topic, as expected, the term “agent” is identified as the most central word. There are also several other terms related to agent-based modeling. For instance, “communication” and “interaction” as are usually paired with “agent”, and the terms “collaborative”, “negotiation”, and “exchange” that refer to collaborations, negotiation, and data exchange between agents, are the features that agents can be equipped with by using ontology alignment. There are also some general terms of agent-based modeling such as “environment”, “software” (as in software agent), “multiagent”, that are visible in Topic 1 of Figure 2.5.

**Web Service Discovery:** Web Services are the services provided by some providers exposed their particular services to a broad audience by using Web technologies. Semantic Web Services (SWS) are conceptual specification of web services to describe the services more richly so that their discovery by requesters become even easier. Web Service discovery is the process of finding a service that meets a goal. Sometimes a request cannot be responded merely by a single service, but by a composition of services. In this situation, it is required to have a composition process, which integrates several services in order to meet a particular need of a requester. SWS can be modeled by different standards such as Web Services Description Language (WSDL) [83] and OWL-S [84], and different terminologies are used by different providers/requesters. As a result, the discovery of services requires the use of ontology alignment techniques so that the heterogeneity between different services is reconciled and the discovery success increases significantly. SWS discovery was also one of the first applications that ontology alignment could address. The first paper employing ontology alignment for SWS discovery dates back to 2003 [55], and it has been since used in other studies [56, 85, 86].

Topic 2 in Figure 2.5 is devoted to this important application of the ontology alignment. As it is readily observable, the terms “web” and “services” are detected as the main terms, and there are also other terms such as “discovery” and “composition” that are the general terms in the Semantic Web Service domain.
• **Process Model Matching:** Process models comprise a set of related activities or tasks which need to be done in a specific structure (sequential and/or parallel) to produce a service or product. The matching of these processes is of the essence for several tasks such as system validation and process harmonization [87–89]. In this regard, ontology alignment systems or techniques can be used. A more specific application is matching the business processes [90–93], where the process models are typically related to e-commerce [94].

In the OAEI 2016 and 2017, there was a track that included matching different process models of the university admission systems. As a result, the problem is completely well-known by the ontology alignment community as well. As Topic 3 in Figure 2.5 shows, LDA has been able to detect the importance of this problem for ontology alignment. The terms “process” and “business” are at the heart of this topic, which accentuate the importance of process model matching in ontology alignment. The term “management” also has a significant weight. Interestingly, “business process management” refers to a domain where matching of processes has become a major research area [95].

• **Query Answering:** Information provided by different sources is not described by a unified schema on the Web. At the same time, users do not utilize the same terminology in their search queries. Thus, a semantic query answering is required to rewrite the query in order to provide sensible results. Since both the information on the web and the queries are the reasons for the discrepancy, ontology alignment can be helpful to address this challenge and improve the relevance of the retrieved information. Thus, ontology alignment has been used extensively in this regard. As Topic 4 in Figure 2.5 illustrates, this problem is quite important in ontology alignment. The term “query” is the most accented term, and there are some other related terms such as “relational”, “database”, “schema”. In the OAEI 2014 and 2015, there was a track for answering queries by the aid of ontology alignment systems, which indicates that this problem is also well-known to the community.

• **Linked Data and Logic:** One of the primary objectives of the Semantic Web is to link different data sources on the Web to other available resources so that useful information can be provided from the available data. Since the published data on the Web is designed by many, interlinking of these data is not straightforward due to their heterogeneous nature. As a result, ontology alignment is a potential solution to fulfill this essential objective of the Semantic Web [96, 97]. This is the reason that “linked” in Topic 5 of Figure 2.5 has been centralized. Another vital term in this topic is “logic”. Logic has been widely used to align two different ontologies [98–101]. One of the well-known systems is LogMap [101], which is based on logic and is one of the top systems at the OAEI in the recent decade. Also, logic has been used to repair the alignment automatically obtained from alignment systems [67–69].

• **Machine Learning and Biomedical Ontology:** Topic 6 is a mixture of a well-known approach for ontology alignment and one essential domain to which ontology alignment has been applied. There are several ontology alignment systems which
use machine learning techniques for alignment. In fact, machine learning techniques are one of the first approaches that are used for aligning ontologies [102, 103]. There are also many machine learning-based systems that require to have a gold standard for training [104–106]. These systems are sometimes called pre-trained systems [33] and need to have (a part of) the reference alignment for training. The system is then ready to map the remaining of the same ontologies or other ontologies in the same domain. The terms “learn”, “machine”, “learning”, and “classification” in Topic 6 are the indicators of these alignment systems.

Another term in this topic is “biomedical”, which is one of the most important domains to which ontology alignment has been applied. The anatomy track, which involves matching the adult mouse anatomy and a part of NCI thesaurus comprising the human anatomy, is one of the first tracks in the OAEI [107]. There are several other tracks such as disease and phenotype [108] and large biomedical [109–111] tracks which have been recently added to the OAEI. Therefore, there is no surprise to see this term as an important topic of ontology alignment. The terms “large” and “background” are also related to this theme, since there is one large biomedical track in the OAEI and it is the common practice to use background knowledge such as UMLS [112] for matching ontologies in the biomedical domain.

### 2.5. Thematic Analysis

In this section, the thematic analysis of ontology alignment publications is presented based on the collected bibliometric data between 2001 and 2018. We first study the number and types of research outputs, followed by the contributions of ontology alignment.
publications to the top-cited and top journal percentiles. Afterward, the disciplines contributed to ontology alignment are discussed.

2.5.1. Number and Types of Published Documents

In this subsection, we discuss the number and the types of research outputs in the ontology matching data from 2001 to 2018. The essence of having the automatic mapping between two ontologies was discussed in the late 90s and early 2000 for different problems such as ontology merging [77, 113] and further in business-to-business (B2B) electronic commerce [57], where mappings between ontologies, taxonomies, and the classification system were required. In the preceding years, the existence and importance of an automatic mapping were discussed in several other problems such as agent communication in multi-agent systems [58]. Ever since, ontology alignment has been the topics of numerous research studies, by which various problems have been addressed. Figure 2.6 shows the number of research outputs from 2001 to 2018. According to this figure, the number of outputs has been steadily increased until 2008, when around 290 research articles are published. From 2008 up until 2013, the number of publications has been approximately the same, where the maximum number of outputs is in 2013 with 300 publications. From 2013, the number of documents has experienced a steady decrease, where its minimum number reached in 2018 with 175 research outputs. Interestingly, in 2013, Shvaiko and Euzenat [25] showed the improvement of the field based on their analysis on the state-of-the-art ontology matching systems and the results of evaluations, while they observed that the speed of the ontology alignment progress was slowing down. The slow progress in the field has shown itself in the number of publications in the field as one important criterion.

We also analyze the types of research outputs in the ontology alignment field. Figure 2.7 displays the percentage of different types of papers published in the ontology matching domain between 2001 up until and including 2018. According to this figure, the vast majority of research outputs, i.e., around 65%, are published in conference venues. It is no surprise since the main venue for this field is the ontology matching workshop held in International Semantic Web Conference (ISWC), where there has been several papers and posters along with the alignment contest. Aside from conference papers, journal articles comprise 25% of the publications and are ranked as second type of publications in ontology matching. Conference reviews and book chapters are the other major types of articles in this domain.

2.5.2. Outputs in Top Percentiles Worldwide

In this subsection, the appearance of ontology alignment research outputs in top-cited and journal percentiles in the six most recent years is explored.

We first look into the ratio of ontology alignment publications in the top-cited percentiles. The distribution of these top-cited articles in the six most recent years is shown in Figure 2.8, where the lighter color shows the percentile in top 10% most cited and the darker denotes the percentile in top 1% most cited articles worldwide. According to this figure, ontology alignment research outputs constitute one percent, 0.9%, and 0.5% of the top 1% most cited articles worldwide in years 2013, 2015, and 2017, respectively. At the same time, there is no ontology alignment output in the top 1% most cited for 2014
and 2016. It is also readily seen that ontology alignment outputs form 6.1%, 5.3%, and 5.8% of the top 10% most cited article worldwide in years 2013, 2016, and 2018. Interestingly, although the research outputs from 2016 and 2018, which have a considerable amount of papers in the top 10% most cited articles, they do not have any in the top 1% most cited research outputs worldwide. The top-cited articles in the six most recent years are tabulated in Table 2.3. As expected, four of these articles are published in 2013 so that this year is considered as the best year in the six most recent years in terms of the number of research outputs in the top 1% and the top 10% most cited articles.

We also analyze the share of ontology alignment in the top journals identified by CiteScore. Figure 2.9 illustrates the ratio of ontology alignment outputs in top journals from 2013 to 2018. According to this figure, the ontology alignment share in the top 1% journals is 2.1%, 1.7%, 1.9%, and 1.5% for 2013, 2015, 2017, and 2018, respectively. Similarly, the share in the top 10% journals is 13.8% as the highest, followed by 11.8% in 2014, 9.9% in 2015, and 9.2% in 2018. There are a steady decrease and increase in publishing in the top 10% journals from 2013 to 2016 and from 2016 to 2018, respectively.
2.5.3. DISCIPLINES CONTRIBUTING TO ONTOLOGY ALIGNMENT

In this section, we consider the disciplines that contribute to ontology alignment. In this regard, we take advantage of all science journal classification (ASJC) used in Scopus and visualize the main areas along with their subcategories that contribute to the growth and evolution of the ontology alignment field.

Figure 2.10-(a) displays the main subject areas contributed to ontology alignment based on publication data between 2001 and 2018. As expected, computer science is the area with the maximum number of publications and constitutes 55% of the overall research articles. More in detail, Figure 2.10-(b) displays the subcategories of computer science contributing to ontology alignment. According to this figure, general computer science has the most of published articles, followed by software (12.2%), computer net-
works and communication (11.8%), and information systems (9.7%).

The second major discipline in the ontology alignment development is mathematics, which forms 14.8% of the overall research outputs. In particular, Figure 2.10-(c) illustrates the subcategories of mathematics, which indicates that theoretical computer science makes up 60.9% of the overall articles related to this category, and it is followed by general mathematics (9.3%) and modeling and simulation (9.0%).

The third main area is engineering, which forms 10.8% of all publications in this field. More in detail, Figure 2.10-(d) displays the subcategories of engineering contributing to ontology alignment. According to this figure, control and system engineering has 29.7% of publications and is followed by general engineering (26.4%) and electrical and electronic engineering (20.4%).

Social science is another important area contributing to ontology alignment, which constitutes 3.8% of all publications. Figure 2.10-(e) shows the subcategories of social science which have the highest share in ontology alignment research outputs. According to this figure, library and information system has the largest part of publications, i.e., 39.2%, and education (19.6%) and linguistic and language (16.5%) follow it.

Decision science has 3.3% of overall research outputs in ontology alignment. Figure 2.10-(f) shows that information system and management (83.3%), general decision science (11.1%), and management science and operations research (5.6%) are the subcategories in this category with contributions to the development of ontology alignment.

As the last subject area contributing to ontology alignment, medicine makes up 2.5% of publications. More in detail, Figure 2.10-(g) displays the subcategories of this area with the shares in research outputs. According to this figure, health informatics (70.5%), general medicine (8.2%), and medicine (miscellaneous) (8.2%) are the subcategories with...
(a) The main subject areas of ontology alignment.

(b) Subcategories of computer science

(c) Subcategories of mathematics

(d) Subcategories of engineering

(e) Subcategories of social science

(f) Subcategories of decision science

(g) Subcategories of medicine

Figure 2.10: The Disciplines and their associated subcategories contributed to ontology alignment.
2.6. Research Collaboration in Ontology Alignment

The collaboration of researchers within an area widens the impact and scope of the corresponding scientific field. As a result, it is of the essence to monitor, and even encourage, collaboration between different researchers and institutes all over the world. In this section, research collaboration in ontology alignment is investigated. In this regard, we consider the collaboration between authors as well as countries, and identify their most collaborative elements. We further analyze the trend of collaboration in recent years and academic-corporate collaboration in ontology alignment.

2.6.1. Author Collaboration

Collaboration among authors of ontology alignment is visualized by Figure 2.11 based on the bibliometric data 2001-2018. The authors in this graph are represented by nodes, where their size is proportionate to the number of collaborative articles, and their color denotes the average number of citations per publication according to the collected data from 2001-2018. Also, the thickness of each edge between two authors is commensurate with the number of collaborative publications of the authors at the two ends.

According to Figure 2.11, the organizers of the OAEI located at the center of the figure have great collaboration, and the most collaborative authors are also coming from this
Table 2.4: The ontology alignment researchers with the maximum number of collaborative publications. The first column tabulates the number of collaborative articles, the second column denotes the number of all collaborative researchers, and the third column is the average citation per publication.

<table>
<thead>
<tr>
<th>Author</th>
<th># Co-authored Articles</th>
<th># All Co-authors</th>
<th>Average Citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euzenat J.</td>
<td>82</td>
<td>240</td>
<td>70.92</td>
</tr>
<tr>
<td>Shvaiko P.</td>
<td>63</td>
<td>205</td>
<td>116.58</td>
</tr>
<tr>
<td>Jimenez-Ruiz E.</td>
<td>63</td>
<td>168</td>
<td>16.86</td>
</tr>
<tr>
<td>Trojahn C.</td>
<td>59</td>
<td>204</td>
<td>13.98</td>
</tr>
<tr>
<td>Stucken Schmidt H.</td>
<td>59</td>
<td>177</td>
<td>18.95</td>
</tr>
<tr>
<td>Ferrara A.</td>
<td>56</td>
<td>163</td>
<td>31.76</td>
</tr>
<tr>
<td>Meilicke C.</td>
<td>54</td>
<td>160</td>
<td>22.72</td>
</tr>
</tbody>
</table>

community. In particular, J. Euzenat, P. Shvaiko, and E. Jimenez-Ruiz have 82, 63, and 63 co-publications, respectively, and lead the list of the author collaborations. Table 2.4 tabulates the top collaborative authors in ontology alignment. In this table, the number of articles co-authored with others, the total number of all co-authors, and the average citation per paper are displayed in the first to third columns, respectively. According to this table, J. Euzenat, P. Shvaiko, and C. Trojahn have the maximum number of collaborations in terms of the total number of co-authors.

Aside from the OAEI organizers, the developers of AgreementMaker and AgreementMakerLight (AML) [114], i.e., D. Faria, C. Pesquita, and I. Cruz, that are positioned at the top of Figure 2.11, have significant collaborations with each other. Also, D. Faria is one of the OAEI organizers, and along with C. Pesquita, have several collaborations with the OAEI community as well. Other members in this cluster have collaborations solely with each other.

Another dense cluster is placed at the bottom left of Figure 2.11. A closer look at the authors indicates that they are mainly from China, and have few collaborations with researchers outside of their country. The exceptions are S. Wang with 46, Juanzi Li with 48, and Yingjie Li with 40 co-authorship, including collaboration with other groups around the world. The main reason of such collaborations is that they mainly studied outside of China, and had a better opportunity for international collaborations. Other authors from this community who had mainly collaborated intra-nationally are Y. Wang with 44, J. Wang with 37, and S. Zhang with 32 co-authorships.

The color of nodes in Figure 2.11 is proportionate to the average number of citations, where nodes closer to the yellow color have a higher number of citations per paper. It is interesting to see that the OAEI organizers, who vastly collaborate with other researchers, have the maximum citation average compared to others. Based on Table 2.4, Shvaiko with 116.58 citations per publication leads the author list in terms of average citations, followed by J. Euzenat with 70.92, and A. Ferrara with 31.76 citations per paper. Another important point is about the Chinese community. Among these researchers, the authors who have collaborations with international communities have higher average citations. This confirms previous studies that multinational research collaboration are associated with increased citations [115, 116]. In general, international research collaboration is recognized as a means of cultivating research quality, enhanced resource uti-
lization, and high impact [115, 117]. It also has indirect strategic, economic, or political benefits [118]. In fact enlarging team sizes, increasing interdisciplinarity, and intensifying ties across institutional and geographic borders is a signal of the field evolution from a solitary enterprise to an expanding social movement [115].

To further detect the communities of collaborations in ontology alignment, the co-authorship network in Figure 2.11 was subjected to a community detection algorithm, and the major collaborative communities were detected accordingly. There are quite a few community detection algorithms [119], and we choose Louvain algorithm [120], due to its speed, scalability, and simplicity [121, 122]. It is also one of the most popular community detection algorithms and has been implemented in many software and programming packages such as Gephi. Figure 2.12 plots the identified communities, where each community is depicted in a particular color. Six communities were identified by the algorithm, two of which are quite significant and include 75% of all researchers in this domain, and are shown in yellow and purple colors. The former is the OAEI organizers who have created a very large community. The thickness of edges of this network also
2.6.2. COUNTRY COLLABORATION

In this section, collaborations between countries are discussed and visualized. Figure 2.13 displays the co-authorship between different countries using a graph. The nodes of this graph are the countries with the size of node being proportionate to the number of publications collaborating with other countries, and the strength of the edge between each pair of countries is commensurate to the number of publications written jointly by

indicates that researchers in the OAEI community greatly collaborate with each other. The other dominant community is the Chinese, in which the collaborations, though not as significant as the OAEI community, are remarkable. Also, this figure indicates that the collaborations between Chinese and OAEI communities are not of significance, and researchers primarily cooperate with other researchers from the same community.
authors of the corresponding countries. According to this figure, France, UK, Germany, the US, and Italy are respectively the top five countries having the most collaborative papers worldwide.

The top five countries have the most collaborative research outputs together. For French authors of ontology alignment publications, the international collaboration is mostly with Germany (with 13% share of all collaborative research outputs), Italy (12%) and the US (8%). For the UK, the co-authorship is most frequently with Italy (14%), Germany 13%, and the US (11%). German international co-authorships are mostly dominated by collaborations with France (14%), the UK (13%), and Italy (12%). US international ontology alignment collaborations are also most commonly with the UK (12%), then with researchers from France (10%) and Italy (9%). Italian ontology researchers most frequently collaborate with researchers from the UK (16%), then with colleagues from France (14.3%) and Germany (14%). In sum, these five countries are the most collaborative countries worldwide that mainly cooperate with each other.

We further analyze the collaboration between countries along with the number of their publications and citations they have received. In this regard, Figure 2.14 plots the collaboration between countries with the size of nodes being proportional to the number of publications of the country, while Figure 2.15 shows the same graph with the size of nodes being commensurate to the average number of citations per publication. According to Figure 2.14, China has the maximum number of publications among other countries with 578 research outputs forming around 20% of all ontology alignment research outputs. At the same time, the number of citations of this country is not commensurate to the number of publications. That is to say, research outputs with at least one Chinese author have not gained enough attention. One of the primary reasons is the lack of international collaborations, as Figure 2.13 simply explains. The top five collaborative countries are readily seen to have more publications and average citations among other countries. This corroborates the importance of collaborations, since collaborations increase the visibility of research outputs to a wider audience, and the research studies thus get the attention they deserve. Another important point is the positive correlation between co-authorships and the size of publication outputs. It also makes sense since cooperation between researchers helps the use of the common wisdom, which is then emerged as more publications for the whole group.

2.6.3. INTERNATIONAL COLLABORATION

In this subsection, we take a closer look at the levels of collaborations in the six most recent years. In this regard, we count the number of research outputs published by authors from different countries (international collaboration), people from different institutes within a country (only national collaboration), different researchers of an institute (only institutional collaboration), and single-authored ones (no collaboration). Figure 2.16 plots the share of ontology alignment published articles in each of these categories. According to this figure, as expected, the maximum collaboration is among the researchers from the same institutes, and the only national and only institutional collaborations have approximately similar shares of ontology alignment research outputs. Single-authored articles are at the bottom of this list and from around 10% of overall publications.
It is also seen from Figure 2.16 that international collaboration has increased in the six most recent years, from 18.9% in 2013 to 27% in 2018. The maximum international collaborations is also in the year 2017, which constitute 28.9% of all ontology alignment research outputs. The collaborations inside the institutions have experienced a significant decrease, from 54.6% in 2013 to 45.5% in 2018. Similarly, the collaborations between institutions within a country have declined, while the single-authored articles have been growing. Ironically, the share of international collaborations (the most desired) and the share of no collaboration have been increased together over the last few years.

2.6.4. **ACADEMIC-CORPORATE COLLABORATION**

In this section, we consider the relationship between academic institutions and corporations based on ontology alignment published articles in the six most recent years.
2.6. Research Collaboration in Ontology Alignment

Figure 2.15: Collaborations of countries in ontology alignment based on the bibliometric data 2001-2018. The size of nodes is proportionate to the number of citations of the corresponding country.

In an academic-corporate relationship, collaboration is of the essence for both sides. It helps the academia to ensure industrial relevance in its research [123], and on the other hand, it provides the opportunity of knowledge complementary and risk sharing with the corporations [124]. Figure 2.17 displays the share of published articles by the academic-corporate collaborations. According to this figure, a tiny portion of papers is published jointly by academia and corporations, with a maximum of 3% in 2014. The minimum portion is also from years 2013 and 2018 with 1.7% of all ontology alignment published articles in the corresponding years. This figure elaborates that the relation between industry and academic institutions is not strong enough, since vast majority of collaborations is inside either academia or industry.
2.7. CONTRIBUTION AND IMPACT IN ONTOLOGY ALIGNMENT

In this section, the impact of authors and countries that are active in ontology alignment is investigated. In this regard, we count the number of documents published per authors or countries and the number of citations of their documents to analyze their influence on the field of ontology alignment.

2.7.1. CONTRIBUTION AND IMPACT OF AUTHORS IN ONTOLOGY ALIGNMENT

In this subsection, the influence of authors on ontology alignment is investigated by counting the publications of top authors and their number of citations. Figure 2.18 plots the publication count of the top 10 authors in ontology alignment. The top 10 authors have published around 308 articles spanning from 2001 to 2018, which constitute 10.3% of all publications in ontology alignment. According to Figure 2.18, J. Euzenat tops the list of authors with 70 publications in ontology alignment, and C. Trojahn with 50, E. Jimenez-Ruiz and H. Stuckenschmidt with 45 and P. Shvaiko with 38 research outputs follow.

We further analyze the ontology alignment authors in terms of their number of citations. In this regard, Figure 2.19 plots the top 10 authors with the maximum number of citations. According to this figure, J. Euzenat leads the list with 4,610 citations, followed by P. Shvaiko with 3,847, M. Scholemmer with 1,040, and Stuckenschmidt with 834 citations.

To provide a broader view of the author impacts on ontology alignment, we visualize the citation map of the author using VOSviewer. Figure 2.20 visualizes the citation map of ontology alignment authors, where the size of nodes and their colors are proportionate to the citations and average citations per paper, respectively. Also, the thickness of edges is proportional to the number of times the authors at the two ends have cited...
2.7. Contribution and Impact in Ontology Alignment

Figure 2.17: The share of academic-corporate collaborations in ontology alignment.

each other. Aside from the top authors shown in Figure 2.19, another critical observation from Figure 2.20 is that the researchers who are active in the OAEI have received more attention in comparison to others. The bottom-right region of this figure shows that the OAEI organizers and participants have higher average citations than other researchers.

Aside from the OAEI organizers and participants, several other researchers have been cited well. Y. Kalfoglou and M. Schorlemmer have a well-cited review paper published in 2003, and two methods for ontology alignment published in 2002 and 2003 [125–127]. N. Noy has also conducted several fundamental research in ontology alignment in the first years of this century [76, 77, 113, 128]. Y. Li, J. Tang, and J. Li have developed (along with colleagues) the ontology alignment system, called RiMOM, where their seminal work was published in 2008 [129, 130]. M. Ehrig has published the book entitled ontology alignment: bridging the semantic gap in 2006, which has got more than 600 citations to date [131]. As one can readily realize, these researchers have received a great amount of attention because of their research in the first decade of this century. However, there are several well-cited researchers among the OAEI organizers, whose research studies are more recent. The examples are E. Jiminez-Ruiz who developed LogMap [101], D. Faria and C. Pesquita, who developed AML [114]. As a result, the attention of ontology alignment is more focused on the OAEI in recent years, and other researchers in this field have not drawn significant attention.

2.7.2. Contribution and Impact of Countries in Ontology Alignment

In this section, we analyze the impact and contributions of different countries on the evolution of ontology alignment. First, we visualize the number of ontology alignment publications for each country. Figure 2.21 displays the top 10 countries in terms of their publication count. According to this figure, China leads the list with 578 publications,
which has a quite well difference with the second country, the US, with 360 publications in ontology alignment. France with 306, Germany with 295, and the UK with 234 publications in ontology alignment are the next countries in this list.

We further analyze the countries concerning their number of citations. Figure 2.22 shows the top 10 countries regarding the number of citations. Based on this figure, the US tops the list with 6,662 citations, followed by France with 6,563 and Italy with 6,027 citations. China, while has the maximum number of ontology alignment citations, is the sixth country in this ranking with 3,080 citations overall.

Besides, we visualize the citation network of countries using VOSviewer. Figure 2.23 illustrates the citation network, where the nodes are the countries whose size are proportionate to the number of citations based on the bibliometric data 2001-2018. According to this figure, the number of citations of Chinese researchers is not commensurate with their number of publications: While they publish more than any country, they are ranked sixth concerning the number of citations. Italy has the highest average citations per publication with 29.54 for 204 documents, followed by France with 21.45, Spain 20.04, the US with 18.51, Germany with 15.33, and the UK with 14.65 citations per publication. Moreover, based on Figure 2.23, the US has the maximum number of citations, followed by France, Italy, Germany, and the UK.

In addition, the community detection algorithm has been applied to the network in Figure 2.23. Every community in this figure represents a set of countries whose researchers refer to each others’ studies more often. Basically, two major communities were detected that are shown in purple and green colors. One community comprises the US, UK, China, and Spain along with some other countries with less significant contribution to ontology alignment. Another community consists of France, Italy, and Germany.
as the major countries along with some less considerable ones such as the Netherlands and Portugal.

2.8. **CONCLUSION AND DISCUSSION**

In this chapter, we revisited ontology alignment by revising and analyzing the ontology alignment publications. First, a recent framework for classifying ontology alignment publications was revisited and discussed in detail. The classifications of ontology alignment research outputs highlighted the fact that several areas have not received enough attentions. For instance, no methodology for comparing alignment systems has been developed, while one of the primary motivations of the OAEI is to compare the alignment systems together. In the following chapters, we address comparing ontology alignment comparison by looking into several methods from statistics and multi-criteria decision-making (MCDM) and put forward proper tools and methodologies to compare the alignment systems.

In addition, the ontology alignment problem can be solved more efficiently, especially in the light of the aim of this dissertation for enabling interoperability in logistics that requires a fast alignment system. In this regard, we adopt an evolutionary algorithm that can solve the non-deterministic polynomial-time (NP) ontology alignment problem more efficiently in terms of time and memory complexity, as well as precision and recall.

Another important point, which also accented by the bibliometric analysis, was a scarcity of practical applications for ontology alignment. This issue would restrict the applicability of ontology alignment and hinders its progress. In this regard, we study the applicability of ontology alignment to logistics, where interoperability is of the utmost

**Figure 2.19:** The top 10 authors of ontology alignment in terms of their number of citations based on the bibliometric data 2001-2018.
importance and heterogeneity is inevitable.

We also made an inquiry in Scopus and extracted articles pertinent to ontology alignment. After inspecting the articles and excluding irrelevant items to ontology alignment, 2,975 articles remained based on which bibliometric analyses were carried out. We conducted two classes of bibliometric analyses, semantic and structural. Semantic analysis entails the overall discovery of concepts, notions, and research lines flowing underneath ontology alignment, while the structural analysis provides a meta-level overview of the field by probing into the collaboration network and citation analysis in author and country levels. Each of these analyses was divided into two subcategories. In the semantic analysis, we first conducted a topic modeling on the extracted bibliometric data by subjecting title, keywords, and abstracts of articles to the latent Dirichlet allocation (LDA), a well-established statistical method for modeling topics. Although the topics were detected based merely on the frequency of the words in the articles, the identified topics readily referred to a problem that ontology alignment can address or a domain to which it has been applied. The other semantic analysis was thematic, wherein the number of annual publications, the types of research outputs, the share of ontology alignment in top-cited articles and top journals, and contributing disciplines to ontology alignment were explained and discussed in detail.

The second class of analyses was structural, wherein we carried out two classes of probings. First, we studied the collaborations of ontology alignment researchers. We observed that international collaboration has been improved over the last few years. Also, the collaboration between academia and corporations were gauged, which was not significant enough. We also observed that ontology alignment researchers fall into two major communities. The first community comprises the OAEI organizers, and the second
2.8. Conclusion and Discussion

Figure 2.21: The top 10 countries of ontology alignment in terms of their number of published documents based on the bibliometric data 2001-2018.

consists of the Chinese scholars. Although the researchers in these communities cooperate closely with each other, the communities, especially the Chinese, seem like isolated islands that do not interact with the other researchers from other communities. We also observed that, although the number of publications with at least one Chinese researcher is considerable, they do not get enough attention, possibly the attention that they deserve. Aside from authors, we also analyzed the collaborations between countries and realized that the top five most collaborative countries mostly work together more than any other country in the world. Another structural analysis was regarding the impact and contribution of researchers and countries for the field of ontology alignment. In these analyses, we identified the authors and countries with maximal influence on the field by counting their number of publications and citations. We also visualized their citation network, where we identified two hosts of countries that mostly cite each other.

We observed that the articles from the ontology matching workshop are not indexed by Web of Science (WoS). This workshop is particularly important for the ontology alignment community, since highly-cited researchers from the field actively participate in the venue. Also, the articles from the workshop represent the state-of-the-art challenges and novelties in this domain. In addition, the OAEI contest is also a part of this workshop, wherein new challenges are introduced and new systems are developed to overcome those challenges.

Based on the contributions of ontology alignment to the top-cited articles and top journal percentiles, we perceived that ontology alignment is indeed a very essential field of study, research outputs of which receive significant attention, and fundamental research studies are conducted and published in top journals. However, this field has only one dedicated venue, the ontology matching workshop, that is not indexed by WoS. This
calls for having more serious venues such as a dedicated journal for ontology alignment. This is essential also because the pertinent articles to ontology alignment are dispersed in various journals, while the conference papers are mainly published in the ontology matching workshop. Having a journal devoted to ontology alignment helps the researcher in this field to focus on one venue. Also, there have been several special issues on ontology alignment over the last few years that are also hosted by different journals. A dedicated journal can be the host of such special issues as well.

The topics identified in the semantic analysis were directly related to the problems and applications related to ontology alignment. Some of these topics are well-established in ontology alignment, and the researchers of the field are aware of it. However, there are several other topics that are totally neglected by ontology alignment researchers, and the OAEI organizers in particular. By viewing the OAEI benchmarks, one readily gets the impression that ontology alignment is particularly useful for the biomedical domain, since most of the tracks are from this domain, i.e., anatomy, disease and phenotype, and large biomedical. While it is indisputable that ontology alignment has been successfully applied to various biomedical ontologies, its use and applicability are not restricted to this domain. We encourage the OAEI organizers and other researchers in the field to prepare several other standard benchmarks for evaluating ontology alignment systems. The benchmarks can be from Semantic Web Services, agent-based modeling, knowledge graphs, and business processes.

We also identified two primary communities, OAEI and Chinese, for ontology alignment, in both of which around 75% of ontology alignment researchers fall. The collaborations between these two communities are not significant, and researchers of these communities collaborate mainly with other researchers in the same community. Based
on the citation analysis, we realized that the research of the Chinese community does not get considerable attention, while the number of research outputs of this community is significant. One reason for not getting enough attention is probably the lack of international collaboration in the Chinese community. Another reason might be that the contributions of this community do not address the current state-of-the-art challenges so that they do not draw enough attention. In any case, ontology alignment should take advantage of the potentials in the Chinese community. Thus, the collaborations between these two communities are strongly recommended, making the Chinese researchers familiar with the current challenges in the domain. In addition, the Chinese community will have the opportunity to disseminate their research to a wider audience, and can play a more vital role for progressing the field of ontology alignment. A potential direction for future research is to inspect the research of these two communities to identify precisely what they are working on and on which potential topics they can cooperate.
We discussed and visualized the impact of researchers and countries on ontology alignment as well. We observed that the OAEI organizers and participants get a considerable amount of attention. There are several other researchers with significant attention, but their research studies were mainly carried out in the first decade of this century. Thus, if researchers want to get attention, they must be involved in the OAEI community and participate actively in the contest.

Another critical observation from the analyses in this chapter is the insignificant collaborations between academia and corporations. We observed that the academic-corporate relations constitute on average, around 2% of all publications in ontology alignment. One possible reason is that the teams inside the enterprises have the ability to resolve the problems. However, that does not explain the inconsiderable relation between academia and industry. The more realistic reason is that the companies have not realized that ontology alignment can enhance their business functions. This is also coming from the fact that most of the standard benchmarks are restricted to particular problems and domain, while ontology alignment can be widely used to address disparate issues. One way to increase the impact and use of ontology alignment is to conduct several qualitative case studies to show how ontology alignment can automate the manual procedures, and consequently, increase the profits of the companies. Another avenue for the progress of ontology matching is to dedicate more funding to the applicability of ontology alignment and find untapped domains and problems to which ontology alignment is a potential solution. Such projects create new benchmarks for the OAEI and extend the ontology alignment applicability so that a broader audience can understand the importance of the field. This can also help overcome the slow progress we have observed from 2013. The bibliometric analysis presented in this chapter also covered the lack of a literature review based on a quantitative approach that, to the best of our knowledge, has not been considered before.
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Ontology alignment is a fundamental task to reconcile the heterogeneity among various information systems using distinct information sources. The evolutionary algorithms (EAs) have been already considered in the literature as the primary strategy to develop an ontology alignment system. However, such systems have two significant drawbacks: They either need a reference alignment which is often unavailable, or they utilize the population-based EAs in a way that they require massive computations and memory. This chapter presents a new ontology alignment system, called SANOM, which uses the well-known simulated annealing as the principal technique to find the mappings between two given ontologies when no reference alignment is available. In contrast to population-based EAs, the simulated annealing need not generate populations, which makes it significantly swift and memory-efficient for the ontology alignment problem. In this chapter, we model the ontology alignment problem as optimizing the fitness of a state whose optimum is computed via the simulated annealing. An alignment fitness function is developed which takes advantages of various similarity metrics including string, linguistic, and structural. A randomized warm initialization is especially-tailored for the simulated annealing in order to expedite its convergence. The experiments illustrate that SANOM is competitive with the state-of-the-art systems, and is significantly superior to other EA-based systems.
3.1. INTRODUCTION

This chapter is dedicated to developing a new alignment system based on simulated annealing. In general, alignment systems based on the evolutionary algorithms (EAs) have several advantages. First, they can be used as a general framework whose objective function can be simply modified for different alignment problems, that enable these algorithms to be applicable to ontologies from different domains. For logistics, which is the domain of study of this dissertation, we can experiment different similarity metrics and select the most appropriate ones for usage. In addition, EAs are often amenable to parallel computing that can be applied to ontology alignment as well. Therefore, they are able to handle large-scale ontology alignment problems in a timely manner and can keep up with the progress of computer architecture. Furthermore, these algorithms can be terminated anytime and yet they provide a near-optimal solution. The ability to be parallel and providing near-optimal solution any time the algorithm is halted are particularly essential for aligning ontologies in logistics IT systems, where there are often time and resource restrictions.

In this chapter, the simulated annealing (SA) is used as the primary strategy to find the alignment between two ontologies in question. SA has several salient features which makes it practically more efficient than other evolutionary techniques. SA mimics the slow cooling in metallurgy in a way that it decreases slowly a temperature value which is high at the beginning of the process. When the temperature is high, the probability to transition to a worse state (based on the fitness function) is higher. As the temperature decreases, the odds of moving to a worse solution diminishes as well. Accepting a worse solution at the beginning would help explore the whole solution space so that the chance of the premature convergence significantly falls. Along with its convergence, SA is more time- and memory-efficient than the population-based EAs since it only operates on one single state based on which it will produce a successor. Therefore, it requires less memory to store the populations as well as less time for computing the fitness of multiple chromosomes in a population.

Aside from the inherent characteristics of SA, there are several other advantages of the system proposed in this chapter, SANOM. In contrast to MapPSO, SANOM performs a complete pre-processing step which is proved to enhance significantly the performance of matching [1]. Further, it benefits from the so-called Soft TF-IDF (term-frequency and inverse document frequency) string metric [2] and generalizes it with two base similarity metrics. One of the string similarity metrics is Jaro-Winkler to compare the names solely, and the second is a WordNet-based metric to gauge the linguistic proximity of tokens. The proposed Soft TF-IDF is able to detect the correspondences whose parts of names have been stated by different but synonymous tokens. For matching properties, SANOM will use the notion of the core concept, defined in [3], as an extra name for the given properties. This would increase the likelihood of mapping while the false positive decreases as well.

Among EA-based ontology alignment systems, MapPSO is the only one participated in the OAEI and its implementation is also freely available. Thus, we particularly compare SANOM with MapPSO in terms of the execution time as well as efficiency gauged

---

1 Stands for Simulated ANnealing-based Ontology Matching.
2 https://sourceforge.net/projects/mappso/
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by various performance metrics.

The contributions of this chapter can be summarized as follows:

• An alignment is modeled as a state whose optimum based on a fitness function will solve the ontology matching problem;

• An intrinsic fitness function is developed by using various similarity measures. In this regard, the Soft TF-IDF metric is extended by using two base similarity metrics; one for the strings similarity of tokens and one for their linguistic relations;

• The simulated annealing is adjusted to find the alignment between two given ontologies. In this regard, a randomized greedy algorithm is developed for the initialization which expedites the convergence of the algorithm;

• The proposed system is evaluated with the OAEI anatomy, conference, and disease and phenotype tracks.

The preliminary implementation of SANOM participated in the OAEI 2017 [4], and the current, enhanced implementation participated in the OAEI 2017.5 [5] and 2018 [6].

The chapter is structured as follows. Section 3.2 dedicates to the basic concepts of simulated annealing. The computation of the alignment fitness using string and structural similarity metrics are discussed in Section 3.3. Section 3.4 contains the details of the proposed system, SANOM, and the experimental results are presented in Section 3.5. Finally, the chapter is concluded in Section 3.6.

3.2. SIMULATED ANNEALING

Simulated annealing is a probabilistic approach to estimate the global optimum of problems which cannot be solved by the standard optimization techniques [7]. As the name suggests, this technique simulates the annealing in metallurgy which slowly cools the materials to decrease their defects. Such a controlled cooling is implemented in the simulated annealing as the probability to transition to a worse solution. The probability of a move to a worse solution is proportionate to the temperature: The higher the temperature, the more chance to move to a worse solution. Such a feature would enable SA to explore the whole search space when the temperature is high, making it not converge prematurely unlike the genetic and swarm intelligence algorithms.

In contrast to population-based EAs, SA only operates on one possible solution, called state, and tries to improve it to get a better solution. Such an enhancement is performed by creating a new successor in the neighborhood of the current state, and then probabilistically transition to it. Let $S$ be the current state and $S'$ be the successor (or the neighbor) created based on the current state. The proposed move from $S$ to $S'$ happens based on a fitness function: If the fitness of $S'$ is superior to $S$, then the transition certainly happens, and it probably occurs otherwise.

The probability of a move when the fitness of the successor is less than the current state is commensurate with the value of their fitness and the temperature. In more detail, let $f(S)$ and $f(S')$ be the fitness of the current and successor states, respectively. If $f(S') > f(S)$, then the transition to successor certainly happens. Otherwise, the likelihood of its
occurrence is $e^{\frac{\Delta E}{T}}$, where $\Delta E = f(S') - f(S)$. Therefore, the probability of moving to $S'$, shown by $P_{move}$, can be rewritten as:

$$P_{move} = \min\left(e^{\frac{\Delta E}{T}}, 1\right), \quad (3.1)$$

where $T$ is the temperature. It is evident from equation (3.1) that if $f(S') > f(S)$, then $e^{\Delta E/T} > 1$ and $P_{move} = 1$. Thus, the proposed move to $S'$ will certainly happen. Otherwise, the transition is reliant on $\Delta E$ and $T$: The greater $\Delta E$ or smaller $T$, the smaller chance to accept the move to a state with lower fitness.

Having generated the successor and having then computed the probability of accepting the move using equation (3.1), the move is accepted or rejected in practice by sampling from a uniform distribution in the interval $[0, 1]$. If the sampled value is less than $P_{move}$, then the move to $S'$ is accepted. Otherwise, the transition is rejected, and a new successor is produced based on the current state.

The temperature also plays a critical role in the transition to a worse state. The simulated annealing algorithm starts with a higher temperature so that the transition to worse states are more likely at the beginning. However, the temperature is getting lower and lower as the time goes by, making it less likely to move to a worse solution. This enables SA to explore the whole solution space at the beginning to find the global optima and to prevent premature convergence. The overall SA algorithm is summarized in Algorithm 1.

**Algorithm 1** Simulated annealing

```
Input: $S = S_0$, maxIter
for iter=1:maxIter do
    $T = updateTemperature(iter, maxIter)$
    $S' = generateSuccessor(S)$
    Compute $P_{move} = Pr(S, S', T')$ by equation (3.1)
    Sample $r$ from the uniform distribution in the interval $[0, 1]$
    if $P_{move} > r$ then
        $S = S'$
    end if
end for
Output Final state $S$
```

### 3.3. ALIGNMENT FITNESS

At the heart of any evolutionary algorithm, there must be a way to measure the fitness of different solutions based on which the evolution happens. First, a precise definition is presented for the alignment fitness.

**Definition 4 (Alignment fitness)** Given an alignment $A$ between two ontologies $O_1$ and $O_2$, the fitness of $A$ is computed by the function $F: A^* \rightarrow R$ (where $A^*$ is the set of all possible
alignments), and is defined as

$$F(A) = \sum_{c \in A} f(c),$$

where $f : A \rightarrow R$ computes the fitness of each correspondence in the given alignment $A$.

The alignment fitness definition reveals the need of computing the fitness of each correspondence for having the overall fitness of a given alignment. The function $f$ calculates the similarity of two entities in correspondence $c$.

The first way of calculating the similarity is to consider the names (e.g., URI, label, comments, etc.) of two given entities and determine their sameness using either string similarity metrics or their linguistic relations using WordNet [8]. The ways of finding the similarity between two classes and two properties are different in the proposed system. It is also possible to consider the positions of two entities in their ontologies as a meter of similarity. For instance, if two classes match from two ontologies, the likelihood of mapping their subclasses increases. Such metrics are referred to as structural similarity metrics. In a nutshell, $f(c) = f_{string}(c) + f_{structural}(c)$, where $f_{string}(c)$ and $f_{structural}(c)$ are the string and structural similarity measures, respectively. In the remainder of this section, the appropriate similarity metrics which are utilized in SANOM are reviewed.

### 3.3.1. String Similarity Metric

In this section, the techniques for computing the similarity between the strings of two entities are revised. We take advantage of the Soft TF-IDF (term frequency-inverse document frequency) with two base similarity metrics. The reason of using this metric is that it can be generalized to accommodate multiple base similarity metrics. There are some other metrics such as Soft Jaccard which have the same capability, but Soft TF-IDF has shown better performance in terms of both precision and recall in recent studies [1]. The base metrics for Soft TF-IDF are Jaro-Winkler, to deal with names as a sequence of characters, as well as Wu and Palmer [9], to compute the linguistic relatedness of two names using WordNet.

It is common that ontologies have several annotations which facilitate finding their peers in the other ontologies. Further, the sole comparison of properties names would lead to poor results. Therefore, we consider a set of names for each entity as follows:

- For classes, an essential name is their uniform resource identifier (URI). Besides, there are some annotations which might help the matching process. Among them are label and comment annotations which provide more information about the corresponding class. There are sometimes related synonyms for classes in an ontology, which should also be considered. For instance, the OAEI anatomy track has several related synonyms which would enhance the alignment outcome.

- For the property alignment, considering solely the names would mislead the matching process. As recommended by M. Cheatham and P. Hitzler [3], we consider the core concept as another name for each property. The core is the first verb, if exists, in the property name whose length is higher than three, otherwise the first noun along with its corresponding adjective. The Stanford part of speech tagger [10] is utilized to extract the core of each property.
Evidently, it is likely that each entity has more than one name, we therefore take
the maximum similarity among various names as the string similarity among two cor-
responding entities. Let \( G \) and \( H \) be sets of names pertaining to two entities \( e_1 \in O \) and
\( e'_1 \in O' \), then
\[
f_{\text{string}}(c) = \text{Sim}(G, H) = \max_{g \in G, h \in H} \text{Soft TF-IDF}(g, h),
\]  
where \( c \) represents a correspondence containing the mapping \( e_1 \) to \( e'_1 \), \( \text{Sim}(G, H) \) is the
similarity between the names of two entities, and Soft TF-IDF denotes the string simi-
ilarity measure. In the further subsections, the Soft TF-IDF is explained. Prior to that, we
need to use several pre-processing strategies to increase the chance of matching.

PRE-PROCESSING STRATEGIES
The modification of strings before the similarity computation is essential to increase the
chance of mapping entities. The primary pre-processing strategies utilized in SANOM are:

- **Tokenization.** The terminology of concepts is usually constructed by a sequence
  of words. The words are often concatenated by white space, the capital letter of
  first letters, and several punctuations such as " - " or " _ ". Therefore, the initial
  strings can be broken into a bag of words, which is called **tokenization.**

- **Stop word removal.** Stop words refer to the common words which do not convey
  any particular meaning. The stop words can be distinguished by looking up the
  tokens (identified after tokenization) in a table storing the potential stop words.
  The Glasgow stop word list, which contains English stop words, is utilized in the
  current implementation\(^3\).

- **Stemming.** Entities may refer to the same notion, but they may appear differently
  due to various verb tenses, plural/singular, and so forth. Therefore, we need to
  revert them to a standard form to be able to detect similar concepts which have
  been changed for the grammatical reasons. The Porter stemming method is used
  for this matter [11].

SOFT TF-IDF WITH MULTIPLE BASE SIMILARITY METRICS
TF-IDF, or cosine similarity, is one of the most popular strategies used in information
retrieval [2]. To calculate TF-IDF, we need to compute the frequency of word \( w \) in bag
of tokens \( S \), e.g., \( TF_{w,S} \), and the inverse fraction of strings which contain \( w \), e.g., \( IDF_w \).
Then, TF-IDF of two given sets \( G \) and \( H \) is computed as:
\[
\text{TF-IDF}(G, H) = \sum_{w \in G \cap H} V(w, s) V(w, T),
\]  
where \( V \) is defined as:
\[
V(w, H) = \frac{\log(TF_{w,H} + 1) \log(IDF_w)}{\sum_{w'} \log(TF_{w',H} + 1) \log(IDF_{w'}),}
\]  
\(^3\)http://ir.dcs.gla.ac.uk/resources/linguistic_utils/stop_words
Equation (3.3) only considers the words which are exactly *identical* in both bags of words. However, *identity* can be interpreted differently, especially for ontology alignment. Thus, TF-IDF can be extended by defining the identity using a base string similarity measure. Given such a similarity metric and a threshold, set $C$ is defined as the set of triples $(g, h, sim)$, where $g \in G$ and $h \in H$ are tokens whose similarity $sim$ is computed by the base similarity metric (and is greater than a given threshold). Having the set $C$, the Soft TF-IDF is defined as

$$\text{Soft TF-IDF}(G, H) = \sum_{w \in C} V(w, g)V(w, H)D(w, H),$$

(3.5)

where $D(w, H) = \max_{v \in C} sim(w, v)$, and $sim(w, v)$ is the similarity of $w$ and $v$ in $C$. The base similarity metric gauges the similarity of tokens obtained from each name. In this study, we take advantages of two similarity metrics and take their maximum as the final similarity of two given tokens. The reason of considering the maximum similarity is that two tokens are assumed to be similar if their names are nearly identical or they are linguistically related. For instance, *ConferenceDinner* and *ConferenceBanquet* are deemed the same since the first token of two names is identical, and the second token is linguistically similar. The similarity metrics for measuring the strings similarity and lingual relatedness are:

- **Jaro-Winkler metric.** The combination of TF-IDF and Jaro-Winkler has shown promising performance in name entity matching [2] as well as in ontology alignment [1]. By the same token, SANOM exploits Jaro-Winkler with the threshold 0.9 as one of the base similarity metrics. The value of the threshold is in line with recent studies [1].

- **WordNet-based metric.** The linguistic heterogeneity is also prevalent in various domains. Therefore, the existence of a similarity metric to measure the lingual closeness of two entities is absolutely essential. In this study, the relatedness of two given tokens are computed by the Wu and Palmer measure [9] and is used as another base similarity metric. The threshold should be high enough since two distinct tokens are assigned a large similarity value according to Wu and Palmer, which solely checks the semantic relatedness of given tokens. Our investigation showed that any value less than 0.8 would practically mean that most of tokens are semantically related according to Wu and Palmer. Thus, one needs to specify a much higher threshold to avoid it. In the current implementation of SANOM, the threshold for this similarity metric is set to 0.95.

Using these two base similarity metrics, we can discover the concepts with synonymous changes in one or multiple tokens.

### 3.3.2. Structural Similarity

The preceding string similarity metric gives a high score to the entities which have lexical or linguistic proximity. Another similarity of two entities could be derived from their positions in the given ontologies.

We consider the following two structural similarity measures for the current implementation of SANOM:

1. **Label-based measure.** The label-based measure calculates the similarity of two labels as the ratio of the lengths of the shorter label and the longest label in each bag of names. This measure is invariant to the order of tokens in the labels and provides a robust similarity measure.

2. **Path-based measure.** The path-based measure uses the shortest path between two labels as the similarity measure. The shortest path is defined based on the hierarchy of the ontology. This measure takes into account the hierarchical relationships between the labels and provides a more nuanced similarity measure.
• The first structural similarity is gauged by the subsumption relation of classes. If there are two classes $C$ and $C'$ whose superclasses are $SC$ and $SC'$ from two given ontologies $O$ and $O'$, then the matching of classes $SC$ and $SC'$ would increase the similarity of $C$ and $C'$. Let $c$ be a correspondence mapping $SC$ to $SC'$, then the increased similarity of $C$ and $C'$ is gauged by:

$$f_{\text{structural}}(C, C') = f(c). \quad (3.6)$$

• Another structural similarity is derived from the properties of the given ontologies. The alignment of two properties would tell us the fact that their corresponding domain and/or ranges are also identical. Similarly, if two properties have the analogous domain and/or range, then it is likely that they are similar as well.

The names of properties and even their corresponding core concepts are not a reliable meter based on which they are declared a correspondence. A recent study has shown that the mapping of properties solely based on their names would result in high false positive and false negative rates [3], e.g., there are properties with identical names which are not semantically related, while there are semantically relevant properties with totally distinct names.

The current implementation treats the object and data properties differently. For the object properties $op_1$ and $op_2$, their corresponding domains and ranges are computed as the concatenation of their set of ranges and domains, respectively. Then, the fitness of the names, domains, and ranges are computed by Soft TF-IDF. The final mapping of two properties is the average of top two fitness scores obtained by Soft TF-IDF. For the data properties, the fitness is computed as the similarity average of names and their corresponding domain.

On the other flow of alignment, it is possible to derive if two classes are identical based on the properties. Let $e_1$ and $e_2$ be classes, $op_1$ and $op_2$ be the object properties, and $R_1$ and $R_2$ are the corresponding ranges, then correspondence $c = (e_1, e_2)$ is evaluated as

$$f_{\text{structural}}(c) = \frac{f_{\text{string}}(R_1, R_2) + f_{\text{string}}(op_1, op_2)}{2}. \quad (3.7)$$

### 3.4. Ontology Alignment Using Simulated Annealing

Having computed the alignment fitness (see Definition 4), the simulated annealing can be exploited to find the best possible alignment of two given ontologies. In this section, the necessary steps of the simulated annealing are described to solve the ontology alignment problem. Figure 3.1 displays the details of the SANOM implementation. In the following, we explain the modules of SANOM depicted in Figure 3.1.

#### 3.4.1. Ontology Parsing and Similarity Computation

According to Figure 3.1, ontologies are first parsed using OWL API [12], and they are stored in a list of a data structure called lexicon. Lexicon is the main data structure of SANOM, which contains a list of hash sets for each concept in the ontology. This list
contains all the names of a concept, e.g., URI and labels, which are tokenized and under- 
gone the pre-processing strategies before being stored. Thus, a hash set in the list 
contains the tokens of a name of a concept from an ontology. The overall concepts 
of each ontology are stored in a list of lexicon. The list index is considered as the index of 
the corresponding concept in the ontology, which will be used to store the similarity of 
concepts.

After parsing the ontologies, we first need to compute the similarity of each concept 
from the first ontology to all concepts from the target. As is recently recommended [13], 
the similarity computations should be efficiently stored in a hash table. Further, we only 
store the similarities whose magnitude is bigger than a value. In the current implementa-
tion, this value is set to 0.5 [13]. The keys of the hash table can be simply generated 
based on the index of the concept of the first ontology to that in the target. Using hash 
tables decrease significantly the amount of the memory required for saving the similari-
ties for large-scale ontologies.

Computing the similarity of entities is time-consuming due to the use of a nested 
loop, making us use the Java Fork/Join framework [14] to expedite the procedure. The 
Java Fork/Join framework uses the divide and conquer strategy so that it divides the ini-
tial big tasks into several small ones (the fork step) and then solves the smaller tasks. At 
the end, the small tasks are aggregated together (the join step). For computing the simi-
larity of a concept from the first ontology, we divide the concepts of the second ontology 
into different disjoint partitions, and compute the similarities of concepts of the first on-
tology with those in smaller tasks. Having computed the similarities, we now look into 
other elements in SANOM. Prior to that, we need to model an alignment in order to be 
able to use the SA for ontology alignment.

3.4.2. REPRESENTATION OF AN ALIGNMENT
The state in the simulated annealing would represent an alignment. Therefore, the op-
timal mappings between ontologies in question are obtained by optimizing the state 
fitness. Let $n$ and $m$ be the number of concepts of the ontologies in question, the state 
$S \in R^n$ is an integer vector whose values are between 1 and $m$, i.e., $1 \leq S_i \leq m$. Hence, if 
the $i^{th}$ cell contains number $j$, it indicates that $(e_i, e'_j)$ is the related correspondence.
3. SIMULATED ANNEALING-BASED ONTOLOGY MATCHING

Definition 5 (Alignment State) Alignment state between ontologies in question is defined as a set that contains pairs of concepts from two ontologies:

\[ S = \{(e_1, e'_1), (e_2, e'_2), ..., (e_n, e'_n)\}, \]  

(3.8)

where \((e_i, e'_j)\) is a correspondence mapping \(e_i \in O\) to \(e'_j \in O'\), and \(j_i \in \{1, 2, ..., m\}\).

Definition 5 formally describes the state in the simulated annealing as an alignment. From the implementation view, the set \(S\) can be defined as a vector whose entries would indicate a correspondence. More in detail, the element at the \(k^{th}\) position of this vector is the mapping \((e_k, e'_j)\).

In contrary to the population-based evolutionary strategies, the simulated annealing only operates on one single state and tries to evolve it in order to obtain a better solution. Therefore, it is more time- and memory-efficient. The length of \(S\) could be more optimal if we choose it as the minimum of \(m\) and \(n\), especially if their difference is considerable. However, such an improvement is not significant and is ignored in the current implementation.

3.4.3. WARM INITIALIZATION WITH A RANDOMIZED GREEDY TECHNIQUE

To expedite the convergence of the simulated annealing, SANOM implements a randomized greedy technique for the initialization. An element from the alignment state is arbitrarily chosen by finding a random number \(r\) between 1 and \(n\). Then, the entity \(e_r \in O\) is mapped to entity \(e'_j \in O'\) which has the maximum similarity, e.g., \(\arg \max_{e' \in O'} f(e_r, e') = e'_j\). The similarity of the correspondences \(f(e, e'_j)\) is stored in a hash table, which can be retrieved immediately so that finding an initial solution is not time-consuming. It is evident that this way of mapping does not result in optimal alignment, but it is significantly better than using an arbitrary initial state.

The mapping is considered to be one-to-one, hence it must be fulfilled in the initialized state as well. Therefore, some auxiliary variables are required to check these constraints. We also need to compute the fitness of the initial solution, since it is required in the SA. The fitness can be simply calculated by adding the fitness of each correspondence we added to the alignment. Algorithm 2 summarizes the whole procedure of finding an efficient initial state.

3.4.4. GENERATING A SUCCESSOR

The simulated annealing finds the optimal solution by the transition to a new state which usually has a higher fitness value. The prerequisite to such a move is to first generate the next state in the neighborhood of the current.

We swap the elements of the current state in order to produce a successor. The number of elements to be swapped can be a fraction of the state length. In the current implementation, we alter \(q\) elements of the current state where \(q = \lceil 5% \times |S| \rceil\) and \(|S|\) is the length of the current state. The alteration happens by finding \(q\) distinct numbers between 1 and \(n\), stored in vector \(k\), and then exchanging the elements \(s(k(i))\) and \(s(k(i + 1))\), where \(k(i)\) is element \(i\) of vector \(k\).

The fitness of the successor can also be computed based on that of the current state. More in detail, when the value at position \(k(i)\) is replaced with the value of \(k(i + 1)\), it
Algorithm 2 Randomized greedy technique for initialization

**Input:** Set of entities of the source and target ontologies $O$ and $O'$
$n = |O|, m = |O'|, counter = 0, fit = 0, S$

**while** counter $< n$ **do**

- $r = generate − random − number(1, n)$
  - **If** (Chosen-Before($r$)) **continue;**
  - $e'_{j_r} = \arg \max_{e' \in O'} f(e_r, e')$
  - fit $+= f(e_r, e'_{j_r})$
  - $S(r) = j_r$
  - Remove($e_{j_r}, O'$)
  - $++counter$

**end while**

**Output** State $S$ and its fitness $fit$

means the correspondence $(e_{k(i)}, e'_{S(k(i))})$ is replaced with $(e_{k(i)}, e'_{S(k(i+1))})$, and the correspondence $(e_{k(i+1)}, e'_{S(k(i+1))})$ is substituted with $(e_{k(i+1)}, e'_{S(k(i))})$, for $S$ being a state. As a result, we merely need to subtract the fitness values of the previous correspondences and add those of the new ones. The fitness of these correspondences have been already stored in a hash table. Algorithm 4 summarizes the overall procedure for creating a successor and its fitness. Since the fitness of correspondences are computed in a hash table before running the SA, the creation of a successor and its fitness is quite swift. It only requires to swap $k/2$ elements and conduct $4k/2$ additions/subtractions.

Algorithm 3 Generating a successor and its fitness calculation

**Input:** State $S$ and its fitness $f(S)$
$n = |O|, m = |O'|, S' = S, f(S') = f(S)$
$q = ⌈5\%n⌉$
$k = generate − distinct − number(q, 1, n); // generating q distinct number in the interval [1,n]$

**for** $i < length(k); k+2$ **do**

- swap($S', k(i), k(i+1))$; // replacing the elements of $S$ in the positions $k(i)$ and $k(i+1)$
- $f(S') = f(e_{k(i)}, e_{S(k(i))})$
- $f(S') = f(e_{k(i+1)}, e_{S(k(i+1))})$
- $f(S'') = f(e_{k(i)}, e_{S(k(i+1))})$
- $f(S'') = f(e_{k(i+1)}, e_{S(k(i))})$

**end for**

**Output** State $S'$ and its fitness $f(S')$

3.4.5. SANOM IN A NUTSHELL

SANOM first computes the similarity of each entity from the first ontology to the entities from the target. Then, the warm initialization would find a possibly good initial alignment state for the given ontologies. The initial alignment is then enhanced by the
simulated annealing by generating a successor, computing its fitness, and then moving to it. Such an enhancement is recurrently repeated for some number of iterations.

The number of iterations is a parameter which can be tuned by the user. According to the number of iterations, the temperature in each iteration can be tuned. Given the number of iterations \( \text{iter}_{\text{max}} \) and the initial temperature \( T_{\text{init}} \) (\( T_{\text{init}} = 1 \) by default), the temperature at iteration \( \text{iter} \), shown as \( T_{\text{iter}} \), can be computed as

\[
T_{\text{iter}} = (1 - \frac{\text{iter}}{\text{iter}_{\text{max}}})T_{\text{init}}.
\]

Having computed the temperature, the overall ontology alignment algorithm is summarized in Algorithm 4. In terms of the time complexity, the randomized greedy initialization is of order \( O(nm) \) and it is only executed once, where \( m \) and \( n \) are the number of entities in the two ontologies to be aligned. The successor generation is quite swift, and it only requires \( k/2 \) swap operations and \( 4k/2 \) additions/subtractions, where \( k \) is the number of elements in an alignment to be swapped. Thus, SA is very swift. However, the most time-consuming module is the similarity computations that are efficiently implemented using Java Fork/Join framework. As a result, the time complexity varies significantly with respect to \( n \), since the string similarity is partly reliant on the length of the concept names (or the number of tokens), and structural similarity is dependent on the number of superclasses/subclasses. However, it is certain that both structural and string similarity metrics are required to be conducted for each pairs of entities from the two input ontologies.

The number of iterations is also proportionate to the number of entities in the input ontologies, since for larger ontologies we need to have a higher number of iterations so that the swap operator can be applied to as many potential correspondences as possible to optimize the overall search for an optimal alignment. Note that the fitness of a successor, which is the most time-consuming module in simulated annealing, can be computed very fast in SANOM, making the overall performance of the system optimal even for a large number of iterations.

### 3.5. Experimental Results

To evaluate the efficiency and efficacy of the proposed ontology alignment system, several standard benchmarks with known reference alignment are required. In this section, the proposed system is evaluated and compared with the state-of-the-art alignment systems. We take advantages of the benchmarks from three tracks of the ontology alignment evaluation initiative (OAEI), i.e., anatomy, conference, and disease and phenotype tracks, to evaluate the performance of SANOM and compare it with several other alignment systems.

#### 3.5.1. Anatomy Track

SANOM is first applied to the anatomy track and compared with AML [15], XMap [16], LogMap and LogMapLite [17], KEPLER [18], Wiki3 [19], and ALIN [20]. The number of iteration was set to 1,000 for this track. We applied MapPSO, the only EA-based alignment system with available implementation, to the anatomy track, but its outcome was not
Algorithm 4 SANOM

**Input:** Source and target ontologies $O_1$ and $O_2$, number of iteration $iter_{max}$, initial temperature $T=1$.

Finding the initial state $S$ and its fitness $f(S)$ by Algorithm 2

while $iter < iter_{max}$ do
  $T_{iter} = (1 - \frac{iter}{iter_{max}})T_{init}$.
  $S'$ and its fitness $f(S')$ are generated by Algorithm 3.
  $\Delta E = f(S') - f(S)$.
  $P_{move} = \min\left(e^{\frac{\Delta E}{T_{iter}}}, 1\right)$.
  if $P_{move} > \text{random}(0,1)$ then
    $S = S'$
    $f(S) = f(S')$
  end if
end while

**Output** State $S$

Table 3.1: The precision, recall, and F-measure of participatory systems on the OAEI anatomy track.

<table>
<thead>
<tr>
<th>System</th>
<th>Precision</th>
<th>F-measure</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>0.95</td>
<td>0.943</td>
<td>0.936</td>
</tr>
<tr>
<td>XMap</td>
<td>0.926</td>
<td>0.893</td>
<td>0.863</td>
</tr>
<tr>
<td>KEPLER</td>
<td>0.958</td>
<td>0.836</td>
<td>0.741</td>
</tr>
<tr>
<td>LogMap</td>
<td>0.918</td>
<td>0.88</td>
<td>0.846</td>
</tr>
<tr>
<td>LogMapLite</td>
<td>0.962</td>
<td>0.829</td>
<td>0.728</td>
</tr>
<tr>
<td>SANOM</td>
<td>0.888</td>
<td>0.870</td>
<td>0.853</td>
</tr>
<tr>
<td>WikiV2</td>
<td>0.883</td>
<td>0.802</td>
<td>0.734</td>
</tr>
<tr>
<td>ALIN</td>
<td>0.996</td>
<td>0.506</td>
<td>0.339</td>
</tr>
</tbody>
</table>

acceptable with both precision and recall less than 0.05. Thus, we left it out for comparison on the anatomy track. Among the participating systems, LogMap and LogMapLite, SANOM, and ALIN are the systems that do not take advantages of any background knowledge such as UMLS Metathesaurus [21]. Hence, it is evident that these systems have lower performance with respect to those with biomedical background knowledge.

The systems are first compared based on precision, recall, and F-measure, which are tabulated in Table 3.1. According to this table, AML is the system with the highest discovery, followed by XMap. Both of these systems have utilized biomedical background knowledge which led to the better performance.

Among the system without the background knowledge, SANOM has the best performance with respect to recall which means that the proposed system could discover more correspondences. LogMap, on the other hand, has better performance in terms of precision. The difference between SANOM and LogMap are approximately 1% regarding recall and 3% with respect to precision. The overall difference between SANOM and LogMap is 1% regarding F-measure which is the trade-off between precision and recall. Further, SANOM is interestingly quite competitive with XMap as well; their difference
is nearly 1% in terms of precision and 2% regarding recall in spite of the fact that XMap takes advantages of UMLS, dedicated background knowledge in the biomedical domain.

3.5.2. Conference Track

The experiments in this section include the alignment of seven ontologies from the conference track of the OAEI: cmt, conference, confOf, iasted, edas, ekaw, sigkdd. These ontologies describe the conference organization from different proceedings; therefore, they are heterogeneous by nature.

Pairing every two ontologies together, there are overall 21 mapping tasks. The tasks entail, not only the alignment of classes, but the alignment of properties as well. Therefore, it is a suitable challenge to gauge the goodness of alignment systems for matching properties. Our experience over this track showed that SANOM converges to the optimal solution with less than 100 iteration in all tracks. Thus, the number of iterations was set to 100.

Along with the systems used for comparison in the anatomy track, MapPSO is also included for comparison, since it shows better performance in this track. The overall performance of alignment systems is also gauged by micro- and macro-averaging. Macro-averaging is the mean of performance scores over all tasks. For the micro-averaging, on the other hand, the false positive (FP), false negative (FN), and true positive (TP) in each task are first computed, and then the micro-averages of the precision and recall are defined as:

\[
\hat{\text{Precision}} = \frac{\sum_{i=1}^{N} TP_i}{\sum_{i=1}^{N} TP_i + FP_i}, \quad \hat{\text{Recall}} = \frac{\sum_{i=1}^{N} TP_i}{\sum_{i=1}^{N} TP_i + FN_i},
\]

where \(TP_i, FN_i,\) and \(FP_i\) are respectively the true positive, false negative, and false positive for the \(i^{th}\) task and \(\hat{\text{Precision}}\) and \(\hat{\text{Recall}}\) are respectively the precision and recall micro average.

Table 3.2 tabulates the precision, recall, and F-measure of various systems along with the micro and macro averages. In terms of recall, the proposed system has the best performance by the margin of 6% from AML, the second-best performing system, and by the margin of 14% from XMap and LogMap. Regarding precision, XMap, LogMap, and AML have better performance compared to SANOM. It is usually the case that the true positive increases at the expense of more false positives. Concerning F-measure, however, SANOM is superior to those of LogMap and XMap and is quite competitive with AML which has been the best performing alignment system in this track.

We finally compare SANOM and MapPSO, two alignment systems based on the evolutionary algorithm, in terms of the execution time over a computer with a CPU core-i5 and 4GB RAM. Table 3.3 shows the execution time in seconds of both systems over the mapping tasks in the conference track. It is evident that SANOM is significantly faster than MapPSO. The overall time required for MapPSO to complete all the tasks is approximately 747 seconds, while SANOM completes them in about 58 seconds. Therefore, SANOM is not only superior from precision and recall metrics but is also remarkably swift with respect to MapPSO.
Table 3.2: The performance scores of the systems over the tasks of the conference track. The metrics for comparison are precision (P), recall (R), and F-measure (F). The overall performance of each system over all tasks is gauged by the micro- and macro- averaging.

<table>
<thead>
<tr>
<th></th>
<th>SANOM</th>
<th>AML</th>
<th>LogMap</th>
<th>XMap</th>
<th>LogMapLite</th>
<th>KEPLER</th>
<th>ALIN</th>
<th>Wiki3</th>
<th>MapPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>F</td>
<td>R</td>
<td>P</td>
<td>F</td>
<td>R</td>
<td>P</td>
<td>F</td>
<td>R</td>
</tr>
<tr>
<td>cmt-conference</td>
<td>0.61</td>
<td>0.74</td>
<td>0.93</td>
<td>0.67</td>
<td>0.59</td>
<td>0.53</td>
<td>0.73</td>
<td>0.62</td>
<td>0.53</td>
</tr>
<tr>
<td>cmt-ekaw</td>
<td>0.63</td>
<td>0.69</td>
<td>0.77</td>
<td>0.70</td>
<td>0.69</td>
<td>0.69</td>
<td>0.89</td>
<td>0.73</td>
<td>0.62</td>
</tr>
<tr>
<td>cmt-ekaw</td>
<td>0.54</td>
<td>0.58</td>
<td>0.64</td>
<td>0.75</td>
<td>0.63</td>
<td>0.55</td>
<td>1.00</td>
<td>0.71</td>
<td>0.55</td>
</tr>
<tr>
<td>cmt-ekaw</td>
<td>0.67</td>
<td>0.80</td>
<td>1.00</td>
<td>0.80</td>
<td>0.89</td>
<td>1.00</td>
<td>0.80</td>
<td>0.89</td>
<td>1.00</td>
</tr>
<tr>
<td>cmt-sigkdd</td>
<td>0.85</td>
<td>0.88</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>1.00</td>
<td>0.91</td>
<td>0.93</td>
</tr>
<tr>
<td>conference-c</td>
<td>0.79</td>
<td>0.76</td>
<td>0.73</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
<td>0.85</td>
<td>0.79</td>
<td>0.73</td>
</tr>
<tr>
<td>conference-ekaw</td>
<td>0.66</td>
<td>0.70</td>
<td>0.76</td>
<td>0.78</td>
<td>0.75</td>
<td>0.72</td>
<td>0.63</td>
<td>0.55</td>
<td>0.48</td>
</tr>
<tr>
<td>conference-ekaw</td>
<td>0.88</td>
<td>0.64</td>
<td>0.50</td>
<td>0.85</td>
<td>0.50</td>
<td>0.36</td>
<td>0.80</td>
<td>0.42</td>
<td>0.29</td>
</tr>
<tr>
<td>conference-ekaw</td>
<td>0.75</td>
<td>0.77</td>
<td>0.80</td>
<td>0.85</td>
<td>0.79</td>
<td>0.73</td>
<td>0.82</td>
<td>0.69</td>
<td>0.60</td>
</tr>
<tr>
<td>conference-ekaw</td>
<td>0.82</td>
<td>0.78</td>
<td>0.74</td>
<td>0.92</td>
<td>0.71</td>
<td>0.58</td>
<td>0.91</td>
<td>0.67</td>
<td>0.53</td>
</tr>
<tr>
<td>conference-ekaw</td>
<td>0.81</td>
<td>0.83</td>
<td>0.85</td>
<td>0.94</td>
<td>0.86</td>
<td>0.80</td>
<td>0.93</td>
<td>0.80</td>
<td>0.70</td>
</tr>
<tr>
<td>conference-ekaw</td>
<td>0.71</td>
<td>0.63</td>
<td>0.56</td>
<td>0.80</td>
<td>0.57</td>
<td>0.44</td>
<td>0.80</td>
<td>0.57</td>
<td>0.44</td>
</tr>
<tr>
<td>conference-ekaw</td>
<td>0.83</td>
<td>0.77</td>
<td>0.71</td>
<td>1.00</td>
<td>0.92</td>
<td>0.86</td>
<td>1.00</td>
<td>0.83</td>
<td>0.71</td>
</tr>
<tr>
<td>conference-ekaw</td>
<td>0.71</td>
<td>0.72</td>
<td>0.74</td>
<td>0.85</td>
<td>0.59</td>
<td>0.48</td>
<td>0.79</td>
<td>0.62</td>
<td>0.52</td>
</tr>
<tr>
<td>conference-ekaw</td>
<td>0.69</td>
<td>0.56</td>
<td>0.47</td>
<td>0.82</td>
<td>0.60</td>
<td>0.47</td>
<td>0.88</td>
<td>0.52</td>
<td>0.37</td>
</tr>
<tr>
<td>conference-ekaw</td>
<td>0.80</td>
<td>0.64</td>
<td>0.53</td>
<td>1.00</td>
<td>0.80</td>
<td>0.67</td>
<td>0.88</td>
<td>0.61</td>
<td>0.47</td>
</tr>
<tr>
<td>conference-ekaw</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
<td>0.88</td>
<td>0.78</td>
<td>0.70</td>
<td>0.75</td>
<td>0.67</td>
<td>0.60</td>
</tr>
<tr>
<td>conference-ekaw</td>
<td>0.89</td>
<td>0.80</td>
<td>0.73</td>
<td>0.80</td>
<td>0.76</td>
<td>0.73</td>
<td>0.86</td>
<td>0.67</td>
<td>0.64</td>
</tr>
<tr>
<td>conference-ekaw</td>
<td>0.70</td>
<td>0.80</td>
<td>0.93</td>
<td>0.81</td>
<td>0.84</td>
<td>0.87</td>
<td>0.71</td>
<td>0.69</td>
<td>0.67</td>
</tr>
<tr>
<td>conference-c</td>
<td>0.77</td>
<td>0.72</td>
<td>0.73</td>
<td>0.84</td>
<td>0.74</td>
<td>0.67</td>
<td>0.82</td>
<td>0.67</td>
<td>0.57</td>
</tr>
<tr>
<td>conference-c</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.84</td>
<td>0.74</td>
<td>0.66</td>
<td>0.82</td>
<td>0.67</td>
<td>0.57</td>
</tr>
<tr>
<td>conference-c</td>
<td>0.50</td>
<td>0.67</td>
<td>1.00</td>
<td>0.80</td>
<td>0.67</td>
<td>0.57</td>
<td>0.80</td>
<td>0.67</td>
<td>0.57</td>
</tr>
<tr>
<td>conference-c</td>
<td>0.09</td>
<td>0.15</td>
<td>0.45</td>
<td>0.81</td>
<td>0.72</td>
<td>0.65</td>
<td>0.76</td>
<td>0.67</td>
<td>0.57</td>
</tr>
<tr>
<td>conference-c</td>
<td>0.75</td>
<td>0.36</td>
<td>0.24</td>
<td>0.80</td>
<td>0.57</td>
<td>0.44</td>
<td>0.63</td>
<td>0.42</td>
<td>0.32</td>
</tr>
<tr>
<td>conference-c</td>
<td>0.71</td>
<td>0.69</td>
<td>0.67</td>
<td>0.86</td>
<td>0.55</td>
<td>0.40</td>
<td>0.86</td>
<td>0.55</td>
<td>0.40</td>
</tr>
<tr>
<td>conference-c</td>
<td>0.03</td>
<td>0.05</td>
<td>0.21</td>
<td>0.77</td>
<td>0.63</td>
<td>0.53</td>
<td>0.83</td>
<td>0.48</td>
<td>0.33</td>
</tr>
<tr>
<td>conference-c</td>
<td>0.03</td>
<td>0.05</td>
<td>0.16</td>
<td>0.56</td>
<td>0.50</td>
<td>0.45</td>
<td>0.56</td>
<td>0.50</td>
<td>0.45</td>
</tr>
<tr>
<td>conference-c</td>
<td>1.00</td>
<td>0.91</td>
<td>0.83</td>
<td>0.72</td>
<td>0.67</td>
<td>0.57</td>
<td>0.63</td>
<td>0.42</td>
<td>0.29</td>
</tr>
<tr>
<td>conference-c</td>
<td>0.75</td>
<td>0.36</td>
<td>0.24</td>
<td>0.80</td>
<td>0.57</td>
<td>0.44</td>
<td>0.80</td>
<td>0.57</td>
<td>0.44</td>
</tr>
<tr>
<td>conference-c</td>
<td>0.03</td>
<td>0.05</td>
<td>0.16</td>
<td>0.56</td>
<td>0.50</td>
<td>0.45</td>
<td>0.56</td>
<td>0.50</td>
<td>0.45</td>
</tr>
<tr>
<td>conference-c</td>
<td>1.00</td>
<td>0.91</td>
<td>0.83</td>
<td>0.72</td>
<td>0.67</td>
<td>0.57</td>
<td>0.63</td>
<td>0.42</td>
<td>0.29</td>
</tr>
<tr>
<td>conference-c</td>
<td>0.75</td>
<td>0.36</td>
<td>0.24</td>
<td>0.80</td>
<td>0.57</td>
<td>0.44</td>
<td>0.80</td>
<td>0.57</td>
<td>0.44</td>
</tr>
<tr>
<td>conference-c</td>
<td>0.03</td>
<td>0.05</td>
<td>0.16</td>
<td>0.56</td>
<td>0.50</td>
<td>0.45</td>
<td>0.56</td>
<td>0.50</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Macro-Averaging | 0.74  | 0.72| 0.73   | 0.84 | 0.74 | 0.67 | 0.84 | 0.68 | 0.59 |
Micro-Averaging | 0.72  | 0.72| 0.72   | 0.84 | 0.74 | 0.66 | 0.82 | 0.67 | 0.57 |
Table 3.3: The consumed time for MapPSO [22] and SANOM to produce an alignment for each of the tasks in the conference track. The times are in seconds, and the number of each task corresponds to mapping two ontologies displayed in Table 3.2.

<table>
<thead>
<tr>
<th>Task</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
</tr>
</thead>
<tbody>
<tr>
<td>MapPSO</td>
<td>32.0</td>
<td>26.7</td>
<td>27.2</td>
<td>27.1</td>
<td>32.0</td>
<td>24.5</td>
<td>30.0</td>
<td>40.6</td>
<td>39.3</td>
<td>53.3</td>
<td>34.6</td>
<td>32.1</td>
<td>24.2</td>
<td>2.4</td>
<td>29.6</td>
<td>50.1</td>
<td>78.6</td>
<td>30.8</td>
<td>46.7</td>
<td>32.3</td>
<td>32.0</td>
</tr>
<tr>
<td>SANOM</td>
<td>9.4</td>
<td>0.9</td>
<td>1.8</td>
<td>1.2</td>
<td>1.5</td>
<td>1.7</td>
<td>1.7</td>
<td>3.2</td>
<td>2.2</td>
<td>3.4</td>
<td>1.6</td>
<td>2.0</td>
<td>2.3</td>
<td>2.3</td>
<td>1.1</td>
<td>3.0</td>
<td>4.9</td>
<td>2.8</td>
<td>4.3</td>
<td>2.3</td>
<td>4.3</td>
</tr>
</tbody>
</table>

### 3.5.3. Disease and Phenotype Track

SANOM is further applied to the OAEI disease and phenotype track [23], which consists of matching various disease and phenotype ontologies. In particular, we consider the mapping of the human phenotype (HP) to the mammalian phenotype (MP), and aligning the human disease ontology (DOID) and the orphanet and rare diseases ontology (ORDO).

The ontologies in this track contain approximately 15,000 concepts; therefore, the alignment of these ontologies is challenging. Faria et al. [13] investigated the challenges of large biomedical ontologies, and they recommended several ways of dealing with these ontologies. Some of these recommendations, such as using hash tables for storing the similarity of entities, have been used in SANOM, which makes it possible to align even ontologies with this size. MapPSO could not find the alignment of ontologies in this track since it requires a massive amount of memory space. Thus, it cannot be compared with SANOM on this track. For the reference, a voted reference alignment has been used which was created based on the outputs of the alignment systems participated in this track for the last three years. A reasoner was also used in order to validate the final alignment.

In comparison to the systems participated in other tracks of the OAEI, fewer systems can generate a reliable alignment for this track. All other participating systems in this track use a biomedical background knowledge. In particular, LogMap uses normalizations and spelling variants the SPECIALIST Lexicon⁴, XMAP uses a dictionary of synonyms extracted from the UMLS Metathesaurus [21], and AML has three background resources, one of which is selected automatically [24]. The current version of SANOM, however, does not utilize any sort of background knowledge for the biomedical domain.

Table 3.4: The precision, recall, and F-measure of the systems participated in aligning DOID and ORDO ontologies from the disease and phenotype track.

<table>
<thead>
<tr>
<th>System</th>
<th>Precision</th>
<th>F-measure</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogMap</td>
<td>0.937</td>
<td>0.848</td>
<td>0.775</td>
</tr>
<tr>
<td>AML</td>
<td>0.514</td>
<td>0.646</td>
<td>0.870</td>
</tr>
<tr>
<td>LogMapLite</td>
<td>0.988</td>
<td>0.758</td>
<td>0.615</td>
</tr>
<tr>
<td>XMap</td>
<td>0.969</td>
<td>0.700</td>
<td>0.548</td>
</tr>
<tr>
<td>SANOM</td>
<td>0.975</td>
<td>0.747</td>
<td>0.605</td>
</tr>
</tbody>
</table>

Table 3.4 tabulates the result of the various alignment systems for aligning DOID and ORDO ontologies. According to this table, the precision of SANOM is better than those of

---

⁴[http://wayback.archive-it.org/org-350/20180312141706](http://wayback.archive-it.org/org-350/20180312141706)
AML, LogMap, and XMap, and is competitive with LogMapLite. In terms of recall, on the other hand, AML and LogMap have better outcomes. SANOM is also better than XMap and is competitive with LogMapLite. Regarding F-measure, LogMap is the best system in this track followed by LogMapLite and SANOM. Thus, SANOM outperformed XMap and AML in this track in spite of the fact that it does not use any background knowledge.

Table 3.5 displays the performance of systems on aligning HP and MP ontologies. According to this table, SANOM has excellent performance in terms of precision and outperforms all systems in this sense. Regarding recall, LogMap and AML are the top two systems, and SANOM is better than XMap and is competitive with LogMapLite. Concerning F-measure, LogMap and AML are the best systems following by LogMapLite and SANOM.

<table>
<thead>
<tr>
<th>System</th>
<th>Precision</th>
<th>F-measure</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogMap</td>
<td>0.875</td>
<td>0.855</td>
<td>0.835</td>
</tr>
<tr>
<td>AML</td>
<td>0.889</td>
<td>0.843</td>
<td>0.801</td>
</tr>
<tr>
<td>LogMapLite</td>
<td>0.993</td>
<td>0.755</td>
<td>0.609</td>
</tr>
<tr>
<td>XMap</td>
<td>0.994</td>
<td>0.477</td>
<td>0.314</td>
</tr>
<tr>
<td>SANOM</td>
<td>0.995</td>
<td>0.728</td>
<td>0.574</td>
</tr>
</tbody>
</table>

The outcomes of SANOM on the disease and phenotype tracks are acceptable, but interestingly, its precision is high in contrast to other tracks. This gets back to the nature of the ontologies and the fact that SANOM has no use of biomedical background knowledge. Thus, SANOM can consider only the concepts as potential mappings which have a high string or structural similarity. In this case, mapping based solely on these similarity metrics have led to high precision and low recall. Another important topic is that the reference alignment has been created based on the alignments of other systems in previous years. Thus, the participating systems have contributions to the reference alignment which means that it is more likely that they have much more correspondences in common with the reference. SANOM, on the other hand, has not participated in this track before and has therefore no impact on the creation of the reference. Nevertheless, the performance of SANOM is comparable and acceptable.

3.6. CONCLUSION AND DISCUSSION

This chapter presented a new ontology alignment system, called SANOM, which uses the simulated annealing to find the correspondences among two given ontologies. The ontology matching problem was first revised as the minimization of a fitness function, and a compound fitness function was developed using several similarity metrics. The simulated annealing was then adapted to optimize the energy function and consequently derive the final alignment. SANOM has shown acceptable performance in discovering the correspondences of two given ontologies. Further, it is also fast and memory-efficient, especially in comparison to other alignment systems using evolutionary algorithms.

However, there are multiple avenues which SANOM can be improved. SANOM has
already acceptable performance in terms of recall, but its precision is not as good as its recall. This is probably due to the nature of the evolutionary algorithms which compute the overall fitness of an alignment or state, increasing the chance of existing false mappings in an intermediate state, while its fitness is still superior to others. Rejecting the false mappings could be done using an alignment repair technique. Thus, one avenue to enhance the precision of SANOM would be the use of an alignment repair technique.

Yet another way of improving SANOM is to use the background knowledge such as UMLS. Most of the tracks of the OAEI lie within the biomedical realm, hence utilization of such background knowledge would increase the performance on those tracks and help us fairly compare it with competing ones over those tracks.

SANOM is both memory- and time-efficient. However, mapping big ontologies, e.g., ontologies with more 50,000 concepts, is another problem. Recently, there are several suggestions to enable the alignment systems matching these ontologies as well [13]. For instance, one can store the concepts of one ontology in a hash table and then search the concepts of the second into this hash table. Since finding in hash tables is of order one, the overall searching of all concepts is of order $m$, where $m$ is the number of concepts in the second ontology. It was shown that such a simple strategy finds many correspondences in the biomedical domain and decreases the consequent search space quadratically. Such suggestions are left for the future development of SANOM.
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Frequentist Approach for Alignment Comparison

After discovering the alignments, several performance metrics are available to evaluate the alignment systems. The metrics typically require the identified alignment and a reference containing the underlying actual correspondences of ontologies in question. The current trend in the alignment evaluation is to put forward a new metrics (e.g., precision, weighted precision, semantic precision) and compare various alignment systems by juxtaposing the computed scores, or their averages in the case of having multiple benchmarks. However, claiming if one system has better performance than one another cannot be substantiated solely by comparing two figures. In this chapter, we propose statistical procedures which enable us to theoretically favor one system over another for a specific domains. We distinguish the comparison of alignment systems on one or multiple benchmarks, since they are statistically distinct from each other. For comparison over one benchmark, McNemar’s test is adopted and its different statistics are revised and studied. For comparison of two systems over multiple benchmarks, Wilcoxon Signed-rank and McNemar’s tests are recommended due to their robustness and statistical safety in different circumstances. The Friedman and Quade tests with their corresponding post-hoc procedures are studied for comparison of multiple systems over multiple benchmarks, and their [dis]advantages are discussed. In the case of having more than two alignment systems for comparison, the family-wise error rate is expected to happen. Thus, the ways of preventing such an error are also discussed. The overall comparison is summarized by using directed graphs and critical difference diagrams for comparison over one and multiple benchmarks, respectively.
4.1. INTRODUCTION

In this chapter, appropriate statistical procedures are empirically and theoretically studied, which allow verifying the claim of significant difference among alignment systems. These methods also enable us to compare robustly the results of alignment systems obtained from one or multiple benchmarks, and determine if one system is superior to another. For the case of comparing multiple systems, the chances are high that they are declared not significantly different; therefore, no single system might be the best as the result of the statistical analysis.

The comparison of alignment systems over one or multiple benchmarks (or matching tasks) is sharply distinguished in terms of statistical inference, while the modus operandi in the literature for both cases suffers from the same pitfalls, i.e., the comparison is based on two figures: A performance score or its average. Currently, the mean of performance scores is the only yardstick toward which various ontology matching systems are compared over multiple benchmarks. However, averages are sensitive to outliers. The existence of outliers is seemingly inevitable in ontology matching, since some systems have poor performance on particular benchmarks due to either their difficulty or the system’s incapability to produce a correct alignment. On top of that, the poor performance of a system on one single benchmark would cancel out the fair performances over the remaining benchmarks (and vice versa), thereby influencing the overall average performance. Furthermore, one system is claimed to have superior performance over another either the discrepancy between their averages is small or large. However, the slight difference between averages can be ignored and claiming that the systems are significantly different might be wrong. Also, the sole comparison of averages is not substantiated by any evidence. By the same token, the comparison on one benchmark is also made by the juxtaposition of one performance score, and the system with a higher score, regardless of the difference, is claimed to be superior.

The claim of the superior performance of an alignment system might be refuted based on the no free lunch (NFL) theorem [1, 2]. According to the NFL theorem, there is no single system which performs well in all scenarios [1]. However, there is usually background knowledge available which can distinguish the performance of one system over the rest in one particular domain, e.g., one system performs better on biomedical ontologies and another on logistics ontologies. Therefore, the outcome of this chapter as well as the next two chapters is not in contradiction to that of the NFL theorem as it is sought to find the superior system in a particular domain or on a particular benchmark.

For using the statistical tests, suppose that \( k \) systems are tested over \( N \) benchmarks. Let \( P_{ij} \) be the performance score of the \( j^{th} \) system on the \( i^{th} \) benchmark. The goal is to decide if the systems are different from each other based on their performance scores \( P_{ij} \), which inherently indicates that one system is better. Such an approach has been scrutinized in other areas of research [3–9]. Demšar [3] studied the statistical procedures for comparing two or more classifiers over multiple benchmarks. Garcia et al. [4, 5] extended the Demšar work and proposed more advanced non-parametric tests and their corresponding post-hoc procedures for comparison of multiple classifiers. Trawinski et al. [8] compared the regression learning algorithms and utilized various statistical tests to do so. Similar approaches are applied to other areas such as information retrieval [6] and evolutionary algorithms [9].
The performance analysis of alignment systems is different from the areas of research which have already considered statistical inference. First and foremost, the number of benchmarks for matching, especially at the OAEI, is either large enough (roughly speaking more than 30 benchmarks) or very small (less than 10 benchmarks or matching tasks.) In contrast, the number of benchmarks in other areas is usually assumed to be moderate, e.g., more than 10 but less than 30. The assumption on the number of benchmarks is valid due to either the lack of benchmarks or the difficulties of running the methods over a large number of benchmarks. From the statistical point of view, the moderate and small sample size put an obstacle in the way of checking the presumptions of the statistical tests and invalidate the results of the parametric tests. Therefore, the current trend is to favor the non-parametric statistics for comparison. In ontology alignment, on the other hand, it is possible to check the presumption of parametric tests as there are enough benchmarks in several tracks such as benchmark and multifarm. We further investigate the case that a few benchmarks, e.g., less than ten, are available, and propose utilizing McNemar’s test for comparison. For the moderate number of benchmarks, the Wilcoxon Signed-rank test is recommended as it is the case in other fields [3].

Another crucial difference between machine learning problems and ontology alignment is that there is no resampling method, such as k-fold cross-validation, in the latter. The resampling methods would result in having multiple samples from a benchmark so that the comparison can be made according to these samples. For ontology alignment, on the other hand, there are no such samples so that applying statistical tests are not straightforward for comparison over one benchmark. In this regard, we adopt McNemar’s test to compare various alignment systems on one benchmark. This test can be applied to the paired nominal data summarized in a contingency table with a dichotomous trait. Interestingly, the outcome of two alignment systems can be viewed as dichotomous (i.e., correct and incorrect correspondences) of two experiments (i.e., two alignment systems). Therefore, McNemar’s test suits for comparison of alignments over one benchmark or matching task. Two ways for creating a contingency table based on alignments are discussed and their similarity with recall and F-measure is explained.

The remainder of this chapter is structured as follows. Section 4.2 explains the notions of null hypothesis significance testing and the way we use it for comparing alignment systems. Section 4.3 presents the adaptation of McNemar’s test for comparing alignment systems over one benchmark, while Section 4.4 is dedicated to the statistical tests for comparison over multiple benchmarks. The ways of controlling the family-wise error rate are studied in detail in Section 4.5. The comparison of statistical tests together along with applying them to several OAEI tracks are discussed in Section 4.6, and Section 4.7 provides final remarks and conclusions.

4.2. Statistical Significance Testing

The null hypothesis significance testing (NHST) is of the essence in the realm of statistical inference. Here, we aim at utilizing NHST to compare alignment systems and identifying systems with superior performance. In this regard, there are various statistical tests which can be used in different circumstances. There are two determining factors for selecting the best statistical tool for comparison. First, the number of benchmarks, that
Table 4.1: The possible use of statistical tests with respect to the number of benchmarks and the number of alignment systems to be compared.

<table>
<thead>
<tr>
<th></th>
<th>Two systems</th>
<th>Multiple systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>one benchmark</td>
<td>McNemar’s test</td>
<td>Pairwise McNemar’s test</td>
</tr>
<tr>
<td>Multiple</td>
<td>Paired t-test</td>
<td>Repeated Measure ANOVA</td>
</tr>
<tr>
<td>benchmarks</td>
<td>Wilcoxon Singed-rank test</td>
<td>Friedman</td>
</tr>
<tr>
<td></td>
<td>McNemar’s test</td>
<td>Quade</td>
</tr>
</tbody>
</table>

is the number of samples for the statistical tests, is crucial and profoundly impacts the tests to be used. Another factor is the number of alignment systems to be compared. In this regard, we have to consider different statistics and prevent the so-called family-wise error rate from happening.

To leverage the hypothesis testing, a null hypothesis is required. The null hypothesis, shown by $H_0$, states that there is no significant difference between two or more populations according to the available samples. On the other hand, the alternative hypothesis, shown by $H_a$, is the opposite of the null hypothesis and states that there is a meaningful difference between two or more populations based on the available samples. Thus, it is desirable to reject the null hypothesis and instead, accept the alternative. In the ontology matching case, especially at the OAEI, it is usually the case that the outcome of various systems over a range of benchmarks is available and it is sought to verify which system has better performance than the others. To compare $k$ systems, the null and alternative hypotheses are

$$H_0 : \hat{P}_1 = \hat{P}_2 = \ldots = \hat{P}_k$$
$$H_a : \text{at least one } \hat{P}_i \text{ differs}$$

(4.1)

where $\hat{P}_i$ represents the overall performance of the $i^{th}$ system. The overall performance of an alignment system in the null hypothesis varies considerably in different statistics; hence, they are precisely introduced for each particular test.

This chapter reviews the relevant tests to find the probability of observing the alignments generated by systems given $H_0$ is correct (this probability is called \textit{p-value}.) If a p-value is less than the nominal significance level $\alpha$, which must be determined in advance, the null hypothesis is rejected, and the systems in question are declared significantly different. Otherwise, it fails to reject the null hypothesis.

Table 4.1 tabulates the possible use of different statistical tests with respect to the number of benchmarks and number of alignment systems to be compared. We compare the statistical tests in terms of their power and replicability for comparison of alignment systems with a different number of benchmarks (see Section 4.6.1) and shows that which of the tests tabulated in Table 4.1 are the appropriate, especially with respect to the number of benchmarks. According to Table 4.1, if the comparison is based solely on one benchmark, McNemar’s test is adopted \cite{10} to compare two alignment systems, and its various statistics are reviewed and compared together. For comparing multiple alignment systems on one benchmark, McNemar’s test is again used, where it is applied
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Table 4.2: A simple contingency table.

<table>
<thead>
<tr>
<th></th>
<th>Exp. 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Exp. 1</td>
<td>n₀₀</td>
</tr>
<tr>
<td></td>
<td>n₁₀</td>
</tr>
<tr>
<td>sum</td>
<td>n₀.</td>
</tr>
</tbody>
</table>

to each pair of alignment systems.

For comparison of two alignment systems over multiple benchmarks, the first test considered here is the paired t-test. However, it could be statistically unsafe due to its strong presumptions. Therefore, the non-parametric tests, the Wilcoxon Signed-rank [11] and McNemar’s [10] tests, are proposed to be utilized, since they have fewer and easy-to-satisfy presumptions.

The comparison of multiple systems over multiple benchmarks is more challenging. The null hypothesis, in this case, is that all systems perform equally, and if it is rejected, it is drawn that there is at least one system with different performance. However, it cannot determine what systems are significantly different. A post-hoc procedure then follows to indicate where exactly the difference among performance scores occur. The former test is called the omnibus test, and the latter is referred to as the post-hoc test. The repeated measures ANOVA [12], Friedman [13] and Quade [14] tests and their corresponding post-hoc procedures are discussed in detail. The family-wise error rate (FWER) is a well-known error in statistical inference, which happens when there are multiple systems to be compared, either the number of benchmark is one or more. The ways of preventing such an error are elaborated. The following sections explain the tests in detail and examples are provided if need be.

4.3. COMPARISON OVER ONE BENCHMARK

We now consider the case that there is one benchmark over which multiple alignment systems are compared. To that end, we first review the ways of creating the contingency table to which McNemar’s test can be applied.

4.3.1. CONTINGENCY TABLE CONSTRUCTION

McNemar’s test is applicable when there are two experiments over M samples [10]. Let the outcome of each test be either positive or negative; then, a simple contingency table would be as Table 4.2. In this table, n₀₀ and n₁₁ are called the accordant pair and are the number of times both experiments produce positive and negative outcomes, respectively. The discordant pair, i.e., n₀₁ and n₁₀, are the number of times the results of experiments are in contradiction; n₀₁ is the number of experiments in which the first outcome is negative while the second one is positive, and n₁₀ is the other way around.

For ontology matching, the positive or negative outcome can be defined in two ways, each of which has its own merits and is suitable for a particular situation. For two ontologies O and O′ in question, let R be the reference alignment containing a set of correct correspondences, and A₁ and A₂ be two alignments retrieved by two different systems.
In the first approach of the contingency table construction, the focus is solely on the true positives and false positives are ignored. Hence, \( n_{00} \) and \( n_{11} \) are the number of false negatives and true positives jointly identified by both systems, respectively. \( n_{01} \) (and similarly \( n_{10} \)) is the number of correct correspondences only in \( A_2 \) and not in \( A_1 \). These elements can be written as:

\[
\begin{align*}
    n_{00} &= |R - (A_1 \cup A_2)|, \\
    n_{01} &= |(A_2 \cap R) - A_1|, \\
    n_{10} &= |(A_1 \cap R) - A_2|, \\
    n_{11} &= |A_1 \cap A_2 \cap R|,
\end{align*}
\]

(4.2)

where \(|.|\) indicates the cardinality operator. This approach is conceptually similar to recall as it does not consider the wrong correspondences in the alignments. We again accent that this approach is distinct from the performance metrics, including recall, as we compare two alignments and do not produce any score indicating the fineness of a system.

An example elaborates on the issue of this approach. Assume that two systems could discover the complete reference alignment, i.e., \( A_1 = A_2 = R \). In this case, \( n_{01} = n_{10} = 0 \) which means that they are equally well (it is discussed in further sections that \( n_{01} \) and \( n_{10} \) are the only important pair for McNemar’s test). Now, suppose that \( A_1 = R \) and \( A_2 = R + B \), where \( B \) is a set of correspondences that are not in \( R \). In this case, \( n_{01} \) is the same as \( n_{10} \) which again indicates that their performances are indiscernible. However, it is easy to see that \( A_1 \) is more reliable as it does not mistakenly discover any correspondences. Statistically speaking, this approach does not take into account false positives and only considers true positives. Nonetheless, such an approach is suitable for occasions where the goal is to have as many correspondences as possible so that the false positives do not have a profound impact.

The second approach of building the contingency table avoids the foregoing pitfall and considers the false positives as well, thereby having a higher complexity for computing the numbers compared to the previous approach. Therefore, it is necessary to explain how to compute each element of the contingency table individually.

For this approach, \( n_{00} \) is the number of false positives as well as false negatives of both alignments. Hence, it includes the correspondences that are in \( R \) but not in \( A_1 \) nor \( A_2 \) plus the correspondences which are in both \( A_1 \) and \( A_2 \) but not in \( R \), i.e., \( n_{00} = |R - (A_1 \cup A_2)| + |(A_1 \cap A_2) - R| \). \( n_{10} \) is the number of correct correspondences in \( A_1 \) which are not in \( A_2 \) plus the false correspondences identified only by \( A_2 \) and not by \( A_1 \), i.e., \( n_{10} = |(A_1 \cap R) - A_2| + |A_2 - A_1 - R| \). By the same token, \( n_{01} \) can also be obtained. \( n_{11} \) is a bit more challenging as the total number of possible correspondences between two ontologies is required. Let this number be \( W \), one possibility for \( W \) is to multiply the number of entities of two ontologies, i.e. \( W = |O| \times |O'| \), where \(|.|\) is the cardinality operator. Thus, \( n_{11} = |A_1 \cap A_2 \cap R| + |(W - R) - (A_1 \cup A_2)| \). The statistics considered in this paper only need the discordant pair; making the values of \( n_{11} \) and subsequently \( W \) unimportant. The elements as mentioned earlier of the contingency table from the second approach
can be summarized as:

\[
\begin{align*}
    n_{00} &= |R - (A_1 \cup A_2)| + |(A_1 \cap A_2) - R|, \\
    n_{01} &= |(A_2 \cap R) - A_1| + |A_1 - A_2 - R|, \\
    n_{10} &= |(A_1 \cap R) - A_2| + |A_2 - A_1 - R|, \\
    n_{11} &= |A_1 \cap A_2 \cap R| + |(W - R) - (A_1 \cup A_2)|. \\
\end{align*}
\] (4.3)

This way of contingency table construction considers false positives as well. The foregoing example illustrates the advantages of these formulas, where \(A_1 = R\) and \(A_2 = R + B\), \(n_{01} = 0\) and \(n_{10} = |B|\). The null hypothesis is thus rejected for large enough of \(B\), and \(A_1\) is claimed to be superior. Therefore, the false positive of \(B\) resulted in declaring \(A\) to be a better system. Note that this calculation is relative to the other system. In other words, it does not consider all the incorrect correspondences, but the ones that are not in the rival alignment system. As the goal is to compare two alignments together, it is entirely logical to find the relative false positives for two systems. This approach can be figuratively viewed as similar to F-measure, since it takes both true and false positives into account.

**4.3.2. McNemar’s Test**

McNemar’s test is applied to the contingency table constructed in the previous section. The null hypothesis in McNemar’s test states that the two marginal probabilities of the contingency table are the same, i.e.,

\[
\begin{align*}
    p(n_{00}) + p(n_{01}) &= p(n_{00}) + p(n_{10}), \\
    p(n_{10}) + p(n_{11}) &= p(n_{01}) + p(n_{11}), \\
\end{align*}
\] (4.4)

where \(p(a)\) indicates the probability of occurring cell \(a\) in Table 4.2. After canceling out the \(p(n_{00})\) and \(p(n_{11})\) from equations (4.4), the null and alternative hypotheses become

\[
\begin{align*}
    H_0: & \quad p(n_{01}) = p(n_{10}) \\
    H_a: & \quad p(n_{01}) \neq p(n_{10}). \\
\end{align*}
\] (4.5)

To compute the p-value of the null hypothesis (4.5), we consider four statistics from McNemar’s test and discuss their advantages and pitfalls in the hypothesis testing. The statistics studied here only work with the accordant pair of the contingency table. However, there is also an exact unconditional McNemar’s test which takes into account the discordant pair of the contingency table [15]. The exact unconditional test is way more intricate than the other McNemar’s tests put forward here, but its power is approximately the same as other tests [16]. Therefore, we do not include the test.

**McNemar’s Asymptotic Test**

McNemar’s asymptotic test assumes that \(n_{01}\) is binomially distributed with \(p = 0.5\) and parameters \(n = n_{01} + n_{10}\) under the null hypothesis [10]. McNemar’s asymptotic statistic, defined as,

\[
\chi^2 = \frac{(n_{01} - n_{10})^2}{n_{01} + n_{10}}
\]
is distributed according to $\chi^2$ with one degree of freedom. This test is undefined for $n_{01} = n_{10} = 0$.

To reject the null hypothesis, this test requires a sufficient number of data ($n_{01} + n_{10} \geq 25$), since it might violate the nominal significance level $\alpha$ for the small sample size.

**McNemar’s exact test**

It is traditionally advised to use McNemar’s exact test when a small sample size is available in order not to exceed the nominal significance level. In this test, $n_{01}$ is compared to a binomial distribution with parameter $n = n_{01} + n_{10}$ and $p = 0.5$. Thus, the p-value for this test is obtained as:

$$\text{exact-p-value} = \sum_{x=n_{01}}^{n} \binom{n}{x} \left( \frac{1}{2} \right)^2.$$

The two-sided p-value is calculated by multiplication of the one-sided p-value by two. This test guarantees to have type I error rate below the nominal significance level $\alpha$.

**McNemar’s asymptotic test with continuity correction**

The main drawback of McNemar’s exact test, though preserving the nominal significance level, is conservatism: It unnecessarily generates large p-values so that the null hypothesis cannot be rejected. As a remedy to conservatism, Edwards [17] approximated the exact p-value by the following continuity corrected statistic:

$$\chi^2 = \frac{(|n_{01} - n_{10}| - 1)^2}{n_{01} + n_{10}},$$

which is $\chi^2$-distributed with one degree of freedom. This test is also undefined for $n_{01} = n_{10} = 0$.

**McNemar’s mid-p test**

The continuity corrected method is not as conservative as the exact test, but it does not guarantee to preserve the nominal significance level. The mid-p approach propounds a way to trade off between the conservatism of the exact tests and the significance level transgression of the continuity correction approach [18]. To obtain the mid-p-value, a simple modification is required: The mid-p-value equals the exact p-value minus half the point probability of the observed test statistic [16]. Hence, the p-value could be computed as:

$$\text{mid-p-value} = 2\text{-sided exact p-value} - \left( \frac{n}{n_{01}} \right) 0.5^n.$$

McNemar’s mid-p test resolves the conservatism of the exact test, but it does not guarantee theoretically to preserve the nominal significance level. In a recent study, however, it is investigated that the mid-p test has low type I error and does not violate the significance level. The continuity-corrected test, in contrast, indicated a high type I error, coming from the nature of asymptotic tests, as well as high type II error, inherited from the exact test. Thus, it is rational not to use the continuity-corrected test for the alignment comparison.
4.4. COMPARISON OVER MULTIPLE BENCHMARKS

For comparing alignment systems over multiple benchmarks, we first need to specify a performance metric according to which alignment systems are compared. We review the appropriate statistical tests for comparing two or multiple systems.

4.4.1. COMPARISON OF TWO SYSTEMS

This section is dedicated to comparing two systems over multiple benchmarks. The tests are summarized in Table 4.3.

Paired t-test

A common way to detect the difference between two systems is to compute the paired t-test statistic. Let \( d_i = P^1_i - P^2_i \) be the difference between the performance scores of two alignment systems over the \( i^{th} \) benchmark. The t statistic is computed as

\[
t = \frac{\hat{d}}{\hat{\sigma}_d},
\]

where \( \hat{d} \) and \( \hat{\sigma}_d \) are the average of differences \( d_i \) and standard deviation of samples, respectively. This statistic is distributed according to the Student’s t-distribution with \( N - 1 \) degrees of freedom, where \( N \) is the number of benchmarks. After obtaining the probability of observing the performances given \( H_0 \) being true (p-value) according to the Student’s t-distribution, \( H_0 \) can be rejected if p-value \( \leq \alpha \). The rejection of the null hypothesis indicates the superiority of the system with a higher average performance.

The major drawback of using the paired t-test is the imposed assumption on the differences \( d_i \). According to this test, the differences must be normally distributed in order for the obtained results to be reliable. In the case of comparison among alignment systems, however, there is no provision on the normality of the differences. One way to overcome this is to provide the paired t-test with large enough samples (~30 benchmarks) so that the normality can be assumed according to the central limit theorem. Another way is to check the normality of distribution using various tests. Ironically, these tests have less power on small samples, making them unlikely to detect abnormalities.

Another pitfall of the paired t-test is the sensitivity to outliers. Outliers can skew the test statistic and increase the estimated standard error which adversely influences the power of the test. The existence of outliers can lower the power of the paired t-test as the averaging operator. In the case of normality violation, the non-parametric tests should be considered due to their robustness against outliers and the fewer presumptions on the sample distribution.
To verify the applicability of the paired t-test for the OAEI, we took pairs of systems from various tracks (e.g., benchmark\(^1\), multifarm, etc.) and applied the normality test [19]. As there are large sample sizes in several tracks, such as benchmark and multifarm, the normality test might have a reliable outcome. Our investigation showed that in less than 7% of cases, the normality assumption holds. On top of that, it is usually the case that some systems fail to produce acceptable alignments for some particular tasks. Therefore, the existence of outliers seems to be inevitable.

**Wilcoxon Signed-rank Test**

The non-parametric alternative to the paired t-test is Wilcoxon Signed-rank test [11]. This test ranks the absolute values of performance differences between two systems. Then, it compares the average rank of positive and negative differences.

After computing the difference between two systems over the \(i^{th}\) benchmark, e.g., \(d_i\), the differences are ranked based on the values of \(d_i\), disregarding its sign. The number of \(d_i = 0\) are evenly split between the sum of ranks. Let \(W^+\) and \(W^-\) be

\[
W^+ = \sum_{d_i > 0} \text{rank}(d_i) + \frac{1}{2} \sum_{d_i = 0} \text{rank}(d_i)
\]

\[
W^- = \sum_{d_i < 0} \text{rank}(d_i) + \frac{1}{2} \sum_{d_i = 0} \text{rank}(d_i),
\]

and \(T = \min(W^+, W^-)\). If fewer than 25 benchmarks are available, then a table consisting of critical values for \(T\) must be utilized [12]. If the number of benchmarks exceeds 25, then the statistics,

\[
z = \frac{T - \frac{1}{4}N(N+1)}{\sqrt{\frac{1}{24}N(N+1)(2N+1)}},
\]

follows the standard normal distribution. If the p-value is less than \(\alpha\), then we reject the null hypothesis and accept that there is a significant difference between the two systems. Consequently, it is drawn that the system with the higher sum of ranks is better.

An example elaborates on the procedure of the test. Table 4.4 shows F-measure of two systems, edna [20] and GMap [21], over 20 tasks from the benchmark track along with the difference in their performance scores and the ranks obtained by the Wilcoxon Signed-rank test. We selected 20 tasks from the benchmark track to be able to demonstrate the ranks in a table. According to this test, \(T = \min(200, 10) = 10\) and \(N = 20\); therefore, the p-value is nearly zero and the null hypothesis is rejected with high confidence. As a result, GMap is claimed to have outperformed edna.

This test assumes the symmetry of differences between the performances score concerning its median [22]. This assumption is not as strong as the normality assumption but can decrease the power of the test if not satisfied. The differences in scores are also considered in this test by assigning higher ranks to benchmarks over which the difference between two systems is bigger. In the next section, McNemar’s test is used for comparison over multiple benchmarks. McNemar’s test does not impose any presumptions for conducting the test that imposes no assumptions on the samples.

\(^1\)At the time doing the research, the benchmark track was still a part of the OAEI.
### 4.4. Comparison over Multiple Benchmarks

Table 4.4: The F-measure scores, their differences, and ranks obtained by the Wilcoxon Signed-rank test of two systems, edna [20], GMap [21], over 20 benchmarks from the benchmark track.

<table>
<thead>
<tr>
<th></th>
<th>edna</th>
<th>GMap</th>
<th>$d_i$</th>
<th>rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.70</td>
<td>0.98</td>
<td>-0.28</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>0.02</td>
<td>0.80</td>
<td>-0.78</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>0.62</td>
<td>0.95</td>
<td>-0.33</td>
<td>14</td>
</tr>
<tr>
<td>4</td>
<td>0.47</td>
<td>0.90</td>
<td>-0.43</td>
<td>17</td>
</tr>
<tr>
<td>5</td>
<td>0.31</td>
<td>0.86</td>
<td>-0.55</td>
<td>18</td>
</tr>
<tr>
<td>6</td>
<td>0.17</td>
<td>0.83</td>
<td>-0.66</td>
<td>19</td>
</tr>
<tr>
<td>7</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>0.62</td>
<td>0.87</td>
<td>-0.25</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>0.47</td>
<td>0.73</td>
<td>-0.26</td>
<td>12</td>
</tr>
<tr>
<td>10</td>
<td>0.31</td>
<td>0.56</td>
<td>-0.25</td>
<td>11</td>
</tr>
<tr>
<td>11</td>
<td>0.16</td>
<td>0.33</td>
<td>-0.17</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>0.78</td>
<td>0.98</td>
<td>-0.2</td>
<td>7</td>
</tr>
<tr>
<td>13</td>
<td>0.77</td>
<td>0.99</td>
<td>-0.22</td>
<td>9</td>
</tr>
<tr>
<td>14</td>
<td>0.78</td>
<td>0.98</td>
<td>-0.2</td>
<td>7</td>
</tr>
<tr>
<td>15</td>
<td>1.00</td>
<td>0.98</td>
<td>0.02</td>
<td>2.5</td>
</tr>
<tr>
<td>16</td>
<td>0.78</td>
<td>0.98</td>
<td>-0.2</td>
<td>7</td>
</tr>
<tr>
<td>17</td>
<td>0.55</td>
<td>0.96</td>
<td>-0.41</td>
<td>15.5</td>
</tr>
<tr>
<td>18</td>
<td>1.00</td>
<td>0.98</td>
<td>0.02</td>
<td>2.5</td>
</tr>
<tr>
<td>19</td>
<td>0.55</td>
<td>0.96</td>
<td>-0.41</td>
<td>15.5</td>
</tr>
<tr>
<td>20</td>
<td>1.00</td>
<td>0.96</td>
<td>0.04</td>
<td>4</td>
</tr>
</tbody>
</table>

**McNemar’s Test**

The Sign test is usually considered as one of the alternatives for comparing two populations. The main drawback of the Sign test is its conservativeness, making this test barely used. However, the Sign test is a special case of McNemar’s exact test, which is, as discussed in the previous section, the most conservative one in this family, and there are several other statistics from this family which are more powerful and can be used instead of the exact test.

The contingency table construction has been discussed for comparing over single benchmark. For comparison of two systems $A_1$ and $A_2$ over $N$ benchmarks, $n_{01}$ is the number of benchmarks over which the performance scores of $A_2$ are greater than those of $A_1$. By the same token, $n_{10}$ is the number of benchmarks where the performance scores of $A_1$ are higher than those of $A_2$. The cases of equality are not considered in this test. As a result, McNemar’s test can also be used for comparison over multiple benchmarks as well.

If the null hypothesis is rejected, then it is concluded that the system which has outperformed the other over more benchmarks is better. The Four McNemar’s statistics discussed in the previous chapter can be applied to this contingency table to verify the difference between two systems over multiple benchmarks.
Table 4.5: The tests for comparison of multiple systems over $N$ benchmarks. Applicability is roughly the situation that test results are valid.

<table>
<thead>
<tr>
<th>Test</th>
<th>Presumptions</th>
<th>Applicability</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANOVA</td>
<td>Sphericity</td>
<td>$N &gt; 30$</td>
</tr>
<tr>
<td>Friedman</td>
<td>-</td>
<td>$N &gt; 10$</td>
</tr>
<tr>
<td>Quade</td>
<td>-</td>
<td>$N &lt; 10$</td>
</tr>
</tbody>
</table>

**4.4.2. COMPARISON OF MULTIPLE SYSTEMS**

In this section, the simultaneous comparison of multiple alignment systems is discussed. The null hypothesis here is that the performance of all systems are the same and the alternative hypothesis is that there is at least one system with different performance. In statistics, the comparison of multiple populations consists of two phases: the omnibus and post-hoc tests, the former of which only detects if there is a significant difference among alignment systems, while the latter precisely indicates the alignment systems with different performance. Table 4.5 summarizes the tests of this section.

**Omnibus Tests**

In this section, three tests, repeated measures ANOVA [12], Friedman [13] and Quade [14] tests, are reviewed and their advantages and drawbacks are discussed in detail.

**Repeated Measures ANOVA**

The most well-known test for detecting the difference among more than two related samples is the repeated measures ANOVA. The null hypothesis is that all systems perform equally well. In the repeated measures ANOVA, the total variability is divided into variability between systems, variability between benchmarks and the residual error variability [3]. The between systems’ variability is a measure between the variances of the means of the alignment systems [12]. The residual variability, on the other hand, is viewed as the variability by chance. The repeated measures ANOVA would reject the null hypothesis if the between-systems' variability was significantly larger than the residual variability.

As any parametric test, the repeated measures ANOVA is predicated on several assumptions whose violation can invalidate the obtained results. The first assumption is that the data are normally distributed. Although there is no guarantee that the data are normally distributed, statisticians do not ignore the ANOVA for abnormality of distribution unless the distribution is bi-modal [3, 23]. The most important assumption of this test is sphericity. Sphericity refers to the conditions where the variances of the differences between each possible pair of groups are equal. This assumption is more likely to be violated as there is no guarantee for the parity of differences’ variances. The violation of sphericity invalidates the obtained results and consequently influences the post-hoc test.

The well-known test for checking sphericity is Mauchly’s test [24]. We have conducted this test over the results of the OAEI in recent years, and the assumption of sphericity was unexceptionally rejected with an extremely-significant p-value. Even if the sphericity assumption is not rejected, Mauchly’s test is usually avoided, since it is
not able to detect the transgression against sphericity in small samples and falsely detect it in large samples. As a result, it is recommended to exploit the non-parametric tests for comparison.

**Friedman Test**

The Friedman test [13] is the non-parametric counterpart of the repeated measures ANOVA and is the extension of the binomial Sign test (or McNemar’s exact test with \(p=0.5\)). Instead of using the scores themselves for computing the statistic, it first ranks the scores and uses them in the calculation of the statistic. The ranking procedure is among the scores of different systems over one specific benchmark in a way that the best performance score takes the rank of 1 and the worst takes the rank of \(k\), where \(k\) is the number of alignment systems. The average rank is assigned if the scores tie.

Let \(r_j^i\) be the rank of the \(j^{th}\) system on the \(i^{th}\) benchmark. If two systems perform equally, it is expected that their average ranks across all the benchmarks are the same. The Friedman statistic,

\[
\chi^2_F = \frac{12N}{k(k+1)} \left[ \sum_j R_j^2 - \frac{k(k+1)^2}{4} \right], \tag{4.9}
\]

is \(\chi^2\) distributed with \(k-1\) degrees of freedom. It is investigated that the type II error of equation (4.9) is undesirably high; therefore, a better statistic is derived by Iman-Davenport [25],

\[
F_F = \frac{(N-1)\chi^2_F}{N(k-1) - \chi^2_F}, \tag{4.10}
\]

which is distributed according to the F-distribution with \(k-1\) and \((k-1)(n-1)\) degrees of freedom. An example in the next section elaborates on the procedure of finding the Friedman statistic.

**Quade Test**

The Friedman test is only predicated on the ranks of systems over each benchmark. The Quade test [26], on the other hand, takes into account the performance variation among benchmarks and is suitable when the number of benchmarks is small (roughly less than 10 benchmarks). The underlying assumption behind the Quade test is that if the scores’ variation over a benchmark is larger, then it is a more challenging one to be aligned. Thus, the success of a system over such benchmarks indicates that it is a better system.

To find the ranks of each method, the range of scores over one benchmark is computed by subtracting the maximum score from the minimum one. Then, the minimum and the maximum range takes the rank of 1 and \(n\), respectively. Let \(Q_1, Q_2, \ldots, Q_n\) be the ranks of \(n\) benchmarks and \(r_j^i\) be the ranks obtained by the Friedman test for each score. The Quade rank of each score is obtained as \(S_j^i = Q_i \left( r_j^i - \frac{k+1}{2} \right)\). Finally, the test statistic is:

\[
F_{Quade} = \frac{(N-1)\sum_{j=1}^k (S_j^i)^2}{A - \frac{1}{n} \sum_{j=1}^N (S_j)^2}, \tag{4.11}
\]
where

\[ S_j = \sum_i S_{ij} \]

and \( F_{Quade} \) is distributed according to F-distribution with \( k-1 \) and \((k-1)(N-1)\) degrees of freedom. The next section includes an example of the calculation of this statistic.

We perform the Quade test on the scores in the above table. Table 4.7 displays the benchmarks’ ranks and scores’ ranks of the Quade test. The test statistic is:

\[ F_{Quade} = 10.16 \]

which is distributed according to the F-distribution with (3,57) degrees of freedom. The corresponding p-value is \( 1.84 \times 10^{-5} \) which results in rejecting the null hypothesis.

**AN EXAMPLE**

In this section, the procedure of Friedman and Quade tests are elaborated by an example. In this regard, we select 20 matching tasks from the benchmark track to demonstrate the calculation of ranks in Friedman and Quade tests. Table 4.6 tabulates F-measure of

<table>
<thead>
<tr>
<th></th>
<th>edna</th>
<th>GMap</th>
<th>LogMap</th>
<th>XMap</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.70 (4)</td>
<td>0.98 (2)</td>
<td>0.95 (3)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>2</td>
<td>0.02 (2)</td>
<td>0.80 (1)</td>
<td>0.00 (3,5)</td>
<td>0 (3.5)</td>
</tr>
<tr>
<td>3</td>
<td>0.62 (4)</td>
<td>0.95 (1)</td>
<td>0.87 (2)</td>
<td>0.66 (3)</td>
</tr>
<tr>
<td>4</td>
<td>0.47 (4)</td>
<td>0.90 (1)</td>
<td>0.72 (2)</td>
<td>0.65 (3)</td>
</tr>
<tr>
<td>5</td>
<td>0.31 (4)</td>
<td>0.86 (1)</td>
<td>0.52 (2)</td>
<td>0.51 (3)</td>
</tr>
<tr>
<td>6</td>
<td>0.17 (3)</td>
<td>0.83 (1)</td>
<td>0.28 (2)</td>
<td>0.15 (4)</td>
</tr>
<tr>
<td>7</td>
<td>0.01 (1)</td>
<td>0.00 (3)</td>
<td>0.00 (3)</td>
<td>0.00 (3)</td>
</tr>
<tr>
<td>8</td>
<td>0.62 (4)</td>
<td>0.87 (1.5)</td>
<td>0.87 (1.5)</td>
<td>0.65 (3)</td>
</tr>
<tr>
<td>9</td>
<td>0.47 (4)</td>
<td>0.73 (1)</td>
<td>0.71 (2)</td>
<td>0.65 (3)</td>
</tr>
<tr>
<td>10</td>
<td>0.31 (4)</td>
<td>0.56 (1)</td>
<td>0.50 (2)</td>
<td>0.42 (3)</td>
</tr>
<tr>
<td>11</td>
<td>0.16 (4)</td>
<td>0.33 (1)</td>
<td>0.31 (2)</td>
<td>0.19 (3)</td>
</tr>
<tr>
<td>12</td>
<td>0.78 (4)</td>
<td>0.98 (2)</td>
<td>0.95 (3)</td>
<td>1.00 (1)</td>
</tr>
<tr>
<td>13</td>
<td>0.77 (3)</td>
<td>0.99 (1)</td>
<td>0.00 (4)</td>
<td>0.8 (2)</td>
</tr>
<tr>
<td>14</td>
<td>0.78 (4)</td>
<td>0.98 (2)</td>
<td>0.95 (3)</td>
<td>1.00 (1)</td>
</tr>
<tr>
<td>15</td>
<td>1.00 (1.5)</td>
<td>0.98 (3)</td>
<td>0.94 (4)</td>
<td>1.00 (1.5)</td>
</tr>
<tr>
<td>16</td>
<td>0.78 (4)</td>
<td>0.98 (2)</td>
<td>0.95 (3)</td>
<td>1.00 (1)</td>
</tr>
<tr>
<td>17</td>
<td>0.55 (4)</td>
<td>0.96 (2)</td>
<td>0.92 (3)</td>
<td>1.00 (1)</td>
</tr>
<tr>
<td>18</td>
<td>1.00 (1.5)</td>
<td>0.98 (3)</td>
<td>0.95 (4)</td>
<td>1.00 (1.5)</td>
</tr>
<tr>
<td>19</td>
<td>0.55 (4)</td>
<td>0.96 (2)</td>
<td>0.92 (3)</td>
<td>1.00 (1)</td>
</tr>
<tr>
<td>20</td>
<td>1.00 (1.5)</td>
<td>0.96 (3)</td>
<td>0.92 (4)</td>
<td>1.00 (1.5)</td>
</tr>
</tbody>
</table>

| \( R_j \) | 3.2750 | 1.7250 | 2.8000 | 2.2000 |
four systems, namely, edna [20], GMap [21], LogMap [27], and XMap [28], across the OAEI benchmark track. The numbers in the parenthesis are the Friedman ranks of each method over the corresponding matching task. Then, the Friedman statistic can be calculated as

\[
\chi^2_F = \frac{12 \times 20}{4 \times 5} \left( 3.275^2 + 1.725^2 + 2.8^2 + 2.2^2 - \frac{4 \times 5^2}{4} \right) = 16.575,
\]

\[
F_F = 7.25.
\]

As the experiment consists of four systems over 20 matching tasks, \(\chi^2_F\) has \(\chi^2\) distribution with \(4 - 1 = 3\) degrees of freedom and \(F_F\) is distributed according to the F-distribution with \(4 - 1 = 3\) and \((4 - 1)(20 - 1) = 57\) degrees of freedom. The p-values calculated for the Friedman and Iman-Davenport tests are \(8.65 \times 10^{-4}\) and \(3.33 \times 10^{-4}\), respectively. Thus, the null hypothesis is rejected in both cases.

### 4.4.3. Post-hoc Analysis

If the null hypothesis in the omnibus tests is rejected, a post-hoc test will precisely determine the differences among the systems.

The following statistics must be computed for each pair of systems \((i, j)\) for Friedman

<table>
<thead>
<tr>
<th>Range</th>
<th>(Q_i)</th>
<th>edna</th>
<th>GMap</th>
<th>LogMap</th>
<th>XMap</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.22</td>
<td>7.5</td>
<td>0.78 (11.25)</td>
<td>0.98 (-3.75)</td>
<td>0.95 (3.75)</td>
</tr>
<tr>
<td>2</td>
<td>0.8</td>
<td>19</td>
<td>0.02 (-9.5)</td>
<td>0.8 (-28.5)</td>
<td>0 (19)</td>
</tr>
<tr>
<td>3</td>
<td>0.33</td>
<td>13</td>
<td>0.62 (19.5)</td>
<td>0.95 (-19.5)</td>
<td>0.87 (-6.5)</td>
</tr>
<tr>
<td>4</td>
<td>0.43</td>
<td>14</td>
<td>0.47 (21)</td>
<td>0.9 (-21)</td>
<td>0.72 (-7)</td>
</tr>
<tr>
<td>5</td>
<td>0.55</td>
<td>17</td>
<td>0.31 (25.5)</td>
<td>0.86 (-25.5)</td>
<td>0.52 (-8.5)</td>
</tr>
<tr>
<td>6</td>
<td>0.68</td>
<td>18</td>
<td>0.17 (9)</td>
<td>0.83 (-27)</td>
<td>0.28 (-9)</td>
</tr>
<tr>
<td>7</td>
<td>0.01</td>
<td>1</td>
<td>0.01 (-1.5)</td>
<td>0 (0.5)</td>
<td>0 (0.5)</td>
</tr>
<tr>
<td>8</td>
<td>0.25</td>
<td>10</td>
<td>0.62 (15)</td>
<td>0.87 (-10)</td>
<td>0.87 (-10)</td>
</tr>
<tr>
<td>9</td>
<td>0.26</td>
<td>12</td>
<td>0.47 (18)</td>
<td>0.73 (-18)</td>
<td>0.71 (-6)</td>
</tr>
<tr>
<td>10</td>
<td>0.25</td>
<td>11</td>
<td>0.31 (16.5)</td>
<td>0.56 (-16.5)</td>
<td>0.5 (-5.5)</td>
</tr>
<tr>
<td>11</td>
<td>0.17</td>
<td>5</td>
<td>0.16 (7.5)</td>
<td>0.33 (-7.5)</td>
<td>0.31 (-2.5)</td>
</tr>
<tr>
<td>12</td>
<td>0.22</td>
<td>7.5</td>
<td>0.78 (11.25)</td>
<td>0.98 (-3.75)</td>
<td>0.95 (3.75)</td>
</tr>
<tr>
<td>13</td>
<td>0.99</td>
<td>20</td>
<td>0.77 (10)</td>
<td>0.99 (-30)</td>
<td>0 (30)</td>
</tr>
<tr>
<td>14</td>
<td>0.22</td>
<td>7.5</td>
<td>0.78 (11.25)</td>
<td>0.98 (-3.75)</td>
<td>0.95 (3.75)</td>
</tr>
<tr>
<td>15</td>
<td>0.06</td>
<td>3</td>
<td>1 (-3)</td>
<td>0.98 (1.5)</td>
<td>0.94 (4.5)</td>
</tr>
<tr>
<td>16</td>
<td>0.22</td>
<td>7.5</td>
<td>0.78 (11.25)</td>
<td>0.98 (-3.75)</td>
<td>0.95 (3.75)</td>
</tr>
<tr>
<td>17</td>
<td>0.45</td>
<td>15.5</td>
<td>0.55 (23.25)</td>
<td>0.96 (-7.75)</td>
<td>0.92 (7.75)</td>
</tr>
<tr>
<td>18</td>
<td>0.05</td>
<td>2</td>
<td>1 (-2)</td>
<td>0.98 (1)</td>
<td>0.95 (3)</td>
</tr>
<tr>
<td>19</td>
<td>0.45</td>
<td>15.5</td>
<td>0.55 (23.25)</td>
<td>0.96 (-7.75)</td>
<td>0.92 (7.75)</td>
</tr>
<tr>
<td>20</td>
<td>0.08</td>
<td>4</td>
<td>1 (-4)</td>
<td>0.96 (2)</td>
<td>0.92 (6)</td>
</tr>
</tbody>
</table>
and Quade tests:

\[
\text{Friedman } z = \frac{R_i - R_j}{\sqrt{\frac{k(k+1)}{6N}}},
\]

\[
\text{Quade } z = \frac{T_i - T_j}{\sqrt{\frac{k(k+1)(2N+1)(k-1)}{18N(N+1)}}},
\]

where \( R_i \) is the average ranks in the Friedman test and \( T_i = \frac{2 \sum_{i,j} Q_i r_j}{N(N+1)} \) in the Quade test. The probability of systems \( i \) and \( j \) having the same performance can be calculated using these statistics which are distributed according to the standard normal distribution. Similar to the comparison of two systems, one can reject the null hypothesis and conclude that the two systems are significantly different provided that the computed probability is less than \( \alpha \). If the null hypothesis is rejected, then the system with lower average rank, in both Friedman and Quade tests, is claimed to be better.

4.5. Family-wise Error Rate and P-value Adjustment

When two systems are compared, the null hypothesis will be rejected if the obtained p-value is below the nominal significance level \( \alpha \). If more than two alignment systems are to be compared, the well-known family-wise error rate (FWER) might occur. FWER refers to the increase in the probability of type I error which is likely to violate the nominal significance level \( \alpha \) when multiple populations are to be compared. To explain what FWER is, assume that 5 systems are compared with the significance level \( \alpha = 0.05 \). If it is desired to do all the pairwise comparisons, then there are \( q = 5 \times 4 / 2 = 10 \) hypotheses overall. For each of the null hypotheses, the probability of rejection without occurring the type I error is \( 1 - \alpha = 0.95 \). For all comparisons, on the other hand, the probability of not having any type I error in all the hypotheses is \( (0.95)^{10} = 0.6 \). As a result, the probability of occurring at least one type I error increases to \( 1 - 0.6 = 0.4 \), which is way higher than the nominal \( \alpha = 0.05 \). This phenomenon is the so-called family-wise error rate.

To prevent such an error, there are two primary approaches. Akin to the preceding example, the first approach is applicable when all the pairwise comparisons are desired. Conducting all pairwise comparisons is suitable for the comparison studies of the existing systems or for a competition like OAEI. Another approach to control FWER is convenient when a new alignment system is proposed and it is to be compared with other existing ones. In the interest of simplicity, the former approach is called \( k \times k \) comparison and the latter is called \( k \times 1 \) comparison that will be discussed in the following.

4.5.1. Controlling FWER: \( k \times 1 \) Comparison

When a new alignment system is proposed, it is usually compared with other existing ontology alignment systems. For comparing \( k \) systems (including the proposed one) in this case, \( q = k - 1 \) comparisons must be performed. There are four methods which can control the family-wise error rate in this case. These methods can be viewed as the p-value adjustment procedures which modify the p-values in a way that the adjusted p-values (APV) can be directly compared with the significance level, while the nominal
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The significance level is also preserved. Thus, a null hypothesis is rejected if its corresponding adjusted p-value is below the nominal \(\alpha\).

Let \(H_i, i = 1, \ldots, q\) be all hypotheses for comparing \(k\) systems and \(p_i\) be their corresponding p-values for \(i = 1, \ldots, q\). Bonferroni’s method \([29]\) is the most straightforward way to prevent FWER. In this procedure, all the p-values are compared with the nominal significance level \(\alpha\) divided by the total number of comparisons. In other words, the hypothesis \(H_i\) is rejected if \(p_i < \alpha/q\). Based on this equation, the adjusted p-value for the hypothesis \(H_i\) is obtained by multiplying both sides of the above inequality by \(q\), i.e., \(APV_i = \min\{q \times p_i, 1\}\). Thus, \(H_i\) is rejected if \(APV_i < \alpha\). This procedure, though simple, is too conservative: It retains the hypotheses which must be rejected by generating higher APVs.

In contrary to single-step Bonferroni’s correction, there are step-up and step-down procedures which sequentially reject the null hypotheses. It is necessary to order p-values for sequential rejective procedures and we denote the ordered p-values as \(p_{(1)} \leq p_{(2)} \leq \ldots \leq p_{(q)}\) and their corresponding hypotheses as \(H_{(1)}, H_{(2)}, \ldots, H_{(q)}\).

Holm’s procedure \([30]\) is a step-down method which starts with the most significant (or the smallest) p-value \(p_1\). If \(p_1 \leq \frac{\alpha}{q}\), then \(H_1\) is rejected, and \(p_2\) is compared with \(\frac{\alpha}{q-1}\). If \(p_2 \leq \frac{\alpha}{q-1}\), then \(H_2\) is rejected, and \(p_3\) is compared with \(\frac{\alpha}{q-2}\). This procedure continues until a hypothesis is retained. In other words, each \(p_i\) in Holm’s method is compared with \(\frac{\alpha}{q+1-i}\), and it is rejected if it is below this value; otherwise, it is not rejected and the rest hypotheses are retained as well. Holm’s adjusted p-value is \(APV_i = \min\{v_i, 1\}\) where \(v_i = \max\{(q-j)p_j : 1 \leq j \leq i\}\).

Similar to Holm’s procedure, Holland’s correction \([31]\) is also a step-down method. Instead of comparing the p-values with \(\frac{\alpha}{q+1-i}\), it compares each \(p_i\) with \(1 - (1 - \alpha)^{q-i}\). Thus, the adjusted p-value is \(APV_i = \min\{v_i, 1\}\) where \(v_i = \max\{1 - (1 - p_j)^{q+1-j} : 1 \leq j \leq i\}\). Finner’s procedure \([32]\) is almost the same as Holland’s technique and compares each \(p_i\) with \(1 - (1 - \alpha)^\frac{q}{j}\). The Finner’s adjusted p-value is \(APV_i = \min\{v_i, 1\}\) where \(v_i = \max\{1 - (1 - p_j)^\frac{q}{j} : 1 \leq j \leq i\}\).

Hochberg’s method \([33]\) as a step-up procedure works in the opposite direction and starts with the largest p-value. It compares the largest p-value with \(\alpha\), the next largest with \(\alpha/2\) and it is terminated until a hypothesis is rejected. All the hypotheses with the smaller p-values are then rejected as well. Hochberg’s adjusted p-value is \(APV_i = \max\{(q-j)p_j : (q-1) \geq j \geq i\}\).

4.5.2. Controlling FWER: \(k \times k\) Comparison

For performing all the pairwise comparisons when \(k\) systems are available, there are \(q = k(k-1)/2\) hypotheses overall. Nemenyi’s method \([34]\) is exactly Bonferroni’s correction with \(q\) being assigned to \(k \times k\) comparison. Thus, it has a high type II error which results in not detecting the difference among the population when there is a de facto difference. The same modification of \(q\) must be applied to other methods so that they are suitable for \(k \times k\) comparison case.

There is also another sequential-rejective null hypothesis approach, which is only suitable for \(k \times k\) comparison. This approach takes into account the logical relations
between hypotheses. Shaffer [35] discovered that Holm’s procedure could be improved when hypotheses are logically interrelated. In many scenarios, it is not feasible to get any combination of true and false hypotheses. In the pairwise comparison, for instance, it is not possible to have \( \mu_1 = \mu_2 \) and \( \mu_2 = \mu_3 \) but \( \mu_1 \neq \mu_3 \). Thus, this case need not be protected against FWER.

Correction procedures which take into account the logical relations are similar to Holm’s correction: They start with the most significant (or the smallest) p-value but compare it with \( \alpha/t_1 \), where \( t_1 \) is the maximum number of hypotheses which can be retained at the first step. If \( p_1 < \alpha/t_1 \), then the corresponding hypothesis \( H_1 \) is rejected, and \( p_2 \) is compared with \( \alpha/t_2 \). If \( H_2 \) is rejected, then \( p_3 \) is compared with \( \alpha/t_3 \) and so on. The procedure terminates at the stage \( j \) if \( H_j \) cannot be rejected. The remaining hypotheses with bigger p-values than \( p_j \) are also retained. The adjusted p-value for the sequential corrective methods is \( APV_i = \min \{ v_i, 1 \} \) where \( v_i = \min \{ t_i \times p_i, 1 \} \).

There are two well-known techniques which consider the logical relations of hypotheses: Shaffer’s and Bergmann’s. These methods differ in their way to obtain the maximum number of true hypotheses at each level. Holm’s procedure simply assigns the maximum number of true hypotheses at the stage \( j \) to the number of remaining hypotheses at the \( j \)th stage, i.e. \( t_j = q - j + 1 \).

In Shaffer’s method [35], the possible numbers for true hypothesis and consequently \( t_j \) is obtained by the following recursive formula

\[
S(k) = \bigcup_{j=1}^{k} \binom{2}{j} + x : x \in S(k-j)
\]

where \( S(k) \) is the set of all possible numbers of true hypotheses when there are \( k \) alignments for comparison and \( S(0) = S(1) = 0 \). \( t_j \) is simply computed based on the set \( S(k) \).

Similar to Shaffer’s method, Bergmann’s method [36] use the logical interrelations between the hypotheses but dynamically estimates the maximum number of true hypotheses at the stage \( j \), given that \( j-1 \) hypotheses are rejected. To that end, they defined the exhaustive set which is an index set of hypotheses \( I \subseteq \{1, \ldots, q\} \) where exactly all the hypotheses \( H_j, j \in I \) can be true. For instance, let \( A_1, A_2, \) and \( A_3 \) be three alignments under study. If the null hypothesis between \( A_1 \) and \( A_2 \) is rejected, e.g., \( A_1 \neq A_2 \), then it is not possible that both hypothesis \( A_1 = A_3 \) and \( A_2 = A_3 \) be correct because the performance of \( A_3 \) cannot be the same as \( A_1 \) and \( A_2 \), while \( A_1 \) and \( A_2 \) have been already declared significantly different.

Having calculated the exhaustive set, any hypothesis \( H_j \) is rejected if \( j \notin Z \), where \( Z \) is the acceptance set which is retained and defined as

\[
Z = \bigcup \{ I : I \text{ exhaustive, } \min \{ P_i : i \in I \} > \alpha/|I| \}
\] (4.13)

Bergmann’s method is one of the most powerful procedures when \( k \times k \) comparison is demanded, since it dynamically takes into account the logical relations of hypothesis. However, building the exhaustive set is time-consuming, especially if more than nine systems are available for comparison.
4.6. EXPERIMENTS

In this section, we first compare the statistical tests for comparing alignment systems in terms of their power and replicability, based on which various tests are recommended in different circumstances. Then, McNemar’s test is applied to the systems participated in the OAEI anatomy track and the outcome is visualized by a directed graph. The tests for comparison of multiple systems are finally applied to the OAEI benchmark and multifarm tracks, and the corresponding results are visualized by the critical difference (CD) diagrams.

4.6.1. COMPARING STATISTICAL TESTS FOR ALIGNMENT COMPARISON: POWER AND REPLICABILITY

In this section, the statistical tests for comparing alignment systems are compared to each other in terms of their power and replicability. The power of a statistical test is formally defined as the probability of rejecting false null hypotheses. In reality, however, it is impossible to say if the null hypothesis is wrong in advance, making it impractical to gauge the power of statistical tests from the formal definition. Instead, there are two ways to estimate the power of a statistical test. First, the number of rejected null hypotheses in one thousand experiments are counted with a nominal significance level $\alpha$.

Another way is the average p-value in one thousand experiments; the lower the average is, the better the test will be.

For each way of the power estimation, there is a corresponding replicability measure. Bouckaert [37] defined the replicability as the probability that two experiments with the same pair of algorithms produce the same results. He estimated this probability as (in $n$ experiments):

$$R(e) = \frac{\sum_{1 \leq i \leq j \leq n} I(e_i = e_j)}{n(n-1)/2}, \quad (4.14)$$

where $I$ is the indicator function, and $e_i$ is the outcome of the $i$th experiment (0 if the null hypothesis in the $i$th experiment is rejected, and 1 otherwise.) If the hypothesis is accepted in $u$ and rejected in $v$ experiments, $R(e)$ can be easily computed as:

$$R(e) = \frac{u(u-1) + v(v-1)}{n(n-1)}. \quad (4.15)$$

Instead of using the number of rejected or retained hypotheses, Demšar [3] proposed a robust estimator based on the $p$-value obtained in each experiment. Demšar defined the replicability $R(p)$ as:

$$R(p) = 1 - 2\text{var}(p) = 1 - 2\sum_i (p_i - \hat{p})^2 \frac{1}{n-1}, \quad (4.16)$$

where $\hat{p}$ is the mean of the $p$-values and $p_i$ is the $p$-value of the $i$th experiment.

Since no single ontology matching system performs better than others in all scenarios [1, 2], it is usually the case that researchers would like to show the superiority of a system in one specific domain. In this case, there are some systems which perform better than others. To show this in simulation, some matching tasks are randomly selected
from the OAEI benchmark track so that the probability of selecting the $i^{th}$ task is proportional to $1/(1 + e^{-cd_i})$, where $d_i$ is the difference between the performance scores and $c$ is the bias [3]. For $c = 0$, the probability of selecting all tasks are the same. With higher values of $c$, it is more likely to pick the sets in favor of one system. This procedure is only considered for comparing the statistical tests, because doing such experiments with benchmarks chosen in favor of one system is, in one way or another, cheating.

First of all, 20 matching tasks are selected from the OAEI 2015 benchmark track with
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Figure 4.1: Comparison of the paired t-test, Wilcoxon Signed-rank, and McNemar’s (exact, asymptotic, and mid-p) tests in terms of their power in 1,000 experiments over 20 matching tasks from the benchmark track. The x-axis is $c$ and the y-axis is: (a) Left plots: The average p-value; (b) Right plots: The number of rejected null hypotheses.
the procedure mentioned above. The comparison is between the top two systems and two systems with mediocre performance so that various numbers of \( c \) will effectively change the selected tasks. Figure 4.1 plots the power estimation defined by the average p-value (left-hand side) and the number of rejected null hypotheses (right-hand side) in one thousand experiments for five statistical tests studied in this paper. The x-axis in all plots is \( c \) as defined above, and the y-axis is the average p-value for the left plots and the number of rejected hypotheses for the right ones. McNemar’s test with continuity
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Figure 4.2: Comparison of the paired t-test, Wilcoxon Signed-rank, and McNemar’s (exact, asymptotic, and mid-p) tests regarding their power in 1,000 experiments over five matching tasks. The x-axis is \( c \) and the y-axis is: (a) Left plots: The average p-value; (b) Right plots: The number of rejected null hypotheses.
correction is dismissed because there is no guarantee that its type I error be below the nominal significance level [16].

According to Figure 4.1, the average p-value of the Wilcoxon Signed-rank test is lower than or competitive with that of the paired t-test. This is probably due to the fact that the number of selected matching tasks is relatively high and presumptions of the paired t-test are likely to be satisfied through the central limit theorem. However, the number of rejected null-hypotheses in the Wilcoxon Signed-rank test is higher than that in the paired t-test in both cases. Therefore, we suggest using the Wilcoxon Signed-rank test when the comparison of two alignment systems is desired under this circumstance.

It can also be readily seen that McNemar’s exact test (or the Sign test) is the most conservative one; thus, it should be avoided as a means of comparison. Another interesting point is that McNemar’s mid-p and asymptotic tests are slightly different regarding the average p-values but almost the same with respect to the number of rejected null hypotheses. Further, these two tests are competitive with the paired t-test, especially in terms of the number of rejected null hypotheses. As McNemar’s tests are non-parametric, their utilization is recommended as an alternative to the Wilcoxon Signed-rank test.

For the second scenario, five matching tasks are selected according to the above procedure. Figure 4.2 shows the power estimations when five matching tasks are selected, while the horizontal and vertical axes are the same as those in Figure 4.1. Interestingly, the power of the Wilcoxon Signed-rank test is less than McNemar’s asymptotic and mid-p tests. McNemar’s asymptotic test shows high power, especially in terms of rejected hypotheses. When few matching tasks or benchmarks are available, McNemar’s asymptotic and mid-p tests are preferred over the Wilcoxon Signed-rank test.

In addition to the power comparison, the statistical tests are compared with respect to the replicability. Figure 4.3 shows $R(e)$ on the right-hand side and $R(p)$ on the left-hand side when 20 matching tasks are selected. Interestingly, the results of two measures are in contradiction. The Wilcoxon Signed-rank test is (slightly) better than other tests regarding $R(p)$ and $R(e)$. While the paired t-test shows better replicability in terms of $R(e)$, McNemar’s asymptotic and mid-p tests illustrate better performance in terms of $R(p)$.

For the case of selecting five matching tasks, McNemar’s asymptotic test indicates a better replicability rate in terms of both perspectives, while the Wilcoxon Signed-rank test shows less replicability concerning both measures as shown in Figure 4.4. Another interesting point is the paradoxical replicability of McNemar’s exact tests that is not able to reject any null hypothesis as can be observed from Figure 4.2, making the corresponding $R(e)$ equal to one in all scenarios. Regarding $R(p)$, on the other hand, its average p-values in one thousand experiments endorse their unreliability in comparison to other tests.

The final scenario is the case when the number of matching tasks or benchmarks is large enough, where we can verify the presumption of the paired t-test. We paired various systems together from benchmark and multifarm tracks and performed Jarque-Bera test [19] to check the normality assumption that is required for the paired t-test. Ironically, the normality assumption is held in less than 7%, making it safer to conduct the Wilcoxon Signed-rank test even if an enough number of benchmarks are available.
Figure 4.3: Comparison of the paired t-test, Wilcoxon Signed-rank, and McNemar’s (exact, asymptotic, and mid-p) tests in terms of replicability in 1,000 experiments over 20 matching tasks from the benchmark track. The x-axis is \( c \), and the y-axis is: (a) Left plots: The replicability estimation \( R(p) \); Right plots: The replicability estimation \( R(e) \).

Table 4.8 tabulates the comparison of all pairs of systems with \( c = 15 \). The below diagonal numbers indicate the average p-value and the corresponding replicability measure \( R(p) \), and the above diagonal entries show the number of rejected null hypotheses and the corresponding replicability measure \( R(e) \). The average p-value of the Wilcoxon Signed-rank test is much lower than those of the other methods in almost all cases. It
Figure 4.4: Comparison of the paired t-test, Wilcoxon Signed-rank, and McNemar’s (exact, asymptotic, and mid-p) tests concerning replicability in 1,000 experiments over five matching tasks from the benchmark track. The x-axis is \( c \) and the y-axis is: (a) Left plots: The replicability estimation \( R(p) \); (b) Right plots: The replicability estimation \( R(e) \).

is also recommendable by replicability measure \( R(p) \), but \( R(e) \) prefers other tests with a p-value higher than a critical value of 0.05.
Table 4.8: Comparison of the paired t-test, Wilcoxon Signed-rank and McNemar’s (asymptotic and mid-p) tests with \( c = 15 \). Below diagonal entries are the average p-value in 1,000 experiments and the corresponding \( R(p) \); Above diagonal entries are the number of rejected null hypotheses in 1,000 experiments and the corresponding \( R(e) \).

(a) Wilcoxon Signed-rank test

<table>
<thead>
<tr>
<th></th>
<th>edna</th>
<th>AML14</th>
<th>CMtch</th>
<th>GMap</th>
<th>Lily</th>
<th>XMAP</th>
<th>LogMap</th>
<th>Mamba</th>
</tr>
</thead>
<tbody>
<tr>
<td>edna</td>
<td>621/0.53</td>
<td>1000/1</td>
<td>487/0.78</td>
<td>334/0.57</td>
<td>450/0.51</td>
<td>171/0.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AML14</td>
<td>0.08/0.84</td>
<td>283/0.59</td>
<td>143/0.75</td>
<td>1000/1</td>
<td>1000/1</td>
<td>1000/1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMtch</td>
<td>0.01/0.98</td>
<td>1000/1</td>
<td>1000/1</td>
<td>1000/1</td>
<td>1000/1</td>
<td>1000/1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GMap</td>
<td>0.47/0.50</td>
<td>0.26/0.62</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lily</td>
<td>0.02/0.95</td>
<td>0.48/0.50</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XMAP</td>
<td>0.19/0.69</td>
<td>0.36/0.54</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMap</td>
<td>0.16/0.73</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mamba</td>
<td>0.34/0.55</td>
<td>0.02/0.96</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.01/0.99</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Paired t-test

<table>
<thead>
<tr>
<th></th>
<th>edna</th>
<th>AML14</th>
<th>CMtch</th>
<th>GMap</th>
<th>Lily</th>
<th>XMAP</th>
<th>LogMap</th>
<th>Mamba</th>
</tr>
</thead>
<tbody>
<tr>
<td>edna</td>
<td>213/0.66</td>
<td>934/0.88</td>
<td>36/0.93</td>
<td>589/0.52</td>
<td>272/0.60</td>
<td>442/0.51</td>
<td>155/0.74</td>
<td></td>
</tr>
<tr>
<td>AML14</td>
<td>0.16/0.72</td>
<td>987/0.97</td>
<td>132/0.77</td>
<td>1000/1</td>
<td>158/0.73</td>
<td>1000/1</td>
<td>911/0.84</td>
<td></td>
</tr>
<tr>
<td>CMtch</td>
<td>0.02/0.95</td>
<td>0.01/0.98</td>
<td>106/0.81</td>
<td>1000/1</td>
<td>1000/1</td>
<td>1000/1</td>
<td>1000/1</td>
<td></td>
</tr>
<tr>
<td>GMap</td>
<td>0.49/0.50</td>
<td>0.46/0.50</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td></td>
</tr>
<tr>
<td>Lily</td>
<td>0.05/0.90</td>
<td>0.00/0.99</td>
<td>0.34/0.55</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td></td>
</tr>
<tr>
<td>XMAP</td>
<td>0.25/0.62</td>
<td>0.38/0.53</td>
<td>0.00/0.99</td>
<td>0.01/0.98</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td></td>
</tr>
<tr>
<td>LogMap</td>
<td>0.14/0.76</td>
<td>0.00/0.99</td>
<td>0.00/1</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td></td>
</tr>
<tr>
<td>Mamba</td>
<td>0.36/0.54</td>
<td>0.02/0.96</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td></td>
</tr>
</tbody>
</table>

(c) McNemar’s mid-p test

<table>
<thead>
<tr>
<th></th>
<th>edna</th>
<th>AML14</th>
<th>CMtch</th>
<th>GMap</th>
<th>Lily</th>
<th>XMAP</th>
<th>LogMap</th>
<th>Mamba</th>
</tr>
</thead>
<tbody>
<tr>
<td>edna</td>
<td>213/0.66</td>
<td>934/0.88</td>
<td>36/0.93</td>
<td>589/0.51</td>
<td>272/0.60</td>
<td>442/0.51</td>
<td>155/0.74</td>
<td></td>
</tr>
<tr>
<td>AML14</td>
<td>0.16/0.73</td>
<td>987/0.97</td>
<td>132/0.77</td>
<td>1000/1</td>
<td>158/0.73</td>
<td>1000/1</td>
<td>911/0.84</td>
<td></td>
</tr>
<tr>
<td>CMtch</td>
<td>0.02/0.95</td>
<td>0.00/0.99</td>
<td>106/0.81</td>
<td>1000/1</td>
<td>1000/1</td>
<td>1000/1</td>
<td>1000/1</td>
<td></td>
</tr>
<tr>
<td>GMap</td>
<td>0.49/0.50</td>
<td>0.46/0.50</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td></td>
</tr>
<tr>
<td>Lily</td>
<td>0.05/0.90</td>
<td>0.00/0.99</td>
<td>0.33/0.55</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td></td>
</tr>
<tr>
<td>XMAP</td>
<td>0.25/0.62</td>
<td>0.38/0.53</td>
<td>0.00/0.99</td>
<td>0.01/0.98</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td></td>
</tr>
<tr>
<td>LogMap</td>
<td>0.14/0.76</td>
<td>0.00/0.99</td>
<td>0.00/1</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td></td>
</tr>
<tr>
<td>Mamba</td>
<td>0.36/0.54</td>
<td>0.01/0.96</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td>0.00/0.99</td>
<td></td>
</tr>
</tbody>
</table>

(d) McNemar’s asymptotic test

<table>
<thead>
<tr>
<th></th>
<th>edna</th>
<th>AML14</th>
<th>CMtch</th>
<th>GMap</th>
<th>Lily</th>
<th>XMAP</th>
<th>LogMap</th>
<th>Mamba</th>
</tr>
</thead>
<tbody>
<tr>
<td>edna</td>
<td>619/0.53</td>
<td>1000/1</td>
<td>419/0.51</td>
<td>875/0.78</td>
<td>335/0.55</td>
<td>249/0.63</td>
<td>335/0.55</td>
<td></td>
</tr>
<tr>
<td>AML14</td>
<td>0.10/0.82</td>
<td>523/0.50</td>
<td>1000/1</td>
<td>110/0.80</td>
<td>967/0.94</td>
<td>866/0.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMtch</td>
<td>0.00/0.98</td>
<td>0.00/0.99</td>
<td>1000/1</td>
<td>29/0.94</td>
<td>1000/1</td>
<td>1000/1</td>
<td>1000/1</td>
<td></td>
</tr>
<tr>
<td>GMap</td>
<td>0.17/0.71</td>
<td>0.11/0.80</td>
<td>0.00/1</td>
<td>1000/1</td>
<td>276/0.60</td>
<td>1000/1</td>
<td>1000/1</td>
<td></td>
</tr>
<tr>
<td>Lily</td>
<td>0.02/0.95</td>
<td>0.00/1</td>
<td>0.63/0.53</td>
<td>0.00/1</td>
<td>1000/1</td>
<td>1000/1</td>
<td>1000/1</td>
<td></td>
</tr>
<tr>
<td>XMAP</td>
<td>0.22/0.65</td>
<td>0.44/0.50</td>
<td>0.00/0.99</td>
<td>0.27/0.60</td>
<td>0.00/0.99</td>
<td>967/0.93</td>
<td>881/0.79</td>
<td></td>
</tr>
<tr>
<td>LogMap</td>
<td>0.29/0.58</td>
<td>0.01/0.98</td>
<td>0.00/1</td>
<td>0.00/0.99</td>
<td>0.00/1</td>
<td>0.01/0.98</td>
<td>10/0.98</td>
<td></td>
</tr>
<tr>
<td>Mamba</td>
<td>0.21/0.66</td>
<td>0.02/0.95</td>
<td>0.00/1</td>
<td>0.00/0.99</td>
<td>0.00/1</td>
<td>0.02/0.95</td>
<td>0.65/0.54</td>
<td></td>
</tr>
</tbody>
</table>
PERFORMANCE OF STATISTICAL TESTS FOR COMPARING MULTIPLE SYSTEMS

In this section, the experiments across multiple alignment systems are studied. First, the power of various post-hoc procedures is reviewed and then the aforementioned multiple comparisons are applied to the OAEI benchmark and multifarm tracks and the corresponding results are reported.

Figure 4.5 shows the results over the benchmark track by the Friedman test and various post-hoc procedures. The x-axis in this figure is the parameter $c$ and the y-axis is the overall number of the rejected hypotheses with respect to a correction method. Bergmann’s correction performs better than other methods as its number of rejected null hypothesis is consistently outweigh the number of rejected hypotheses of the others. At
Table 4.9: \( n_{01} \) and \( n_{10} \) for constructing the contingency table from the first point of view which ignores the false positives (see Eq. (4.2)). For comparing the \( i^{th} \) and \( j^{th} \) systems, \( n_{01} = (i, j) \) and \( n_{10} = (j, i) \), where \((i, j)\) is the element at the \( i^{th} \) row and the \( j^{th} \) column in the table.

<table>
<thead>
<tr>
<th></th>
<th>ALIN</th>
<th>AML</th>
<th>KEPLER</th>
<th>LogMap</th>
<th>LogMapLite</th>
<th>SANOM</th>
<th>WikiV3</th>
<th>XMap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alin</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>3</td>
<td>10</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>AML</td>
<td>903</td>
<td>0</td>
<td>301</td>
<td>168</td>
<td>326</td>
<td>161</td>
<td>322</td>
<td>143</td>
</tr>
<tr>
<td>KEPLER</td>
<td>608</td>
<td>8</td>
<td>0</td>
<td>28</td>
<td>134</td>
<td>61</td>
<td>106</td>
<td>22</td>
</tr>
<tr>
<td>LogMap</td>
<td>766</td>
<td>29</td>
<td>182</td>
<td>0</td>
<td>180</td>
<td>73</td>
<td>213</td>
<td>53</td>
</tr>
<tr>
<td>LogMapLite</td>
<td>592</td>
<td>14</td>
<td>115</td>
<td>7</td>
<td>0</td>
<td>31</td>
<td>128</td>
<td>20</td>
</tr>
<tr>
<td>SANOM</td>
<td>782</td>
<td>32</td>
<td>225</td>
<td>83</td>
<td>214</td>
<td>0</td>
<td>239</td>
<td>77</td>
</tr>
<tr>
<td>WikiV3</td>
<td>610</td>
<td>17</td>
<td>94</td>
<td>47</td>
<td>135</td>
<td>63</td>
<td>0</td>
<td>37</td>
</tr>
<tr>
<td>XMap</td>
<td>788</td>
<td>30</td>
<td>202</td>
<td>79</td>
<td>219</td>
<td>93</td>
<td>229</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.10: \( n_{01} \) and \( n_{10} \) for constructing the contingency table from the second point of view which takes into account the false positives (see Eq. (4.3)). For comparing the \( i^{th} \) and \( j^{th} \) systems, \( n_{01} = (i, j) \) and \( n_{10} = (j, i) \), where \((i, j)\) is the element at the \( i^{th} \) row and \( j^{th} \) column in the table.

<table>
<thead>
<tr>
<th></th>
<th>ALIN</th>
<th>AML</th>
<th>KEPLER</th>
<th>LogMap</th>
<th>LogMapLite</th>
<th>SANOM</th>
<th>WikiV3</th>
<th>XMap</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALIN</td>
<td>0</td>
<td>74</td>
<td>48</td>
<td>121</td>
<td>47</td>
<td>166</td>
<td>160</td>
<td>103</td>
</tr>
<tr>
<td>AML</td>
<td>909</td>
<td>0</td>
<td>338</td>
<td>266</td>
<td>366</td>
<td>292</td>
<td>456</td>
<td>213</td>
</tr>
<tr>
<td>KEPLER</td>
<td>608</td>
<td>63</td>
<td>0</td>
<td>118</td>
<td>174</td>
<td>196</td>
<td>239</td>
<td>107</td>
</tr>
<tr>
<td>LogMap</td>
<td>766</td>
<td>76</td>
<td>203</td>
<td>0</td>
<td>184</td>
<td>176</td>
<td>346</td>
<td>127</td>
</tr>
<tr>
<td>LogMapLite</td>
<td>592</td>
<td>76</td>
<td>159</td>
<td>84</td>
<td>0</td>
<td>161</td>
<td>269</td>
<td>111</td>
</tr>
<tr>
<td>SANOM</td>
<td>783</td>
<td>74</td>
<td>253</td>
<td>148</td>
<td>233</td>
<td>0</td>
<td>370</td>
<td>140</td>
</tr>
<tr>
<td>WikiV3</td>
<td>616</td>
<td>77</td>
<td>135</td>
<td>157</td>
<td>180</td>
<td>209</td>
<td>0</td>
<td>121</td>
</tr>
<tr>
<td>XMap</td>
<td>794</td>
<td>69</td>
<td>238</td>
<td>173</td>
<td>257</td>
<td>214</td>
<td>356</td>
<td>0</td>
</tr>
</tbody>
</table>

the other extreme, Nemenyi’s correction is the weakest method and must be ignored. Further, Holm’s and Shaffer’s methods are competitive with each other.

### 4.6.2. Comparison of Alignment Systems

In this section, the alignment systems are compared by using the statistical tests. First, the anatomy track, which has only one benchmark, is considered, and systems are compared accordingly. Second, we consider benchmark and multifarm tracks for comparison of alignment systems over multiple benchmark. The following systems are selected for comparison in different tracks: Alin [38], AML and AML2014 [39], KEPLER [40], LogMap and LogMapLite [27], SANOM [41, 42], WikiV3 [43], XMap [28], MapPSO [44], CLONA [45], edna [20], CroMatcher [46], GMap [21], Lily [47], and Mamba [48].

**ANATOMY TRACK**

The recommended statistical procedures are applied to the OAEI anatomy track, and the corresponding results are reported. As an extra experiment, different string similarity metrics for the anatomy track are compared and ranked according to the number of correct discoveries.

We have two ways of obtaining the contingency table, four McNemar’s statistics and
four ways to prevent FWER. Therefore, there are totally 32 experiments for comparison. On account of simplicity (and probably for the exclusion of duplication), we only consider four experiments: the two ways of building the contingency table compared with McNemar’s mid-p test and controlling FWER by Nemenyi’s and Bergmann’s correction techniques, the most conservative and the most powerful methods. The underlying reason behind the mid-p test selection is that it is not as conservative as the exact test and it is less likely to violate the nominal significance level $\alpha$ rather than the asymptotic test.

The contingency table is built by two foregoing methodologies. The values of $n_{01}$ and $n_{10}$ for the first and second way of table construction are arranged in Tables 4.9 and 4.10, respectively. For the interest of simplicity, $n_{01}$ and $n_{10}$ are tabulated in one single table for each perspective in below and upper diagonal entries, respectively. To compare the $i^{th}$ and $j^{th}$ systems in each approach, $(i, j)$ and $(j, i)$ elements of this table are taken as $n_{01}$ and $n_{10}$, where $(i, j)$ is the element at the $i^{th}$ row and $j^{th}$ column. For instance, let’s compare Alin and AML systems. In the first perspective, $n_{01} = 903$ means that there are 903 correspondences discovered by AML but not by Alin. And, $n_{10} = 2$ indicates that there are two correspondences identified by Alin but not by AML. In the second perspective, on the other hands, $n_{01} = 909$ and $n_{10} = 74$. Comparing with the previous view, $n_{10}$ changes from 2 to 74 which means that AML has discovered 72 incorrect correspondences that are not in Alin. The little increase in $n_{01}$ is due to the false positives of Alin ($909 - 903 = 6$ correspondences) in comparison to AML. As a result, it is evident that the false positive rate of Alin is less than that of AML, while the true positives of AML is much higher than those of Alin. If McNemar’s test rejects the null hypothesis, AML is thus concluded to have better performance than Alin due to its higher true discovery rate. The comparison of other systems can be conducted likewise which clarifies the difference between the two perspectives.

We conduct all the pairwise comparisons and we take advantage of Nemenyi’s and
Bergmann’s correction procedures, the most conservative and most powerful ones, to control the family-wise error rate. A directed graph visualizes the outcome of the pairwise comparison. Four different directed graphs correspond to each perspective and each correction method are displayed in Figures 4.6-4.9. The nodes in these graphs are the systems in question and any directed edge $A \rightarrow B$ means that $A$ is significantly better than $B$. If there is no such an edge, however, there is no significant difference between the corresponding systems.

First, we compare the results obtained from Nemenyi’s and Bergmann’s correction techniques from each perspective of the contingency table construction. Figures 4.6 and 4.7 are the directed graphs that correspond to the pairwise comparisons of alignment systems obtained by applying Nemenyi’s and Bergmann’s correction based on the first perspective of contingency table construction, respectively. The results of these two correction methods are varied in several comparisons: Bergmann’s correction indicates the significant difference between LogMap, SANOM, and XMap, while Nemenyi’s correction cannot detect these differences. In addition, while Bergmann’s correction declares LogMapLite and WikiV3 significantly different, Nemenyi’s correction fails to detect their difference as significant. Thus, Bergmann’s correction is more powerful than Nemenyi’s method as the theory suggests. A similar argument holds true for the second way of contingency table construction by considering Figures 4.8-4.9.

We now compare two contingency table construction method with Bergmann’s correction. Based on Figures 4.7 and 4.9, AML is the best system in both perspectives. However, when false positives are ignored, SANOM outperforms LogMap, while LogMap outperforms SANOM if false positives are considered. This shows that while the true positives of SANOM is much higher than that of LogMap, the latter system detects much lower false positives compared to the former. The higher false positives of SANOM com-
Figure 4.8: Comparison of alignment systems by McNemar’s mid-$p$ test with Nemenyi’s correction while the false positive is considered. The edge $A \rightarrow B$ indicates that $A$ outperforms $B$.

Figure 4.9: Comparison of alignment systems by McNemar’s mid-$p$ test with Bergmann’s correction while the false positive is considered. The edge $A \rightarrow B$ indicates that $A$ outperforms $B$.

pared to LogMap can be also seen by considering Tables 4.9 and 4.10. Another difference between the two perspective on contingency table construction is the place of WikiV3 and LogMapLite. If false positives are ignored, WikiV3 outperforms LogMapLite, since WikiV3 has 135 true positives that are not in LogMapLite, but LogMapLite has only 128. When the false positive is considered, LogMapLite has 269 true positives and negatives together that are not correctly detected by WikiV3, while this number is 180 for WikiV3
Table 4.11: Ranking of systems participated in the OAEI 2016 anatomy track from two different perspectives. The first perspective is to ignore the false positive (IFP) and the second is to consider it (CFP). The position of upper rows in this table indicates that it is significantly better than the methods coming in the lower rows. Cells with two methods indicate that the methods are not declared significantly different.

<table>
<thead>
<tr>
<th>Rank</th>
<th>IFP</th>
<th>CFP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AML</td>
<td>AML</td>
</tr>
<tr>
<td>2</td>
<td>XMap</td>
<td>XMap</td>
</tr>
<tr>
<td>3</td>
<td>SANOM</td>
<td>LogMap</td>
</tr>
<tr>
<td>4</td>
<td>LogMap</td>
<td>SANOM</td>
</tr>
<tr>
<td>5</td>
<td>KEPLER</td>
<td>KEPLER</td>
</tr>
<tr>
<td>6</td>
<td>WikiV3 &amp; LogMapLite</td>
<td>WikiV3 &amp; LogMapLite</td>
</tr>
<tr>
<td>7</td>
<td>LogMapLite</td>
<td>WikiV3</td>
</tr>
<tr>
<td>8</td>
<td>Alin</td>
<td>Alin</td>
</tr>
</tbody>
</table>

compared to LogMapLite. As a result, LogMapLite is declared significantly superior to WikiV3 if false positives are considered.

We rank the systems that participated in the OAEI anatomy track in Table 4.11 based on Bergmann’s correction. The columns with labels IFP and CFP correspond to the contingency table construction with ignoring the false positives (IFP) and considering (CFP) it, respectively. In this table, the systems in higher rows are ones that are significantly better than the ones in the lower rows. If two systems are not significantly different, they are placed in the same cell. It can be readily seen that AML and Alin are the best and the worst systems from two perspectives, respectively.

For the final experiment, the string-based similarity measures are compared over the anatomy track. These metrics are of the utmost importance that can discover most of the correspondences of two given ontologies, including the ontologies in the anatomy track [49]. To compare such metrics over the anatomy track, we take advantage of the Shiva framework [50] which converts the ontology mapping into an assignment problem. In this framework, the similarity between each concept from the source ontology is gauged with all the concepts of the target ontology. The similarity score between the concepts of two ontologies constructs a matrix, which can be given to the Hungarian algorithm [51] to find the best match for each entity. We use nine string-based similarity measures to construct the matrix: Levenstein [52], N-gram [53], Hamming [54], Jaro [55], JaroWinkler [56], SMOA [57], NeedlemanWunsch2 [58], Substring distance [54], and equivalence measure. The Hungarian method applies to the resultant matrix to find the best match for each concept.

We consider the case when the false positive is not taken into account. The primary reason is that the selection of the appropriate string similarity measure can enable us to discover most of the potential correspondences [49]. If the right similarity metric is chosen, then the unreliable correspondences could be omitted by applying more strict thresholds.

Similar to the previous ones, Table 4.12 tabulates \( n_{01} \) and \( n_{10} \) corresponding to different string-based similarity measures while the false positive is ignored. The results are
Table 4.12: $n_{01}$ and $n_{10}$ for constructing the contingency table from the first point of view (ignoring the false positive) across various string-based similarity measures. For the comparison of the $i^{th}$ and $j^{th}$ metrics, $n_{01} = (i, j)$ and $n_{10} = (j, i)$ where $(i, j)$ is the element at the $i^{th}$ row and the $j^{th}$ column in the table.

<table>
<thead>
<tr>
<th></th>
<th>Equal</th>
<th>Hamming</th>
<th>Jaro</th>
<th>JaroWinkler</th>
<th>Levenshtein</th>
<th>N-gram</th>
<th>Needleman.</th>
<th>SMOA</th>
<th>SubString</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>71</td>
<td>0</td>
</tr>
<tr>
<td>Hamming</td>
<td>842</td>
<td>0</td>
<td>51</td>
<td>51</td>
<td>32</td>
<td>54</td>
<td>48</td>
<td>258</td>
<td>494</td>
</tr>
<tr>
<td>Jaro</td>
<td>888</td>
<td>95</td>
<td>0</td>
<td>0</td>
<td>42</td>
<td>59</td>
<td>60</td>
<td>252</td>
<td>532</td>
</tr>
<tr>
<td>JaroWinkler</td>
<td>888</td>
<td>95</td>
<td>0</td>
<td>0</td>
<td>42</td>
<td>59</td>
<td>60</td>
<td>252</td>
<td>532</td>
</tr>
<tr>
<td>Levenshtein</td>
<td>966</td>
<td>156</td>
<td>122</td>
<td>122</td>
<td>64</td>
<td>50</td>
<td>277</td>
<td>593</td>
<td></td>
</tr>
<tr>
<td>N-gram</td>
<td>1041</td>
<td>253</td>
<td>214</td>
<td>214</td>
<td>139</td>
<td>0</td>
<td>174</td>
<td>290</td>
<td>636</td>
</tr>
<tr>
<td>Needleman.</td>
<td>932</td>
<td>138</td>
<td>106</td>
<td>106</td>
<td>16</td>
<td>65</td>
<td>0</td>
<td>276</td>
<td>573</td>
</tr>
<tr>
<td>SMOA</td>
<td>880</td>
<td>225</td>
<td>175</td>
<td>175</td>
<td>120</td>
<td>58</td>
<td>153</td>
<td>0</td>
<td>552</td>
</tr>
<tr>
<td>SubString</td>
<td>422</td>
<td>74</td>
<td>68</td>
<td>68</td>
<td>49</td>
<td>17</td>
<td>63</td>
<td>165</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 4.10: comparison of string-based similarity measures for the anatomy track. The arrow $A \rightarrow B$ indicates that $A$ outperforms $B$.

visualized by a directed graph shown in Fig. 4.10. From this figure, N-gram has shown the best performances and is followed by Levenstein. Further, SMOA and Hamming distances are the ones with the least retrieved correspondences but they are better than Substring and Equivalence measures as expected.
BENCHMARK TRACK
In this section, we apply the statistical analysis to the results obtained from 94 benchmarks generated from the seed ontology *biblio*. The comparison is conducted based on the F-measure as it considers the both false positives and false negatives.

Table 4.13 tabulates the average ranks obtained by Friedman and Quade tests. The Friedman statistic is 385.73 with 7 degrees of freedom; thus the corresponding p-value is $1.8 \times 10^{-10}$. The Quade statistic (with (7,651) degrees of freedom) and its p-value are 91.60 and $1.22 \times 10^{-92}$, respectively. The null hypothesis which is the equivalence of alignment systems is rejected by both tests.

Tables 4.14 and 4.15 show the adjusted p-values obtained by various correction procedures for Friedman and Quade tests, respectively. Based on these tables, the rejected hypotheses can be simply discovered by the comparing the adjusted p-values with the nominal significance level $\alpha$, while the FWER is inherently controlled. With $\alpha = 0.05$ and with the Friedman test, the first 18 hypotheses are rejected with Nemenyi’s correction, while 19 hypotheses are rejected with more advanced methods.

In the Quade test, on the other hands, the first 12 hypotheses are rejected with all correction methods. As mentioned above, the Quade test is more suitable when fewer benchmarks are available. In the benchmark track, that contains 94 pairs of ontologies, the Friedman test is expected to be more powerful, as can be readily drawn from Tables 4.14 and 4.15. The sequential p-value adjustment methods reject the same number of hypotheses which means that they have the same power with respect to $R(e)$. From the $R(p)$ view, however, Bergmann’s correction method is more powerful as it results in smaller adjusted p-values.

To better visualize and understand these results, Fig. 4.11 and 4.12 show the critical difference (CD) plot of the Friedman and Quade tests with various correction methods for $\alpha = 0.05$. The non-significant systems are connected to each other by a line. The results drawn from the table can be easily viewed from the CD diagrams as well. One difference between Nemenyi’s and other sequential methods is the fixed critical difference in the former. It means that if the difference between any two methods is less than the critical difference, shown at the top of the plot, then they are not significantly different. This is the reason we distinguish the plot of Nemenyi’s correction with the others.

The Quade test with four correction methods indicates that Lily and CroMatcher are together have better performance, and the remaining systems are not significantly dif-

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Friedman</th>
<th>Quade</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lily</td>
<td>1.51</td>
<td>1.37</td>
</tr>
<tr>
<td>CroMatcher</td>
<td>1.81</td>
<td>1.75</td>
</tr>
<tr>
<td>GMap</td>
<td>4.35</td>
<td>4.29</td>
</tr>
<tr>
<td>XMap</td>
<td>4.78</td>
<td>5.18</td>
</tr>
<tr>
<td>AML2014</td>
<td>5.37</td>
<td>5.56</td>
</tr>
<tr>
<td>Mamba</td>
<td>5.68</td>
<td>5.42</td>
</tr>
<tr>
<td>edna</td>
<td>6.09</td>
<td>6.24</td>
</tr>
<tr>
<td>LogMapLite</td>
<td>6.41</td>
<td>6.18</td>
</tr>
</tbody>
</table>
Table 4.10: The adjusted p-values by four p-value adjustment methods across the OAEI 2015 benchmark track using the Friedman test.

<table>
<thead>
<tr>
<th>i</th>
<th>hypothesis</th>
<th>unadjusted p</th>
<th>$P_{Nemenyi}$</th>
<th>$P_{Holm}$</th>
<th>$P_{Shaffer}$</th>
<th>$P_{Berg}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Lily vs. LogMapLite</td>
<td>7.08×10^{-43}</td>
<td>1.98×10^{-41}</td>
<td>1.98×10^{-41}</td>
<td>1.98×10^{-41}</td>
<td>1.98×10^{-41}</td>
</tr>
<tr>
<td>2</td>
<td>CroMatcher vs. LogMapLite</td>
<td>7.30×10^{-38}</td>
<td>2.04×10^{-36}</td>
<td>1.97×10^{-36}</td>
<td>1.53×10^{-36}</td>
<td>1.53×10^{-36}</td>
</tr>
<tr>
<td>3</td>
<td>edna vs. Lily</td>
<td>8.85×10^{-38}</td>
<td>2.48×10^{-36}</td>
<td>2.30×10^{-36}</td>
<td>1.86×10^{-36}</td>
<td>1.86×10^{-36}</td>
</tr>
<tr>
<td>4</td>
<td>edna vs. CroMatcher</td>
<td>4.30×10^{-33}</td>
<td>1.20×10^{-31}</td>
<td>1.07×10^{-31}</td>
<td>9.02×10^{-32}</td>
<td>6.44×10^{-32}</td>
</tr>
<tr>
<td>5</td>
<td>Lily vs. Mamba</td>
<td>1.49×10^{-31}</td>
<td>4.18×10^{-30}</td>
<td>3.58×10^{-30}</td>
<td>3.14×10^{-30}</td>
<td>2.39×10^{-30}</td>
</tr>
<tr>
<td>6</td>
<td>CroMatcher vs. Mamba</td>
<td>2.68×10^{-27}</td>
<td>7.50×10^{-26}</td>
<td>6.16×10^{-26}</td>
<td>5.62×10^{-26}</td>
<td>2.94×10^{-26}</td>
</tr>
<tr>
<td>7</td>
<td>AML2014 vs. Lily</td>
<td>3.15×10^{-27}</td>
<td>8.81×10^{-26}</td>
<td>6.92×10^{-26}</td>
<td>6.61×10^{-26}</td>
<td>4.09×10^{-26}</td>
</tr>
<tr>
<td>8</td>
<td>AML2014 vs. CroMatcher</td>
<td>2.66×10^{-23}</td>
<td>7.45×10^{-22}</td>
<td>5.59×10^{-22}</td>
<td>5.59×10^{-22}</td>
<td>2.93×10^{-22}</td>
</tr>
<tr>
<td>9</td>
<td>Lily vs. XMap</td>
<td>5.40×10^{-20}</td>
<td>1.51×10^{-18}</td>
<td>1.08×10^{-18}</td>
<td>8.64×10^{-19}</td>
<td>7.02×10^{-19}</td>
</tr>
<tr>
<td>10</td>
<td>CroMatcher vs. XMap</td>
<td>1.11×10^{-16}</td>
<td>3.11×10^{-15}</td>
<td>2.11×10^{-15}</td>
<td>1.78×10^{-15}</td>
<td>1.22×10^{-15}</td>
</tr>
<tr>
<td>11</td>
<td>GMap vs. Lily</td>
<td>1.66×10^{-15}</td>
<td>4.64×10^{-14}</td>
<td>2.98×10^{-14}</td>
<td>2.65×10^{-14}</td>
<td>2.15×10^{-14}</td>
</tr>
<tr>
<td>12</td>
<td>CroMatcher vs. GMap</td>
<td>1.24×10^{-12}</td>
<td>3.46×10^{-11}</td>
<td>2.10×10^{-11}</td>
<td>1.98×10^{-11}</td>
<td>1.36×10^{-11}</td>
</tr>
<tr>
<td>13</td>
<td>GMap vs. LogMapLite</td>
<td>8.34×10^{-9}</td>
<td>2.34×10^{-7}</td>
<td>1.33×10^{-7}</td>
<td>1.33×10^{-7}</td>
<td>1.33×10^{-7}</td>
</tr>
<tr>
<td>14</td>
<td>edna vs. GMap</td>
<td>1.04×10^{-6}</td>
<td>2.93×10^{-5}</td>
<td>1.57×10^{-5}</td>
<td>1.57×10^{-5}</td>
<td>1.15×10^{-5}</td>
</tr>
<tr>
<td>15</td>
<td>XMap vs. LogMapLite</td>
<td>4.87×10^{-6}</td>
<td>1.37×10^{-4}</td>
<td>6.82×10^{-5}</td>
<td>6.33×10^{-5}</td>
<td>5.36×10^{-5}</td>
</tr>
<tr>
<td>16</td>
<td>GMap vs. Mamba</td>
<td>1.98×10^{-4}</td>
<td>0.0055</td>
<td>0.0025</td>
<td>0.0026</td>
<td>0.0016</td>
</tr>
<tr>
<td>17</td>
<td>edna vs. XMap</td>
<td>2.22×10^{-4}</td>
<td>0.0062</td>
<td>0.0027</td>
<td>0.0027</td>
<td>0.0016</td>
</tr>
<tr>
<td>18</td>
<td>AML2014 vs. LogMapLite</td>
<td>0.0035</td>
<td>0.099</td>
<td>0.039</td>
<td>0.039</td>
<td>0.028</td>
</tr>
<tr>
<td>19</td>
<td>AML2014 vs. GMap</td>
<td>0.0047</td>
<td>0.125</td>
<td>0.0446</td>
<td>0.0446</td>
<td>0.0312</td>
</tr>
<tr>
<td>20</td>
<td>XMap vs. Mamba</td>
<td>0.0114</td>
<td>0.318</td>
<td>0.102</td>
<td>0.102</td>
<td>0.056</td>
</tr>
<tr>
<td>21</td>
<td>LogMapLite vs. Mamba</td>
<td>0.041</td>
<td>1.159</td>
<td>0.331</td>
<td>0.331</td>
<td>0.206</td>
</tr>
<tr>
<td>22</td>
<td>edna vs. AML2014</td>
<td>0.041</td>
<td>1.159</td>
<td>0.331</td>
<td>0.331</td>
<td>0.207</td>
</tr>
<tr>
<td>23</td>
<td>AML2014 vs. XMap</td>
<td>0.098</td>
<td>2.756</td>
<td>0.590</td>
<td>0.590</td>
<td>0.295</td>
</tr>
<tr>
<td>24</td>
<td>GMap vs. XMap</td>
<td>0.233</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.93</td>
</tr>
<tr>
<td>25</td>
<td>edna vs. Mamba</td>
<td>0.245</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.934</td>
</tr>
<tr>
<td>26</td>
<td>edna vs. LogMapLite</td>
<td>0.38</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>27</td>
<td>AML2014 vs. Mamba</td>
<td>0.38</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>28</td>
<td>CroMatcher vs. Lily</td>
<td>0.388</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Different (with $\alpha = .05$). The Friedman test also confirms the superiority of Lily and CroMatcher. With Nemenyi’s correction, the Friedman test shows that Gmap, XMap, and AML2014 are not significantly different, while GMap indicates better performance in comparison to AML2014 by other sequential-based correction methods. Another difference between Nemenyi’s correction and sequentially-corrected methods is the significant difference between AML2014 and LogMapLite: Nemenyi’s correction cannot detect any difference between them, whereas they are significantly different when Holm’s, Shaffer’s, or Bergmann’s correction is applied.

The results of this track are in line with the theory. First, Nemenyi’s correction is so conservative and detect fewer differences among alignment systems. Further, the Friedman test has more power than the Quade test when a sufficient number of benchmarks is supplied.

Last but not least, the results of this section is compared with the averaging. The average of F-measure for Lily and CroMatcher systems, which are two top systems in the
Another track in the OAEI which is considered here is multifarm, slightly higher than one another. rational, since we cannot indicate the superiority of one system merely if its average is the statistical analysis is that several differences are declared insignificant. This seems one with respect to averaging. However, the major difference between averaging and statistical analysis, while the latter system is claimed to have outperformed the other the statistical analysis. For instance, AML2014 has a lower rank than Mamba from the edna and LogMapLite are also the worst ones regarding the statistical analysis. At the other extreme, edna and LogMapLite are the OAEI benchmark track, is 0.90 and 0.88, respectively. These are together the top systems from the statistical analysis as well. At the other extreme, edna and LogMapLite are the worse ones with the average of 0.41 and 0.46, respectively. Similarly, these systems are also the worst ones regarding the statistical analysis.

There are some small difference between the ranking of systems from averaging and the statistical analysis. For instance, AML2014 has a lower rank than Mamba from the statistical analysis, while the latter system is claimed to have outperformed the other one with respect to averaging. However, the major difference between averaging and the statistical analysis is that several differences are declared insignificant. This seems rational, since we cannot indicate the superiority of one system merely if its average is slightly higher than one another.

**MULTIFARM TRACK**

Another track in the OAEI which is considered here is *multifarm*, to which we apply the statistical procedures over F-measure obtained for each benchmark. The ranks computed by the Friedman and Quade tests for four systems are presented in Table 4.16.

The Friedman statistic (with 3 degrees of freedom) and its $p$-value are 98.80 and $5.80 \times 10^{-11}$, respectively. Similarly, the Quade statistic is computed as 138.30 with (3, 46)

<table>
<thead>
<tr>
<th>i</th>
<th>hypothesis</th>
<th>unadjusted $p$</th>
<th>$p_{Neme}$</th>
<th>$p_{Holm}$</th>
<th>$p_{Shaf}$</th>
<th>$p_{Berg}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>edna vs. Lily</td>
<td>$2.65 \times 10^{-10}$</td>
<td>$7.42 \times 10^{-9}$</td>
<td>$7.42 \times 10^{-9}$</td>
<td>$7.42 \times 10^{-9}$</td>
<td>$7.42 \times 10^{-9}$</td>
</tr>
<tr>
<td>2</td>
<td>Lily vs. LogMapLite</td>
<td>$4.41 \times 10^{-10}$</td>
<td>$1.23 \times 10^{-8}$</td>
<td>$1.1 \times 10^{-8}$</td>
<td>$9.27 \times 10^{-9}$</td>
<td>$9.27 \times 10^{-9}$</td>
</tr>
<tr>
<td>3</td>
<td>edna vs. CroMatcher</td>
<td>$5.64 \times 10^{-9}$</td>
<td>$1.58 \times 10^{-7}$</td>
<td>$1.47 \times 10^{-7}$</td>
<td>$1.18 \times 10^{-7}$</td>
<td>$1.18 \times 10^{-7}$</td>
</tr>
<tr>
<td>4</td>
<td>CroMatcher vs. LogMapLite</td>
<td>$9.04 \times 10^{-9}$</td>
<td>$2.53 \times 10^{-7}$</td>
<td>$2.26 \times 10^{-7}$</td>
<td>$1.89 \times 10^{-7}$</td>
<td>$1.36 \times 10^{-7}$</td>
</tr>
<tr>
<td>5</td>
<td>AML2014 vs. Lily</td>
<td>$5.25 \times 10^{-8}$</td>
<td>$1.47 \times 10^{-6}$</td>
<td>$1.26 \times 10^{-6}$</td>
<td>$1.10 \times 10^{-6}$</td>
<td>$8.40 \times 10^{-7}$</td>
</tr>
<tr>
<td>6</td>
<td>Lily vs. Mamba</td>
<td>$1.45 \times 10^{-7}$</td>
<td>$4.06 \times 10^{-6}$</td>
<td>$3.33 \times 10^{-6}$</td>
<td>$3.04 \times 10^{-6}$</td>
<td>$1.89 \times 10^{-6}$</td>
</tr>
<tr>
<td>7</td>
<td>AML2014 vs. CroMatcher</td>
<td>$7.36 \times 10^{-7}$</td>
<td>$2.06 \times 10^{-5}$</td>
<td>$1.62 \times 10^{-5}$</td>
<td>$1.54 \times 10^{-5}$</td>
<td>$8.09 \times 10^{-6}$</td>
</tr>
<tr>
<td>8</td>
<td>Lily vs. XMap</td>
<td>$7.60 \times 10^{-7}$</td>
<td>$2.13 \times 10^{-5}$</td>
<td>$1.62 \times 10^{-5}$</td>
<td>$1.60 \times 10^{-5}$</td>
<td>$9.88 \times 10^{-6}$</td>
</tr>
<tr>
<td>9</td>
<td>CroMatcher vs. Mamba</td>
<td>$1.86 \times 10^{-6}$</td>
<td>$5.21 \times 10^{-5}$</td>
<td>$3.72 \times 10^{-5}$</td>
<td>$2.98 \times 10^{-5}$</td>
<td>$2.05 \times 10^{-5}$</td>
</tr>
<tr>
<td>10</td>
<td>CroMatcher vs. XMap</td>
<td>$8.41 \times 10^{-6}$</td>
<td>$2.36 \times 10^{-4}$</td>
<td>$1.60 \times 10^{-4}$</td>
<td>$1.35 \times 10^{-4}$</td>
<td>$9.26 \times 10^{-5}$</td>
</tr>
<tr>
<td>11</td>
<td>GMap vs. Lily</td>
<td>$1.48 \times 10^{-4}$</td>
<td>$0.0041$</td>
<td>$0.0026$</td>
<td>$0.0023$</td>
<td>$0.0019$</td>
</tr>
<tr>
<td>12</td>
<td>CroMatcher vs. GMap</td>
<td>$9.57 \times 10^{-4}$</td>
<td>$0.0267$</td>
<td>$0.0163$</td>
<td>$0.0153$</td>
<td>$0.0150$</td>
</tr>
<tr>
<td>13</td>
<td>edna vs. GMap</td>
<td>$0.011$</td>
<td>$0.325$</td>
<td>$0.186$</td>
<td>$0.186$</td>
<td>$0.186$</td>
</tr>
<tr>
<td>14</td>
<td>GMap vs. LogMapLite</td>
<td>$0.0144$</td>
<td>$0.405$</td>
<td>$0.217$</td>
<td>$0.217$</td>
<td>$0.217$</td>
</tr>
<tr>
<td>15</td>
<td>AML2014 vs. GMap</td>
<td>$0.099$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$0.793$</td>
</tr>
<tr>
<td>16</td>
<td>GMap vs. Mamba</td>
<td>$0.142$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
</tr>
<tr>
<td>17</td>
<td>edna vs. XMap</td>
<td>$0.170$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
</tr>
<tr>
<td>18</td>
<td>XMap vs. LogMapLite</td>
<td>$0.195$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
</tr>
<tr>
<td>19</td>
<td>GMap vs. XMap</td>
<td>$0.249$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
</tr>
<tr>
<td>20</td>
<td>edna vs. Mamba</td>
<td>$0.290$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
</tr>
<tr>
<td>21</td>
<td>LogMapLite vs. Mamba</td>
<td>$0.327$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
</tr>
<tr>
<td>22</td>
<td>edna vs. AML2014</td>
<td>$0.381$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
</tr>
<tr>
<td>23</td>
<td>AML2014 vs. LogMapLite</td>
<td>$0.426$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
</tr>
<tr>
<td>24</td>
<td>AML2014 vs. XMap</td>
<td>$0.619$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
</tr>
<tr>
<td>25</td>
<td>CroMatcher vs. Lily</td>
<td>$0.623$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
</tr>
<tr>
<td>26</td>
<td>XMap vs. Mamba</td>
<td>$0.754$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
</tr>
<tr>
<td>27</td>
<td>AML2014 vs. Mamba</td>
<td>$0.854$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
</tr>
<tr>
<td>28</td>
<td>edna vs. LogMapLite</td>
<td>$0.937$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
<td>$1.00$</td>
</tr>
</tbody>
</table>
4. FREQUENTIST APPROACH FOR ALIGNMENT COMPARISON

Figure 4.11: The critical difference diagrams for the Friedman test with four p-value adjustment methods on the benchmark track: (a) Nemenyi's correction method, (b) Holm's, Shaffer's, and Bergmann's correction methods. The x-axis is the average rank of each system obtained by the Friedman test.

Figure 4.12: The critical difference diagrams for the Quade test with four p-value adjustment methods on the benchmark track: (a) Nemenyi's correction, (b) Holm's, Shaffer's, and Bergmann's correction. The x-axis is the average rank of each system obtained by the Quade test.

degrees of freedom, and the corresponding p-value is approximately zero. Thus, both tests reject the null hypothesis, and it is concluded that there is a significant difference among the systems.

The post-hoc procedure is applied to F-measure of the systems over the benchmarks in the multifarm track. The adjusted p-values of various post-hoc procedures are presented in Table 4.17. Based on this table, the systems that are significantly different from each other are simply detected, given the significance level $\alpha$. 
### Table 4.16: Average Rankings of systems on the multifarm track computed by Friedman and Quade tests.

<table>
<thead>
<tr>
<th></th>
<th>AML</th>
<th>LogMap</th>
<th>CLONA</th>
<th>XMap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friedman</td>
<td>1.07</td>
<td>2.48</td>
<td>2.68</td>
<td>3.77</td>
</tr>
<tr>
<td>Quade</td>
<td>1.05</td>
<td>2.51</td>
<td>2.56</td>
<td>3.88</td>
</tr>
</tbody>
</table>

### Table 4.17: The adjusted \( p \)-values by four \( p \)-value adjustment methods on the multifarm track for the Friedman test.

<table>
<thead>
<tr>
<th>i</th>
<th>hypothesis</th>
<th>unadjusted ( p )</th>
<th>( p_{\text{Neme}} )</th>
<th>( p_{\text{Holm}} )</th>
<th>( p_{\text{Shaf}} )</th>
<th>( p_{\text{Berg}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AML vs. XMap</td>
<td>( 5.10 \times 10^{-23} )</td>
<td>( 3.06 \times 10^{-22} )</td>
<td>( 3.06 \times 10^{-22} )</td>
<td>( 3.06 \times 10^{-22} )</td>
<td>( 3.06 \times 10^{-22} )</td>
</tr>
<tr>
<td>2</td>
<td>AML vs. CLONA</td>
<td>( 4.13 \times 10^{-9} )</td>
<td>( 2.48 \times 10^{-8} )</td>
<td>( 2.05 \times 10^{-8} )</td>
<td>( 1.24 \times 10^{-8} )</td>
<td>( 1.24 \times 10^{-8} )</td>
</tr>
<tr>
<td>3</td>
<td>AML vs. LogMap</td>
<td>( 2.69 \times 10^{-7} )</td>
<td>( 1.61 \times 10^{-6} )</td>
<td>( 1.07 \times 10^{-6} )</td>
<td>( 8.07 \times 10^{-7} )</td>
<td>( 5.38 \times 10^{-7} )</td>
</tr>
<tr>
<td>4</td>
<td>LogMap vs. XMap</td>
<td>( 2.18 \times 10^{-6} )</td>
<td>( 1.31 \times 10^{-5} )</td>
<td>( 6.55 \times 10^{-6} )</td>
<td>( 6.55 \times 10^{-6} )</td>
<td>( 6.55 \times 10^{-6} )</td>
</tr>
<tr>
<td>5</td>
<td>CLONA vs. XMap</td>
<td>( 6.31 \times 10^{-5} )</td>
<td>( 3.79 \times 10^{-4} )</td>
<td>( 1.26 \times 10^{-4} )</td>
<td>( 1.26 \times 10^{-4} )</td>
<td>( 6.31 \times 10^{-5} )</td>
</tr>
<tr>
<td>6</td>
<td>CLONA vs. LogMap</td>
<td>0.462</td>
<td>1.00</td>
<td>0.462</td>
<td>0.462</td>
<td>0.462</td>
</tr>
</tbody>
</table>

### Table 4.18: The adjusted \( p \)-values by four \( p \)-value adjustment methods on the multifarm track for the Quade test.

<table>
<thead>
<tr>
<th>i</th>
<th>hypothesis</th>
<th>unadjusted ( p )</th>
<th>( p_{\text{Neme}} )</th>
<th>( p_{\text{Holm}} )</th>
<th>( p_{\text{Shaf}} )</th>
<th>( p_{\text{Berg}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AML vs. XMap</td>
<td>( 1.52 \times 10^{-13} )</td>
<td>( 9.14 \times 10^{-13} )</td>
<td>( 9.14 \times 10^{-13} )</td>
<td>( 9.14 \times 10^{-13} )</td>
<td>( 9.14 \times 10^{-13} )</td>
</tr>
<tr>
<td>2</td>
<td>AML vs. CLONA</td>
<td>( 8.04 \times 10^{-5} )</td>
<td>( 4.83 \times 10^{-4} )</td>
<td>( 4.02 \times 10^{-4} )</td>
<td>( 2.41 \times 10^{-4} )</td>
<td>( 2.41 \times 10^{-4} )</td>
</tr>
<tr>
<td>3</td>
<td>AML vs. LogMap</td>
<td>( 1.28 \times 10^{-4} )</td>
<td>( 7.67 \times 10^{-4} )</td>
<td>( 5.10 \times 10^{-4} )</td>
<td>( 3.83 \times 10^{-4} )</td>
<td>( 2.55 \times 10^{-4} )</td>
</tr>
<tr>
<td>4</td>
<td>LogMap vs. XMap</td>
<td>( 3.79 \times 10^{-4} )</td>
<td>0.0022</td>
<td>0.0011</td>
<td>0.0011</td>
<td>0.0011</td>
</tr>
<tr>
<td>5</td>
<td>CLONA vs. XMap</td>
<td>( 5.77 \times 10^{-4} )</td>
<td>0.0034</td>
<td>0.0011</td>
<td>0.0011</td>
<td>0.0011</td>
</tr>
<tr>
<td>6</td>
<td>CLONA vs. LogMap</td>
<td>0.91</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Figure 4.13: The critical difference diagrams for the Friedman test with four \( p \)-value adjustment methods on the multifarm track: (a) Nemenyi’s correction method; (b) Holm’s, Shaffer’s, and Bergmann’s correction methods. The x-axis is the average rank of each system obtained by the Friedman test.

Similar to the benchmark track, we visualize the results obtained over this track. The critical difference diagrams of statistical tests with correction methods are plotted in Figures 4.13 and 4.14, where the x-axis indicates the average rank of each system obtained by Friedman and Quade tests. In this plot, the methods which are not significantly dif-
4.7. CONCLUSION

The statistical methodologies for comparison of two or more alignment systems were studied in this chapter. McNemar’s test is adopted for comparing alignment systems over one benchmark. For comparison of two systems over multiple benchmarks, three different situations related to the number of benchmarks were considered and an appropriate test was recommended for each of the case. For comparison of multiple systems, the use of ANOVA was avoided due to its severe presumption sphericity. Instead, Friedman and Quade tests were proposed for comparison. For comparison of multiple systems, the family-wise error rate and the ways to prevent it are elaborated.

The recommendation for utilization of tests are summarized in Table 4.19 and can be explained as follows:

- If there is one benchmark for alignment, McNemar’s test can be adopted for comparing two systems. If there are multiple systems for comparison, one can pair each two systems together and apply McNemar’s test. In this case, the family-wise error rate must be controlled as well.

- For comparison of two systems with large enough benchmarks (> 30 benchmarks), the normality test is first conducted to check the normality of differences. If the normality assumption holds, the paired t-test is the most appropriate statistic. Otherwise, the Wilcoxon Signed-rank test is preferred.

- For comparison of two systems with a moderate number of benchmarks (less than 30 but above 10), the test of normality is not reliable. Among the non-parametric
Table 4.19: The use of statistical test with respect to the number of benchmarks and the number of alignment systems to be compared.

<table>
<thead>
<tr>
<th># Alignment Systems</th>
<th>#Benchmarks</th>
<th>McNemar's test</th>
<th>McNemar's test</th>
<th>Wilcoxon Signed-rank test</th>
<th>Assumption satisfied?</th>
<th>Paired t-test</th>
<th>Wilcoxon Signed-rank test</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤ 2</td>
<td>&lt;=1</td>
<td>McNemar's test</td>
<td>McNemar's test</td>
<td>Wilcoxon Signed-rank test</td>
<td>Yes</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt; 10</td>
<td>McNemar's test</td>
<td>Wilcoxon Signed-rank test</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt; 30</td>
<td>Friedman test</td>
<td>Friedman test</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt; 2</td>
<td>&gt; 2</td>
<td>Pairwise McNemar's test</td>
<td>Quade test</td>
<td>Friedman test</td>
<td>Repeated Measure ANOVA</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- For the case of comparison among multiple systems, the repeated measures ANOVA is not recommended and its use must be avoided. Instead, Friedman and Quade tests are recommended for the moderate or large (more than 10) and the small (less than 10) number of benchmarks, respectively.

- For controlling FWER for comparing all systems together, Bergmann’s correction is the most powerful one and is highly recommended. However, it takes a lot of time to conduct the comparison if there are more than 10 alignment systems. If there is any time restriction and there are more than 10 systems, Shaffer’s correction is recommended which is powerful and fast. Nemenyi’s correction is too conservative, and its use should be avoided.

The null hypothesis significance testing (NHST), though more efficient than averaging, suffers from several drawbacks that invalidate the results of the tests. As an instance, the decision is based on p-value, that is the probability of observing the alignment generated by systems given that the associated null hypothesis is correct. However, the desired probability is the likelihood of equivalence of two systems given their generated alignments. To overcome the shortcomings of NHST, Bayesian statistics should be used. In the next chapter, we discuss in detail the shortcomings of NHST as well as the ways that we can use the Bayesian statistics.

REFERENCES


Bayesian Models for Alignment Evaluation and Comparison

Intuition is a poor guide when facing probabilistic evidence.

Sir Dennis Lindley

The null hypothesis significance testing has been extensively studied in the previous chapter. However, the decision based on the null hypothesis testing is fallacious due to its several inherent drawbacks. Although these drawbacks can be addressed by using Bayesian statistics, the aim of this chapter is not to consider the Bayesian counterpart of the null hypothesis-based tests studied in the previous chapter, but to show that the evaluation based on scores like precision is also a frequentist inference. In this chapter, we introduce risk for an ontology alignment system, which is directly related to their errors that is defined as a function of false positives and false negatives. Based on the error definition, we develop a Bayesian model to estimate the risk of an alignment systems by a distribution (and not a score) based on the correspondences in alignments generated over single or multiple benchmarks. Based on the estimated risk, a Bayesian test is also devised to compute the extent to which one alignment system is preferred to another. We particularly study precision, recall, and F-measure, for each of which we compute a distribution for each alignment system by the proposed Bayesian model. The model presented in this chapter eliminates the drawbacks of the null hypothesis significance tests for both evaluation and comparison of alignment systems.
5.1. INTRODUCTION

In the previous chapter, the issues in the evaluation and comparison of alignment systems, which are based on two figures (performance scores or their averages), were discussed and the null hypothesis testing was considered to compare various alignment systems over single or multiple benchmarks. Although they can provide more evidence for comparison, in contrast to the sole comparison of scores, they suffer from various drawbacks. First, the inference is based on p-values, which is the probability of observing two alignments given the null hypothesis (i.e., the equivalence of two alignment systems) is correct. The decision based on p-values is fallacious, since the p-value is not the probability of interest, i.e., the probability of the null hypothesis given the alignments [1, 2].

In addition, the statement of significance using the null hypothesis testing would not necessarily mean that the alignment systems are significantly different in practice [3]. The null hypothesis will also be rejected if a large sample size, that is the number of benchmark in alignment comparison, is provided as well, regardless of the differences between systems. Thus, two alignment systems might be declared significantly different even though they have practically the same performance. Another breakpoint of the null hypothesis testing is that it does not provide any information if the null hypothesis is not rejected [2], since retaining the null hypothesis does mean that it is accepted. In this case, one cannot claim any statement about the equivalence of two given alignment systems nor a significant difference among them. There is also no principled way to decide the value of significance level \(\alpha\), based on which a p-value would be claimed as significant [1].

Bayesian statistics can address the drawbacks of the null hypothesis significant testing. One straightforward way to use Bayesian statistics is to use the Bayesian counterpart tests to those introduced in the previous chapter. Recently, the Bayesian Wilcoxon Signed-rank [4] and Bayesian Friedman [5] tests are developed that can be used instead of using the frequentist tests. However, using Bayesian tests also need the performance scores of alignment systems over benchmarks, according to which they declare that the systems are significantly different. Instead, in this chapter, we first demonstrate that the ontology alignment evaluation is a statistical inference problem. In this regard, the notion of risk for an ontology alignment system is introduced, that is the probability that an alignment systems makes an error. The error is a function of false positives and false negatives that can be arbitrarily defined. In this chapter, we particularly focus on the definition of errors for precision, recall, and F-measure.

Since the alignment risk cannot be computed based merely on its definition, we first show that it follows a distribution and then use two statistical strategies, maximum likelihood estimation (MLE) and Bayesian estimation, to approximate it. We show that the MLE of risk with respect to a performance metric, e.g., precision risk, is equivalent to the complement of the same performance score, e.g., precision risk = 1 - precision. The byproduct of estimation of the precision risk, as a result, is that the precision is obtained as well. We also prove that the MLE of risk regarding a performance metric in the case that there are multiple benchmarks is tantamount to the complement of its micro-average. These results corroborate that the evaluation of alignment systems is indeed a statistical problem.
The underlying idea behind the MLE is that there is an unknown parameter which has a precise probability value, and the goal is to estimate that value in a way that it maximizes the odds of observing the data (here, the performance of alignments). The notion of having a precise probability is why it provides little information regarding the performance of alignment systems and is thus the source of pitfalls in the current practice of alignment evaluation and comparison. The Bayesian paradigm, on the other hand, would estimate the unknown parameter using a distribution, which is its crucial difference with the MLE. Approximation of the alignment risk using a distribution not only contains the MLE's precise value as its central tendency (e.g., mean, median, or mode), but it also takes into account the uncertainty that the observed performance might entail. A Bayesian model is developed to approximate the risk distributions in the presence of single or multiple datasets. Similar to the MLE, the estimation of the performance distribution could be easily obtained based on the estimation of the risk distribution, e.g., if the precision risk distribution is estimated, then the precision distribution is its complement.

As a result of the Bayesian model, we have a distribution with respect to each performance metric instead of having a score for representing the performance of an alignment. Such distributions take into account the uncertainty of the alignment system performance; hence, the precision of two alignment systems with the same ratio of true positives to true negatives would have different distributions if the number of true positive alters. Consider, for example, that two alignment systems have a precision of 0.5, while they discover four and a hundred correspondences, respectively. The reason that these two systems are deemed equivalent by the conventional evaluation, which we refer to as MLE in this chapter, gets back to the nature of the used statistical strategy, i.e., MLE. The Bayesian estimation, on the other hand, gives a probability distribution so that two systems with the same precision ratio (or any other metric than precision) would have totally distinct distributions if its number of correspondences is different.

In addition, a new Bayesian test is devised based on the estimated risk to compare different alignment systems. The test computes the probability that the performance of one alignment system is better than that of another hinged on their estimated risk. In particular, the probability that System A is superior to System B is the probability that the risk of System A is less than that of System B. The probability can be computed as the mathematical expectation of their risk differences. We can further use the region of practical equivalence (rope) [6], and consider that two alignment systems are identical if their risk difference is less than the rope length. The Bayesian test does not suffer from the pitfalls of decisions based on p-values, since it computes the probability of interests for inference, i.e., the probability that two systems have distinct performance given their alignments over single or multiple benchmarks. The Bayesian tests also avoid other pitfalls of the p-values. Another advantage of the proposed Bayesian model is that it can also be used for the evaluation, in contrast to the null hypothesis testing which can only be used for comparison.

In contrast to the Bayesian Wilcoxon Signed-rank and Friedman tests, for which we need to summarize the performance of alignment systems over each benchmark by a score and then applying the test, the proposed test takes all the correspondence from multiple benchmarks as the input, and calculate the overall performance without any
summarization. Therefore, the proposed test can better indicate the difference between given alignment systems rather than the tests in [1], in which the difference in average or median of performance scores is tested. Another drawback of such tests is that they cannot be applied to make the comparison on one benchmark, while the proposed test can be readily used for comparing systems on one benchmark as well. In addition, the proposed Bayesian model can be used for evaluation as well, while the current Bayesian models are developed solely for comparison. However, note that Bayesian Wilcoxon Signed-rank and Friedman tests can be used for comparison of alignment systems with respect to the scores that are not based on true positives and true negatives. For instance, the ontology alignment risk cannot be estimated for execution time, while we can apply other tests to verify if the difference between the execution time of alignment systems are significantly different.

Finally, we visualize the outcomes of the Bayesian analysis. Precision, recall, and F-measure distributions are displayed for evaluation, and the results of the Bayesian test for comparing alignment systems are visualized by a weighted directed graph. The proposed statistical analysis of alignment systems are applied to the OAEI anatomy and conference tracks, and the participating systems are evaluated and compared accordingly.

5.2. RISK OF ONTOLOGY ALIGNMENT SYSTEMS

The section begins by presenting the formal definition of the alignment risk. We then discuss the potential MLE and Bayesian estimation along with their advantages/pitfalls.

The risk is related to the error (i.e., false positives and false negatives) of a system, which can be seen as a complement to a performance metric. For instance, silence is the complement to recall; thus, the recall risk is indeed equivalent to silence. The following definition concisely presents the core of the alignment risk.

Definition 6 (Alignment Risk) The risk of an ontology alignment system is the probability that the system makes an error.

Definition 6 is broad enough to accommodate different performance metrics, since “error” can have distinct interpretations in different circumstances. We consider the error of a given alignment with respect to a performance metric. For instance, if precision is the sought metric, then the precision risk is the probability of having a false positive. If the comparison is based on recall, then the recall risk is the probability of having a false negative. F-measure would be a little intricate, but the F-measure risk could be defined as the probability of having a false positive or a false negative, which will be explained later on in this chapter.

The risk of an ontology alignment system is not an observed variable, but it is a parameter to be estimated based on the outcomes of a system over single or multiple benchmarks. The estimation of such a parameter would seem formidable at the beginning, but the following critical yet straightforward observation would pave the way for doing so.

For a moment, we focus on the estimation of the precision risk. Assume that we know the precision risk $\tau_{pr}$ of an alignment system, hence the probability that one correspondence in a given alignment $A$ is false would be $\tau_{pr}$. Besides, the probability of a
correspondence being true is $1 - \tau_{Pr}$. As a result, it is a Bernoulli trial with the failure probability $\tau_{Pr}$ and success probability $1 - \tau_{Pr}$. Thus, the probability of having $K$ false positives out of $N$ correspondences in the alignment would follow the binomial distribution.

**Definition 7** Given the alignment $A$ with the risk $\tau$, the probability of observing $K$ errors out of $N$ trials would follow a binomial distribution, i.e.,

$$P(K, N; \tau) = \binom{N}{K} \tau^K (1 - \tau)^{N-K}.$$  

The number of errors would vary from one performance score to another. For precision, the number of trials is the number of correspondences in the alignment, i.e., $N = |A|$, and the number of errors is the false positives. For recall, on the other hand, the number of trials is the number of correspondences in the reference, i.e., $N = |R|$, and the number of errors is the false negatives.

For F-measure, we have:

$$Risk_F(A, R) = 1 - F\text{-measure}(A, R)$$

$$= 1 - \frac{2|A \cap R|}{|A| + |R|}$$

$$= \frac{|A - R| + |R - A|}{|R| + |A|}.$$  \hfill (5.1)

According to this equation, the number of trials for F-measure is the sum of correspondences in $A$ and $R$, i.e., $N = |A| + |R|$, and the number of errors is the sum of false positives ($|A - R|$) and false negatives ($|R - A|$).

Having known the number of trials and errors, one can estimate the risk of an alignment based on Definition 7. A straightforward way of estimating the risk is to use the maximum likelihood estimation (MLE). The risk estimation using the MLE would be the fraction $K/N$, e.g.,

$$\tau = \frac{K}{N} \quad 1 - \tau = \frac{N - K}{N}.$$  \hfill (5.2)

For the precision risk, for instance, $N - K$ is the number of true correspondences in the alignment and $N$ is the total number of correspondences. Thus, $1 - \tau$ is exactly the precision score. A similar argument follows for recall and F-measure. The MLE also reveals the fact that any estimation would bear both precision and the precision risk, if the precision is the desired criterion. Thus, one can simply consider $1 - \tau$ to compute directly the desired performance score, and not its risk.

The MLE in equation (5.2) is merely for one single benchmark. For multiple benchmarks, the micro-average is usually used, which is defined as:

$$\hat{p}_R = \frac{\sum_{i=1}^q |TP_i|}{\sum_{i=1}^q |A_i|}, \quad \hat{r}_e = \frac{\sum_{i=1}^q |TP_i|}{\sum_{i=1}^q |R_i|}.$$  \hfill (5.3)
where \( TP_i, A_i, \) and \( R_i \) are the true positives, identified alignment, and the reference of the \( i \)th benchmark, respectively, and \( \hat{Pr} \) and \( \hat{Re} \) are the micro-average precision and recall. The following theorem proves that the MLE of risk for a specific metric on multiple benchmarks is equivalent to the complement of the micro-average of the same score.

**Theorem 8** Let \( S \) be the alignment system operated on \( q \) benchmarks, and the alignments \( A_i; q \) are identified. The MLE of \( 1 - \tau \) with respect to various scores is tantamount to micro-averaging of the same score over \( q \) benchmark.

**Proof.** Let \( R_i; q \) be the reference alignments with respect to \( q \) benchmarks and assume that the system \( S \) has independently discovered the alignments \( A_i; q \). The MLE entails

\[
\arg\max_\tau \log[p(\tau; A_i; q, R_i; q)]
\]

where \( \log \) is the logarithm function, and \( p(\tau; A_i; q, R_i; q) \) is the likelihood of \( \tau \) based on \( q \) benchmarks, and is defined as

\[
p(\tau; A_i; q, R_i; q) = \prod_{i=1}^{q} \left( \frac{N_i}{K_i} \right)^{K_i} (1 - \tau)^{N_i-K_i}
\]

where \( K_i \) and \( N_i \) are the numbers of errors and trials for the \( i \)th alignment, respectively. It follows

\[
\arg\max_\tau \log[p(\tau; A_i; q, R_i; q)] = \arg\max_\tau \sum_{i=1}^{q} K_i \log(\tau) + (N_i - K_i) \log(1 - \tau)
\]

\[
= \arg\max_\tau \log(\tau) \left( \sum_{i=1}^{q} K_i \right) + \log(1 - \tau) \left( \sum_{i=1}^{q} N_i - K_i \right)
\]

The point \( \tau^* \) is the optimal value of the above minimization if and only if its derivative with respect to \( \tau \) is zero. Thus,

\[
\frac{\partial}{\partial \tau} \log(p) = 0 \Rightarrow \frac{\sum_{i=1}^{q} K_i}{\tau} - \frac{\sum_{i=1}^{q} N_i - K_i}{1 - \tau} = 0
\]

\[
\Rightarrow \left( \sum_{i=1}^{q} K_i \right) \left( \frac{1}{\tau} + \frac{1}{1 - \tau} \right) = \left( \sum_{i=1}^{q} N_i \right) \frac{1}{1 - \tau}
\]

\[
\Rightarrow \left( \sum_{i=1}^{q} K_i \right) \left( \frac{1}{\tau(1 - \tau)} \right) = \left( \sum_{i=1}^{q} N_i \right) \frac{1}{1 - \tau}
\]

\[
\Rightarrow \tau = \frac{\sum_{i=1}^{q} K_i}{\sum_{i=1}^{q} N_i} \quad \text{and} \quad 1 - \tau = \frac{\sum_{i=1}^{q} N_i - K_i}{\sum_{i=1}^{q} N_i}.
\]

For precision, \( N_i - K_i = |TP_i| \) and \( N_i = |A_i| \), and for recall \( N_i - K_i = |TP_i| \) and \( N_i = |R_i| \). Similarly, the MLE of F-measure will follow. Thus, the MLE of \( 1 - \tau \) with respect to a particular score over multiple benchmarks is precisely identical to the micro-average of the same score, and the proof is complete. \( \square \)
So far, it is shown that the evaluation of alignment systems is a statistical inference problem, and the current evaluation using various performance scores could indeed obtain by the MLE, thanks to the notion of risk. It is further discussed that the pitfalls regarding the current evaluation approach are coming from the nature of the MLE.

In the MLE, the parameters of interest are assumed to be fixed but unknown, and the optimization procedure would find the optimal values as the precise point estimate. Thus, the evaluation and comparison using the MLE boil down to one figure for the former and the juxtaposition of two figures for the latter. In the Bayesian estimation, on the other hand, the parameters are not assumed to be fixed but rather a random variable. Thus, the outcome of the Bayesian analysis would result in a distribution instead of a point. Having such a distribution would enable us to take into account the uncertainty regarding the alignment system performance and compare various systems more meaningfully by inferring over the risk posterior distribution.

One Bayesian approach for the risk estimation is to use the beta-binomial conjugate. In this conjugate, the beta prior with parameters $a$ and $b$, $\text{beta}(a,b)$, is considered, and the posterior for a given alignment with $K$ errors out of $N$ trials is computed as

$$p(\tau|N,K) = \text{beta}(a + K, b + N - K). \quad (5.4)$$

The mode of the posterior distribution is

$$\text{Mode} = \frac{a + K - 1}{a + b + N - 2}.$$  

If the uninformative prior $\text{beta}(1, 1)$ is selected, then the mode of beta-binomial would be equivalent to the MLE estimate, i.e., $\text{Mode} = K/N$. However, the variance of the beta distribution would be different for larger values of $N$ and $K$. Such uncertainty is not reflected by the MLE. This simple example shows that the Bayesian estimation not only contains the MLE estimate as the central tendency, but also provides more information regarding the uncertainty of the alignment system performance.

The simple beta-binomial distribution would suffice if there were only one benchmark for evaluation. However, the generalization to multiple benchmarks cannot be performed by using merely this model. In the next section, we develop a Bayesian hierarchical model to estimate the risk based on the outcome of an alignment system across multiple benchmarks.

### 5.3. Risk Approximation: A Bayesian Hierarchical Model

The risk of a system is a latent variable that must be approximated using a methodology. The MLE and a simple Bayesian model were discussed in the previous section, and their drawbacks were explained. In this section, we develop a Bayesian hierarchical model to estimate the risk of an alignment system for $q$ benchmarks. Further, the model would estimate the final risk of an alignment system based on its risk over multiple benchmarks.

Assume that an ontology alignment system has been applied to $q$ benchmarks, and we obtain $N_i$ and $K_i$ for $i = 1, ..., q$. We show the set of all $N_i$ and $K_i$ obtained from $q$ benchmarks as $N^{1:q}$ and $K^{1:q}$, respectively. The objective is to estimate the risk of a system over every benchmark, shown by $\hat{\tau}_i$, and the overall risk $\tau^*$. Therefore, the Bayes rule follows
Figure 5.1: The graphical representation of the Bayesian model for estimating the risk.

\[
P(τ^{1:q}, τ^*|N^{1:q}, K^{1:q}) \propto P(N^{1:q}, K^{1:q}|τ^{1:q}, τ^*)P(τ^{1:q}, τ^*)
\]

\[
= P(τ^*) \prod_{i=1}^{q} P(N_i, K_i|τ_i)P(τ_i|τ^*),
\]

where the last equality holds true, since the results of different benchmarks are independent of each other. The graphical model associated to equation (5.5) is depicted in Figure 5.1. The rectangular shape denotes the observed variables, and the circles depict the random variables which need to be approximated. As a convention, the variables \(τ_i, N_i\) and \(K_i\) are contained in a plate which means that the same model is repeated for different benchmarks.

We now need to specify the distribution of all elements in equation (5.5). So far, the number of errors has been modeled as the binomial distribution, i.e.,

\[
K_i \sim \text{binomial}(τ_i, N_i).
\]  

(5.6)

The parameter \(τ_i\) is unknown and must be estimated, hence we need to model it as another distribution. The \(τ_i\) distribution could be

\[
τ_i \sim \text{beta}(a, b),
\]

(5.7)

where \(\text{beta}(\cdot, \cdot)\) is the beta distribution, and \(a\) and \(b\) are its corresponding shape parameters. To make the model more meaningful, we reformulate the beta distribution with two other parameters. Let \(τ^*\) be the mean of this beta distribution and the concentration
parameter be \( \gamma = a + b \), we have:

\[
\tau^* = \frac{a}{a+b} \quad \& \quad \gamma = a + b \\
\Rightarrow a = \tau^* \gamma \quad \& \quad b = (\gamma - 1)\tau^* \\
\Rightarrow \tau_i \sim beta(\tau^* \gamma, \tau^*(\gamma - 1)).
\] (5.8)

Equation (5.8) means that the risk \( \tau_i \) follows a beta distribution whose mean is \( \tau^* \). Thus, the values of \( \tau_i \) are at the neighborhood of \( \tau^* \), and their proximity is controlled by the parameter \( \gamma \). The parameters \( \gamma \) and \( \tau^* \) are also unknown, hence we again model them as a distribution. According to equation (5.8), the values of \( \gamma \) must be greater than one, since the concentration parameter cannot be negative. There are many distributions for non-negative variables, and we use here the gamma distribution for \( \gamma \) as

\[
\gamma - 1 \sim gamma(\alpha, \beta),
\] (5.9)

where \( gamma \) is the gamma distribution, and \( \alpha_i \) and \( \beta_i \) are its shape and rate parameters, respectively. The \( \tau^* \) is yet another parameter to be estimated. Thus, we model it as a beta distribution as well

\[
\tau^* \sim beta(a^*, b^*). 
\] (5.10)

The final step is to identify the remaining parameters. For the gamma distributions, we need to specify \( \alpha_i \), \( \beta_i \), \( a^* \), and \( \beta^* \). The parameters can be stated in a way to be completely uninformative. However, we let the data learn the parameters. Thus, we model them as the uniform distribution

\[
\alpha, \beta \sim uniform(l, u),
\]

where \( uniform(., .) \) is the uniform distribution with the parameters \( l \) and \( u \). We set \( l = 0 \) and \( u = 1000 \) to cover a broad spectrum of values.

Finally, the parameters \( a^* \) and \( b^* \) must be specified. We assign \( a^* = b^* = 0.1 \), since it is an uninformative prior distribution. The specified model should be solved using Markov-chain Monte Carlo (MCMC) techniques [7]. The model was written in JAGS [8], and the required sampling process was performed accordingly.

The Bayesian model has been intuitively developed based on the assumption that the risk of the alignment system on one benchmark is in the neighborhood of the overall alignment risk. We further validate the model by comparing distributions with the scores computed by the traditional way, i.e., the MLE. The experimental investigation supports the reasonable outcome of the approximated distributions, since the distributions are centered around the MLE in all cases.

5.4. A Risk-based Bayesian Test

Having estimated the risk distributions of two alignment systems, it is also possible to compare their performance using a Bayesian test. The risk distributions allow us making the comparison more meaningfully, since we can compute the probability (or confidence) that one system is better than one another. Thus, the comparison is not drawn
based solely on the juxtaposition of two scores. Furthermore, we can define the region of practical equivalence (rope) to identify the systems with identical performance.

There is no principled way to determine the length of the rope, shown by \( r \), and it is an expert decision to assess. The idea of the rope is quite simple: If the difference between posterior risk distributions of two alignment systems is less than \( r \), then the systems in question are practically equivalent. Based on this notion, one can compute the probability that two systems are practically equal. If one is interested in determining the better systems even with a subtle difference, then \( r = 0 \) and the outcome of the test would indicate the superiority of one system over one another.

The probability that alignment \( A_1 \) with risk \( \hat{\tau}^*_1 \) is better than alignment \( A_2 \) with risk \( \hat{\tau}^*_2 \) can be computed as:

\[
P(A_1 > A_2) = P(\hat{\tau}^*_1 < \hat{\tau}^*_2) = \int \int \mathcal{I}_{\hat{\tau}^*_2 - \hat{\tau}^*_1 > r} P(\hat{\tau}^*_1 | data) P(\hat{\tau}^*_2 | data) d\hat{\tau}^*_1 d\hat{\tau}^*_2,
\]

(5.11)

where \( P(\hat{\tau}^*_i | data) \) is the posterior risk distribution of the \( i^{th} \) system, and \( \mathcal{I} \) returns one if the condition specified in its subscript is satisfied, and zero otherwise.

Similarly, one can compute the probability that \( A_2 \) is better than \( A_1 \) and the probability that they are equivalent as:

\[
P(A_1 < A_2) = \int \int \mathcal{I}_{\hat{\tau}^*_1 - \hat{\tau}^*_2 > r} P(\hat{\tau}^*_1 | data_1^*) P(\hat{\tau}^*_2 | data) d\hat{\tau}^*_1 d\hat{\tau}^*_2,
\]

\[
P(A_1 = A_2) = \int \int \mathcal{I}_{\hat{\tau}^*_1 - \hat{\tau}^*_2 < r} P(\hat{\tau}^*_1 | data_1^*) P(\hat{\tau}^*_2 | data) d\hat{\tau}^*_1 d\hat{\tau}^*_2.
\]

(5.12)

The above-mentioned probabilities could also be obtained from the MCMC samples. As an instance, equation (5.11) is estimated by \( t \) samples of the MCMC chains as follows:

\[
P(A_1 > A_2) = \frac{1}{t} \sum_{i=1}^{t} \mathcal{I}_{\hat{\tau}^*_1 - \hat{\tau}^*_2 > r},
\]

(5.13)

where \( \hat{\tau}^*_i \) is the \( i^{th} \) sample of \( \hat{\tau}^*_j \) drawn by the MCMC, and \( j = 1, 2 \). Other probabilities are also computed in a similar way.

### 5.5. Experimental Results

This section is dedicated to the experiments regarding the proposed Bayesian hierarchical model. We consider the results of conference and anatomy tracks from the OAEI to display the applicability of the Bayesian model.

The experiments on each track are twofold. The first one is the evaluation of each alignment system in which we display the distribution of precision, recall, and F-measure, and show that the obtained distributions are meaningful, since they are centered around the MLE. The second part is the comparison of alignment systems, where we apply the proposed Bayesian test and visualize the overall outcome by a weighted directed graph.
Table 5.1: Precision, recall, and F-measure of various systems on the OAEI anatomy track. The maximum likelihood estimation (MLE) is equivalent to that of the traditional way of reporting scores, and the other one is the mean of the distribution obtained by the proposed Bayesian hierarchical model (BHM).

<table>
<thead>
<tr>
<th>System</th>
<th>Precision</th>
<th>F-measure</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLE</td>
<td>BHM</td>
<td>MLE</td>
</tr>
<tr>
<td>AML</td>
<td>0.95</td>
<td>0.95</td>
<td>0.943</td>
</tr>
<tr>
<td>XMap</td>
<td>0.926</td>
<td>0.925</td>
<td>0.893</td>
</tr>
<tr>
<td>KEPLER</td>
<td>0.958</td>
<td>0.951</td>
<td>0.836</td>
</tr>
<tr>
<td>LogMap</td>
<td>0.918</td>
<td>0.911</td>
<td>0.88</td>
</tr>
<tr>
<td>LogMapLite</td>
<td>0.962</td>
<td>0.954</td>
<td>0.829</td>
</tr>
<tr>
<td>SANOM</td>
<td>0.888</td>
<td>0.888</td>
<td>0.870</td>
</tr>
<tr>
<td>WikiV2</td>
<td>0.883</td>
<td>0.882</td>
<td>0.802</td>
</tr>
<tr>
<td>Alin</td>
<td>0.996</td>
<td>0.984</td>
<td>0.506</td>
</tr>
</tbody>
</table>

We use the Alignment API [9] to find the numbers required for the proposed hierarchical model. In particular, the numbers $K$ and $N$ for the precision risk of alignment $A$ could be obtained by the Alignment API as:

$$K_{PR} = nb\text{Found} - nb\text{Correct}, \quad N_{PR} = nb\text{Found},$$

where $nb\text{Found} = |A|$, $nb\text{Correct} = |A \cap R|$, and the subscript $PR$ represents the precision risk. The functions $nb\text{Correct}$ and $nb\text{Found}$ in equation (5.14) are provided by functions with identical names in the Alignment API. Similarly, these numbers could be obtained for recall and F-measure as follows:

$$K_{RR} = nb\text{Expected} - nb\text{Correct},$$
$$N_{RR} = nb\text{Found},$$
$$K_{FR} = nb\text{Expected} + nb\text{Found} - 2 \times nb\text{Correct},$$
$$N_{FR} = nb\text{Expected} + nb\text{Found},$$

where $nb\text{Expected} = |R|$, and subscripts $RR$ and $FR$ represent the recall risk and F-measure risk, respectively. We considered the results of two OAEI tracks and compared the participating systems together. The systems which were evaluated are Alin [10], AML [11], KEPLER [12], LogMap and LogMapLite [13], SANOM [14, 15], WikiV3 [16], and XMap [17].

5.5.1. ANATOMY TRACK
We now apply the Bayesian methodology to the anatomy track. On account of the clarity of results, the distribution of $1 - \tau$ was considered, since it could be directly related to the performance scores themselves. We refer to this distribution as the performance distribution of alignments as opposed to the risk distribution.

We first compare the outcomes obtained from the Bayesian model to those of the traditional way of reporting results. To this end, the means of the performance distributions were compared with performance scores. The traditional performance scores were referred to as the MLE, since we showed that they are the MLE of the risk (see Section 5.2).
Figure 5.2: The estimation of the precision performance distribution $1 - \tau$ of eight systems on the OAEI anatomy track using the Bayesian hierarchical model.

Figure 5.3: The estimation of the recall performance distribution $1 - \tau$ of eight systems on the OAEI anatomy track using the Bayesian hierarchical model.
Figure 5.4: The estimation of the F-measure performance distribution $1 - \tau$ of eight systems on the OAEI anatomy track using the Bayesian hierarchical model.

Figure 5.5: Comparison of eight alignment systems with respect to their precision on the OAEI anatomy track using the proposed Bayesian test.
Figure 5.6: Comparison of eight alignment systems with respect to their recall on the OAEI anatomy track using the proposed Bayesian test.

Figure 5.7: Comparison of eight alignment systems with respect to their F-measure on the OAEI anatomy track using the proposed Bayesian test.
Table 5.2: Comparison of alignment systems on the OAEI conference track. The performance scores with the subscript $MLE$ are the scores obtained by the average over all benchmarks, while those with the subscript $BHM$ are the means of the estimated distributions by the proposed Bayesian hierarchical model (BHM). We further tabulate the standard deviations (SD) of the performance metrics, that help us analyze the estimated distributions. The acronyms $\hat{Pr}$, $\hat{F}$, and $\hat{Re}$ stand for precision, F-measure, and recall, respectively.

<table>
<thead>
<tr>
<th>System</th>
<th>$\hat{Pr}_{MLE}$</th>
<th>SD</th>
<th>$\hat{Pr}_{BHM}$</th>
<th>SD</th>
<th>$\hat{F}_{MLE}$</th>
<th>SD</th>
<th>$\hat{F}_{BHM}$</th>
<th>SD</th>
<th>$\hat{Re}_{MLE}$</th>
<th>SD</th>
<th>$\hat{Re}_{BHM}$</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALin</td>
<td>0.93</td>
<td>0.228</td>
<td>0.933</td>
<td></td>
<td>0.43</td>
<td>0.105</td>
<td>0.418</td>
<td></td>
<td>0.29</td>
<td>0.173</td>
<td>0.271</td>
<td></td>
</tr>
<tr>
<td>AML</td>
<td>0.84</td>
<td>0.170</td>
<td>0.853</td>
<td></td>
<td>0.74</td>
<td>0.123</td>
<td>0.764</td>
<td></td>
<td>0.67</td>
<td>0.343</td>
<td>0.703</td>
<td></td>
</tr>
<tr>
<td>KEPLER</td>
<td>0.61</td>
<td>0.260</td>
<td>0.591</td>
<td></td>
<td>0.59</td>
<td>0.105</td>
<td>0.584</td>
<td></td>
<td>0.60</td>
<td>0.329</td>
<td>0.591</td>
<td></td>
</tr>
<tr>
<td>LogMap</td>
<td>0.84</td>
<td>0.197</td>
<td>0.841</td>
<td></td>
<td>0.68</td>
<td>0.118</td>
<td>0.692</td>
<td></td>
<td>0.59</td>
<td>0.317</td>
<td>0.585</td>
<td></td>
</tr>
<tr>
<td>LogMapLite</td>
<td>0.76</td>
<td>0.278</td>
<td>0.750</td>
<td></td>
<td>0.61</td>
<td>0.127</td>
<td>0.600</td>
<td></td>
<td>0.53</td>
<td>0.326</td>
<td>0.504</td>
<td></td>
</tr>
<tr>
<td>SANOM</td>
<td>0.74</td>
<td>0.188</td>
<td>0.730</td>
<td></td>
<td>0.72</td>
<td>0.085</td>
<td>0.728</td>
<td></td>
<td>0.73</td>
<td>0.307</td>
<td>0.771</td>
<td></td>
</tr>
<tr>
<td>Wiki3</td>
<td>0.69</td>
<td>0.221</td>
<td>0.682</td>
<td></td>
<td>0.58</td>
<td>0.124</td>
<td>0.576</td>
<td></td>
<td>0.52</td>
<td>0.349</td>
<td>0.501</td>
<td></td>
</tr>
<tr>
<td>XMap</td>
<td>0.86</td>
<td>0.200</td>
<td>0.865</td>
<td></td>
<td>0.69</td>
<td>0.122</td>
<td>0.699</td>
<td></td>
<td>0.59</td>
<td>0.338</td>
<td>0.590</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1 tabulates the MLE and the mean of Bayesian hierarchical model (BHM) estimation for each of the three performance metrics. This table proves that the MLE and the mean of the BHM estimation are very close to each other. Thus, the proposed model would yield the information provided by the traditional way of the evaluation.

The difference of two approaches, however, is that the BHM estimation would suggest more insights about the performance of the systems in question. In particular, we plot the performance distributions for each of the scores. Figures 5.2-5.4 display the performance distributions of precision, recall, and F-measure, respectively. It is readily seen that the peaks of the distributions are over the corresponding MLE with some variations.

We further compare the systems over the anatomy track using the Bayesian test introduced in Section 5.4. For each pair of systems, the probability of one system being superior to another is computed with the size of rope equals to zero. Thus, the equivalence of two systems is not considered in this experiment.

The comparison is drawn from three points of view, each related to precision, recall, and F-measure. Figures 5.5-5.7 are the weighted directed graphs demonstrating the outcomes of comparison. The nodes in these graphs are the systems in question, and each edge $A \rightarrow B$ means that $A$ is superior to $B$ with the probability $w$.

Based on Figure 5.5, Alin is the best system in terms of precision, followed by LogMapLite and KEPLER. At the other extreme, SANOM and WikiV3 have poor performance concerning precision. Regarding recall, however, AML, XMap, and SANOM are the systems with superior performance, thanks to Figure 5.6. In contrast to precision, Alin has poor performance with respect to recall.

As a combination of both precision and recall, one can compare the systems in terms of F-measure using Figure 5.7. From this figure, one can realize that the overall performance of AML and XMap are superior, followed by LogMap and SANOM.

5.5.2. Conference track

In the OAEI conference track, there are usually 21 mapping tasks for matching seven ontologies together. The evaluation and comparison of the OAEI conference track are
Figure 5.8: The estimation of the precision distribution $1 - \tau$ of systems on the OAEI conference track using the proposed Bayesian hierarchical model.

Figure 5.9: The estimation of the recall distribution $1 - \tau$ of systems on the OAEI conference track using the proposed Bayesian hierarchical model.
Figure 5.10: The estimation of the F-measure distribution $1 - \tau$ of systems on the OAEI conference track using the proposed Bayesian hierarchical model.

Figure 5.11: Comparison of alignment systems with respect to their precision on the OAEI conference track using the proposed Bayesian test.
different from the anatomy track, since there are multiple benchmarks to conduct the comparison. This would help show the performance of the proposed hierarchical model with respect to the traditional way of the evaluation and comparison.

Table 5.2 displays the evaluation of eight systems on the OAEI conference track. The scores with the subscript $\text{MLE}$ are the averages of performance scores over all benchmarks, which is the traditional way of evaluating the alignment systems. We also place the standard deviations (SD) of each score over multiple benchmarks which will yield benefits for the interpretation of the estimated distributions by the proposed model. Besides, the averages of the estimated distributions are also shown for the interest of comparison. The acronyms $\hat{Pr}$, $\hat{F}$, and $\hat{Re}$ represent precision, F-measure, and recall, respectively, and their subscripts indicate if they either the MLE or the Bayesian estimation (BHM).

It is readily seen from Table 5.2 that the means of the estimated distributions are mostly close to the average performance. However, there are some discrepancies as well. For instance, the average F-measure of AML is 0.74, while the mean of its F-measure distribution is around 0.764. We further compute the median, another measure of central tendency, which is known to be more robust in dealing with outliers. Interestingly, the median of F-measures for AML is around 0.762, which is close to what is estimated by the proposed model. The same argument holds for the AML precision estimation, and for other systems with other performance scores, i.e., Alin recall, KEPLER precision, SANOM recall. This experiment supports the validity of the proposed Bayesian model, since the mean of the estimated distributions is at the proximity of the averages or medians of the
associated scores. The experiment also confirms the sensitivity of averaging to outliers, which is one of the most important drawbacks, and corroborates the robustness of the proposed Bayesian model against outliers.

We further plot the estimated distributions by the proposed Bayesian model on the OAEI conference track. Figures 5.8-5.10 display the estimated performance distributions of precision, recall, and F-measure, respectively. Table 5.2 confirms that the central tendencies of distributions are in the proximity of the mean or median of the performance scores. The standard deviations of these distributions are proportionate to the standard deviations of the scores, and to the number of false positives and false negatives. As an instance, the standard deviation of AML precision is less than that of Alin, thanks to Table 5.2. Similarly, the standard deviation of the AML precision distribution is evidently less than that of Alin, according to Figure 5.8. As a result, if the performance scores had little variation over various benchmarks, then the resulting estimated distribution would have a lower standard deviation.

As another example, consider the precision performance distribution of Alin and WikiV3 whose scores’ standard deviations are approximately identical (see Table 5.2). However, the performance distribution of WikiV3 is more focused than that of Alin. The reason is that WikiV3 has discovered 222 correspondences overall, of which 149 are correct, while Alin has identified 93 correspondences over all tasks, 83 of which are correct. It is thus expected that the performance distribution of WikiV3 precision is more concentrated than that of Alin. Similar arguments hold for those of other performance scores and other systems.

Having conducted the evaluation of systems, we can now compare them with respect to various performance metrics using the proposed Bayesian test. Figures 5.11-
5.13 show the graphs summarizing the comparison of various systems on the OAEI conference track regarding precision, recall, and F-measure, respectively.

Figure 5.11 indicates that Alin is the best performing system in terms of precision while KEPLER and WikiV3 are those with poor precision. Figure 5.12 supports that SANOM is the top system concerning recall, followed by AML and KEPLER, while Alin and WikiV3 are at the other extreme. The comparison concerning F-measure is summarized in Figure 5.13. According to this figure, AML and SANOM are the top systems, while Alin and WikiV3 are at the other end of the graph.

5.6. CONCLUSION AND FUTURE WORKS

This chapter presented a new way for both evaluation and comparison of alignment systems. The traditional way of the evaluation was to summarize the system performance in a figure, which was a score or its average over multiple benchmark, and the comparison was made based on the juxtaposition of these two figures or using frequentist statistics studied in the previous chapter. This chapter introduced the notion of risk and showed that the MLE of risk with respect to a performance score is exactly the same as the complement of the same score. Instead, we presented a new Bayesian model to estimate a distribution for each of performance metrics. Such a model would give more information about the alignment system performance and would help compare the alignment systems more meaningfully. In fact, the evaluation and comparison of alignment systems were performed by considering the correspondences of alignments generated by systems, and not their performance scores over different benchmarks. This way, the estimation of the difference between alignment systems is more precise compared to the estimation based on the scores computed for each benchmark. We applied the proposed model to the OAEI anatomy and conference tracks and contrasted the results with those of the traditional way. We further compared the systems in those tracks and summarized the overall outcome using a weighted directed graph.

One of the drawbacks of the proposed methodology is that it does not consider the uncertainty regarding each correspondence. Right now, there is an uncertain version for the conference track to which the proposed model cannot be applied, since the correspondences are considered to be only true or false, e.g., the confidence value is one for each discovered correspondence. It is an interesting avenue for improving the proposed model to enable it to estimate the risk of alignment systems in the presence of uncertain correspondences.

Another important problem is that the proposed Bayesian test based on the alignment risk does not consider that the alignment systems are applied over the same benchmark. Thus, the Bayesian test proposed in this chapter overestimates the difference between alignment systems. One way to address this issue is to work with the contingency table discussed in Chapter 4 and develop a new Bayesian model for comparing over single or multiple benchmarks.

In addition, the proposed Bayesian model as well as the frequentist tests in the previous chapter can only consider one performance metric for comparison. For evaluation and comparison, however, it is necessary that multiple performance metrics are taken into account. In this regard, we study the use of different multi-criteria decision-making methods in the next chapter, where alignment systems are compared and ranked based
on multiple performance metrics.
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It's not about making the right choice, it's about making a choice and making it right

J.R. Rim

In the previous chapters, we discussed the comparison of alignment systems with respect to one performance score only. However, the evaluation and comparison based solely on one performance score would not reflect the overall performance of an ontology alignment system. Another important point in evaluation is to accommodate the experts’ preferences and provide the rankings of alignment systems for a particular task. The latter is particularly essential for the OAEI, where different systems compete on several standard benchmarks. In this chapter, we consider the use of multi-criteria decision-making (MCDM) methods for considering the preferences of experts for ontology alignment evaluation, as well as ranking the systems with respect to multiple performance metrics. More in detail, we study different OAEI tracks, for each of which a set of performance metrics is selected based on the literature and experts' opinions. In addition, the best-worst method (BWM) is further extended for group decision-making to calibrate the preferences of multiple experts over the performance metrics for various OAEI tracks. Based on their aggregated preferences and the performance of systems at the OAEI, the alignment systems are ranked by applying different MCDM outranking methods. There are different outranking methods that rank the alignment systems in different and potentially conflicting ways. To resolve this conflict, a compromising ensemble method is also developed to compute an aggregated final ranking for each OAEI track. We apply the overall methodology to five OAEI tracks and report the associated results. We also describe the importance of different performance metrics for each OAEI track based on the preferences of multiple experts.
6.1. INTRODUCTION

In previous chapters, ontology alignment systems were evaluated and compared using different performance metrics such as precision, recall, F-measure, by using two primary statistical schools of thought, frequentist and Bayesian. However, the main drawback of the statistical techniques is that they only consider one performance score for comparing alignment systems, making them unable to take into account different facets of an alignment system measured by several metrics. For instance, an important metric for alignment is execution time, which has to be included in an evaluation and comparison. One way to consider two performance metrics together is to use graphical models such as precision-recall and receiver operating characteristic (ROC) curves [1]. However, these models can only take two performance metrics into account. On top of that, although they provide a broad picture of the performance of systems, they do not rank the systems or compare them systematically.

The use of multi-criteria decision-making (MCDM) methods for ranking and comparing different alignment systems is particularly studied in this chapter. To that end, the comparison of alignment systems is modeled as an MCDM problem, in which different performance metrics and different alignment systems are served as criteria alternatives, respectively, and the ontology alignment experts are the decision-makers (DMs). To use the MCDM methods for comparing alignment systems, we first elicit the preferences of experts over multiple performance metrics for different OAEI tracks. To this end, a survey is designed to extract the preferences of ontology alignment experts according to the best-worst method (BWM) [2, 3]. A major drawback of the BWM (and also many other MCDM methods) is that it can only consider one expert (or DM) at once. To resolve this problem, we extend the model for group decision-making by using Bayesian statistics and proposing Bayesian BWM. Based on the Bayesian BWM, we can calibrate the importance of different performance metrics for each of the OAEI tracks and compute the extent to which one metric is more important than another based on the preferences of multiple experts.

For ranking the alignment systems, we consider another class of MCDM techniques, outranking methods, that rank the alignment systems for each OAEI track with respect to various performance metrics and their computed importance. In addition, the outranking methods encompass the weights that are obtained based on experts’ preferences by using the Bayesian BWM. For outranking methods, we review and use three different but appropriate MCDM methods which are able to rank the alignment systems in the presence of multiple criteria/performance metrics. The outranking methods rank alignment systems in different and potentially conflicting ways, thereby making a compromising method for finding an aggregated ranking required. Therefore, a new compromising ensemble method is developed to aggregate the rankings computed by different MCDM methods and compute an overall ranking for all alignment systems in question.

In summary, the contributions of this chapter can be itemized as follows:

• The comparison of ontology alignment systems and incorporating the experts’ preferences are formulated as an MCDM problem, where alignment systems and performance metrics are served as the alternatives and criteria, respectively.

• Different performance metrics are considered for multiple OAEI tracks based on
the literature of the OAEI and the opinions of the ontology alignment experts.

- The Bayesian BWM is developed, which is a probabilistic extension of the original BWM for group decision-making problems. The preferences of multiple experts on the performance metrics are first extracted by creating a survey for five OAEI tracks and then aggregated by using the Bayesian BWM. The outcome of Bayesian BWM is the calibration of importance of each performance metric for each OAEI track, as well as the extent to which a group of experts prefer one performance metric over another.

- Three MCDM outranking methods are used to rank alignment systems with respect to multiple performance metrics and their computed importance. Since these methods might produce conflicting rankings, a new compromising ensemble method is developed to find the overall aggregated rankings.

In this chapter, the alignment systems are referred to as $A_i$, $i = 1, 2, ..., q$, while the performance metrics are denoted by $c_j$, $j = 1, 2, ..., n$. Thus, there are $q$ alignment systems and $n$ performance metrics, that are evaluated by $K$ experts. Furthermore, the matrix containing all performance scores are shown by $X$, and $X_i$, $X_j$, $X_{ij}$ referring to the $i^{th}$ row, the $j^{th}$ column, and the element at the $i^{th}$ row and the $j^{th}$ column, respectively. Also, we show the Euclidean norm with $\|e\| = \sqrt{\sum_i e_i^2}$. Rankings of the alignment systems, computed by the $m^{th}$ MCDM method, is shown by $R_m$, $m = 1, ..., M$.

This chapter is organized as follows. Section 6.2 describes the research methodology and the steps taken in this study to rank the alignment systems by using MCDM methods. Section 6.3 is dedicated to the BWM and its extension, Bayesian BWM, and Section 6.4 contains the outranking methods used to rank alignment systems. The ensemble method is explained in Section 6.5, and experiments are presented in Section 6.6. Finally, this chapter is concluded in Section 6.7.

6.2. MCDM-based Comparison and Evaluation: Methodology

In this section, we discuss the steps required to apply the MCDM methods to ontology alignment ranking. Figure 6.1 displays the workflow of using MCDM methods for ranking ontology alignment systems. Although we specifically study the OAEI tracks, the proposed workflow can be used for other ontology alignment benchmarks and/or applications as well. In the following, these steps are explained in details.

Step 1: Selecting Performance Metrics

First of all, we need to specify the appropriate performance metrics for each OAEI track. To that end, we inspected the OAEI website to accumulate the related performance metrics. Based on this inspection, we created a list of performance metrics for each track and ask the ontology alignment experts, who were mainly the OAEI organizers, for their suitability. After the solicitation, the list of performance metrics is completed, which is tabulated in Table 6.1 for five OAEI tracks. The explanations regarding these performance metrics were presented in Section 2.2.6 on page 25.
Figure 6.1: The workflow of applying the MCDM methods for comparing ontology alignment systems. The outputs of such evaluation are twofold: 1) The importance of different performance metrics are calibrated based on the experts’ preferences, as well as the extent to which one performance metric is more important than one another; 2) The alignment systems are ranked based on experts’ opinions and multiple performance scores.

Table 6.1: The selected performance metrics of five tracks of the OAEI.

<table>
<thead>
<tr>
<th>OAEI track</th>
<th>Performance measures/indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anatomy</td>
<td>time, precision, recall, recall+, consistency</td>
</tr>
<tr>
<td>Conference</td>
<td>precision, recall, conservativity, consistency</td>
</tr>
<tr>
<td>LargeBioMed</td>
<td>time, precision, recall, consistency</td>
</tr>
<tr>
<td>Disease and Phenotype</td>
<td>time, precision, recall</td>
</tr>
<tr>
<td>SPIMBENCH</td>
<td>time, precision, recall</td>
</tr>
</tbody>
</table>

**STEP 2: CREATING AND SENDING OUT A SURVEY**

After determining the performance metrics, we need to elicit the preferences of different experts in the domain in order to specify the importance of these metrics with respect to each other. In this regard, a survey was designed in Microsoft Excel based on best-worst method (BWM) so that experts can specify their preferences for different OAEI tracks. The survey contained an instruction and an example describing the way the experts can correctly evaluate different performance scores. Figure 6.2 plots the survey for the anatomy track. The experts were asked to fill out only the survey of the tracks that they are familiar with. Overall, 12 experts participated in this study, each expressed their preferences for at least one of the tracks.
STEP 3: COMPUTING THE PRIORITIES OF CRITERIA
Since the survey was created based on the BWM, we use it to compute the priorities of different performance metrics for each expert (or decision-maker). The BWM can solely consider one expert at a time. To extend BWM to be applicable for multiple experts, we propose Bayesian BWM, which is able to take the preferences of multiple experts into account and provide a final aggregated priorities reflecting the group opinions. Besides, we can calibrate the extent to which a group of experts prefers one performance metric or criterion to another. As a result, the first outcome of this chapter is the importance of different performance metrics for five OAEI tracks based on experts’ preferences. The Bayesian BWM is discussed in detail in Section 6.3.

STEP 4: RANKING ALIGNMENT SYSTEMS
After having the priorities of all performance metrics based on the preferences of all experts, we use another class of MCDM methods, outranking methods, to rank the alignment systems with respect to multiple performance scores and their computed importance. There are a handful number of outranking methods that can be used for ranking the alignment systems. We use three well-known outranking methods, TOPSIS [4], VIKOR [5], and PROMETHEE [5], to rank the alignment systems. These methods can provide rankings of alignment systems with respect to multiple performance scores and their importance. MCDM outranking methods are discussed in Section 6.4.

STEP 5: COMBINING THE OUTCOME OF OUTRANKING METHODS
Different outranking methods may generate different and sometimes conflicting ranking for alignment systems. Therefore, we need a method for aggregating their results.
In this regard, we develop an ensemble method based on the half-quadratic (HQ) theory \[6\] and find an aggregated final ranking. The ranking of alignment systems is the second outcome of applying MCDM to ontology alignment evaluation, which is of the utmost importance to the OAEI competition. The ensemble method for the aggregation is discussed in Section 6.5.

**6.3. Bayesian Best-Worst Method**

In this section, we propose a novel method for group MCDM that is particularly presented for the BWM. To this end, the input vectors associated with each expert in the BWM is modeled using the multinomial distribution, while we show that the underlying idea of the original BWM is persevered. The proposed method is called Bayesian BWM which can solve the group MCDM problem. The inputs to the Bayesian BWM are identical to those of the original BWM, which are the pairwise comparisons. The output is, on the other hand, the optimal aggregated final weights reflecting the total preferences of all the experts along with the confidence level for ranking the criteria.

In the remainder of this section, we first review the original best-worst method and the corresponding optimization problem to obtain the optimal weights of the performance metrics (or, criteria in general) for one expert or DM only. Further, we provide the probabilistic interpretation of the BWM inputs and outputs and justify that such an interpretation preserves the underlying ideas in the original BWM. Then, a Bayesian hierarchical model is presented that can find the aggregated weights of a group of experts. In addition, we introduce the credal ranking that can calibrate the extent to which one criterion or performance metric is more important than the other. This is particularly useful because it helps describe the importance of various performance metrics for each OAEI track.

**6.3.1. Best-Worst Method**

The BWM is one of the latest MCDM methods \[2, 3\] that is based on the pairwise comparison of criteria. The steps required for the original BWM are as follows \[2\]:

**Step 1:** The expert needs to provide a set of decision criteria \( C = \{c_1, c_2, ..., c_n\} \). These criteria are the performance metrics for ontology alignment evaluation, which are determined by inspecting the literature and experts’ opinions.

**Step 2:** The expert selects the best \((c_B)\) and the worst \((c_W)\) performance metrics from \(C\).

In this step, the expert only selects the best and the worst from set \(C\) identified in the first step. The expert does not conduct any pairwise comparison in this stage. Based on the expert’s preference, the best performance metric is the most important or the most desirable, while the worst performance metric is the least important or the least desirable criterion among others.

**Step 3:** The expert conducts the pairwise comparison between the best \((c_B)\) and the other metrics from \(C\).

In this step, the expert calibrates his/her preferences of the best performance metric to the other metrics by a number between one and nine, where one means
equally important and nine means extremely more important. The pairwise comparison leads to the “Best-to-Others” vector $A_B$ as

$$A_B = (a_{B1}, a_{B2}, ..., a_{Bn}), \quad (6.1)$$

where $a_{Bj}$ represents the preference of the best ($c_B$) to $c_j \in C$.

**Step 4:** The expert conducts the pairwise comparison between the worst ($c_W$) and the other metrics from C.

Similar to Step 3, the expert needs to calibrate his/her preferences of the other performance metrics over the worst by a number between one and nine. The result of this step is the “Others-to-Worst” vector $A_W$ as

$$A_W = (a_{1W}, a_{2W}, ..., a_{nW}), \quad (6.2)$$

where $a_jW$ represents the preference of $c_j \in C$ over the worst ($c_W$).

**Step 5:** Obtaining the optimal weights $w = (w_1, w_2, ..., w_n)$.

Given $A_B$ and $A_W$, a weight vector $w$ must be computed. The weight vector must be in the neighborhood of equations $w_B/w_j = a_{Bj}$ and $w_j/w_W = a_{jW}$ for $j = 1, 2, .., n$. Thus, one can minimize the maximum absolute differences $|w_B/w_j - a_{Bj}|$ and $|w_j/w_W - a_{jW}|$ for all $j = 1, 2, ..., n$. Besides, the non-negativity and unit-sum property of the weight vector must be fulfilled. As a result, the following optimization problem can find the optimal weight vector $w$ [2]:

$$\min_w \max_{j} \left\{ \left| \frac{w_B}{w_j} - a_{Bj} \right|, \left| \frac{w_j}{w_W} - a_{jW} \right| \right\}$$

$$s.t. \quad \sum_{j=1}^{n} w_j = 1, \quad w_j \geq 0 \quad \forall j = 1, 2, ..., n. \quad (6.3)$$

Similarly, the weight vector can also be calculated by the following problem [3]:

$$\min_{\xi, w} \xi$$

$$s.t. \quad \left| \frac{w_B}{w_j} - a_{Bj} \right| \leq \xi \quad \forall j = 1, 2, ..., n$$
$$\left| \frac{w_j}{w_W} - a_{jW} \right| \leq \xi \quad \forall j = 1, 2, ..., n$$
$$\sum_{j=1}^{n} w_j = 1, \quad w_j \geq 0 \quad \forall j = 1, 2, ..., n. \quad (6.4)$$

### 6.3.2. Probabilistic Interpretation of BWM

We now provide a probabilistic interpretation of the BWM inputs and outputs, and then review two schools of thoughts in the probability estimation, frequentist and Bayesian, in the context of the BWM.
Modeling Inputs and Outputs: Multinomial and Dirichlet Distributions

The typical outcome of MCDM methods is a weight vector \( w = [w_1, \ldots, w_n] \) such that \( w_j \geq 0, \sum_{j=1}^{n} w_j = 1 \). The magnitude of each \( w_j \) indicates the importance of the corresponding performance metric \( c_j \).

From a probabilistic perspective, the performance metrics are seen as the random events, and their weights are thus their occurrence likelihoods. Mathematically speaking, such an interpretation is in line with the MCDM, since \( w_j \geq 0 \) and \( \sum_{j=1}^{n} w_j = 1 \) according to the probability theory as well. It is further of the essence to illustrate that probabilistic modeling makes sense from a decision-making point of view.

For the probabilistic reasoning, one needs to model all the inputs and the outputs as the probability distributions. First, consider \( A_B \) and \( A_W \) which are the inputs to the BWM. From a mathematical point of view, the multinomial distribution can model the vectors, since all of their elements are integers. The probability mass function (PMF) of the multinomial distribution for a given \( A_W \) is

\[
P(A_W | w) = \frac{\prod_{j=1}^{n} a_{jW}!}{\prod_{j=1}^{n} w_j!} \prod_{j=1}^{n} w_j^a_{jW} \tag{6.5}
\]

where \( w \) is the discrete probability distribution.

In the multinomial distribution, the weight vector is the discrete probability distribution and \( A_W \) contains the number of occurrence of each event. Apparently, it is completely different from what is expected for the BWM represented in Section 6.3.1. We show that modeling with multinomial would fulfill the underlying idea of the BWM.

Based on the multinomial distribution, the probability of event \( j \) is proportionate to the number of occurrence of the event to the total number of trials, i.e.,

\[
w_j \propto \frac{a_{jW}}{\sum_{i=1}^{n} a_{iW}}, \quad \forall j = 1, \ldots, n. \tag{6.6}
\]

Similarly, one can write the same equation for the worst performance metric as

\[
w_W \propto \frac{a_{W}}{\sum_{i=1}^{n} a_{iW}} = \frac{1}{\sum_{i=1}^{n} a_{iW}} \tag{6.7}
\]

Using equations (6.6) and (6.7), one obtains

\[
\frac{w_j}{w_W} \propto a_{jW}, \quad \forall j = 1, \ldots, n, \tag{6.8}
\]

which is precisely the relation we seek in the original BWM presented in Step 5 of Section 6.3.1.

Similarly, \( A_B \) can be modeled using the multinomial distribution. However, \( A_B \) is different from \( A_W \): The former represents the preferences of the best over the other performance metrics, while the latter denotes the preferences of the others over the worst. Thus, \( A_B \) yields the inverse of the weight, i.e.,
where \( w \) is the probability distribution, and \( / \) represents the element-wise division operator. Identical to the worst performance metric, one can write

\[
\frac{1}{w_j} \propto \frac{a_{Bj}}{\sum_i a_{Bj}}, \quad \frac{1}{w_B} \propto \frac{a_{BB}}{\sum_j a_{Bj}} = \frac{1}{\sum_j a_{Bj}}.
\]

\[
\Rightarrow \frac{w_B}{w_j} \propto a_{Bj}, \quad \forall j = 1, \ldots, n,
\]  

which is again the exact relation we seek in the BWM.

So far, we showed that the multinomial distribution could meaningfully model the inputs to the BWM. The problem of finding the weights in the MCDM problem is thus transferred to the estimation of a probability distribution. Therefore, one can use the statistical inference techniques to find \( w \) in the multinomial distribution.

A weight vector for the MCDM must satisfy the non-negativity and unit-sum properties. Therefore, an appropriate distribution to model the weights is the Dirichlet distribution, which is also the Bayesian prior to the multinomial distribution. Given a parameter \( \alpha \in \mathbb{R}^n \), the Dirichlet distribution of the weights \( w \) is defined as

\[
\text{Dir}(w|\alpha) = \frac{1}{B(\alpha)} \prod_{j=1}^{n} w_j^{\alpha_j-1}.
\]

The distribution has only a vector parameter \( \alpha \), and \( w \) meets the constraints of an optimal weight vector of MCDM, since it is a discrete probability distribution.

**Estimation of the Weight Vector: Statistical Inference**

For a moment, assume that there is only \( A_W \) in the BWM, then we consider two widely-accepted inference techniques: frequentist and Bayesian. The underlying idea of the frequentist approach is that there is a precise yet unknown optimal point, and the effort is to estimate it based on the observations. As a result, the outcome of the frequentist inference is a precise weight vector for a set of criteria. The maximum likelihood estimation (MLE) is arguably the most popular inference technique which finds the optimal weight vector using the following optimization

\[
w = \arg \max_{w} \prod_{j=1}^{n} P(A_W|w).
\]

The optimum of (6.12) yields at

\[
w_j^* = \frac{a_{jW}}{\sum_{i=1}^{n} a_{iW}}, \quad \forall j = 1, \ldots, n,
\]

which is indeed the normalized \( A_W \). The same solution will be obtained by the BWM if the preferences of the DM are fully consistent. Thus, equation (6.13) shows that the MLE bears the same result as the BWM under specific circumstances.
The second approach is the Bayesian estimation, in which the parameters are approximated by using a distribution rather than a precise point as is in the MLE. Thus, we first need to specify a prior distribution for the weight vector. In the Bayesian inference, the Dirichlet distribution is used as the prior to the multinomial. The Dirichlet distribution can represent the weight vector, since it satisfies both its non-negativity and unit-sum properties. Using Dirichlet as the prior and multinomial as the likelihood, the posterior distribution would also be Dirichlet with the posterior parameter \( \alpha_{\text{post}} = \alpha + A_W \). Since the prior should be uninformative to have a minimal impact on the posterior, we set the prior parameter \( \alpha = 1 \).

As a result of the Bayesian estimation, the values of \( \wv \) is shown by a Dirichlet distribution. The mode of the posterior distribution \( \mu \in \mathbb{R}^n \) with the parameter \( \alpha_{\text{post}} \) is:

\[
\mu_j = \frac{\alpha_{\text{post}j} - 1}{\sum_{i=1}^n \alpha_{\text{post}i} - n} = \frac{1 + a_j W - 1}{\sum_{i=1}^n (a_i W + 1) - n} = \frac{a_j W}{\sum_{i=1}^n a_i W}, \quad \forall \ j = 1, \ldots, n. \tag{6.14}
\]

Thus, the mode of the posterior distribution would provide the exact MLE. As a result, the Bayesian paradigm would yield more information regarding the events in question, since its outcome is a distribution, not a point. The standard deviation of such a distribution, for instance, is an indicator of uncertainty regarding the inference problem, which can have distinct interpretations with respect to the problem under study.

So far, we merely considered \( A_W \) for estimating the weights; however, it is critical to use both \( A_B \) and \( A_W \) according to the BWM. The MLE inference containing both \( A_B \) and \( A_W \) does not bear an analytical solution due to the complexity of the corresponding optimization problem. Further, the simple Dirichlet-multinomial conjugate cannot encompass the \( A_B \) and \( A_W \) together. The problem compounds when it comes to having the preferences of multiple experts. Considering these issues, a Bayesian hierarchical model is presented in the next section to estimate the optimal weight of the criteria considering both \( A_B \) and \( A_W \) of multiple experts.

### 6.3.3. Bayesian Best-Worst Method

This section presents a Bayesian hierarchical model to find the optimal weights of a set of performance metrics based on the preferences of multiple experts using the best-worst framework.

**Group Decision-Making: A Joint Probability Distribution**

Assume that the \( k^{th} \) expert, \( k = 1, \ldots, K \), evaluates the criteria \( c_1, \ldots, c_n \) by providing the vectors \( A_B^k \) and \( A_W^k \). We show the set of all vectors of \( K \) experts by \( A_B^{1:K} \) and \( A_W^{1:K} \). From now on, the superscript \( 1:K \) would indicate the total of all vectors in the base. We also represent the overall optimal weight by \( w^* \).

The estimation of \( w^* \) entails using several auxiliary variables. In particular, \( w^* \) is computed based on the optimal weights of \( K \) experts shown by \( w^K, k = 1, \ldots, K \). Thus,
the proposed Bayesian model would simultaneously compute $w^*$ and $w^{1:K}$. Prior to conducting any statistical inference, it is required to write the joint probability distribution of all random variables given the available data. In the group decision-making within the BWM, $A_{1:B}^{1:K}$ and $A_{1:W}^{1:K}$ are given, and $w^{1:K}$ and $w^*$ must be estimated accordingly. Thus, the following joint probability distribution is sought

$$P\left( w^*, w^{1:K} \mid A_{1:B}^{1:K}, A_{1:W}^{1:K} \right).$$  (6.15)

If the probability in (6.15) is computed, then the probability of each individual variable can be computed using the following probability rule,

$$P(x) = \sum_y P(x, y),$$  (6.16)

where $x$ and $y$ are two arbitrary random variables.

**Bayesian Hierarchical Model**

To develop a Bayesian model, we first need to identify the independence and conditional independence of variables. Figure 6.3 plots the graphical model corresponding to the proposed method. The nodes in the graph are the variables. As a convention, the rectangles are the observed variables, which are the inputs to the original BWM, and the circular nodes are the variables that must be estimated. Also, arrows denote that the node in origin is dependent on the node at the other end. That is to say, the value of $w_k$ is dependent on $A_{W}^{k}$ and $A_{B}^{k}$, and the value of $w^*$ is also dependent on $w^k$. The plate, which covers a set of variables, means that the corresponding variables are iterated for each expert, and $w^*$ is not in the plate, since there is only one $w^*$ for all experts.
The conditional independence between various variables is clear based on Figure 6.3. For instance, $A^k_W$ is independent of $w^*$ given $w^k$, i.e.,

$$P\left( A^k_W \mid w^*, w^k \right) = P\left( A^k_W \mid w^k \right) \quad (6.17)$$

Considering all independence among different variables, applying the Bayes rule to the joint probability (6.15) follows:

$$P\left( w^*, w^{1:K} \mid A^{1:K}_B, A^{1:K}_W \right) \propto P\left( A^{1:K}_B, A^{1:K}_W \mid w^*, w^{1:K} \right) P\left( w^*, w^{1:K} \right)$$

$$= P(w^*) \prod_{k=1}^{K} P\left( A^k_W \mid w^k \right) P\left( A^k_B \mid w^k \right) P\left( w^k \mid w^* \right), \quad (6.18)$$

where the last equality is obtained using the probability chain rule and the conditional independence of different variables, and the fact that each expert provides his/her preferences independently. Since the estimation of the parameters in equation (6.18) is reliant on the estimation of other variables, there is a chain between different parameters. The existence of the chain is the reason that the model is called hierarchical.

We now need to specify the distributions of each element in equation (6.18). We have already shown that $A_B$ and $A_W$ can be modeled using the multinomial distribution in the sense that it preserves the underlying idea of the BWM. There is only one difference between $A_B$ and $A_W$, since the former shows the preference of all the performance metrics over the worst, while the latter contains the preference of the best over all the others. Thus, one can model them as

$$A^k_B \mid w^k \sim \text{multinomial}(1/w^k), \quad \forall k = 1, \ldots, K,$$

$$A^k_W \mid w^k \sim \text{multinomial}(w^k), \quad \forall k = 1, \ldots, K. \quad (6.19)$$

Given $w^*$, one can expect that each and every $w^k$ be in its proximity. To this end, we reparameterize the Dirichlet distribution with respect to its mean and a concentration parameter. The models of $w^k$ given $w^*$ are

$$w^k \mid w^* \sim \text{Dir}(\gamma \times w^*), \quad \forall k = 1, \ldots, K, \quad (6.20)$$

where $w^*$ is the mean of the distribution and $\gamma$ is the concentration parameter. The equation in (6.20) says that the weight vector $w^k$ associated with each expert must be in the proximity of $w^*$, since it is the mean of the distribution, and their closeness is governed by the non-negative parameter $\gamma$. The concentration parameter also needs to be modeled using a distribution. A reliable option is the gamma distribution which satisfies the non-negativity constraints, i.e.,

$$\gamma \sim \text{gamma}(a, b), \quad (6.21)$$

where $a$ and $b$ are the shape parameters of the gamma distribution.

We finally supply the prior distribution over $w^*$ using an uninformative Dirichlet distribution with the parameter $\alpha = 1$ as

$$w^* \sim \text{Dir}(\alpha). \quad (6.22)$$
The specified model does not bear a closed-form solution. As a result, Markov-chain Monte Carlo (MCMC) techniques [8] must be used to compute the posterior distribution. For the MCMC sampling, we use the "just another Gibbs sampler" (JAGS) [9], which is one of the best available probabilistic languages to date, to sample and compute the posterior determined in (6.18). The useful outcome of the model is the posterior distribution of weights for every expert and the aggregated $w^*$.

The proposed Bayesian model will replace Step 5 of the original BWM explained in Section 6.3.1. In fact, the optimization problem is substituted with a probabilistic model, while the inputs to both methods are identical. However, the proposed model, not only encompasses the preferences of multiple experts, but it also provides more information regarding the confidence of the relation between each pair of the criteria. The extra information is obtained by devising a new Bayesian test based on the approximated distribution from the model, which is explained in the next section.

### 6.3.4. Credal Ranking

The modus operandi in the MCDM is to say one criterion is more important than one another merely if its weight, or the weight average for the group decision-making, is higher than one another. The notion of credal ranking is now introduced, which can calibrate the degree to which one criterion or performance metric is superior to the other one. This is done by using the samples obtained from the MCMC sampling from the proposed Bayesian model. We first define the credal ordering, which is the building-block of credal ranking.

**Definition 9 (Credal Ordering)** For a pair of criteria or performance metrics $c_i$ and $c_j$, the credal ordering $O$ is defined as

$$O = (c_i, c_j, R, d)$$

where

- $R$ is the relation between the metrics $c_i$ and $c_j$, i.e., $<, >$, or $=$;
- $d \in [0, 1]$ represents the confidences of the relation.

**Definition 10 (Credal Ranking)** For a set of criteria or performance metrics $C = (c_1, c_2, ..., c_n)$, the credal ranking is a set of credal orderings which includes all pairs $(c_i, c_j)$, for all $c_i, c_j \in C$.

The confidence in the credal ordering can provide the experts with more information regarding the extent to which one performance metric is preferred over another. We now devise a new Bayesian test based on which we can find the confidence of each credal ordering. The test is predicated on the posterior distribution of $w^*$. The confidence that $c_i$ being superior to $c_j$ is computed as

$$P(c_i > c_j) = \int I(w^*_i > w^*_j) P(w^*),$$

where $P(w^*)$ is the posterior distribution of $w^*$ and $I$ equals to one if the condition in the subscript holds, and zero otherwise. This integration can be approximated by the
samples obtained via the MCMC. Having $S$ samples from the posterior distribution, the confidence can be computed as

\[
P(c_i > c_j) = \frac{1}{S} \sum_{s=1}^{S} I(w_i^{*s} > w_j^{*s}),
\]

\[
P(c_j > c_i) = \frac{1}{S} \sum_{s=1}^{S} I(w_j^{*s} > w_i^{*s}),
\]

where $w^{*s}$ is the $s^{th}$ sample of $w^*$ from the MCMC samples. Thus, for each pair of criteria, one can compute the confidence that one is superior to another. The credal ranking can be easily changed into the traditional ranking. In this regard, it is evident that $P(c_i > c_j) + P(c_j > c_i) = 1$. Therefore, $c_i$ is more important than $c_j$ if and only if $P(c_i > c_j) > 0.5$. As a result, the traditional ranking of criteria is obtainable by applying a threshold of 0.5 to the credal ranking.

## 6.4. MCDM Outranking Methods

In this study, we use three different MCDM methods, TOPSIS, VIKOR, and PROMETHEE. These methods are used to rank the alignment systems with respect to several performance metrics and experts’ preferences. We use the mean of $w^*$, shown as $\bar{\omega}^*$, as the weight of performance metrics used in the outranking methods.

### 6.4.1. Technique for Order Preference by Similarity to Ideal Solution (TOPSIS)

TOPSIS is one of the popular MCDM methods for ranking alternatives (alignment systems) with respect to a set of criteria (performance metrics) [4]. It first identifies the positive-ideal and negative-ideal solutions and then ranks the alignment systems based on their distances to the two solutions. The alignment systems are ranked based on their closeness to the positive-ideal and their distance from the negative-ideal solution.

TOPSIS has many variations and extensions [10–12], in this study, we adopt the original version proposed in [13]. The ranking process in TOPSIS includes the following steps:

**Step 1:** First, the performance matrix should be normalized. The element of the normalized matrix $\hat{X}$ is calculated as,

\[
\hat{X}_{ij} = \frac{X_{ij}}{\|X_{i\cdot}\|}, \quad i = 1, 2, ..., q, \quad j = 1, 2, ..., n.
\]

**Step 2:** Find the positive-ideal solution $S^+ = (S^+_1, S^+_2, ..., S^+_n)$, where $S^+_j = \max_i \hat{X}_{ij} \bar{w}_j^*$ for benefit criteria, e.g., profit, and $S^+_j = \min_i \hat{X}_{ij} \bar{w}_j^*$ for cost criteria, e.g., time.

**Step 3:** Find the negative-ideal solution $S^- = (S^-_1, S^-_2, ..., S^-_n)$, where $S^-_j = \min_i \hat{X}_{ij} \bar{w}_j^*$ for the benefit criteria, and $S^-_j = \max_i \hat{X}_{ij} \bar{w}_j^*$ for cost criteria.

**Step 4:** Calculate the Euclidean distance to the positive-ideal and negative-ideal solutions for each alternative. For the $k^{th}$ alternative, the distance to the ideal solution $D_i^+$
and to the negative-ideal solution $D^{-}_i$ is computed as

$$ D^+_i = \| \hat{X}_i - S^+ \|, \quad D^-_i = \| \hat{X}_i - S^- \|. \tag{6.27} $$

**Step 5:** Calculate the ratio $L_i$ for each alternative as

$$ L_i = \frac{D^-_i}{D^+_i + D^-_i}, \quad i = 1, ..., q. \tag{6.28} $$

**Step 6:** Rank the alternatives according to their ratios $L_i$.

**6.4.2. VIKOR**

VIKOR is another MCDM method that ranks the alternatives based on a set of possibly conflicting criteria. The procedure used in VIKOR can be summarized as follows [5, 14]:

**Step 1:** Find the best $f^+$ and the worst $f^-$ values among the alignment systems for all the criteria (performance metrics). For the benefit criteria, we have

$$ f^+_j = \max_i X_{ij}, \quad j = 1, 2, ..., n, $$

$$ f^-_j = \min_i X_{ij}, \quad j = 1, 2, ..., n, \tag{6.29} $$

where the minimum and maximum are substituted if it is the cost criteria.

**Step 2:** For each alignment system, compute $S_i$ and $R_i$ as

$$ S_i = \sum_{j=1}^{n} \tilde{w}_j^* \frac{f^+_j - X_{ij}}{f^+_j - f^-_j}, $$

$$ R_i = \max_j \{ \tilde{w}_j^* \frac{f^+_j - X_{ij}}{f^+_j - f^-_j} \}. \tag{6.30} $$

**Step 3:** For each alignment system, calculate $Q_j$ as

$$ Q_i = \nu \frac{S_i - S^+}{S^- - S^+} + (1 - \nu) \frac{R_i - R^+}{R^- - R^+}, $$

$$ S^+ = \min_i S_i, \quad S^- = \max_i S_i, $$

$$ R^+ = \min_j R_i, \quad R^- = \max_j R_i, \tag{6.31} $$

where $\nu \in [0, 1]$ is a trade-off parameter. It is the common practice to set $\nu = 0.5$.

**Step 4:** Ranking the alignment systems based on their corresponding $Q_j$ in descending order.

**Step 5:** For two alignment system $A_i$ and $A_j$, $A_i$ is given a better rank than $A_j$ if: (a) $Q_i - Q_j > 1/q - 1$; and (b) $A_i$ has a better rank according to $S_i$ and/or $R_i$. 
6.4.3. Preference Ranking Organization Method for Enrichment of Evaluations (PROMETHEE)

PROMETHEE uses a pairwise comparison between different alignment systems to establish a ranking. While PROMETHEE I [15] conducts a partial pairwise comparison and computes the ranking accordingly, PROMETHEE II [16] uses a complete pairwise comparison, which makes it more suitable to rank the alignment systems. The ranking procedure used by PROMETHEE II is as follows:

**Step 1:** For $i, i' = 1, 2, ..., q$, compute the function $\pi_{ii'}$ as the number of criteria in which $A_i$ has better performance than $A_{i'}$, e.g.,

$$\pi_{ii'} = \sum_{j=1}^{n} w_j^* I(X_{ij} > X_{i'j}), \quad i, i' = 1, 2, ..., q,$$  \hspace{1cm} (6.32)

where $I$ is the Dirac function which is one when the condition in the parenthesis is satisfied, and 0 when it is not.

**Step 2:** Calculate the positive $\phi^+$ and negative $\phi^-$ outranking flow for each alternative as,

$$\phi^+(A_i) = \frac{1}{q-1} \sum_{i' = 1}^{q} \pi_{ii'}, \quad \phi^-(A_i) = \frac{1}{q-1} \sum_{i' = 1}^{q} \pi_{i'i}.$$  \hspace{1cm} (6.33)

**Step 3:** Rank in decreasing order the alignment systems based on the difference between their positive and negative outranking flow.

6.5. An Ensemble of MCDM Outranking Methods

MCDM outranking methods may provide different rankings for the same problem because they use different mechanisms, making it hard to provide sufficient support for the ranking of one MCDM outranking method compared to the others. As such, in this section, a compromise method is developed to estimate the final rankings of all alignment systems based on the rankings of different MCDM methods. The proposed method utilizes the half-quadratic (HQ) theory which results in estimating a weight for each of the MCDM methods. The weights obtained by the method satisfy the non-negativity and unit-sum properties, which are necessary for the MCDM methods. Another important property of the proposed method is that, in contrast to averaging, it is insensitive to outliers, owing to the use of the robust HQ functions. In aggregating MCDM rankings, outliers are the outranking methods whose rankings deviate from the majority of rankings, which is expected that they contribute less to the final aggregated rankings. In addition to the aggregated rankings, a consensus index and a trust level are calculated for the aggregated rankings. In the following, we first review the fundamentals of the HQ theory.

6.5.1. Half-Quadratic Minimization

In this section, we review the fundamental theory of the HQ minimization, introduce the appropriate HQ functions and look at the minimization procedure of HQ programming.
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Table 6.2: Different M-estimators and their corresponding minimizer function $\delta(.)$ based on the HQ multiplicative form. $\beta$ is a positive constant and $\sigma$ is the parameter of the HQ functions.

<table>
<thead>
<tr>
<th>estimators</th>
<th>l1-l2</th>
<th>fair</th>
<th>log-cosh</th>
<th>Welsch</th>
<th>Huber</th>
</tr>
</thead>
<tbody>
<tr>
<td>HQ function $g(t)$</td>
<td>$\sqrt{\beta + \frac{t^2}{\sigma^2} - 1}$</td>
<td>$\frac{</td>
<td>t</td>
<td>}{\beta} - \log(1 + \frac{</td>
<td>t</td>
</tr>
<tr>
<td>Minimizer Function $\delta(t)$</td>
<td>$\frac{1}{\sqrt{\beta + t^2}}$</td>
<td>$\frac{1}{\beta(\beta +</td>
<td>t</td>
<td>)}$</td>
<td>$\frac{\beta}{t} \tanh(\beta t)$</td>
</tr>
</tbody>
</table>

The Euclidean norm is arguably the most popular loss function used in various circumstances such as regression, while least square fitting is the most popular regression technique that utilizes the Euclidean norm as the loss function. Although it is simple and also yields a closed-form solution, it is highly sensitive to outliers and shows diminished performance in noisy environments. A viable way to solve that sensitivity is to use various robust estimators. In robust statistics, M-estimator is a family of the robust estimators, by which the HQ functions are inspired. Although these functions are not convex, their optimum can be obtained using HQ minimization with guaranteed convergence. Table 6.2 tabulates the HQ functions along with their minimizer functions $\delta(.)$ that are used in the optimization procedure.

Consider the following minimization,

$$\min_s \sum_j g(s_j) \quad (6.34)$$

where $g(.)$ is one of the HQ functions tabulated in Table 6.2. To solve problem (6.34), there are two forms of the HQ programming (multiplicative [17] and additive [18]) that can efficiently find a local optimal solution. Both forms have been applied to different areas, including robust estimation [19, 20], image processing [21, 22], machine learning [23, 24], and bioinformatics [25, 26]. Here, we use the multiplicative form, since its optimization procedure can be interpreted meaningfully within the MCDM.

Based on the multiplicative form of HQ programming [6, 17], problem (6.34) can be rewritten as

$$\min_{s, \alpha} \sum_j \alpha_j s_j^2 + \psi(\alpha_j) \quad (6.35)$$

where $\alpha_j > 0$ is the HQ auxiliary variable, and $\psi(.)$ is the convex conjugate of $g$ defined as [27],

$$\psi(p) = \max_e e p - g(e). \quad (6.36)$$

To solve minimization (6.35), variables $\alpha$ and $s$ must be updated iteratively until convergence is reached. Based on the HQ multiplicative theory [17], the update of variables is as follows:

$$\alpha_j = \delta(s_j),$$

$$s = \arg \min_s \sum_j \alpha_j s_j^2, \quad (6.37)$$
where $\delta(.)$ is the minimizer function with respect to $g(.)$ (see Table 6.2).

In the next section, a new compromise method is developed based on the multiplicative HQ minimization, and it is shown that the auxiliary variable $\alpha$ plays the role of weights in the MCDM problem. Since the value of $\alpha$ is reliant on the type of HQ function $g(.)$, different HQ functions would result in different weights and different final aggregated rankings. We particularly consider the Welsch M-estimator, for two reasons. First, it has shown a promising performance in a variety of problems and it is known to be the most promising and outlier-robust estimator among the HQ functions [21, 25]. Second, we can calculate a consensus index and a trust level if the Welsch estimator is used.

### 6.5.2. An HQ-based Compromise Method

The proposed ensemble method can be used for any number of MCDM methods. In this regard, assume that there are $M$ MCDM outranking methods which rank $q$ alternatives (alignment systems) on the basis of $n$ criteria (performance metrics).

A simple yet practical solution to estimate the overall rankings $R^*$ is to minimize its Euclidean distance to rankings computed by each MCDM method. The corresponding minimization is,

\[
\min_{R^*} \frac{1}{2} \sum_{m=1}^{M} \| R_m - R^* \|^2_2, \tag{6.38}
\]

where $M$ is the number of MCDM methods and $R_m$ is the ranking of the $m^{th}$ MCDM method. Minimization (6.38) has the following closed-form solution

\[
R^* = \frac{1}{M} \sum_{m=1}^{M} R_m, \tag{6.39}
\]

which is indeed the average of the rankings produced by different methods. However, averages are not reliable estimators, since they are sensitive to outliers [28], like other methods using the Euclidean norm as their basic loss function. In ranking aggregation, it means that, if one MCDM method has distinct rankings from the other methods, it can significantly influence the overall ranking. Instead, we utilize the HQ functions, which are potentially insensitive to outliers [29], as well as allowing us to compute a consensus index and trust level for the final aggregated rankings.

The proposed optimization problem to estimate $R^*$ is,

\[
\min_{R^*, \alpha} \frac{1}{2} \sum_{m=1}^{M} g(\| R_m - R^* \|_2), \tag{6.40}
\]

where $g(.)$ is an HQ function. Although minimization (6.40) is not convex, it can be solved efficiently using HQ programming [6, 17]. Using the HQ multiplicative form as in (6.35), minimization (6.40) can be restated as,

\[
\min_{R^*, \alpha} f(R^*, \alpha) = \sum_{m=1}^{M} \alpha_m \| R_m - R^* \|^2_2 + \psi(\alpha_m), \tag{6.41}
\]
where \( \alpha \in R^M \) is the half-quadratic auxiliary variable. According to the HQ programming, the following steps must be iterated until convergence for the two variables is reached:

\[
\alpha_m = \delta\left(\|R_m - R^*\|_2\right), \quad m = 1, \ldots, M,
\]

\[
R^* = \arg\min_{R^*} \sum_{m=1}^{M} \alpha_m \|R_m - R^*\|_2^2. \tag{6.42}
\]

The solution to the first step is obtained by the minimizer function tabulated in Table 6.2, and the optimum for the second step is obtained by setting the derivative of the objective function equal to zero, i.e.,

\[
\frac{dJ}{dR^*} = 0 \Rightarrow \sum_{m=1}^{M} \alpha_m \|R^* - R_m\| = 0
\]

\[
\Rightarrow \sum_{m=1}^{M} \alpha_m R^* = \sum_{m=1}^{M} \alpha_m R_m
\]

\[
\Rightarrow R^* = \sum_{m=1}^{M} \lambda_m R_m, \quad \text{where} \quad \lambda_m = \frac{\alpha_m}{\sum_{j=1}^{M} \alpha_j}. \tag{6.43}
\]

Thus, the final aggregated rankings are computed as the weighted sum of all the MCDM rankings, with the weights \( \lambda \in R^n \) being computed by the minimizer function. Interestingly, the weights of MCDM rankings in (6.43) are non-zero and fulfill the unit-sum property, which are the requirements for the MCDM methods. Note that the optimization problem is unconstrained and these properties are satisfied, thanks to the use of the HQ functions. Algorithm 5 summarizes the overall procedure of the proposed ensembling the MCDM methods.

**Algorithm 5** Ensemble Ranking

**Input:** Rankings \( R_m, m = 1, 2, \ldots, M \).

**while** NotConverged **do**

\[
\alpha_m = \delta(\|R_m - R^*\|), \quad m = 1, 2, \ldots, M
\]

\[
\lambda_m = \frac{\alpha_m}{\sum_j \alpha_j} \quad m = 1, 2, \ldots, M
\]

\[
R^* = \sum_m \lambda_m R_m
\]

**end while**

**Output** Final Ranking \( R^*, \alpha \)

The following lemma guarantees the convergence of this algorithm.

**Lemma 11** *The sequence \( \left\{ \left( \alpha^k, R^{*k} \right) \right\}, k = 1, 2, \ldots \) generated by Algorithm 5, where \( k \) is the value at the \( k^{th} \) iteration, converges.*

**Proof.** The function \( \delta(\cdot) \) has the following property [6]

\[
J(\alpha^{k+1}, R^{*k+1}) \leq J(\alpha^k, R^{*k+1}). \tag{6.44}
\]
where $R^*$ is assumed to be fixed. Similarly, the sequence of $R^*$ is decreasing since $J$ is convex, e.g.,

$$J(\alpha^{k+1}, R^{*k+1}) \leq J(\alpha^{k+1}, R^{*k}). \quad (6.45)$$

Thus, the sequence

$$\{\ldots, J(\alpha^k, R^{*k}), J(\alpha^{k+1}, R^{*k}), J(\alpha^{k+1}, R^{*k+1}), \ldots\}$$

converges as $k \to \infty$ since $J$ is bounded. \hfill \Box

**Remark 12** The proposed ensemble method is predicated on the fact that proper ranking methods are used, since the final aggregated rankings are naturally dependent on the ranking methods in question. If we add or remove a ranking method, the aggregated rankings are likely to change. However, in cases which include a significant number of methods, the proposed method is much less sensitive to adding or removing a ranking method. As such, the proposed method can be particularly useful in voting systems which usually contain a considerable number of votes.

### 6.5.3. Consensus Index and Trust Level

The weights of each MCDM method differs with respect to the HQ function in question, since $\delta(.)$ relies on the $g(.)$ function. Consequently, various HQ functions would result in different weights and different final aggregated rankings. Among the HQ functions, the Welsch estimator has shown a promising performance in a number of domains [23, 24]. Interestingly, it is possible to obtain a consensus index and trust level using this estimator, owing to its use of the Gaussian distribution in the formulation. Prior to obtaining the consensus index and trust level, we first need to discuss how to select the parameter $\sigma$ in the Welsch estimator. As a recent study has indicated [23], the parameter of this estimator can be tuned recursively in each iteration as,

$$\sigma = \frac{\sum_{m=1}^{M} ||R_m - R^*||^2}{2q^2}. \quad (6.46)$$

After computing $\sigma$ in the optimization procedure, we now discuss the consensus index and the trust level of the final rankings obtained by Algorithm 5.

**Definition 13 (Consensus Index)** A consensus index $C$ is an indicator to show the extent to which all MCDM methods agree upon the final rankings.

The key element in this definition is that the consensus index shows the agreement among all the ranking methods being used, allowing us to compute the similarity of each ranking with the final aggregated rankings, thanks to the Welsch estimator. As a result, the consensus index $C$ of given final rankings $R^*$ with respect to rankings $R_m$, $m = 1, 2, \ldots, M$ can be computed as

$$C(R^*) = \frac{1}{KM} \sum_{k=1}^{K} \sum_{m=1}^{M} \zeta_{km}, \quad \zeta_{km} = \frac{\mathcal{N}_\sigma(R^*_m - R_{km})}{\mathcal{N}_\sigma(0)}, \quad (6.47)$$
where $R_{km}$ is the ranking of the $k^{th}$ alternative (alignment system) by the $m^{th}$ ranking method, $\mathcal{N}_\sigma(.)$ is the probability density function of the normal distribution with a mean of zero and a standard deviation of $\sigma$, and $\mathcal{N}_\sigma(0)$ is used to normalize the similarity computation, thus $\zeta_{km}, C(R^*) \in [0, 1]$.

The consensus index is one if all the ranking methods are the same, and it decreases as the ranking methods deviate from each other. Thus, if there is one ranking method different from the rest, it can adversely affect the consensus index. At the same time, this distinct ranking method is treated as an outlier in the HQ functions being used. As a result, it will have less impact on the final rankings, while it can profoundly influence the consensus index. We now define another indicator for the ensemble of MCDM methods that is much less sensitive to the distinct rankings.

**Definition 14 (Trust Level)** A trust level $T$ for the ensemble methods such as Algorithm 5 is the degree to which one can accredit the final aggregated rankings.

The trust level is an indicator of reliability of the final ranking. For instance, if there is an MCDM ranking method that deviates significantly from the majority of rankings, it must be assigned a lower weight in Algorithm 5, and consequently, has less of an impact on the final rankings. Since the weight of such a method is lower than that of the other methods, it should also have less impact on the trust level. Taking this into account, the trust level can be computed as

$$T(R^*) = \frac{1}{K} \sum_{k=1}^{K} \sum_{m=1}^{M} \lambda_m \zeta_{km},$$  \hspace{1cm} (6.48)

where $\sigma, \lambda_m, m = 1, ..., M$, and $R^*$ are computed based on Algorithm 5. Thus, the trust level is distorted to a lesser extent by a ranking method that are different from the majority of rankings, and it is a measurement of the reliability of the aggregated ranking $R^*$ computed by Algorithm 5. It is evident from equation (6.48) that the trust level is equivalent to the consensus index if the weights of MCDM methods, i.e., $\lambda_m, m = 1, 2, ..., M$, are identical.

### 6.6. Experiments

In this section, the MCDM methods and the proposed ensemble methodology are applied to five OAEI tracks and the alignment systems are compared and ranked accordingly. For each track, we first evaluate the performance metrics based on experts’ preferences and then obtain the rankings of alignment systems. For information about the tracks as well as performance metrics, see Section 2.2.6 on page 25.

**Anatomy Track**

We first apply the methodology to the OAEI anatomy track, for which 10 experts filled its associated survey of evaluating the performance metrics that includes execution time, precision, recall, consistency, and recall+. One expert identified precision, recall, and recall+ as the most essential metrics by assigning one to the pairwise comparison associated to these metrics, one expert selected solely precision and another picked recall
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Among others, five experts identified only recall+ as the most important performance metric and the remaining two experts opted for consistency. In addition, five of the experts picked time as the least important, one selected consistency and time together, two recall+, and three experts opted for consistency as the least important performance metrics for this track. We applied the Bayesian BWM to the preferences of all experts to compute the aggregated priorities as well as the credal ranking of performance metrics. We summarize the outcome of credal ranking in a weighted, directed graph, where nodes are the performance metrics and each edge \( A \rightarrow B \) indicates that performance metric \( A \) is more important than \( B \) with confidence \( v \). Figure 6.4 shows the credal ranking of performance metrics for the anatomy track. Based on this figure that reflects the aggregated preferences of all 10 experts, recall+ is the most important metric, followed by precision and recall. Consistency and time are also the least important metrics according to the preferences of all experts.

Table 6.3 displays the rankings of the systems in the anatomy track computed by three MCDM methods, the final rankings are obtained by using the proposed ensemble method, as well as the weights of performance metrics and MCDM methods at the last row. The consensus index and trust level for this track are 0.95 and 0.97, respectively. Based on this table, AML, XMap, and LogMap are the top three systems in the anatomy track.

Conference Track

The performance metrics considered for the conference track are precision, recall, consistency, and conservativity. 11 experts filled the survey of this track, five of whom selected precision as well as recall as the most important performance metrics. In addition, two other experts picked only recall as the most important performance metric, two ex-
Table 6.3: Rankings of 14 systems participated in the OAEI anatomy track.

<table>
<thead>
<tr>
<th></th>
<th>Time (s)</th>
<th>Precision</th>
<th>Recall</th>
<th>Recall+</th>
<th>Consist.</th>
<th>TOPSIS</th>
<th>VIKOR</th>
<th>PROM</th>
<th>R*</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogMapBio</td>
<td>808</td>
<td>0.888</td>
<td>0.908</td>
<td>0.756</td>
<td>1</td>
<td>3</td>
<td>8</td>
<td>3</td>
<td>4.30</td>
<td>4</td>
</tr>
<tr>
<td>DOME</td>
<td>22</td>
<td>0.997</td>
<td>0.615</td>
<td>0.009</td>
<td>0</td>
<td>13</td>
<td>13</td>
<td>9</td>
<td>11.40</td>
<td>13</td>
</tr>
<tr>
<td>POMAP++</td>
<td>210</td>
<td>0.919</td>
<td>0.877</td>
<td>0.695</td>
<td>0</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4.60</td>
<td>5</td>
</tr>
<tr>
<td>Holontology</td>
<td>265</td>
<td>0.976</td>
<td>0.294</td>
<td>0.005</td>
<td>0</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14.00</td>
<td>14</td>
</tr>
<tr>
<td>ALIN</td>
<td>271</td>
<td>0.998</td>
<td>0.611</td>
<td>0.000</td>
<td>1</td>
<td>11</td>
<td>11</td>
<td>12</td>
<td>11.40</td>
<td>12</td>
</tr>
<tr>
<td>AML</td>
<td>42</td>
<td>0.950</td>
<td>0.936</td>
<td>0.832</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td>XMap</td>
<td>37</td>
<td>0.929</td>
<td>0.865</td>
<td>0.647</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2.00</td>
<td>2</td>
</tr>
<tr>
<td>LogMap</td>
<td>23</td>
<td>0.918</td>
<td>0.846</td>
<td>0.593</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>4.14</td>
<td>3</td>
</tr>
<tr>
<td>ALOD2Vec</td>
<td>75</td>
<td>0.996</td>
<td>0.648</td>
<td>0.086</td>
<td>0</td>
<td>12</td>
<td>10</td>
<td>11</td>
<td>11.08</td>
<td>11</td>
</tr>
<tr>
<td>FCAMapX</td>
<td>118</td>
<td>0.941</td>
<td>0.791</td>
<td>0.455</td>
<td>0</td>
<td>8</td>
<td>4</td>
<td>8</td>
<td>6.96</td>
<td>6</td>
</tr>
<tr>
<td>KEPLER</td>
<td>244</td>
<td>0.958</td>
<td>0.741</td>
<td>0.316</td>
<td>0</td>
<td>9</td>
<td>6</td>
<td>10</td>
<td>8.62</td>
<td>9</td>
</tr>
<tr>
<td>LogMapLite</td>
<td>18</td>
<td>0.962</td>
<td>0.728</td>
<td>0.288</td>
<td>0</td>
<td>10</td>
<td>7</td>
<td>6</td>
<td>7.62</td>
<td>8</td>
</tr>
<tr>
<td>SANOM</td>
<td>49</td>
<td>0.888</td>
<td>0.844</td>
<td>0.632</td>
<td>0</td>
<td>6</td>
<td>9</td>
<td>7</td>
<td>7.18</td>
<td>7</td>
</tr>
<tr>
<td>Lily</td>
<td>278</td>
<td>0.872</td>
<td>0.795</td>
<td>0.518</td>
<td>0</td>
<td>7</td>
<td>12</td>
<td>13</td>
<td>10.70</td>
<td>10</td>
</tr>
</tbody>
</table>

weight 0.0913 0.261 0.248 0.283 0.115 0.34 0.26 0.4

* Consensus Index = 0.96
* Trust Level = 0.96

The performance metrics to rank the systems participated in this track are the execution time, precision, recall, and consistency. Out of 13 experts, 10 have filled the survey of this track. Four experts identified precision and recall together as the best by assigning one to the associated pairwise comparison, two experts solely precision, two solely recall, and two consistency. In addition, seven experts picked consistency as the least important performance metrics and three experts consistency. Furthermore, one expert picked consistency as well as conservativity as the least important metrics, two opted for consistency alone, and the remaining eight experts selected conservativity as the least important performance metrics. Figure 6.5 displays the credal ranking of performance metrics for this track. According to this figure, precision and recall are the most important performance metrics and are significantly more important than consistency and conservativity.

Table 6.4 tabulates the rankings of the systems in the conference track with respect to multiple performance scores and their importance. Based on this table, AML, LogMap, and ALIN are the top systems, and KEPLER, Lily, and FCAMapX are the bottom three systems in this track. The last row of this table also shows the weights of performance metrics and MCDM methods. The weight of VIKOR is quite insignificant, since its rankings are different from those of TOPSIS and PROMETHEE, whose difference in ranking the systems are not significant, e.g., TOPSIS and PROMETHEE rankings of KEPLER, ALIN, FCAMapX, LogMapLite, ALOD2Vec, and Lily are identical and rankings of SANOM, LogMap, DOME, and Holontology are more similar compared to the rankings of VIKOR. As a result, VIKOR is treated as an outlier and is assigned a much lower weight, making it have less contributions to the final aggregated rankings.

**LARGE BIO Med Track**

The performance metrics to rank the systems participated in this track are the execution time, precision, recall, and consistency. Out of 13 experts, 10 have filled the survey of this track. Four experts identified precision and recall together as the best by assigning one to the associated pairwise comparison, two experts solely precision, two solely recall, and two consistency. In addition, seven experts picked consistency as the least important performance metrics and three experts consistency.
Figure 6.5: The credal ranking of performance metrics for the conference track.

Table 6.4: Rankings of the systems in the OAEI conference track.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>ConservViolation</th>
<th>ConsisViolation</th>
<th>TOPSIS</th>
<th>VIKOR</th>
<th>PROM</th>
<th>$R^*$</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>SANOM</td>
<td>0.78</td>
<td>0.76</td>
<td>5.15</td>
<td>4.6</td>
<td>7</td>
<td>2</td>
<td>6</td>
<td>6.12</td>
<td>7</td>
</tr>
<tr>
<td>AML</td>
<td>0.83</td>
<td>0.7</td>
<td>1.86</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1.45</td>
<td>1</td>
</tr>
<tr>
<td>LogMap</td>
<td>0.84</td>
<td>0.64</td>
<td>1.19</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1.64</td>
<td>2</td>
</tr>
<tr>
<td>XMap</td>
<td>0.81</td>
<td>0.61</td>
<td>2.65</td>
<td>0.7</td>
<td>4</td>
<td>4</td>
<td>7</td>
<td>5.35</td>
<td>5</td>
</tr>
<tr>
<td>KEPLER</td>
<td>0.76</td>
<td>0.61</td>
<td>5.86</td>
<td>7.57</td>
<td>10</td>
<td>5</td>
<td>10</td>
<td>9.57</td>
<td>10</td>
</tr>
<tr>
<td>ALIN</td>
<td>0.88</td>
<td>0.54</td>
<td>0.1</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>3</td>
<td>3.26</td>
<td>3</td>
</tr>
<tr>
<td>DOME</td>
<td>0.88</td>
<td>0.54</td>
<td>5.05</td>
<td>0.48</td>
<td>6</td>
<td>8</td>
<td>5</td>
<td>5.73</td>
<td>6</td>
</tr>
<tr>
<td>Holontology</td>
<td>0.86</td>
<td>0.55</td>
<td>3.14</td>
<td>0.48</td>
<td>5</td>
<td>7</td>
<td>4</td>
<td>4.73</td>
<td>4</td>
</tr>
<tr>
<td>FCAMapX</td>
<td>0.71</td>
<td>0.61</td>
<td>5.9</td>
<td>13</td>
<td>12</td>
<td>9</td>
<td>12</td>
<td>11.74</td>
<td>12</td>
</tr>
<tr>
<td>LogMapLite</td>
<td>0.84</td>
<td>0.54</td>
<td>4.57</td>
<td>1.19</td>
<td>8</td>
<td>10</td>
<td>8</td>
<td>8.17</td>
<td>8</td>
</tr>
<tr>
<td>ALOD2Vec</td>
<td>0.85</td>
<td>0.54</td>
<td>5.9</td>
<td>1.29</td>
<td>9</td>
<td>11</td>
<td>9</td>
<td>9.17</td>
<td>9</td>
</tr>
<tr>
<td>Lily</td>
<td>0.59</td>
<td>0.63</td>
<td>7</td>
<td>6.2</td>
<td>11</td>
<td>12</td>
<td>11</td>
<td>11.09</td>
<td>11</td>
</tr>
<tr>
<td>weight</td>
<td>0.35</td>
<td>0.35</td>
<td>0.13</td>
<td>0.17</td>
<td>0.46</td>
<td>0.09</td>
<td>0.45</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Consensus Index = 0.95
* Trust Level = 0.98
important performance metric and three opted for time. Figure 6.6 displays the credal ranking of four performance metrics of this track. According to this figure, recall is the most important performance metric for this track, followed by precision. Both precision and recall are significantly more important than time, that is itself more important than consistency.

We now apply the MCDM outranking methods to rank the alignment systems. Table 6.5 tabulates the rankings of eight systems that align FMA to NCI. This is an interesting case for the ensemble method, since the MCDM rankings are conflicting. In particular, the rankings of VIKOR and PROMETHEE are in line for LogMapBio as well as FCAMAPX, and are both different from the ranking of TOPSIS, while rankings of TOPSIS and VIKOR agree for LogMapLite and XMap and are distinct from that of PROMETHEE. By considering the weights of MCDM methods, it is interesting to consider that the weight of VIKOR

Table 6.5: Rankings of systems participated in the Large BioMed track for mapping FMA to NCI.

<table>
<thead>
<tr>
<th></th>
<th>Time(s)</th>
<th>Precision</th>
<th>Recall</th>
<th>TOPSIS</th>
<th>VIKOR</th>
<th>PROM</th>
<th>R*</th>
<th>Final Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>55</td>
<td>0.84</td>
<td>0.87</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>LogMap</td>
<td>51</td>
<td>0.86</td>
<td>0.81</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>LogMapBio</td>
<td>1072</td>
<td>0.83</td>
<td>0.83</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>6.0002</td>
<td>6</td>
</tr>
<tr>
<td>XMap</td>
<td>65</td>
<td>0.88</td>
<td>0.74</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3.0002</td>
<td>3</td>
</tr>
<tr>
<td>FCAMAPX</td>
<td>881</td>
<td>0.67</td>
<td>0.84</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>6.9999</td>
<td>7</td>
</tr>
<tr>
<td>LogMapLt</td>
<td>6</td>
<td>0.68</td>
<td>0.82</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3.9999</td>
<td>4</td>
</tr>
<tr>
<td>DOME</td>
<td>12</td>
<td>0.8</td>
<td>0.67</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

weights
0.141 0.356 0.378

0.00 1.00 0.00

* Consensus Index = 0.81
* Trust Level = 1.00
Table 6.6: Rankings of systems participated in the Large BioMed track for mapping FMA to SNOMED.

<table>
<thead>
<tr>
<th>System</th>
<th>Time (s)</th>
<th>Precision</th>
<th>Recall</th>
<th>TOPSIS</th>
<th>VIKOR</th>
<th>PROM</th>
<th>R*</th>
<th>Final Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCAMapX</td>
<td>1736</td>
<td>0.82</td>
<td>0.76</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5.00</td>
<td>5</td>
</tr>
<tr>
<td>AML</td>
<td>94</td>
<td>0.88</td>
<td>0.69</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td>LogMapBio</td>
<td>1840</td>
<td>0.83</td>
<td>0.65</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>6.95</td>
<td>7</td>
</tr>
<tr>
<td>LogMap</td>
<td>287</td>
<td>0.84</td>
<td>0.64</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2.08</td>
<td>2</td>
</tr>
<tr>
<td>XMap</td>
<td>299</td>
<td>0.72</td>
<td>0.61</td>
<td>3</td>
<td>6</td>
<td>7</td>
<td>6.02</td>
<td>6</td>
</tr>
<tr>
<td>LogMapLt</td>
<td>9</td>
<td>0.85</td>
<td>0.21</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>3.96</td>
<td>4</td>
</tr>
<tr>
<td>DOME</td>
<td>20</td>
<td>0.94</td>
<td>0.20</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2.96</td>
<td>3</td>
</tr>
</tbody>
</table>

Weights: 0.141 0.356 0.378 0.0056 0.9502 0.0442

* Consensus Index = 0.80
* Trust Level = 0.98

Table 6.7: Rankings of systems participated in the Large BioMed track for mapping SNOMED to NCI.

<table>
<thead>
<tr>
<th>System</th>
<th>Time (s)</th>
<th>Precision</th>
<th>Recall</th>
<th>TOPSIS</th>
<th>VIKOR</th>
<th>PROM</th>
<th>R*</th>
<th>Final Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>168</td>
<td>0.90</td>
<td>0.67</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>FCAMapX</td>
<td>2377</td>
<td>0.80</td>
<td>0.68</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>4.07</td>
<td>4</td>
</tr>
<tr>
<td>LogMapBi</td>
<td>2942</td>
<td>0.85</td>
<td>0.63</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>6.02</td>
<td>6</td>
</tr>
<tr>
<td>LogMap</td>
<td>475</td>
<td>0.87</td>
<td>0.60</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2.05</td>
<td>2</td>
</tr>
<tr>
<td>LogMapLt</td>
<td>11</td>
<td>0.80</td>
<td>0.57</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>3.00</td>
<td>3</td>
</tr>
<tr>
<td>DOME</td>
<td>24</td>
<td>0.91</td>
<td>0.48</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>4.90</td>
<td>5</td>
</tr>
<tr>
<td>XMap</td>
<td>427</td>
<td>0.64</td>
<td>0.58</td>
<td>5</td>
<td>7</td>
<td>7</td>
<td>6.95</td>
<td>7</td>
</tr>
</tbody>
</table>

Weights: 0.141 0.356 0.378 0.0255 0.9490 0.0255

* Consistency Index = 0.95
* Trust Level = 0.95

is quite high and is close to one, while the weights of the other two methods are small and close to zero. This means that the proposed ensemble method favors the middle ground ranking among these three MCDM methods. Since the two methods have different rankings compared to the aggregated final rankings, the consensus index is not high and is around 0.80. At the same time, the trust level is 1.00 because the weights of the two other MCDM methods are nearly zero so that they cannot affect this indicator. This table shows that AML, LogMap, and XMap are ranked as the top three systems in this task.

In addition, Table 6.6 shows the rankings of participants for the alignment of FMA and SNOMED. This table is also similar to Table 6.5, since VIKOR takes a higher weight compared to the other methods as its rankings are in between the other rankings. The consensus index for the final rankings is 0.80, while the trust level hits 0.98. Similarly, Table 6.7 shows the rankings of the eight systems participated in matching SNOMED to NCI. According to this table, VIKOR again takes a bigger weight, and consequently, the final consensus index is 0.80, while it has the trust level of 0.98. According to Tables 6.6 and 6.7, AML and LogMap are the top two systems in both aligning FMA to SNOMED and SNOMED to NCI.
DISEASE AND PHENOTYPE TRACK

The performance metrics considered for this track are execution time, precision, and recall. Nine experts participated in evaluating the metrics for this track, six of whom selected precision as well as recall, and the remaining three experts identified recall alone as the most important performance metric. In addition, all experts identified the execution time as the least important metric for this track. Figure 6.7 plots the credal ranking of performance metrics for the disease and phenotype track. According to this figure, recall is more important than precision, and both are significantly more important than time based on experts’ preferences.

Table 6.8 illustrates the rankings of the systems in the OAEI disease and phenotype track for mapping HP and MP ontologies. According to this table, the weight of PROMETHEE is nearly zero and that of TOPSIS is insignificant compared to VIKOR. This is because the rankings obtained by PROMETHEE deviate more from the other two methods. For instance, PROMETHEE ranked LogMapBio as four, while the other two
Table 6.9: Rankings of systems participated in the 2018 OAEI disease and phenotype track. The task is about the alignment of DOID and ORDO.

<table>
<thead>
<tr>
<th>System</th>
<th>Time (s)</th>
<th>Precision</th>
<th>Recall</th>
<th>TOPSIS</th>
<th>VIKOR</th>
<th>PROM</th>
<th>R*</th>
<th>Final Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogMap</td>
<td>25</td>
<td>0.937</td>
<td>0.775</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1.05</td>
<td>1</td>
</tr>
<tr>
<td>LogMapBio</td>
<td>1891</td>
<td>0.898</td>
<td>0.799</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2.00</td>
<td>2</td>
</tr>
<tr>
<td>POMAP++</td>
<td>2264</td>
<td>0.874</td>
<td>0.798</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>3.07</td>
<td>3</td>
</tr>
<tr>
<td>LogMapLite</td>
<td>7</td>
<td>0.988</td>
<td>0.615</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>3.93</td>
<td>4</td>
</tr>
<tr>
<td>XMap</td>
<td>15</td>
<td>0.969</td>
<td>0.548</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>5.05</td>
<td>5</td>
</tr>
<tr>
<td>KEPLER</td>
<td>2746</td>
<td>0.883</td>
<td>0.573</td>
<td>9</td>
<td>7</td>
<td>9</td>
<td>8.05</td>
<td>9</td>
</tr>
<tr>
<td>Lily</td>
<td>2847</td>
<td>0.589</td>
<td>0.783</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8.00</td>
<td>8</td>
</tr>
<tr>
<td>AML</td>
<td>135</td>
<td>0.514</td>
<td>0.87</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>5.98</td>
<td>6</td>
</tr>
<tr>
<td>DOME</td>
<td>10</td>
<td>0.996</td>
<td>0.437</td>
<td>7</td>
<td>9</td>
<td>4</td>
<td>7.88</td>
<td>7</td>
</tr>
</tbody>
</table>

Consensus Index = 0.90
Trust Level = 0.98

Another matching task in this track is the alignment of DOID and ORDO ontologies. Table 6.9 tabulates the rankings of the participating systems for this task. According to this table, TOPSIS and VIKOR are assigned significant weights, since their ranking are almost identical to each other. PROMETHEE has distinct rankings from VIKOR and TOPSIS, and is thus treated like an outlier and is assigned an insignificant weight. The consensus index for this ranking is 0.85 and its trust level is 0.95. Also, this table indicates that AML, LogMap, and LogMapBio are the top systems on this task regarding all the performance scores.

SPIMBENCH Track

The performance metrics for this track are precision, recall, and execution time. Six experts filled the survey of this track, four of whom selected both precision and recall as the most important performance metrics, while the remaining two picked only recall. In addition, all experts unanimously opted for execution time as the least important metric for this track. Figure 6.8 plots the credal ranking of performance metrics for the SPIMBENCH track. According to this figure, recall is the most important metric, followed by precision and time.

Tables 6.10 and 6.11 tabulates the rankings of the systems for the Sandbox and Mainbox tasks, respectively. The rankings of systems for these matching tasks is interesting, since two MCDM methods have identical rankings, while the other, i.e., TOPSIS, differs in rankings of two systems. As a result of this difference, the weight of that MCDM method takes an insignificant weight, and the weights of the other two rankings are
around 0.50. The consensus index for the final rankings is 0.77, but its trust level is 1.00, since the final rankings are precisely the rankings (or the average) of the other two MCDM methods. According to these tables, Lily is the top systems in both tasks, followed by LogMap and AML.

**Remark 15** We discussed the rankings of TOPSIS, VIKOR, and PROMETHEE for different OAEI tracks. Each of these methods had a higher weight in some of the tracks and had a lower weight in some others. However, the aim of this study is not the comparison of MCDM methods or discussion about their suitability. These method can take on higher or lower weights in different decision-making problems, and their weights are entirely dependent on the computed rankings based on the performance matrix of that particular decision-making problem.

**Discussion**

As we discussed before, the consensus index and the trust level indicate two different aspects of the final aggregated rankings. Generally speaking, the higher values of both indicators are desired. The consensus index is an indicator of the agreement among all
Table 6.11: Rankings of systems participated in the 2018 OAEI SPIMBENCH track. The task is Mainbox.

<table>
<thead>
<tr>
<th></th>
<th>Time(s)</th>
<th>Precision</th>
<th>Recall</th>
<th>TOPSIS</th>
<th>VIKOR</th>
<th>PROM</th>
<th>R*</th>
<th>Final Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>37190</td>
<td>0.8385</td>
<td>0.8835</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Lily</td>
<td>3103</td>
<td>0.8546</td>
<td>0.8000</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>LogMap</td>
<td>23494</td>
<td>0.8925</td>
<td>0.7094</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>weight</td>
<td>0.12</td>
<td>0.42</td>
<td>0.46</td>
<td>0.00</td>
<td>0.50</td>
<td>0.50</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Consensus Index = 0.78
* Trust Level = 1.00

the employed MCDM methods, while the trust level shows the reliability on the final aggregated weights. Below, based on the main properties of the proposed approach and the findings of the experiments, we elaborate on some general possible outcomes of the proposed ensemble method.

- **Consensus index high, trust level high:** If all the employed MCDM methods have identical rankings, their weights are analogous and is equivalent to \( 1/M \), where \( M \) is the number of ranking methods. In this case, the final aggregated rankings are precisely the average of the other rankings. As a result, the proposed ensemble method boils down to the averaging, or equivalently, the HQ functions operate as the Euclidean norm. This is indeed acceptable since no outlier exists when all rankings are identical. In this case, as we have the full agreement among all the employed MCDM methods, both consensus index and trust level equal to one.

- **Consensus index low, trust level high:** A low consensus index and a high trust level are the consequences of either one of the two cases. First, if a small fraction of the employed MCDM methods deliver distinct rankings from the majority of the rankings, then the proposed ensemble method treats them as outliers so that they take on lower weights. Consequently, those MCDM methods have zero or little impact on the final aggregated rankings. The existence of such methods can be detected by inspecting the weights obtained by the proposed ensemble method. The method with a lower weight is deemed as a deviation from the majority of MCDM rankings and also from the final rankings, and is thus treated as an outlier. The second case is when the number of methods with lower weights is significant compared to the number of all the employed MCDM methods. The MCDM rankings with higher weights are the ones that are the intermediate of all the methods. As a result, the intermediate rankings take on higher weights and more profoundly impact the final aggregated rankings. In both of these cases, the agreement among the employed MCDM methods is low, while the final rankings are fully captured by a fraction of the employed MCDM methods, which is why the consensus index is insignificant and the trust level is high.

- **Consensus index low, trust level low:** If all the employed MCDM rankings deviate significantly from each other, then the consensus index will be low. In this case, there is no fraction of the employed MCDM methods with significantly higher weights. Thus, the trust level is also low.
• **Consensus index high, trust level low**: This case does not happen since the trust level is high if there is a consensus among the employed MCDM methods.

This is a general framework for discussion, and we think that the levels could be defined by the decision-makers for a particular problem.

### 6.7. Conclusion

This chapter studied the use of multi-criteria decision-making (MCDM) methods for ranking the ontology alignment systems with respect to multiple performance metrics and experts’ preferences. In this regard, a survey was designed based on the best-worst method (BWM) to elicit the preferences of experts for different OAEI tracks.

In order to obtain an overall aggregated priorities of performance metrics (or, criteria in general) for a group of experts, a Bayesian model is developed for the group decision-making within the BWM. The proposed method models the inputs of the BWM using the multinomial distribution and it is demonstrated that such a distribution would preserve the underlying idea of the original BWM. Further, the weight vector is modeled using the Dirichlet distribution. The proposed Bayesian model is able to compute the weight distribution of each individual in the group decision-making, and an aggregated final distribution representing the overall preferences of all experts / decision-makers (DMs). The credal ranking for performance metrics or criteria is introduced based on which each pair of criteria are assigned a relation and a confidence. The proposed Bayesian BWM is a promising method in the context of group decision-making where one is interested in the collective opinions of a group, but at the same time, one could check the ranking of the metrics or criteria in a probabilistic sense. The group will be more certain about the relation of two criteria if it is associated with a high confidence level, while the relations with low confidence level should be interpreted more carefully.

After computing the aggregated priorities or weights of all experts, another class of MCDM methods, outranking methods, were used to rank the alignment systems. Since the MCDM outranking methods may generate distinct and conflicting rankings, we introduced an ensemble method to aggregate the ranking and compute a final rankings for each alignment system. The proposed ensembling utilizes the half-quadratic (HQ) theory and is able to compute a final aggregated ranking, which was obtained as the weighted sum of the MCDM outranking methods. The weight in the proposed method was computed using the minimizer functions inspired in the HQ theory, but it satisfied the basic properties of weights in MCDM. We also introduced two indicators, namely, consensus index and trust level, where the former denotes the level of agreement among MCDM ranking methods and the latter shows the reliability of the ranking schemes. We observed for the cases that a ranking method is different from the rest, it has a low consensus index and but high trust level. As a result, these two indicators are able to delineate different properties of the final aggregated ranking.

There are several avenues to extend current research. It is possible to apply the Bayesian modeling to other important MCDM methods, and study the properties of the Bayesian MCDM models, such as consistency, experts clustering, and detecting DMs with distinct preferences.

Another avenue that is probably particular to ontology alignment is the use of distri-
butions introduced in the previous chapter instead of the score. To the best of our knowledge, there are a few MCDM outranking methods that can handle distributional inputs in the performance matrix. Since the aim is to compare and rank alignment systems, one possible way is to first apply the Bayesian test introduced in the previous chapter to compute the extent to which one alignment system is preferred to another. Then, a new MCDM method is required to work with the probability of differences among alignment systems, rather than working with their performance scores. Devising such a method can be used to rank the alignment systems over multiple benchmarks as well, in contrast to the current approach that is applicable to one benchmark only.
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INTEROPERABILITY IN LOGISTICS: AN ONTOLOGY ALIGNMENT APPROACH

The e-business infrastructure is built upon a variety of applications running on different platforms across different networking protocols – and they all need to share data. Universal access to data is a quantum leap towards the industry's goal of interoperability.

Linda Sanford

This chapter is dedicated to applying ontology alignment systems to the heterogeneity problem in logistics. The primary motivation for doing so is to enable interoperability among different IT systems in logistics that potentially use distinct standards or information systems. We first study different logistics standards that are implemented by XML schema definition (XSD) so that they do not represent the semantic relations between different entities. Accordingly, we create two ontologies from two well-known standards that are rich in terms of semantic relations between entities. Afterward, the ontologies are subjected to the state-of-the-art alignment systems to verify the applicability of ontology alignment to logistics interoperability. We specifically use direct matching and indirect matching with background knowledge from logistics, and realize that the alignment with an annotated background knowledge has more reliable and acceptable results and is thus applicable to real-world situations.
7.1. INTRODUCTION

This chapter studies the heterogeneity in logistics and verifies the applicability of ontology alignment to address it. The supply and logistics sector consists of millions of large and Small and Medium-sized Enterprises (SMEs). Its size in the EU only is estimated 878 billion Euro in 2012\(^1\) with over 1.2 millions of enterprises [1]. Besides proprietary developed software, these enterprises can choose to use Commercial-Off-The-Shelf (COTS) software from over 200 different suppliers\(^2\), each of which has its proprietary database scheme that can even be customized by the users.

The challenge is and has been to integrate the business processes of enterprises and their supporting IT solutions. Development of open standards addresses this challenge. Although these standards were developed, they did not solve the heterogeneity problem. Different implementation guides of (different versions of) open standards have been developed [2], leading to implementations that are only interoperable with additional efforts and costs. These implementation guides support process interoperability [3], which implies they will support a particular function for interconnecting business processes. There are also different open standards providing the same business functionality, e.g., a transport order developed by UN/CEFACT or one of the Uniform Business Language (UBL). To address differences in implementation guides of different open standards with identical or similar functionality, commercial organizations provide transformation services between various data standards.

Applying open standards and commercial transformation services reduces the transformation challenge, but the development and implementation of implementation guides of these open standards still take too much time for implementing supply chain innovations like agility and resilience [4], and synchromodal planning [5]. In other words, the use of different standards or implementing the same standards differently would impose another heterogeneity, though not more severe than having no standards, that still needs to be addressed properly. To reduce the development and implementation time for interoperability between any two organizations, this chapter explores the application of ontology alignment. The holy grail of ontology alignment in supply and logistics is to create semi-autonomous alignments between database schemes of different organizations, thus enabling what one could call ‘plug and play’\(^3\): Plug a database scheme into an open data sharing infrastructure and be able to share data with relevant business partners. Plug and play requires an open data sharing infrastructure providing standardized services [6].

There are several issues in applying ontology alignment to enable interoperability between different logistics stakeholders. First, the number of enterprises is significant, making the pairwise alignment between every two parties very time-consuming. For instance, if the aim is to enable interoperability among 1.2 millions logistics parties only in the EU, then we need to execute an alignment system \(1.44 \times 10^{12}\) times. Another challenge is that standards are usually modeled in XML schema definition (XSD) that conveys no or limited semantics of entities in the associated standards. As a result, it is required to create at least two ontologies from these XSD models in order to be able to verify the

---

\(^1\)https://ec.europa.eu/transport/themes/logistics-and-multimodal-transport/logistics_en

\(^2\)https://www.capterra.com/logistics-software/

\(^3\)The Digital Transport and Logistics Forum (DTLF)
applicability of ontology alignment. In addition, the standards have different level of granularities: Some are mode specific, e.g., air or rail, and some are more general and encompass different modes from a higher view.

In this chapter, we first review the standards used in logistics that aim at solving the interoperability problem. We then investigate two specific standards and create ontologies based on their XSD models. We finally use ontology alignment to find the shared entities of ontologies, and experiment the usefulness of such an approach to address the interoperability in logistics.

7.2. INTEROPERABILITY BY OPEN LOGISTICS STANDARDS

Logistics interoperability has to be considered in the context of collaborating business processes of stakeholders, applicable standards to support interoperability between these business processes, and the technical paradigm for data sharing applied. Any choices made in these different areas may affect the applicability of ontology alignment in logistics. Therefore, we will briefly present an overview of these aspects.

7.2.1. LOGISTICS BUSINESS PROCESSES

International trade and logistics are characterized by moving cargo from one location to another with one or more means of transport, (temporary) storage of this cargo, and authorities governing these cargo flows from different legal perspectives like safety, security, and VAT compliance. Each modality and each cargo type have their specific characteristics. For instance, bulk cargo considers weights and volumes and containerized cargo a container with its size and type and container identification. Furthermore, sea containers have other characteristics than containers used for air transport. The latter are called Uniform Load Devices and exactly fit into an airplane. Different transport modalities also use different infrastructures with their hubs, have different transport documents, etc. There are also different enterprises and authorities involved, like a food and drug inspection agency for transport of agricultural cargo, coastal police for vessel movements, and air traffic control for air transport.

Modalities may have standardized the structure of data sets they share for digitization of their business processes (see next section). Each individual organization collaborating in logistics chains will have its own IT system with its own internal data structure. Interoperability is about integrating these heterogeneous IT systems. It implies that each organization will have its implementation of for instance a transport order. These internal data structures have to be matched with the ones for modalities or any de facto structures used by their customers or major service providers. Since the number of logistics enterprises is large, business process integration of all collaborating organizations is a challenge.

Two collaborating organizations will share multiple data sets for business process digitization, like a booking, a transport order – and plan, and an event for reporting the progress. Thus, integration complexity increases. It can also increase in solutions for all variants of logistics chains are developed. Furthermore, integration complexity increases by the number of logistics enterprises, which runs into millions globally, all (inter)national legislation with their governing authorities, and changes in trade agree-
ments that have impact on data requirements of authorities.

Ontology alignment might provide a solution to reduce integration complexity. Another approach for complexity reduction that we will investigate together with ontology alignment, is to abstract from these chains and specify bilateral data sharing [7]. Each chain is constructed by its links of any two collaborating organizations and the outsourcing rules applied by each individual organization. This reduces complexity and still enables (dynamic) chain composition. Any interactions between these collaborating organizations can be modelled as a business process choreography [8], where a semantic model specifies all data that can be shared. The semantic model, which can be represented by an ontology, is called a Canonical Information Model [9]. The choreography supports business functionality as developed by the DTLF:

- **Publish, search, and find logistics capacity.** By posting a particular goal, a customer can find available transport -, storage – or other type of logistics capacity. The capacity might be offered by timetables of for instance vessels (called: voyage) or trains.

- **Booking and ordering.** Whenever capacity or a logistics service provider has been found, booking or a request for quotation can be made. This can result in a framework contract followed by orders for individual shipments or a booking can directly be confirmed as an order.

- **Supply chain visibility.** This is about sharing relevant milestones of the progress of a logistics service, e.g. loading, departure and (estimated) arrival of a truck at its destination.

Each functionality is supported by interactions for data sharing, where these interactions are of a type. For instance, booking and ordering is supported by a booking, a booking confirmation, a transport order and a plan. These interaction types specify the minimal data that needs to be shared and maximal that can be shared in the context of the choreography. For instance, a transport order should at least contain one cargo item and two locations (acceptance and delivery) with their respective time windows for acceptance and delivery. This minimal – and maximal data set is formulated in terms of the semantic model. A first version of a semantic model has been constructed in various EU funded projects. This will be elaborated at a later stage in this paper.

### 7.2.2. Open Standards and Their Implementation

There are different logistics standards to enable the interoperability in the domain. There are different classifications for standards that categorize them into different levels. For instance, the European interoperability framework (EIF) [10] has four levels: technical, semantic, organizational, and legal. A more thorough model is the levels of conceptual interoperability model (LCIM) [3] that identifies six different levels, to which the levels of EIF can be mapped. Figure 7.1 the figure plots the standards and their pragmatic application in logistics to the LCIM. The figure shows that semantic models generate syntactical standards and can be used to create implementation guides (IGs). The technical interoperability is based on communication protocols so that the heterogeneity is
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---

**Level 6 – conceptual interoperability**
- Sea (SMDG, Protect)
- Air (CargoXML, eFreight, eAWB360)
- Rail (TAF/TSI)
- Inland waterways (RIS)
- Road (UBL and/or customer standards)

**Level 5 – dynamic interoperability**
- UN/CEFACT
- WCO DM and EU CDM
- Common Framework
- Cassandra/Cargo logistics ontology

**Level 4 – pragmatic interoperability (implementation guides)**
- UN/CEFACT
- WCO DM and EU CDM
- Common Framework
- Cassandra/Cargo logistics ontology

**Level 3 – semantic interoperability**
- UN/CEFACT UNSMs (messages)
- GS1 – EPCIS (events)
- eXtensible Markup Language (XML)
- JSON (JavaScript Object Notation), …

**Level 2 – syntactic interoperability**
- TCP/IP and potentially http(s) for Application Programming Interfaces
- AMQP/RabbitMQ or other queueing protocols for reliable transfer
- eSens Delivery (electronic business XML – Messaging)

**Level 1 – technical interoperability**
- UN/CEFACT
- WCO DM and EU CDM
- Common Framework
- Cassandra/Cargo logistics ontology

**Level 0 – no interoperability**

---

Figure 7.1: Overview of logistics standards [2].
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trivial. To the best of our knowledge, there is no interoperability model for the top two levels, dynamic and conceptual interoperability. Therefore, three remaining LCIM levels are only explained in the following.

- **Syntactic Interoperability**: Syntactic Interoperability: This class refers to the structure of data during exchange. The syntax of a message governs that the use of protocols in technical interoperability level. XML and JSON are shown as potential syntaxes for syntactical interoperability. Another option is UN/CEFACT United Nations Standard Messages (UNSMs) as technical data structures representing specific interaction types, e.g. there is a UNSM for a transport order. These UNSMs use the EDIfact (Electronic Data Interchange for administration, commerce, and trade) as syntax [11]. UNSMs have lots of configuration options; they are generic.

- **Semantic Interoperability**: This class refers to the semantic representation of the data modelled, for instance, by unified modelling language (UML) or ontology web language (OWL). The models are mostly used to develop message structures for sharing data at syntactic level, for instance to automatically generate UNSMs or XSDs (XML Schema Definitions).

- **Pragmatic Interoperability**: it means that two or more stakeholders integrate their business processes. They start from existing processes and most often replace current procedures, which are mainly paper-based, with electronic versions. Business process integration can be based on level 2 standards; most often these
collaborating business partners don’t have access to data models (if they are available). In case the use existing open standards like UNSMs or XSDs, they configure these to their requirements resulting in so-called implementation guides of these open standards. In case these implementation guides are constructed by more than two organizations, they can be called community implementation guides, for example the ones specified for rail or sea. These community implementation guides can also be a basis for any two organizations constructing their bilateral implementation guides.

Thus, analysis of (open) standards and their implementation learns that ‘closed’ data sharing solutions are constructed. Open standards do not necessarily lead to open ways of data sharing, meaning that it is easy to on-board organizations. On the one hand, implementation guides will be constructed and on the other hand they have to be implemented by matching to heterogeneous IT systems of organizations. Thus, having open standards only does not necessarily reduce enterprise interoperability complexity in logistics.

7.3. SEMANTIC LOGISTICS MODELS

In this section, two ontologies based on two logistics data models, eCMR and shipping instruction (SI), are created that also include the semantics among their different entities. eCMR is a standard that is used in the road transportation, while SI is for a transportation by sea. To show the importance of matching these two data structures, Figure 7.2 shows a typical transportation trip of a cargo from an origin to a destination. First, the consignor ships a cargo to a port, named here as the port of export. In this example, the transportation to the port of export is by road so that their associated shipping information is modeled by eCMR. Then, the cargo is transshipped to a port of import by sea, whose transshipping information is modeled by SI. Then, from the port of import, the cargo will be sent to the consignee by means of road, that again necessitates to store the information by the eCMR model. In this simple example, we need to transform the data first from eCMR to SI and then from SI back to eCMR. As a result, the alignment of these models are very essential in logistics. In the following, we first create two ontologies and then explore the alignment of the two ontologies together.

7.3.1. ELECTRONIC CMR ONTOLOGY

The CMR\(^4\) is a United Nations convention that concerns with various legal issues concerning the transportation of a cargo by road. As of 2017, CMR has been ratified by most of the European states. The International Road Transport Union (IRU) developed a standard CMR waybill according to the CMR. As of 2008, it is also feasible to use an updated

\(^4\)It stands for Convention on the Contract for the International Carriage of Goods by Road.
electronic consignment note, called eCMR. We create an ontology based on a subset of eCMR by using the terminology applied to the eCMR standard of UN-CEFACT, which is more than a data carrier and is able to contain semantic relations between entities.

The classes of the eCMR as well as their related properties in the created ontology are as follows (class names are identified by italic and bold characters and property names only by italic characters):

- **LogisticsLocation** includes the locations in a logistics trip and contains basic information for a location, such as name and country. The following two classes inherit from this class:
  - **CarrierAcceptanceLogisticsLocation** is the location where a cargo is picked up by a carrier.
  - **ConsigneeReceiptLogisticsLocation** is where a cargo will be delivered to a consignee.

- **TradeParty** represents different parties in a transaction. It has three main subclasses associated to different parties:
  - **Consignor** is the one that orders a consignment and must determine locations of acceptance and delivery.
  - **Consignee** is the one to whom a cargo must be delivered.
  - **Carrier** is the party that conducts the shipment by picking up the cargo from an acceptance place and delivering to a consignee receipt location.

- **SupplyChainConsignmentItem** includes the items in the shipment. This class has several relationships with other classes as:
  - The items are inside a transport cargo. Hence, we use object property **isInsideCargo** that relates this class to **TransportCargo**.
  - The items are placed in a logistics package. Thus, we use object property **isPackagedIn** to relate this class to **LogisticsPackage**. In addition, the packages must have shipping marks that makes **LogisticsPackage** have another object property **isMarkedAs** to link it to **LogisticsShippingMarks**.

- **SupplyChainConsignment** is the main class in eCMR that represent the shipment process. It has multiple object properties that relates it to different classes and provide the necessary information for shipping a cargo. These object properties are as follows:
  - **includes** that relates it to **SupplyChainConsignmentItem**.
  - **isDeliveredTo**, **isCarriedBy**, and **isOrderedBy** are with respect to the three different trade parties, **Consignee**, **Carrier**, and **Consignor**, respectively.
  - **isPickedUpAt** and **isDroppedOffAt** relate the class to **CarrierAcceptanceLogisticsLocation** and **ConsigneeReceiptLogisticsLocation**, respectively.
hasTransportInstruction and hasDeliveryInstruction relate this class to transport instructions for the shipment and delivery, respectively. These instructions are necessary according to eCMR.

Figure 7.3 plots the eCMR ontology visualized by VOWL [12]. The classes are shown by circles and object properties are the labels of arrows of the two corresponding classes.

### 7.3.2. Shipping Instruction Ontology

A shipping instruction (SI) is a document, provided by a customer to a carrier, containing the details of a cargo to be shipped by sea and the requirements for its physical transportation. The fields in the document are the building blocks for creating the associated ontology that is based on the terminology used in SI. We particularly utilize the interface of a booking for shipment of containers by sea. The created ontology has a main class, ShippingInstruction, that associates with other classes with proper object properties. These classes and properties are discussed in the following:

- It contains the information of locations where a container is picked up or delivered to. Thus, there are two object properties, isPickedUpFrom and isDroppedOffAt that associate it to PlaceOfReceipt and PlaceOfDelivery. Each of these classes inherits from place that contains basic information of a place such as the name of the city and the United Nation location code (CityUNLocationCode). In addition, it contains the ports where a container is loaded and discharged, represented by classes
PortOfLoad and PortOfDischarge that are related to this class by object properties isLoadedIn and isDischargedAt, respectively. These classes also inherit from another class, named Port, that stores the basic information of a port.

- Each ShippingInstruction contains three different parties that are modeled as classes with names Forwarder, Shipper, and Consignee that is related to with isOrganizedBy, isSubmittedBy, and isDeliveredTo, respectively.

- It also specifies the container that must be shipped. Thus, a class with the same name is created that is related to the SI class with object property carry. Besides, each container itself includes several CargoLineItem, each of which represents a particular item in the container.

- According to SI, three different notification to three parties must be sent. The notification to parties is modeled with class NotifyParty, that has three subclasses, FirstNotifyParty, SecondNotifyParty, and ThirdNotifyParty, related to SI with object properties FirstNotify, SecondNotify, and ThirdNotify.

Figure 7.4 plots the SI ontology visualized by VOWL [12].
7.4. EXPERIMENTS
This section introduces the experiment where ontology alignment systems are applied for aligning two logistics ontologies. There are still choices to be made with respect to the experiments that will be discussed first.

7.4.1. CHOICES FOR EXPERIMENTS
Applying ontology alignment systems to logistics ontologies is different from that in the OAEI for some reasons. First of all, ontologies are not common in supply and logistics. Open standards, their implementation guides, and database schemes have to be transformed into ontologies to enable alignment. Second, the following alignment choices need to be considered:

• Database scheme alignment – one could consider the alignment between database schemes of different organizations. This option is not considered feasible, since databases provide more functionality than interoperability between two organizations; they support an organization in its business.

• Functional view alignment – this option considers creating a functional view of for instance a transport order on two database schemes that will be aligned. If ontology alignment would provide optimal results, this would be an ideal situation, since it does not require any formulation of open standards. It is however also complex, while it requires to align many structures, all using potentially different terminology.

• Open standard alignment – alignment of two open standards. This could be a first start which does not require any involvement of organizations (yet). Open standards are publicly available. However, the development of an ontology from an open standard might be complex, depending on the supported functionality. An open standard for a transport order may for instance cover all transport modalities and all types of cargo.

• Implementation guide alignment – alignment of implementation guides of an open standard. For this purpose, organizations will have to provide their implementation guides.

• Alignment with a Canonical Information Model – integration of IT applications of one organization can be via an upper ontology. This approach can also be applied for external integration, i.e., between IT applications of different organizations. It requires time for constructing an upper ontology for logistics, but in case the upper ontology can be used for automatic alignment between functional views of database schemes, it will support the ‘plug and play’. There are different options using an upper ontology, like:
  – Alignment of a functional view with the upper ontology;
  – Alignment of an open standard with the upper ontology;
  – Alignment of an implementation guide of an open standard with the upper ontology.
For ontology alignment, the upper ontology acts as background knowledge that can boost the alignment outcome. We can conduct the experiment by aligning implementation guides of open standards with an ontology that has been developed in EU funded projects. This experiment can be completely controlled. The ontology that acts as an upper ontology is called LogiCO\textsuperscript{5}[13], and an implementation guide of an existing open standard will be produced that is expected to contain concepts represented by LogiCO.

As a result, for the experiment, we use the notion of indirect matching discussed in Chapter 1 on page 8.

### 7.4.2. Setting of Experiments

We conduct two different experiments. First, the eCMR and SI ontologies are directly aligned together without using background knowledge. Second, the experiment is conducted by the alignment of ontologies derived from the implementation guides of open standards by using LogiCO as an upper ontology in indirect matching. These choices will be further elaborated.

Using LogiCO will have some risks with respect to the experiment; it might not support the functionality of an implementation guide. To reduce this risk, an implementation guide of an open standard needs to be aligned as much as possible with LogiCO. Therefore, it is worthwhile to list the foundational concepts of LogiCO [13]:

- **Activity** denotes some action and is relevant for the purpose of logistics, such as, for example, the activities of transport, storage, transshipment, loading, and unloading. Some activities are atomic and can be used to compose more complex activities.

- **Event** represents an occurrence of interest for the execution of a certain activity. In contrast to an activity, which denotes an action that is continuous in time, an event denotes an occurrence at a specific moment in time. For example, the departure of transport means from a location of origin and its arrival to the destination can be regarded, respectively, as starting and ending events for the transport activity.

- **Actor** represents organizations, authorities or individuals that offer or require activities and operate on resources related to these activities. An actor can have a role, for example, customer and service provider, or shipper, consignee, forwarder, and carrier.

- **Entity** represents something that is used or exchanged during an activity. We specialize an Entity in a Spatial Entity, which represents tangible objects, such as an equipment or a person, and an Intangible Entity, which represents intangible objects, such as a modality, a characteristics or a dimension. We also define a Temporal Entity, which represents the start time, end time or time interval associated to activities and events. To this regard, since time is a basic (foundational) concept relevant for logistics, but common to other domains, we re-use the time on-

\textsuperscript{5}LogiCO stands for Logistics Core Ontology and is publicly available at http://ontology.tno.nl/logico/.
ontology proposed by W3C (http://www.w3.org/TR/owl-time), instead of specifying our time ontology from scratch.

- **Location** represents the geographical area or geographical point used to define the place of origin and destination for entities and activities. Location can have different levels of granularity. Location can be coarse-grained for scheduling, since in long term planning it is sufficient to specify approximately the place of origin and destination, such as, for example, the Netherlands or the port of Rotterdam.

- **MoveableResources** are characterized by the capability of moving on their own or being contained in another entity for the purpose of movement, and Static Resources are used to host and/or handle moveable resources. An implementation guide has been constructed for an open standard representing document data for road transport. The open standard has been developed by UN/CEFACT for electronic waybills, with a specialization to the eCMR for road transport. The eCMR assigns one specific document type, the CMR, to a generic representation of data that can be stored by all types of transport documents. Thus, the core structure should as well be applicable for documents shared in other modalities. To conduct the experiments, the eCMR ontology discussed in previous section is used.

### 7.4.3. Experimental Results

The first experiment was the alignment of the two ontologies representing implementation guides of open standards, eCMR and SI. The alignment is not satisfactory. Only concepts representing common roles of organizations in the two ontologies can be aligned with each other, but not other concepts. In particular, the outcome of direct matching for SANOM was two correspondences containing the mapping of **Consignee** and **Carrier** that are identical in the two ontologies, AML detected one extra false positive by mapping **ShippingInstruction** to **TransportInstruction**, LogMap mapped two identical object properties associated the two mapped classes, **isDeliveredTo** and **isCarriedBy**.

This mismatch of alignments is due to naming conventions that differ between the two ontologies in question. For instance, we used in the eCMR concept names derived from XML element names, like ‘SupplyChainConsignment’ and ‘LogisticsPackage’. These concepts are not present in the other ontology. The concept ‘SupplyChainConsignment’ is also not expected to be part of a shipping instruction ontology, since the latter represents a consignment. In general, it is not common in supply and logistics standards to use a type of prefix ‘SupplyChain-’ for naming concepts, which makes alignment only possible to those open standards that use the same prefix for naming. The same applies to ‘LogisticsPackage’.

Furthermore, shipping instruction has additional roles, due to delivery conditions. Besides a consignor (which is equal to a shipper) and consignee, notifies will also be mentioned. A notify has to be informed when containers arrive at a port of discharge. Besides these differences in the naming of concepts, which will require a common data dictionary like the United Nations Trade Data Elements Directory (UNTDED), this naming difference might be solved by annotating LogiCO with terms used by other ontologies.

Another difference is that these open standards represent the transport services of
enterprises like carriers. For instance, a shipping line is able to transport a container between the hinterland and a port and position a container for stuffing at the location of a shipper or only transport a container between two ports. The difference is known as carrier - and merchant haulage respectively and is, in fact, a combined service. This combined service is however not represented by an eCMR. However, the eCMR contains another modeling issue, namely that of modeling a shipment that can consist of more than one consignment. The shipment concept is used for data sharing between a customer and his carrier; the consignment concept for data sharing between a shipper and a forwarder.

A third difference is the representation of cargo. There are two different concepts used by these three ontologies, namely LogisticsPackage and container. One could argue that a container represents the actual cargo, but it also has packages stuffed inside. What is required besides agreement on the naming of concepts is the associations between those concepts, package and container.

We also use indirect matching to match eCMR and SI ontologies by the aid of LogiCO. Since LogiCO has also different naming from SI and eCMR, it is required to add some annotations to this ontology. In particular, we added the two extra annotations from the SI and eCMR ontology to LogiCO: we added Shipper from the SI ontology as synonym to Consignor and added ShippingInstruction from SI and SupplyChainConsignment from eCMR as synonyms to Activity in LogiCO. Table 7.1 shows the annotation of LogiCO concepts with those of SI and eCMR ontologies.

We experimented with three top alignment systems from the OAEI: SANOM, LogMap, and AML. These alignment systems had very promising outcome and were identical to each other. Figure 7.5 displays the mapping of eCMR concepts to those in SI that are obtained by indirect matching using the annotated LogiCO.

One of the reason of having such outcome is that the object properties in two created ontologies are similar to each other. The identity of the object properties, such as IsDroppedOffAt, IsDeliveredTo, IsPickedUpFrom, as well as the annotations added to LogiCO increase the quality of the alignment by mapping the classes in the domains and ranges of the corresponding object properties.

7.5. Conclusion

This chapter addressed the main question of the applicability of ontology alignment to interoperability in logistics by means of an experiment. The experiment was the alignment of ontologies representing implementation guides of two open standards, eCMR and shipping instruction (SI), with and without the use of an upper ontology, called LogiCO. The experiments of direct alignment did not give satisfactory results due to differences in naming convention and systems modeled by the ontologies. A second ex-
experiment was performed by using indirect matching with the annotated LogiCO that resulted in a more acceptable alignment. The use of indirect matching is particularly useful in logistics since there are millions of enterprises. The indirect matching reduces the number of alignment from quadratic to linear with respect to the number of enterprises (or ontologies).

In view of the challenges encountered for alignment of implementation guides of open standards, it is safe to assume that alignment of (functional views of) database schemes represented as ontologies will even be more difficult. We cannot expect that ontologies derived from database schema use the same naming conventions and they will also have different structures, making the outcome of best ontology alignment systems, e.g., AML, SANOM, and LogMap, not acceptable and inappropriate for enabling interoperability in logistics. Note that these systems take advantages of several complex similarity metrics including string, linguistic, and structural, but were not able to detect enough correspondences. It is our expectation that ontology alignment will only im-
prove if there is a common understanding of what needs to be represented by an upper ontology. The use of the upper ontology can enhance the outcome of matching systems if the upper ontology is properly annotated. However, the upper ontology has to be extended with knowledge of business service composition to address all possible standards. It means that we need to have a shared background knowledge for both standards and alignment development. In the latter case, the alignment systems may also have to be extended. A more complete upper ontology reduces the experts efforts in annotating it and increases the performance of matching systems.

A thorough background knowledge can be created by using some existing ontologies in logistics like LogiCO and annotate it with proper names from different logistics models or standards. Such annotations require logistics expertise who is able to identify the related concepts in ontologies. An alternative approach is to create an integrated ontology by using ontology integration techniques based on the alignment of eCMR and SI, and then align new logistics models with the integrated ontology. Based on the alignment of the integrated ontology and the new logistics model, we can again use the ontology integration techniques to come up with a new integrated ontology. The alignment of each new model to the integrated ontology must be approved by a user so that the integrated ontology is reliable and does not contain redundant concepts. The creation of the integrated ontology is an iterative and augmentative approach that can finally result in a comprehensive upper ontology for logistics. While such an upper ontology can be exploited to enhance alignment outcome, it cannot be used for developing logistics IT systems since the integrated ontology gets more and more complex as the number of alignments and integration increases. The complexity of such an integrated ontology makes it difficult for even logistics experts to comprehend or annotate it. The alternative solution is to create a comprehensive upper ontology for logistics that contain all the concepts and names in different standards. Such an ontology can be used by companies as well as it can help improve the alignment outcome.
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CONCLUSION

*When ideas fail, words come in very handy.*

Johann Wolfgang von Goethe
8. Conclusion

This dissertation had the following research objective:

*To address interoperability between heterogeneous IT systems in logistics by using ontology alignment.*

We put forward the following two research questions along with several sub-questions to accomplish the objective:

RQ1 What is the evolution and progress of ontology alignment and what enhancement needs to be made in view of the research objective?

- RQ1.1 Is ontology alignment problem solved in an efficient way?
- RQ1.2 Can we favor one ontology alignment system over another?
- RQ1.3 Can we give more meaning to an individual performance metric?
- RQ1.4 How to compare alignment systems with respect to multiple performance scores?

RQ2 To what extent does ontology alignment address interoperability between IT-systems in logistics in practice?

- RQ2.1 What is the state-of-the-art advances in enabling interoperability in logistics?
- RQ2.2 What would be the result of applying ontology alignment systems to logistics?

The answer to these research questions can help accomplish the research objective. For research question RQ1, we explored the ontology alignment literature by using both qualitative and quantitative approaches. We realized that the ontology alignment problem can be modeled, among others, as zero-one non-convex programming that is non-deterministic polynomial-time (NP) and is difficult to solve in a reasonable time. Although the use of indirect matching by an upper ontology decreases the number of alignments from quadratic to linear with respect to the number of ontologies, the execution time of matching a new logistics model to the upper ontology is particularly important for enabling interoperability between IT systems in logistics since there are often restricted time and resources for computations. As a promising alternative approach, the evolutionary algorithms (EAs) had already been applied to the ontology alignment problem. However, the population-based EAs have been used in the literature, which generally require a considerable time and massive memory for solving the problems. On top of that, population-based EAs often suffer from premature convergence, allowing to converge to only a local optimum of the given optimization problem. We also realized that EA-based ontology alignment systems have other issues, such as a lack of pre-processing the ontologies, which significantly affect their outcome. That was the motivation of RQ1.1 that was addressed in Chapter 3 by using simulated annealing for solving ontology alignment problem. Simulated annealing operates over one state that makes it more optimal in terms of memory consumption and execution time for computing the fitness. In addition, simulated annealing escapes the local optimum and converges to the global optimal solution. As a result, the ontology alignment problem
was first revised as the minimization of a fitness function that is optimized by using simulated annealing. We also developed a compound fitness function by using several similarity metrics. We showed that SANOM is superior to other EA-based systems in terms of execution time, precision, and recall, and is also competitive with the best systems in the ontology alignment evaluation initiative (OAEI). The content of Chapter 3 was in line with the objective, since we needed to have an efficient alignment system for enabling the interoperability in logistics.

Another lesson learned from the literature was that there was no methodology for comparison of alignment systems together. The only criterion was several performance scores or their averages, based on which the alignment systems were compared. Having a methodology for comparing alignment systems was the incentive of RQ1.2 that was studied in Chapter 4 by using frequentist statistics. More in detail, we first distinguished the comparison of alignment systems over one or multiple benchmarks and compare different statistics in the literature for comparing ontology alignment systems. The outcome of the comparison showed that we can favor one alignment system over another for a particular domain supported by statistical evidence. The content of this chapter conformed to the second objective, which involves the selection of an alignment system for logistics.

We also learned from the ontology alignment literature that the typical way for evaluating ontology alignment systems was to compute several performance scores that are basically a ratio directly related to true positives and true negatives. The statistical tests studied in Chapter 4 are also applied to the performance scores for comparison over multiple benchmarks. However, summarizing the accomplishment of an alignment system by a score is not informative since scores are only a ratio directly true positives or false positives. That was the stimulus of RQ1.3 that includes providing more meaning by representing distributions ratios. A solution based on Bayesian statistics was recommended in Chapter 5, where a distribution was estimated with respect to a performance metric, or better to say alignment risk that is a function of false positives and false negatives. Accordingly, we showed that the evaluation of alignment systems is a statistical inference problem and studied two primary schools of thought in statistics, frequentist and Bayesian, for estimation. We perceived that the estimation based on the frequentist approach is tantamount to the performance scores computed by ratios. As a more informative alternative, we developed a novel Bayesian model that was able to estimate a distribution with respect to the defined alignment risk. According to this distribution, a Bayesian test was also established that can compute the extent to which one alignment system is superior to another. The content of Chapter 5 was in line with the objective, since we need to select the most appropriate alignment system for logistics. The difference of the Bayesian model with frequentist tests studied in Chapter 4 is that the former also concerns the evaluation of alignment systems, while the latter only involves the comparison. In addition, the comparison of the Bayesian model does not suffer from the drawbacks of decisions based on p-values, which makes it even more appropriate. However, if the alignments generated by different systems are not available, or the performance metric for comparison is not based on true positive or true negatives (e.g., execution time), then the frequentist tests such as Wilcoxon Singed-rank or Friedman tests and their Bayesian counterparts must be used.
Despite the effectiveness of the Bayesian model for evaluation and comparison of alignment systems, it can only take one performance score into account and make the comparison accordingly. However, a comprehensive comparison must include different performance metrics. The consideration of multiple performance metrics simultaneously was the incentive of RQ1.4 and studied in Chapter 6, where we proposed the use of multi-criteria decision-making (MCDM) methods for comparing and ranking alignment systems based on multiple performance metrics. Since each of the metrics has different importance in different ontology alignment applications or tasks, we particularly studied and elicited the preferences of ontology alignment experts for different OAEI tracks. The content of Chapter 6 showed that we can compare the alignment systems with respect to multiple performance metrics as well as experts’ preferences, and find a ranking for alignment systems on different benchmarks.

For research question RQ2.1, we first looked into the literature of interoperability in logistics. Interestingly, there are many standards that are currently used in different logistics sectors for enabling interoperability, each with a specific data model, that create heterogeneity among different standards. On top of that, the standards and data models do not have semantics and are basically used as data carriers. Therefore, ontologies have to be extracted manually from existing open standards and models, where our study did not focus on analyzing existing tools to support this operation. As the first step, we developed two ontologies based on two well-known data models in logistics, shipping instruction (SI) and eCMR, where we named the concepts in ontologies identical to those in SI and eCMR. We expected that the direct alignment of such ontologies would bear useful outcome, but the drastic discrepancy among the names of concepts in these standards made the outcome of the direct alignment unsatisfactory. We therefore applied the indirect matching by using an upper ontology in logistics, LogiCO. We slightly annotated and used LogiCO as the upper ontology for matching SI to eCMR. The outcome of indirect matching could detect most of the shared entities in the ontologies. The study on the applicability of ontology alignment to logistics was presented in Chapter 7 that covered research question RQ2 and the first objective.

Overall, the use of direct matching, or even indirect matching with incomplete upper ontology, does not bear acceptable outcome and cannot address the heterogeneity in logistics. The annotation of ontologies must be done by a logistics expert who is sufficiently familiar with the domain. However, the efforts required for annotating is much less than that for aligning ontologies. In addition, as the number of logistics experiment as well as annotations increase, the need for an expert for annotation decreases. In addition, an expert must also inspect the alignment generated by a system to verify the veracity for data transformation since false positives and false negatives in the alignment can significantly influence the outcome of the transformation. The verification of alignment is not specific to logistics since it is an essential step for many other tasks such as ontology integration that use ontology alignment as a prerequisite. Furthermore, using indirect matching reduces considerably the number of alignments, which is particularly important in logistics that has millions of stakeholders in Europe only. Thus, in response to the research objective, we conclude that ontology alignment can address interoperability in logistics and reduce the human efforts provided that one of the following conditions holds:
8.2. A Summary of Contributions

We now reiterate the contributions of this dissertation first in science and then in practice.

8.2.1. Contributions to Science
We first look into the contributions of this dissertation to ontology alignment. In this dissertation, we developed an efficient ontology alignment system by using simulated annealing as well as several methodologies based on statistics and MCDM for evaluating and comparing alignment systems. To organize the contributions to ontology alignment, we use the framework of the classification of ontology alignment publications that is plotted in Figure 8.1. Based on this figure, the ontology alignment contributions of this dissertation are categorized as (i) Review in Chapter 2; (ii) Matching technique and matching system in Chapter 3; (iii) Evaluation in Chapters 5 and 6; (iv) Comparison in Chapters 4-6; (v) Practical applications in Chapter 7.

In Chapter 2, we first put forward a revisited framework of ontology alignment publications and explain different classes in this framework. The new framework is more fine-grained that highlighted the lack of methodologies for comparison and evaluation of ontology alignment systems. In addition, a quantitative approach based on bibliometric analysis was used to provide a broad overview of the ontology alignment current status, progress, and possible ways for its future research. To the best of our knowledge, it was the first attempt of reviewing the ontology alignment field by using a quantitative approach, though there are several well-studied review papers with a qualitative approach. Based on the analyses discussed in Chapter 2, we realized that two segregated
communities, OAEI and Chinese, with the least collaborations form the ontology alignment domain. In addition, the academia-corporate collaborations need to be enforced, since the current status of such collaborations is trivial, i.e., less than 3%.

For the matching technique as referred to in Figure 8.1, we extended the Soft TF-IDF (term frequency-inverse document frequency) with two basic similarity metrics that is regarded as a new similarity metric, and we used simulated annealing as the matching strategy. The overall use of similarity metrics and matching strategy along with other pre- and post-processing formed the system, SANOM, as a matching system. It was investigated that SANOM is notably faster than other systems that employ evolutionary algorithms and is also efficient in terms of the amount of memory being used. SANOM has participated in the OAEI since 2017 and has been one of the top alignment systems in the conference track.

In Chapter 4-6, the evaluation and comparison of alignment systems were studied. We compared the frequentist statistical tests for comparing the alignment systems in Chapter 4 and recommended the appropriate test based on the number of benchmarks and the number of alignment systems. In Chapter 5, the evaluation of alignment systems was translated into a statistical inference problem, and a Bayesian model was developed that is able to compute a distribution with respect to a performance metric, or generally speaking, with respect to a function of false positives and false negatives. A Bayesian test was also developed that could compute the extent to which one alignment system is preferred over another. In Chapter 6, the comparison of alignment systems with respect to multiple performance scores and experts’ preferences was studied and a proper research methodology for computing a ranking of alignment systems for different benchmarks was put forward and discussed in detail.

As a practical application, we studied the heterogeneity in logistics and the ways to deal with this problem to enable interoperability in this domain. As the analysis of literature suggested in Chapter 2, introducing new practical problems that can be addressed
by ontology alignment helps boost the field and can put forward new lines of research. In addition, it can strengthen and expand the corporate-academia collaborations as well. Hence, introducing such an application was of critical importance for ontology alignment.

Aside from contributions to ontology alignment, we developed two MCDM methods in Chapter 6. The first one was the Bayesian best-worst method (BWM) that used for computing the priorities based on the preferences of a group of experts (or decision-makers). The method is a new model that can address group decision-making in MCDM and is a promising alternative to the most common way for aggregating the preferences of multiple experts, i.e., computing the average of priorities of all experts. The Bayesian model applies to the preferences of all experts (instead of their priorities) that are expected to estimate the weights more accurately. In addition, it provides more information about the interrelation among different criteria by computing the extent to which one criterion is more important than another. Another contribution related to MCDM was the ensemble method that was able to combine the rankings of different MCDM outranking methods and compute a final rankings. In addition, we introduced two scores, consensus index and trust level, that can provide further information for the final rankings.

8.2.2. CONTRIBUTIONS TO PRACTICE
We verified the applicability of ontology alignment to the logistics domain. We showed that heterogeneity is prevalent in the logistics domain and the current use of standards does not address this problem properly. We put forward ontology alignment as a viable solution for resolving the heterogeneity and enabling interoperability. One big challenge was that most of the standards and data models in logistics do not have any semantical models. Therefore, we developed two ontologies based on the terminology and structure of the existing models in logistics. The alignment experiments on these ontologies showed that the direct matching bears unacceptable results since the terminology used in the logistics ontologies are sharply distinguished. We further used another experiment by the aid of an annotated upper ontology that resulted in an acceptable alignment. Therefore, the conclusion was drawn that ontology alignment can address the heterogeneity in logistics domain and reduce the human efforts to a minimum. However, this is basically achieved by using a proper upper ontology, otherwise, the results are not satisfactory. In addition, the use of indirect matching, aside from increasing the likelihood of matching with a proper upper ontology, can significantly decrease the number of alignment from quadratic to linear with respect to the number of ontologies. This is essential in logistics, where there are millions of enterprises in Europe only. The content of Chapter 7 indicated that ontology alignment can address the heterogeneity in logistics and enable interoperability in the domain provided that a proper logistics upper ontology will be used.

8.3. REFLECTION AND FUTURE RESEARCH
Besides the contributions that this dissertation puts forward, there are several critical challenges as well as multiple lines for future research. One of the crucial points dis-
cussed in Chapter 2 is that two research communities, OAEI and Chinese, form ontology alignment, each of which with tens of publications per year. More in detail, the collaborations of the Chinese community is not sufficient that reflected in the number of citations they received. As a result, finding common research agendas for Chinese and OAEI researchers can make the communities become closer and can significantly help the progress of ontology alignment to reach its full potential.

Finding new applications and domains to which ontology alignment can be applied is critical since it will help the its faster growth and progress. The logistics use case presented in this dissertation exemplifies such applications that existed for years but was not known to ontology alignment community, given that interoperability is one of the primary motivations of ontology alignment. Identification of new problems and applications, and consequently, creating use cases and ontologies for alignment makes them recognizable to both ontology alignment community as well as the community that the applications or problems lie.

The comparison of alignment systems is also distinguished from evaluation in this dissertation, although a proper method for evaluation, like the proposed Bayesian model in Chapter 5, could lead to a more meaningful comparison among alignment systems. In general, the evaluation and comparison of the alignment system is a statistical inference problem. One potential line for future research is to develop another specific Bayesian model for comparison only since the Bayesian test based on risk overestimates the difference between alignment systems if they are applied to the same benchmarks. In other words, the proposed Bayesian test is suitable for comparison of alignment systems when they are applied to different benchmarks. Another Bayesian test should be developed, potentially by using the idea of contingency table put forward in Chapter 4, that is suitable for comparison of alignment systems when they are applied to the same benchmarks.

For comparison based on multiple performance metrics, a methodology is proposed based on different MCDM metrics. While MCDM methods can be applied to performance scores to compare and rank alignment systems, they cannot simply accommodate the distributional data, like the distributions that are estimated by the proposed Bayesian model in Chapter 5. Another crucial drawback is that MCDM methods can be applied only to one benchmark at a time. Thus, finding a ranking of systems over multiple benchmarks is not a straightforward task. There are two venues that can further progress the evaluation and comparison of alignment systems. First, an MCDM method must be created that can accommodate distributional data. Thus, using MCDM methods can provide us with a distribution representing the overall performance of an alignment system that considers multiple performance metrics. In addition, an MCDM outranking method should be developed that, instead of using the performance scores of alignment systems, work with the probabilities that one alignment system is better than one another, where these probabilities are computed based on Bayesian models for comparison. In other words, the combination of Bayesian statistics and MCDM methods provides a comprehensive and meaningful comparison and evaluation of alignment systems.

SANOM can also be extended in several ways. One important step is to enable SANOM to be applied to large-scale ontologies, i.e., ontologies with tens of thousands of con-
cepts. Although SANOM is memory- and time-efficient, but handling large-scale ontologies is another matter that needs to be considered, especially in terms of implementation. In addition, SANOM can be equipped with the biomedical background knowledge that makes its outcome be comparable with state-of-the-art systems that typically use such background knowledge. Since the primary motivation of this dissertation was a use case in logistics, where there are many medium-sized ontologies, the capability of handling large-scale and biomedical ontologies was not a priority of the project, but are certainly important ways to further enhance the performance of SANOM. In addition, a mapping repair is seemingly necessary for SANOM, since the simulated annealing randomly generates and transitions to successors that potentially contain trivial false correspondences, while the overall fitness of the successor might be improved. This necessitates the existence of a mapping repair for SANOM.

We also investigated the applicability of ontology alignment to interoperability in logistics. This domain is distinct from other domains like biomedical, where we have some large-scale ontologies. In addition, the logistics models do not carry semantics and are not developed as ontologies. Thus, creating more logistics ontologies based on the available standards is an important contribution to this domain. Besides, we realized that the discrepancy in the terminology of logistics standards and data models is more severe, making the outcome of alignment systems unacceptable when ontologies are directly aligned. On the other hand, the use of an upper ontology can pave the way and enhance the outcome of alignment systems significantly. However, there is not a proper logistics dictionary or a comprehensive upper ontology. Therefore, creating a large upper ontology is a very crucial step in enabling interoperability in logistics by using ontology alignment. Such an upper ontology can be further enhanced by conducting many alignment experiments by logistics ontologies and annotate the upper ontology by the new terminologies encountered in new logistics standards or data models.

After discovering the alignment, a logistics expert needs to verify the correctness of each correspondence for transforming the data in ontologies. Correspondences have also a confidence level showing the extent to which they are reliable. When conducting logistics experiments, we can devise a learning method to learn from the confidence of each correspondence and the expert’s opinions. Such a learning methodology can be used for mapping repair and makes the data transformation fully automated. Such a mapping repair can be applied to the outcome of any alignment system that is used for matching logistics ontologies.
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