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Abstract

Objective: Prostate cancer remains one of the most prevalent forms of cancer in men aged over 65 years, with yearly around 11,200 new cases and 2,600 deaths in the Netherlands. Diagnosis of prostate cancer still relies on biopsies, which are unpleasant and invasive procedures for the patient. The new PET tracer, [\textsuperscript{68}Ga]Sarabesin 3, aims to offer an accurate and minimally invasive way to locate and diagnose PC by taking benefit of the overexpression of the gastrin releasing peptide receptor on prostate cancer cells. In this research, the pharmacokinetics of the tracer in cancerous and healthy tissues from dynamic PET imaging was studied to identify receptor-specific uptake in prostate cancer tissue.

Methods: An image derived input function was obtained from a volume of interest drawn over the femoral artery. The image derived input function correction methods proposed by Chen\cite{1}, Mourik\cite{2} and Hackett\cite{3} were evaluated using Monte Carlo simulation of the femoral artery. The simulation was done in GATE using a model of the Siemens Biograph mCT. Iteratively reweighted least squares and step-wise model fitting were used to increase the accuracy in the small spots suspicious of cancerous tissue. In order to validate the applied arterial input function correction methods, a model of the Siemens Biograph mCT was built in the GATE Monte Carlo software. The absorbed dose was calculated using the MIRD male dosimetry model, OLINDA/EXM and the time activity curves in the various organs. A simple one-way perfusion model of the kidney was applied to estimate the bladder filling over time.

Results: The sensitivity and spatial resolution of the GATE model at the field-of-view center were respectively 11.1 ± 0.027 kcps/MBq and 4.00 ± 0.56 mm full width half maximum in the radial direction, both closely matching the values of reported by Jakoby\cite{4}. Applying the arterial input function correction methods to the simulated arterial and venous concentration curves showed that Hackett’s method\cite{3} most accurately estimates the true arterial concentration with less than 1% error after the first pass peak. Step-wise fitting of the 1-, FDG- and 2-compartment models showed to be less vulnerable to local minima. An increase up to 280% receptor density was observed in the spots suspicious of cancerous tissue compared to the surrounding tissue healthy prostate tissue, thereby providing proof for the specific uptake of [\textsuperscript{68}Ga]Sarabesin 3 by gastrin releasing peptide receptor in prostate cancer tissue. The pharmacokinetics of [\textsuperscript{68}Ga]Sarabesin 3 were best described by a FDG model or a 2 compartment model with a small retention coefficient. It was not possible to determine the retention coefficient of the latter due the relatively large noise and small number of measurement points 50 minutes post-injection.

Conclusion: Hackett’s method estimated the arterial concentration well in Monte Carlo simulations. [\textsuperscript{68}Ga]Sarabesin 3 showed a good uptake in spots suspicious of cancerous tissue and had a high retention despite being an antagonist. The absorbed dose per administered activity to the prostate, red bone marrow and pancreas were estimated at 16.5, 13.5 and 196 μGy/MBq and the effective dose was 22.40 μSv/MBq, which is similar to the average [\textsuperscript{18}F]DG effective dose.
### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIF</td>
<td>Arterial Input Function</td>
</tr>
<tr>
<td>cAIC</td>
<td>corrected Akaike Information Criteria</td>
</tr>
<tr>
<td>BIC</td>
<td>Bayesian Information Criteria</td>
</tr>
<tr>
<td>FBP</td>
<td>Filtered Back Projection</td>
</tr>
<tr>
<td>FDG</td>
<td>Fluorodeoxyglucose</td>
</tr>
<tr>
<td>FOV</td>
<td>Field Of View</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full Width Half Maximum</td>
</tr>
<tr>
<td>GRPr</td>
<td>Gastrin Releasing Peptide receptor</td>
</tr>
<tr>
<td>IDIF</td>
<td>Image Derived Input Function</td>
</tr>
<tr>
<td>IRLS</td>
<td>Iteratively Reweighted Least Squares</td>
</tr>
<tr>
<td>LOR</td>
<td>Line Of Response</td>
</tr>
<tr>
<td>LSO</td>
<td>Lutetium Orthosilicate</td>
</tr>
<tr>
<td>MSRB</td>
<td>Multi Slice Rebinning</td>
</tr>
<tr>
<td>PC</td>
<td>Prostate Cancer</td>
</tr>
<tr>
<td>PET</td>
<td>Positron Emission Tomography</td>
</tr>
<tr>
<td>PVE</td>
<td>Partial Volume Effects</td>
</tr>
<tr>
<td>TAC</td>
<td>Time Activity Curve</td>
</tr>
<tr>
<td>TTC</td>
<td>Time Tracer Curve</td>
</tr>
<tr>
<td>VOI</td>
<td>Volume Of Interest</td>
</tr>
</tbody>
</table>
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**Introduction**

While Prostate Cancer (PC) remains one of the most prevalent forms of cancer in older men, diagnosis in the form of biopsies is often still invasive and unpleasant for the patient. This thesis focused on the novel PC tracer $[^{68}\text{Ga}]$Sarabesin 3. This tracer has a high affinity for the Gastrin Releasing Peptide receptor (GRPr), which is overexpressed in PC, but is also found in healthy prostate, pancreatic and other tissues[5]. The pharmacokinetic properties and dosimetry of this novel tracer were studied in healthy and PC tissue. A number of difficulties had to be overcome in order to obtain reliable models of the behaviour of the tracer, including an Image Derived Input Function (IDIF), small spots suffering from significant Partial Volume Effects (PVE) and a limited number of measurement points. Since an error in the IDIF propagates throughout the whole pharmacokinetic fitting process, extra effort was made to validate the used IDIF correction methods using Monte Carlo simulation. A model of the Siemens Biograph mCT was made in GATE to approximate the Siemens Biograph mCT PET scanner for these simulations. Monte Carlo simulations were used instead of phantom scans since the former allows for very precise control of the input parameters. Finally, since the tracer was coupled to an isotope, it was important to estimate the risk introduced by the radiation. Using the earlier obtained pharmacokinetic model and activity over time curves in the critical organs, an approximation of the absorbed dose in said organs could be made.

This thesis was performed as part of the master Biomedical Engineering specialization Medical Physics at Delft University of Technology in collaboration with Erasmus Medical Center.

This thesis was preceded by a literature review with a more extensive background on the subjects of this thesis.
Materials and Methods

1. \(^{68}\text{Ga}\)Sarabesin 3 and Clinical Procedure

In the scope of a larger study investigating the \(^{68}\text{Ga}\)Sarabesin 3’s ability to visualize prostate tumours, led by I. Bakker, male patients between 40 and 70 years old with a primary tumour confined to the prostate and no known metastases were asked to participate[6]. Those who agreed underwent the Sarabesin 3 scan procedure in addition to their regular treatment, which included a radical prostatectomy. Each patient was injected with 40 μg Sarabesin 3 labelled with 150 to 200 MBq Gallium 68, resulting in approximately 0.01% labelled tracer or 6 to 8 MBq/nmol, in a 1 minute during bolus. The dynamic scan was initiated at the start of the injection. After injection of the tracer, the patient was submitted to a number of PET/CT scans, venous and urine samples for a period of approximately 4 hours. Slices of the prostate, removed during the radical prostatectomy, were marked by a pathologist and an autoradiography was made to visualize the receptor expression. The pelvic area was scanned at 0-30 (dynamic), 30, 45, 60 (whole body), 115 (whole body), 150 and 210 minutes post-injection for respectively 30, 6, 6, 25, 30, 12 and 12 minutes. Venous samples were taken from the right ulnar vein at 5, 10, 20, 30, 45, 60, 100, 140 and 180 minutes and their activity was measured using a gamma counter. A urinary catheter was inserted and the urine collector was replaced at 30, 60, 90 and 180 minutes after which the activity in each collector was measured.

2. Pharmacokinetic Modeling

2.1. Quantitative PET Measurement

All scans were made using a Siemens Biograph mCT calibrated using the EANM guidelines[7]. Reconstruction was done via iterative reconstruction with Time-of-Flight, a 3 mm Point Spread Function (PSF) and Gaussian smoothing filter. The organs of interest and the femoral vein and artery, the latter two over a length of approximately 2 cm, were delineated on the CT scan corresponding to the respective PET scan using PMod as shown in Figure 1. Spots assessed by an experienced nuclear medicine physician as suspicious for tumour tissue were measured by their SUV peak value, defined as a 1 cm diameter sphere around the hottest pixel.

The measured activity was corrected for decay to the time of injection and the time points were defined at the mid frame interval. The tracer concentration was calculated by multiplying the decay corrected activity by the tracer activity at the time of injection in pmol/MBq.

Figure 1: The femoral arteries marked in a reconstruction of the pelvic area

2.2. Arterial Input Function

Since direct arterial sampling was not possible, an IDIF approach was used. Chen's[1], Hackett's[3] and Mourik's[2] PVE correction methods were evaluated. These methods with their
respective ROIs are given in the Literature Review. The resulting corrected Arterial Input Function (AIF) was fitted to a tri-exponential given in equation 1 [3] to reduce the noise contribution using non-weighted least-squares fitting[8].

\[ c_a(t) = D_0 \left[ (A_1 \cdot t - A_3) \cdot e^{-L_1 t} + A_2 \cdot e^{-L_2 t} + A_3 \cdot e^{-L_3 t} \right] \]  

Calculation of the corrected AIF and tri-exponential were done with software written specifically for this thesis. All in-house written software was written using MATLAB 2014a and MathWorks’ Optimization Toolbox\(^1\).

2.3. Pharmacokinetic Modeling

The 1-, FDG- and 2 Compartment models and Patlak and Logan plots[9] were evaluated for each Volume of Interest (VOI) based on visual inspection, the corrected Akaike Information Criteria (cAIC) and the Bayesion Information Criteria (BIC). The slope parameters from the Patlak and Logan plots were compared to the respective slope parameters calculated using the compartment model fits[10]. A brief introduction into the various models and linearizations are given in APPENDIX A: Compartment models and Linearizations. Weighted least-squares fitting of the models was done using in-house written software written which allowed for fitting using either an analytical or an Runge-Kutta Ordinary Differential Equation (ODE) solution. The analytical solution, given in given in APPENDIX B: ANALYTICAL SOLUTION 2 COMPARTMENT MODEL, was calculated using MathWorks' Symbolic Toolbox. Fitting of the models was done using robust IRLS[11] using Mathworks' Statistics Toolbox and the default settings, which returned the estimated value and confidence interval for each parameter. Since the exact AIF error was unknown and expected to be low, it was assumed that the error in the AIF was negligible compared to the error in the fitting parameters during the calculations, despite the possible bias error in the fitting parameters [12]. The calculated \( k_3 \) parameters, a value directly proportional to the receptor density[9], were compared to their respective regions in the autoradiography and pathological report in order to compare the results.

Due to the relatively large noise and PVE contribution in the small SUV\(_{\text{peak}}\) spot VOIs, the following variance reducing procedure, partly based on Millet’s work[13], was applied. First a 1 Compartment fit was done on the whole prostate to calculate the blood time delay, \( \tau \), in the organ and the average blood volume in the prostate, followed by a 2 Compartment fit on the same region with the known blood time delay and blood volume to calculate the disassociation constant, \( k_4 \). This constant is independent of the receptor density and therefore the same in healthy prostate and tumour tissue. Thirdly, a 2 compartment and a FDG model with the precalculated parameters were fitted to obtain the respective \( k_3 \) parameters. This variance reducing procedure was then compared to a direct fit of the respective compartment models.

2.4. Metabolite correction

50% alcohol solution was added to venous samples immediately after extraction to halt the metabolic reactions. The intact compound fraction in the samples was measured using High-Performance Liquid Chromatography (HPLC) by the technicians.

\(^1\) © 2015 The MathWorks, Inc. MATLAB and Simulink are registered trademarks of The MathWorks, Inc.
3. **MIRD Dosimetry**

The organ specific and effective doses were estimated by calculating the total amount of disintegrations per organ and applying these values to the MIRD dosimetry model of an adult male using OLINDA/MEX[14]–[16]. The Time Tracer Curves (TTCs), or tracer concentration over time, of the liver, kidneys and spleen were estimated by fitting a 1 Compartment model while a FDG model was used for the pancreas. The prostate TTC was taken from the pharmacokinetic analysis. A kidney-to-urine perfusion factor was estimated using the following equation:

\[
P = \frac{\sum_i A'_{\text{samples},i}}{\int_{t_0}^{t_1} A'_{\text{kidneys}}(t)}
\]

Where \( P \) is the perfusion factor, \( A'_{\text{samples},i} \) is the total decay corrected activity in sample \( i \) and \( A'_{\text{kidneys}} \) is the total decay corrected activity in the kidneys. The bladder filling curve then followed from multiplying the activity in the kidneys with the perfusion factor. The TTC in the red bone marrow was calculated as 1500 grams of blood and a 1:1 blood-red bone marrow concentration ratio was assumed[17]. All TTCs were converted to Time Activity Curves (TACs) similar to the inverse procedure given in section 2.1 and integrated to obtain the total number of disintegrations given as MBq-h/MBq.

4. **Monte Carlo PET Simulation**

In order to validate the used correction methods for the AIF, a Monte Carlo simulation of the Siemens Biograph mCT was done using GATE v7.0[18], [19]. Since the Monte Carlo method was not elaborated in the literature review, a brief introduction is given in APPENDIX C : Monte Carlo Method and GATE. All simulations were executed on the European Grid Infrastructure (EGI) using GateLab[20].

4.1. **Geometry**[4], [21]

The Siemens Biograph mCT was modelled as a cylindrical PET with an inner radius of 42.45 cm and length of 21.65 cm in the axial direction. The scanner consists of 48 evenly spaced 25 mm x 54 mm x 216,5 mm (radial x transaxial x axial) detector heads. In order to approximate the scattering well, two lead ring shields at the ends of the detector were added. Each detector head was filled with 4 detector blocks evenly spaced in the axial direction, where each respective detector block contains 48 x 48 detector. The dimension of a detector block and a detector are respectively 25 mm x 54 mm x 54 mm and 25 mm x 4 mm x 4 mm, with the latter having a spacing of 0.18 mm. The model was simplified by decreasing the spacing between the detector blocks in the axial direction to match the detector spacing, thereby removing the need for pseudo rings during
reconstruction. Each detector was simulated as a combination of 20 mm LSO and 5 MM plastic, the latter representing the casing and electronics. A $^{176}$Lu source with 330 Bq/mL LSO was added to simulate the natural activity of LSO. A render of the resulting model is shown in Figure 2.

4.2. **Digitizer**[4], [21]

The electronics and data processing were simulated using digitizer components in GATE. First an adder was added which integrates all the detected energy and locates the origin of the event in the detector block. This was followed by some energy blurring, which blurred the detected energy with a resolution of 11.7% and a reference energy of 511 keV. The time is discretized to 527 ps intervals and each detector block experienced a 60 ns paralyzable dead-time. The final stage was an energy thresholder which only allowed events between 435 and 650 keV, after which an event was marked as a single. The resulting singles were used to construct coincidence events using a coincidence window of 4.1 ns. A delay window of an arbitrarily chosen value of 500 ns was added for random correction.

4.3. **Phantoms and sources**

The phantom in each simulation was an approximation of the upper leg given by a 20 cm long 10 cm radius cylinder filled with water. The calibration source was a sphere with a radius of 5 cm and an initial activity of 2 MBq, similar to the maximum activity in the simulated arterial input functions, located in the center of the cylinder. The half-life was 2000 s and chosen as to collect a sufficient amount of counts per activity level. The spatial resolution was determined in accordance to the NEMA UN 2-2007 protocol using four 0.55 mm diameter spheres filled with 10 MBq non-decaying activity placed at respectively 1 cm axial, 1 cm radial, 10 cm radial and 10 cm transaxial from the center. The femoral vein and artery were modelled as two 2 cm long cylinders located at the center with a radius of 5 mm with 1 mm spacing, as shown in Figure 3. The artery and vein phantoms were filled with TACs given in Results section 2.2.1.

4.4. **Reconstruction and calibration**

The output from GATE was given in the ROOT format, which contains all the (delayed) coincidence events and their respective energy, location, origin and time. The trues, scatters, randoms and scatter fraction for the calibration source were calculated using the ROOT output. The sensitivity was given by[19]:

$$\text{Sensitivity} = \frac{T}{A_{\text{FOV}}}$$

Where $T$ is the trues count rate in kcps and $A_{\text{FOV}}$ is the activity in the Field of View (FOV) in MBq. The scatter fraction was calculated using[19]:

Figure 3: Thigh phantom with artery (black) and vein (grey)
\[ SF = \frac{S}{S + T} \]

Where \( SF \) is the dimensionless scatter fraction and \( S \) is the scatter count rate in kcps. For reconstruction, all coincidence events were converted to lines of responses (LORs) using the locations of the respective LSO crystals from the model. Random coincidences acquired from the delay window were subtracted from the LORs before conversion of the LORs to sinograms\([22]\). Construction of the sinograms was performed using Multi Slice Rebinning (MSRB) with a span of 1 and a maximum ring difference of 52 using a script by Sadek A. Nehmeh and CR Schmidtlein which was modified to allow for random correction and dynamic scan reconstruction for this thesis. Arc correction was applied to the sinograms and the resulting corrected sinograms were constructed via Filtered Back Projection (FBP) and a 3 mm Gaussian kernel, all using the STIR library.

The calibration source was simulated for six half-lives after which eight 1500 s time frames were reconstructed. A 1 cm spherical VOI was placed in the center of the source to measure the non-calibrated activity concentration after which the calibration factor could be calculated. It was assumed that the geometrical correction factor was constant close to the center. The calculated calibration factor was therefore a combination of the geometrical and activity calibration factor. The spatial resolution estimation sources were simulated for 300 s after which Gaussian distributions were fitted to the source points to measure the Full Width Half Maximum (FWHM) in the axial, transaxial and radial direction using MATLAB 2014a.

### 4.5. AIF Validation

Ten arterial and venous TACs were generated by random sampling from a Gaussian distribution of the tri-exponential coefficients obtained from applying Chen’s approach to the second patient. The generated TACs were constructed so that the venous and arterial concentrations matched 60 minutes post-injection and were multiplied by a factor 1 to allow for accurate FBP reconstruction. The simulated scan times and durations matched those of the clinical procedure. Simulated venous samples were calculated from the arterial concentration to prevent bias from a possible mismatch between the generated arterial and venous concentration. The earlier mentioned PVE correction methods were evaluated based on the errors over time:

\[ \%\text{Error} (t) = \left( \frac{\text{AIF}_{\text{calculated}} (t) - \text{TAC}_{\text{art}} (t)}{\text{TAC}_{\text{art}} (t)} \right) \cdot 100\% \]

Where \( \text{AIF}_{\text{calculated}} \) is the calculated AIF using one of the correction methods and \( \text{TAC}_{\text{art}} \) is the corresponding true activity concentration.
Results

1. Pharmacokinetic Modeling

A total of three patients participated at the moment of writing. However, the first patient and third patient studies experienced issues leaving only the second patient study available for pharmacokinetic analysis.

1.1. PET Volumes of Interest

Figure 4 (left) shows the whole body PET scan at 60 minutes of the second patient. Figure 4 (right) is a reconstruction of the pelvic area with both spots suspicious of cancerous tissue marked. The pancreas and bladder are clearly in the whole body scan. The anterior spot in the prostate was not analyzed due to interference by the hot bladder.

Figure 4: (left) Whole body scan of the second patient at 60 minutes. (right) The two spots suspicious of cancerous tissue
1.2. Arterial Input Function

The AIF for the second patient, derived using Hackett’s method, which performed best as shown in Result section 2.2, is shown in Figure 5. The respective tri-exponential parameters are given in Table 1. No metabolization of the tracer was observed in the samples taken during the procedure.

Figure 5: Patient AIF derived using Hackett’s method

<table>
<thead>
<tr>
<th></th>
<th>$A_1$ (kBq/mL)</th>
<th>$A_2$ (kBq/mL)</th>
<th>$A_3$ (kBq/mL)</th>
<th>$L_1$ (min$^{-1}$)</th>
<th>$L_2$ (min$^{-1}$)</th>
<th>$L_3$ (min$^{-1}$)</th>
<th>$\tau$ (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>29.39</td>
<td>0.963</td>
<td>0.189</td>
<td>5.75</td>
<td>0.020</td>
<td>3.62E-14</td>
<td>0.696</td>
</tr>
</tbody>
</table>

Table 1: Patient AIF tri-exponential parameters
1.3. 1 Compartment Model

Figure 6 displays the 1 compartment fits for the three VOIs while Table 2 contains the corresponding fit parameters and information criteria. The grey area is an approximation of the 95% confidence interval of the fit. The size of the measurement points is proportional to their weight factors returned by the IRLS procedure.

![Figure 6: 1 Compartment fit of the first spot (a), the whole prostate (b) and the second spot (c)](image)

<table>
<thead>
<tr>
<th>Table 2: 1 Compartment fit parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1 Compartment</strong></td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td>Prostate</td>
</tr>
<tr>
<td>Spot 1</td>
</tr>
<tr>
<td>- direct</td>
</tr>
<tr>
<td>Spot 2</td>
</tr>
<tr>
<td>- direct</td>
</tr>
<tr>
<td>#parameters</td>
</tr>
<tr>
<td>Prostate</td>
</tr>
<tr>
<td>Spot 1</td>
</tr>
<tr>
<td>Spot 2</td>
</tr>
</tbody>
</table>

*cursive values were obtained from the whole prostate fit
1.4. FDG Model

Figure 7 displays the FDG model fits for the three VOIs while Table 3 contains the corresponding fit parameters and information criteria.

![FDG Model fit images](image-url)

Figure 7: FDG Model fit of the first spot (a), the whole prostate (b) and the second spot (c)

<table>
<thead>
<tr>
<th>FDG Model</th>
<th>$V_a$ (%)</th>
<th>$\tau$ (min)</th>
<th>$K_1$ (min$^{-1}$)</th>
<th>$k_2$ (min$^{-1}$)</th>
<th>$k_3$ (min$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prostate</td>
<td>5,78</td>
<td>0,78</td>
<td>0,35 ± 7%</td>
<td>0,41 ± 5%</td>
<td>0,0011 ± 6%</td>
</tr>
<tr>
<td>- direct</td>
<td>15,5 ± 23%</td>
<td>0,97 ± 6%</td>
<td>0,26 ± 10%</td>
<td>0,28 ± 11%</td>
<td>0,0010 ± 7%</td>
</tr>
<tr>
<td>Spot 1</td>
<td>5,78</td>
<td>0,78</td>
<td>0,40 ± 12%</td>
<td>0,27 ± 5%</td>
<td>0,0030 ± 3%</td>
</tr>
<tr>
<td>- direct</td>
<td>24,7 ± 42%</td>
<td>1,01 ± 8%</td>
<td>0,36 ± 19%</td>
<td>0,23 ± 16%</td>
<td>0,0033 ± 6%</td>
</tr>
<tr>
<td>Spot 2</td>
<td>5,78</td>
<td>0,78</td>
<td>0,30 ± 12%</td>
<td>0,16 ± 3%</td>
<td>0,0038 ± 6%</td>
</tr>
<tr>
<td>- direct</td>
<td>37,3 ± 32%</td>
<td>1,16 ± 33%</td>
<td>0,24 ± 25%</td>
<td>0,09 ± 26%</td>
<td>0,0030 ± 9%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>#parameters</th>
<th>cAIC</th>
<th>BIC</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prostate</td>
<td>5</td>
<td>-151,55</td>
<td>-146,53</td>
<td>0,0060</td>
</tr>
<tr>
<td>Spot 1</td>
<td>5</td>
<td>-79,61</td>
<td>-74,59</td>
<td>0,0566</td>
</tr>
<tr>
<td>Spot 2</td>
<td>5</td>
<td>-64,76</td>
<td>-59,74</td>
<td>0,0890</td>
</tr>
</tbody>
</table>

*cursive values were obtained from the whole prostate fit
1.5. 2 Compartment Model

Figure 8 displays the 2 compartment fits for the three VOIs while Table 4 contains the corresponding fit parameters and information criteria.

![Figure 8: 2 Compartment fit of the first spot (a), the whole prostate (b) and the second spot (c)](image)

<table>
<thead>
<tr>
<th>2-Comp.</th>
<th>$V_a$ (%)</th>
<th>$\tau$ (min)</th>
<th>$K_1$ (min$^{-1}$)</th>
<th>$k_2$ (min$^{-1}$)</th>
<th>$k_3$ (min$^{-1}$)</th>
<th>$k_4$ (min$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prostate</td>
<td>5.78</td>
<td>0.78</td>
<td>0.40 ± 15%</td>
<td>0.59 ± 31%</td>
<td>0.04 ± 129%</td>
<td>0.07 ± 100%</td>
</tr>
<tr>
<td>- direct</td>
<td>6.1 ± 122%</td>
<td>0.81 ± 16%</td>
<td>0.41 ± 26%</td>
<td>0.61 ± 44%</td>
<td>0.04 ± 136%</td>
<td>0.07 ± 102%</td>
</tr>
<tr>
<td>Spot 1</td>
<td>5.78</td>
<td>0.78</td>
<td>0.53 ± 37%</td>
<td>0.48 ± 70%</td>
<td>0.46 ± 131%</td>
<td>0.07</td>
</tr>
<tr>
<td>- direct</td>
<td>23.6 ± 54%</td>
<td>1.01 ± 9%</td>
<td>0.38 ± 50%</td>
<td>0.25 ± 81%</td>
<td>0.01 ± 307%</td>
<td>0.01 ± 509%</td>
</tr>
<tr>
<td>Spot 2</td>
<td>5.78</td>
<td>0.78</td>
<td>0.57 ± 55%</td>
<td>0.70 ± 114%</td>
<td>0.14 ± 109%</td>
<td>0.07</td>
</tr>
<tr>
<td>- direct</td>
<td>11.6 ± 173%</td>
<td>1.01 ± 17%</td>
<td>0.59 ± 62%</td>
<td>0.54 ± 95%</td>
<td>0.04 ± 108%</td>
<td>0.02 ± 106%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#parameters</th>
<th>cAIC</th>
<th>BIC</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prostate</td>
<td>6</td>
<td>-162.10</td>
<td>-156.67</td>
</tr>
<tr>
<td>Spot 1</td>
<td>6</td>
<td>-73.34</td>
<td>-67.90</td>
</tr>
<tr>
<td>Spot 2</td>
<td>6</td>
<td>-66.95</td>
<td>-61.52</td>
</tr>
</tbody>
</table>

*cursive values were obtained from the whole prostate fit
1.6. Linearized Models

The linearized models by Patlak and Logan of the prostate and both spots are given in Figure 9 and Figure 10, with the respective parameters in Table 5 and Table 6. Both tables in addition contain the slope parameters as calculated using the transfer coefficients from the compartment model fits.

1.6.1. Patlak Plot

![Patlak Plot](image)

Figure 9: Patlak plot of three VOIs

<table>
<thead>
<tr>
<th>Patlak</th>
<th>$A \ (%)$</th>
<th>$B \ (\text{min}^{-1})$</th>
<th>$B_{\text{comp}} \ (\text{min}^{-1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prostate</td>
<td>$0.92 \pm 5%$</td>
<td>$0.0012 \pm 23%$</td>
<td>$0.00094 \pm 19%$</td>
</tr>
<tr>
<td>Spot 1</td>
<td>$1.45 \pm 5%$</td>
<td>$0.0033 \pm 11%$</td>
<td>$0.0044 \pm 21%$</td>
</tr>
<tr>
<td>Spot 2</td>
<td>$1.73 \pm 8%$</td>
<td>$0.0078 \pm 9%$</td>
<td>$0.0070 \pm 22%$</td>
</tr>
</tbody>
</table>

1.6.2. Logan Plot

![Logan Plot](image)

Figure 10: Logan plot of the three VOIs

<table>
<thead>
<tr>
<th>Logan</th>
<th>$k_2 \ (\text{min})$</th>
<th>$V_d \ (%)$</th>
<th>$V_{d,\text{comp}} \ (%)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prostate</td>
<td>$0.11 \pm 14%$</td>
<td>$1.15 \pm 1%$</td>
<td>$1.07 \pm 634%$</td>
</tr>
<tr>
<td>Spot 1</td>
<td>$0.09 \pm 15%$</td>
<td>$1.96 \pm 1%$</td>
<td>$8.36 \pm 653%$</td>
</tr>
<tr>
<td>Spot 2</td>
<td>$0.04 \pm 12%$</td>
<td>$3.02 \pm 2%$</td>
<td>$2.44 \pm 1021%$</td>
</tr>
</tbody>
</table>
2. Monte Carlo and AIF Validation

2.1. Siemens Biograph mCT Model Performance

Figure 11 displays the number of trues, scatters and randoms as function of activity in the FOV during the calibration simulation and the respective FBP reconstruction. The sensitivity and scatter fraction for the calibration source were respectively $11,1 \pm 0,027 \text{ kcps/MBq}$ and $14,42 \pm 0,02\%$, while the measured activity was found to be too low to determine the NECR peak. The calibration factor for the femoral phantom was $220 \pm 5,81 \text{ Bq/cps}$. An overview of the spatial resolution at different locations in the FOV is given in Table 2.

![Figure 11: (left) The number of trues, scatters and randoms as function of activity for the Siemens Biograph mCT model. (right) Non-calibrated reconstruction of the spatial resolution simulation](image)

Table 7: Siemens Biograph mCT simulation model spatial resolution with the values reported by Jakoby[23] between brackets

<table>
<thead>
<tr>
<th>(x,y,z)</th>
<th>x (mm FWHM)</th>
<th>y (mm FWHM)</th>
<th>z (mm FWHM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10,0,0) cm</td>
<td>5,51 ± 0,99</td>
<td>3,96 ± 0,53</td>
<td>3,78 ± 0,54</td>
</tr>
<tr>
<td>(0,1,0) cm</td>
<td>4,00 ± 0,56 (4,4)</td>
<td>4,00 ± 0,56</td>
<td>3,83 ± 0,92</td>
</tr>
<tr>
<td>(0,10,0) cm</td>
<td>3,96 ± 0,53 (4,7)</td>
<td>5,55 ± 1,02 (5,7)</td>
<td>3,78 ± 0,54 (5,9)</td>
</tr>
<tr>
<td>(0,0,1) cm</td>
<td>4,00 ± 0,56</td>
<td>4,00 ± 0,56</td>
<td>3,92 ± 0,54</td>
</tr>
<tr>
<td>(0,0,5) cm</td>
<td>3,99 ± 0,56</td>
<td>3,99 ± 0,56</td>
<td>3,86 ± 0,53</td>
</tr>
</tbody>
</table>
2.2. Arterial Input Function Validation

2.2.1. Input Functions
The decay corrected arterial and venous input TACs are shown in Figure 12 with the respective tri-exponential parameters given in Table 8. The difference between the arterial and venous concentration was below 10% after 60 minutes for all generated functions.

![Figure 12: Plots of the generated AIFs (left) and VIFs (right)](image)

<table>
<thead>
<tr>
<th>#fun</th>
<th>AIF</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8: AIF and VIF tri-exponential parameters

<table>
<thead>
<tr>
<th>#fun</th>
<th>$A_1$ (kBq/mL)</th>
<th>$A_2$ (kBq/mL)</th>
<th>$A_3$ (kBq/mL)</th>
<th>$L_1$ (min$^{-1}$)</th>
<th>$L_2$ (min$^{-1}$)</th>
<th>$L_3$ (min$^{-1}$)</th>
<th>$\tau$ (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>36836</td>
<td>240</td>
<td>149</td>
<td>7,19</td>
<td>0,073</td>
<td>0,0055</td>
<td>0,77</td>
</tr>
<tr>
<td></td>
<td>656</td>
<td>89</td>
<td>149</td>
<td>1,96</td>
<td>0,073</td>
<td>0,0055</td>
<td>0,94</td>
</tr>
<tr>
<td>2</td>
<td>20078</td>
<td>477</td>
<td>120</td>
<td>6,25</td>
<td>0,059</td>
<td>0,0059</td>
<td>0,64</td>
</tr>
<tr>
<td></td>
<td>357</td>
<td>177</td>
<td>120</td>
<td>1,71</td>
<td>0,059</td>
<td>0,0059</td>
<td>0,79</td>
</tr>
<tr>
<td>3</td>
<td>30884</td>
<td>483</td>
<td>116</td>
<td>5,79</td>
<td>0,074</td>
<td>0,0049</td>
<td>0,66</td>
</tr>
<tr>
<td></td>
<td>550</td>
<td>180</td>
<td>116</td>
<td>1,58</td>
<td>0,074</td>
<td>0,0049</td>
<td>0,81</td>
</tr>
<tr>
<td>4</td>
<td>29297</td>
<td>342</td>
<td>196</td>
<td>5,46</td>
<td>0,056</td>
<td>0,0052</td>
<td>0,89</td>
</tr>
<tr>
<td></td>
<td>521</td>
<td>127</td>
<td>196</td>
<td>1,49</td>
<td>0,056</td>
<td>0,0052</td>
<td>1,09</td>
</tr>
<tr>
<td>5</td>
<td>29255</td>
<td>597</td>
<td>49</td>
<td>5,11</td>
<td>0,059</td>
<td>0,0040</td>
<td>0,52</td>
</tr>
<tr>
<td></td>
<td>521</td>
<td>222</td>
<td>49</td>
<td>1,39</td>
<td>0,059</td>
<td>0,0040</td>
<td>0,64</td>
</tr>
<tr>
<td>6</td>
<td>30715</td>
<td>459</td>
<td>187</td>
<td>6,05</td>
<td>0,046</td>
<td>0,0043</td>
<td>0,69</td>
</tr>
<tr>
<td></td>
<td>547</td>
<td>171</td>
<td>187</td>
<td>1,65</td>
<td>0,046</td>
<td>0,0043</td>
<td>0,84</td>
</tr>
<tr>
<td>7</td>
<td>19178</td>
<td>422</td>
<td>310</td>
<td>5,07</td>
<td>0,063</td>
<td>0,0038</td>
<td>0,89</td>
</tr>
<tr>
<td></td>
<td>341</td>
<td>157</td>
<td>310</td>
<td>1,38</td>
<td>0,063</td>
<td>0,0038</td>
<td>1,09</td>
</tr>
<tr>
<td>8</td>
<td>16691</td>
<td>406</td>
<td>133</td>
<td>6,18</td>
<td>0,056</td>
<td>0,0048</td>
<td>1,11</td>
</tr>
<tr>
<td></td>
<td>297</td>
<td>151</td>
<td>133</td>
<td>1,69</td>
<td>0,056</td>
<td>0,0048</td>
<td>1,37</td>
</tr>
<tr>
<td>9</td>
<td>19689</td>
<td>372</td>
<td>329</td>
<td>4,32</td>
<td>0,062</td>
<td>0,0038</td>
<td>0,84</td>
</tr>
<tr>
<td></td>
<td>350</td>
<td>138</td>
<td>329</td>
<td>1,18</td>
<td>0,062</td>
<td>0,0038</td>
<td>1,04</td>
</tr>
<tr>
<td>10</td>
<td>28155</td>
<td>465</td>
<td>153</td>
<td>5,89</td>
<td>0,073</td>
<td>0,0026</td>
<td>0,47</td>
</tr>
<tr>
<td></td>
<td>501</td>
<td>173</td>
<td>153</td>
<td>1,61</td>
<td>0,073</td>
<td>0,0026</td>
<td>0,58</td>
</tr>
</tbody>
</table>
2.2.2. Correction method comparison

The relative errors over time, as given by equation 5, for each correction method are given in Figure 13. Both Chen and Hackett proved to be very sensitive to the initial values of the least squares regression and required a large number of iterations with varying initial values to estimate the global minimum. Based on this data, Hackett’s method was chosen as correction method for the patient data.

![Graphs showing relative errors over time for different correction methods.](image)

Figure 13: Relative error of the calculated AIF compared to the initial input for Chen’s method (a), Mourik’s method (b), Hackett’s method (c) and Hackett’s method zoomed in on the few first minutes (d)
3. **Dosimetry**

The calculated TTCs are given in Figure 14 and the bladder TTC approximation is shown in Figure 15. Due to the small dataset, the 95% confidence intervals were large and the resulting confidence areas were too large to display. The kidney perfusion factor was estimated at 0.0031 min⁻¹.

![Graph showing TTC approximations for various organs](image1.png)

**Figure 14: Approximations of the primary organ TTCs**

![Graph showing bladder filling estimation](image2.png)

**Figure 15: Estimation of the bladder filling using a perfusion model and the cumulative urine sample concentrations**
Supplying this data to OLINDA/MEX using the ICRP60 1990 weighting factors yielded the following dose estimates:

Table 9: OLINDA/MEX ICRP60 1990 organ doses

<table>
<thead>
<tr>
<th>Organ</th>
<th>mBq-h/Bq</th>
<th>Absorbed Dose (µGy/MBq)</th>
<th>Effective Dose (µSv/MBq)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liver</td>
<td>14,1</td>
<td>6,19</td>
<td>0,310</td>
</tr>
<tr>
<td>Kidneys</td>
<td>11,9</td>
<td>20,2</td>
<td>0,101</td>
</tr>
<tr>
<td>Spleen</td>
<td>1,41</td>
<td>6,11</td>
<td>0,036</td>
</tr>
<tr>
<td>Pancreas</td>
<td>25,0</td>
<td>139</td>
<td>0,696</td>
</tr>
<tr>
<td>Prostate</td>
<td>0,59</td>
<td>16,5</td>
<td>3,30</td>
</tr>
<tr>
<td>Red bone marrow</td>
<td>7,68</td>
<td>11,6</td>
<td>1,39</td>
</tr>
<tr>
<td>Bladder</td>
<td>160</td>
<td>196</td>
<td>9,82</td>
</tr>
<tr>
<td>Whole body</td>
<td>1420</td>
<td>13,0</td>
<td>-</td>
</tr>
<tr>
<td>Residual</td>
<td></td>
<td></td>
<td>6,75</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>1640</strong></td>
<td></td>
<td><strong>22,40</strong></td>
</tr>
</tbody>
</table>
Discussion

1. Monte Carlo and AIF Validation

1.1. Siemens Biograph mCT Model Performance
The first goal of this project was to compare and evaluate the IDIF correction methods proposed by Chen, Mourik and Hackett. Since arterial sampling was not possible, a Monte Carlo approach was used. A model of the Siemens Biograph mCT was built in GATE v7.0. However, since some of the specification, like the delay window and more advanced crystal characteristics, were proprietary, it was not possible to build an exact model. Despite these limitations, the sensitivity was comparable with 13% overestimation compared to the experimental results [23]. The spatial resolutions in the transaxial and radial were respectively 10% and 3% higher. This can be attributed to the lack of more advanced factors like light sharing and individual crystal sensitivity [24]. The axial resolution was almost two times larger than reported by Jakoby. This was likely due to a combination of the earlier mentioned factors, removing the gap between the detector blocks and reconstruction without axial or angular compression. Since the vessels in the AIF simulation were placed parallel to the axial axis, the axial resolution overestimation was not expected to influence the results of the AIF validation study.

1.2. Arterial Input Function Validation
Both Chen and Mourik’s methods showed significant under- and overestimation at respectively 20 and 90 minutes post-injection. It was found that both these methods were vulnerable to errors in the concentration measurements. Also, Chen’s method uses the venous samples to calculate the spillover from the surrounding tissue into the artery. Since the concentration of the surrounding tissue, in this case given by the venous concentration, was the same as the arterial concentration at the times of the venous samples, it was not possible to calculate the spillover factor. The fits were therefore made with a 5% overspill factor, a value based on the spatial resolution of the scanner model. While both methods performed well in ideal situations, it was concluded that these methods were too unreliable for experimental data. Based on the original articles, it was expected that Chen would perform the best. However, all these articles were based on the carotid artery. The increased overspill and recovery coefficient showed to be in favor of Hackett’s method.

Hackett’s method gave very good results in the validation study. Since this method weighs the venous samples much higher compared to Chen and Mourik, the errors after the first-pass peak were negligible. However, since the height of the peak was determined by the measured blood fraction in the VOI, this method was prone to bias error during the first-pass peak. Due to the brief time span of the error, this bias error mainly influences the calculated blood fraction \( \frac{V_a}{V_T} \) in the target VOI and the perfusion factors, but has little effect on the \( k_3 \) parameter. For example, increasing the height of the peak by 100% only let to a 10% increase in \( k_3 \) in the direct fit of a FDG model on the whole prostate while the blood fraction almost doubled.

2. Pharmacokinetic Modeling
Three compartment models were fit to the whole prostate and the two spot suspicious of cancerous tissue displayed in Figure 4. It was found that the models were sensitive to the initial values, often leading to significant bias error when all parameters were fitted directly. This effect became clear during direct fitting of the FDG model where unrealistic fitted blood fractions of 25% to 37% were observed in the spots. The large number of global minima due to the large
number of parameters compared to the small dataset made it almost impossible to find the global solution. The variance reducing procedure mentioned in Materials and Methods 2.3 proved to be effective in minimizing the number of variables by precalculating the blood fraction and time delay. This led a decrease in bias error. It was found that the global minimum was best found by first fitting all the parameters directly and using the resulting values as initial values for the variance reducing procedure.

2.1. Model Comparison

First a fit over the early samples of the whole prostate was made to determine the blood fraction and time delay. The blood fraction was 5.78% ± 52%, which matched Inaba's value of 6.1% closely[25]. The leading physician expected that the spots were too small to observe significant angiogenesis and this value was therefore also used for fitting of the spots. The time delay was 47 seconds, which was 6 seconds later compared to the time delay found in the femoral artery. This was as expected since the blood travels significantly lower in the capillaries[26] and reconstruction fails at very low activity levels. The 1 compartment model, or simple perfusion, was unable to describe the whole curve for all VOIs since it underestimated the concentration 50 minutes post-injection as shown in Figure 6. The relatively large uncertainty in the blood fraction in the whole prostate was caused by the large variance in the first few frames of the dynamic scan due the small number of counts in these frames. The variance reducing procedure was only minimally effective in reducing the variance.

While the information criteria were too inconsistent, visual inspection and parameter uncertainty favored the FDG model for [68Ga]Sarabesin 3. Predetermination of the blood fraction and time delay were paramount as direct fitting led to too many local minima and bias error in these variables. The slope parameters calculated using the Patlak plot, which are considered to be more robust, showed to be in gross accordance with the slope parameters calculated from the compartment model fits as shown in Table 5 and Table 6. However, the existing difference between these values suggest that there is still room for improvement for the bias error. The $k_3$ parameters in the spots was found to be 2.7 to 3.5 times higher than in the whole prostate. The increased receptor concentrations in the spots were also found in the Logan and Patlak plot. The introduction of the retention parameter in the 2 compartment model led to a large increase in uncertainty and fitting mismatch and two minima were found, one with a relatively large $k_4$ as displayed in Figure 7 and one where $k_4$=0, which is a FDG model. The variance reducing procedure showed a significant decrease in bias error.

Based on the accuracy of the Logan plot compared to the Patlak plot, a 2 compartment model with a small $k_4$ parameter was an alternative. However, it was not possible to isolate this solution due to the small number of measurement points 50 minutes post-injection and the relatively large noise contribution. These results are a strong argument for the effectiveness of [68Ga]Sarabesin 3 in targeting GPRr in tissue. A high uptake and retention was observed in areas with GPRr expression and a clear contrast was observed between healthy prostate tissue and areas suspicious of cancerous tissue.

The (near-)FDG model and low metabolism in the blood is favorable for both imaging and therapy using [68Ga]Sarabesin 3. The high retention in organs with GPRr expression allows for high doses in the target volumes compared to the healthy tissue when using isotopes with relatively long half-lifes. The high retention also means that the tumor-to-healthy tissue ratio will increase over time during imaging. However, due to the shorter half-lifes of the isotopes...
used for imaging, a trade-off between contrast and image quality, based on the number of coincidences, must be made. It is advisable to order the patient to void his bladder before imaging to limit the interference by the hot bladder.

2.2. Quantitative Pharmacokinetic Modeling Considerations

A number of factors have been observed that limited the accuracy and reliability of the quantitative results of this pharmacokinetic analyses. Firstly, while Hackett’s method showed promising results in the Monte Carlo simulation, it is not known how well this holds in vivo. While it can be argued that the error contribution of the AIF was probably small, the exact uncertainty was unknown. Secondly, due to the small size of the spots, PVEs are significant. Rewriting the 2 compartment model equations given in APPENDIX A: Compartment models and Linearizations [9] to include the recovery coefficients gives insight in how PVE affects the compartment analyses.

In the first scenario it was assumed that the measured and true tissue concentrations, respectively \( c_{T,true} \) and \( c_{T,meas} \), are much larger than the background:

\[
rc = \frac{c_{T,meas} - c_{bg}}{c_{T,true} - c_{bg}} \approx \frac{c_{T,meas}}{c_{T,true}}
\]

Where \( c_{bg} \) is the background concentration and \( rc \) is the recovery coefficient. In this case the recovery coefficient is independent of time:

\[
\frac{\partial rc}{\partial t} = 0
\]

The measured concentration can then be written as

\[
c_{T,meas} = rc \cdot c_{T,true} = \left(rC \cdot V_{a,true}\right) \cdot c_a + rc \cdot c_{b,true} + rc \cdot c_{f,true}
\]

\[
\frac{\partial c_{T,meas}}{\partial t} = V_{a,meas} \cdot c'_a + c'_{b,meas} + c'_{f,meas}
\]

Where \( V_{a,true} \) is the true blood fraction, \( V_{a,meas} \) is the measured blood fraction, \( c_{b,true} \) is the true bound concentration and \( c_{f,true} \) is the true free concentration. The derivative of the bound concentration is given by

\[
c'_{b,meas} = \frac{\partial (rc \cdot c_{b,true})}{\partial t} = -rc \cdot k_4 \cdot c_{b,true} + rc \cdot k_3 \cdot c_{f,true}
\]

\[
\rightarrow c'_{b,meas} = rc \cdot \left[-k_4 \cdot c_{b,true} + k_3 \cdot c_{f,true}\right]
\]

and the derivative of the free concentration is calculated in a similar matter

\[
c'_{f,meas} = \frac{\partial (rc \cdot c_{f,true})}{\partial t} = -rc \cdot (k_2 + k_3) \cdot c_{f,true} + rc \cdot k_4 \cdot c_{b,true} + k_1 \cdot c_a
\]

\[
\rightarrow c'_{f,meas} = rc \cdot \left[-(k_2 + k_3) \cdot c_{f,true} + k_4 \cdot c_{b,true} + rc^{-1} \cdot k_1 \cdot c_a\right]
\]

Recombining these derivatives with equation 9 yields:
Comparing this to the true concentration given in equation 8, one can conclude that $V_{a,meas} = rc \cdot V_{a, true}$, $k_{1,meas} = rc \cdot k_{1, true}$ and that the transfer coefficients $k_2$, $k_3$ and $k_4$ are independent of the recovery coefficient. Therefore, in cases where the background is negligible compared to the spot, the $k_3$ parameter and retention coefficient can be accurately determined despite PVEs. However, in this study this assumption is not reasonable. It is therefore better to write:

$$rc = \frac{c_{T,meas} - c_{bg}}{c_{T, true} - c_{bg}}$$

Equation 8 then changes to

$$c_{T,meas} - c_{bg} = rc \cdot c_{T, true} = (rc \cdot V_{a, true}) \cdot c_a + rc \cdot c_{b, true} + rc \cdot c_{f, true}$$

$$\frac{\partial (c_{T,meas} - c_{bg})}{\partial t} = V_{a,meas} \cdot c_a' + c_{b,meas} + c_{f,meas}$$

These equations can be solved similarly to the first case if the recovery coefficient is independent of time

$$\frac{\partial rc}{\partial t} = \frac{c_{T,meas}' \cdot c_{T, true} - c_{T,meas}' \cdot c_{T, true} + c_{T,meas}' \cdot c_{bg} - c_{T,meas}' \cdot c_{T, true}}{c_{T, true}} = 0$$

This is the case when:

$$c_{T,meas}' \cdot c_{T, true} - c_{T, true} \cdot c_{T,meas} = 0$$

and

$$c_{T,meas}' \cdot c_{bg} - c_{T, true} \cdot c_{T,meas} = 0$$

In order for equations 17 and 18 to hold, both the measured concentration and the background should be proportional to true concentration in the form of

$$c_{T,meas} = \alpha \cdot c_{T, true}$$

$$c_{bg} = \beta \cdot c_{T, true}$$

This is obviously true for the measured concentration, but not for the background, since even with specific uptake in the background, the receptor density would be far lower. Since the spot-to-background ratio increased during the measurement due to the high specific uptake in the spots, the recovery coefficient was expected to increase over time. This increase was not quantifiable due to the unknown true concentration and it was therefore unknown how much this affected the fitting parameters. Combining these arguments, it was expected that the current study was not reliable enough for exact quantification of receptor densities in the target volumes. However this study yields enough information for qualitative assessment of the
effectiveness of the tracer and quantitative comparison between spots of similar size and spot-to-background ratio. In vivo validation of Hackett’s method, large spot-to-background ratios and more PET measurements 50 minutes post-injection are required for reliable quantitative pharmacokinetic analyses.

3. **Dosimetry**

The small dataset for the primary organs only allowed for a gross estimation of the absorbed dose since factors like the blood-to-red bone marrow concentration ratio and uptake in regions outside the abdomen were unknown. It was found that the liver and spleen followed a 1 compartment model while the kidneys and pancreas better fitted to a FDG model. Due to the relatively short half-life of the isotope, most of the disintegrations occurred in the blood and during early perfusion resulting in only 14% of the disintegrations occurring in the primary organs given in Table 9. The simple one-way perfusion model for the bladder filling proposed in Materials and Methods section 3 matched the measured urine samples concentration well. The primary organs at risk are the bladder, the red bone marrow and the prostate. The bladder absorbed dose of 196 μGy/MBq was similar compared to the [18F]DG dose reported by Hays[14]. The effective dose of 22,40 μSv/MBq was comparable to the 19 μSv/MBq for [18F]DG[27].

3.1. **Comparison to other Gallium-68 tracers**

The doses for 4 Gallium-68 are given in Table 10 for comparison with the values calculated for [68Ga]Sarabesin 3.

<table>
<thead>
<tr>
<th>Organ</th>
<th>Pentixafor [28] (CXCR4)</th>
<th>DOTATAC [29] (SSTR)</th>
<th>DOTATATE [29] (SSTR)</th>
<th>PSMA-IT [30] (PSMA)</th>
<th>Sarabesin 3 (GRP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liver</td>
<td>17,5</td>
<td>41,0</td>
<td>50,0</td>
<td>43,1</td>
<td>6,19</td>
</tr>
<tr>
<td>Kidneys</td>
<td>35,0</td>
<td>82,0</td>
<td>93,0</td>
<td>22,0</td>
<td>20,2</td>
</tr>
<tr>
<td>Spleen</td>
<td>53,8</td>
<td>108</td>
<td>109</td>
<td>63,4</td>
<td>6,11</td>
</tr>
<tr>
<td>Pancreas</td>
<td>12,8</td>
<td>-</td>
<td>-</td>
<td>13,2</td>
<td>139</td>
</tr>
<tr>
<td>Bladder</td>
<td>81,4</td>
<td>119</td>
<td>98,0</td>
<td>67,4</td>
<td>196</td>
</tr>
<tr>
<td>Effective Dose Coefficient</td>
<td>15,6</td>
<td>21,0</td>
<td>21,0</td>
<td>19,9</td>
<td>22,4</td>
</tr>
</tbody>
</table>

It can be seen that, despite the differences in organ-specific absorbed doses due to the different pharmacokinetics between the tracers, the effective dose coefficient of [68Ga]Sarabesin 3 is in close comparison with the other tracers. Both the pancreas and the bladder show a higher dose for [68Ga]Sarabesin 3. While the increased pancreas dose is as expected, it will be a limiting factor for treatment with this tracer. The lower uptake in the other organs can however be beneficial. It can therefore be argued that Sarabesin 3 is safe for diagnostic applications, but requires further study before it can be used therapeutically.
Conclusion

Despite the small spots in the prostate, suboptimal measurement time frames and an IDIF, the combination of step-wise IRLS fitting and a Monte Carlo validated AIF correction method led to an accurate description of the $^{68}$GaSarabesin 3’s behavior in healthy tissue and tissue suspicious of cancer tissue. It was found that the tracer follows an FDG model or a 2 compartment model with a small $k_4$ parameter that approximates the FDG model. It was not possible to exactly determine this latter parameter due to the relatively high noise and small number of measurement points 50 minutes post-injection. The $k_3$ parameters for respectively the whole prostate, the first and second spot were 0.0011 ± 6%, 0.0030 ± 3% and 0.0038 ± 6%. While the errors are low, one should note that these are the fitting errors that do not include the AIF and measurement errors.

Using Monte Carlo simulations, three AIF correction methods were evaluated by applying these to a set of randomly generated arterial and venous concentration curves in a model of the Siemens Biograph mCT scanner in GATE v7.0. It was found that both Chen and Mourik’s method were prone to errors in the measurement points and that Chen’s overspill factor estimation was invalidated due to the equal concentrations in the vein and artery at the estimation time points. Hackett’s method showed very good results after the initial peak, but remains vulnerable to bias error due to miscalculation of the blood volume in the VOI. However, this bias error mainly affects the perfusion and blood fraction parameters and has little effect on the estimated $k_3$ parameter.

The effective dose and absorbed dose in the bladder by $^{68}$GaSarabesin 3 were similar to $^{18}$FFDG and other Gallium-68 tracers with respectively 22.40 μSv/MBq and 19.6 μSv/MBq. The simple one-way perfusion model of the kidney showed to be in good accordance with the measured urine samples.

In conclusion, $^{68}$GaSarabesin 3 showed a strong specific uptake in targets with GRPr expression. Despite being an antagonist, the disassociation coefficient was too small to measure and the behavior was well approximated using a FDG model. A good contrast was observed between the healthy prostate tissue and spots suspicious of cancerous tissue. $^{68}$GaSarabesin 3 can therefore be a good candidate for both imaging and treatment of prostate cancer. It is expected that $^{68}$GaSarabesin 3 is safe for the patient with an estimated effective dose that only slighted exceeds that of $^{18}$FDDG.
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APPENDIX A : Compartment models and Linearizations [9]

Pharmacokinetic modeling is a way to describe the kinetics, or behaviour, of a pharmacon. A good pharmacokinetic model improves the understanding of the pharmacon and can yield information about the tissue that is studied[31]–[33].

1.1. Compartment Modeling

1.1.1. Mathematical Background

Compartment modeling tries to describe the behaviour of the tracer by dividing the different physiological states into different compartments. These compartments interact with each other via so called transfer rates, given in $s^{-1}$. The simplest compartment model consists of single compartment connected to an arterial input $c_a$. An illustration is given below. Here is $c_a$ the tracer concentration in the blood and $c_t$ the tracer concentration in the tissue.

![Figure 16: One compartment model](image)

It is clear that the concentration in the tissue follows from the equation below:

$$\frac{dc_t}{dt} = K_1 \cdot c_a - k_2 \cdot c_t$$

Here $c_a$ and $c_t$ are respectively the arterial and tissue concentration and $K_1$ and $k_2$ are the transfer coefficients. Since the arterial concentration is not always analytically defined, it is more compelling to write the above equation as a convolution[9]:

$$c_t(t) = K_1 e^{-k_2 t} * c_a(t)$$

The resulting signal in the VOI will comprise of both tissue and the blood concentration, as given in the equation below:

$$c_{tot}(t) = V_a \cdot c_a(t) + (1 - V_a) \cdot c_t(t)$$

where $V_a$ is the blood fraction in the VOI. By fitting this equation, the transfer coefficients can be obtained. This simple model can be expanded by adding more compartments for e.g. bound ligands or metabolites.

1.1.2. Two compartment model

The two compartment model splits the tissue concentration into a free ligand and bound ligand concentration by adding another compartment after the free ligand compartment. A schematic is given in Figure 17. Here is $c_f$ the free (non-bound) tracer concentration and $c_b$ the bound tracer concentration. The total tissue concentration is given by $c_t = c_a + c_b$. 
The equations for both compartments now are:

\[
\frac{dc_f}{dt} = K_1 \cdot c_a + k_4 \cdot c_b - (k_2 + k_3) \cdot c_f \tag{24}
\]

\[
\frac{dc_b}{dt} = k_3 \cdot c_f - k_4 \cdot c_b \tag{25}
\]

Solving this equations is done using a system on linear differential equations. Assuming exponential decay, the factors can be found using eigenvalue analysis of the system. Since solving these equations is quite an elaborate process only the solution will be shown.

\[
c_f = \frac{K_1}{\alpha_2 - \alpha_1} \left[ (k_4 - \alpha_1) \cdot e^{-\alpha_1 t} + (\alpha_2 - k_4) \cdot e^{-\alpha_2 t} \right] \tag{26}
\]

\[
c_b = \frac{K_1 k_3}{\alpha_2 - \alpha_1} \left( e^{-\alpha_1 t} - e^{-\alpha_2 t} \right) \tag{27}
\]

\[
c_t = \frac{K_1}{\alpha_2 - \alpha_1} \left[ (k_3 + k_4 - \alpha_1) \cdot e^{-\alpha_1 t} + (\alpha_2 - k_3 - k_4) \cdot e^{-\alpha_2 t} \right] \tag{28}
\]

Where \(\alpha_1\) and \(\alpha_2\) are derived from:

\[
\alpha^2 - \alpha(k_2 + k_3 + k_4) + k_2 k_4 = 0 \tag{29}
\]

1.1.3. FDG model

The FDG model is very similar to the 2 compartment model. It also takes specific binding into account, but assumes that the retention is indefinite and \(k_4\) is therefore 0.

1.1.4. Resulting variables

Kinetic modeling allows for measurement of a variety of quantities, some of which will be described here. All these values are derived for a two compartment model. First the following definitions:

\[
k_3 = k_{on} f_{ND} \left( B_{\text{max}} - \frac{C_b(t)}{\text{SA}} \right) \tag{30}
\]

\[
k_4 = k_{off} \tag{31}
\]

Where \(B_{\text{max}}\) is the receptor concentration, \(k_{on}\) and \(k_{off}\) respectively the association and dissociation rate constants, \(\text{SA}\) the specific activity of the, and \(f_{ND}\) the free fraction of ligands in the tissue. When \(c_b / \text{SA}\) is small compared to \(B_{\text{max}}, k_3\) simplifies to a time-invariant function. In this case the equilibrium dissociation constant \(K_d\) and the binding potential can be defined as:

\[
K_d = \frac{k_{off}}{k_{on}} \tag{32}
\]
\[ \frac{k_3}{k_4} = B_{PD} = f_{ND} \frac{B_{max}}{K_d} \]

1.2. **Linearizations: Patlak**

Linearizations offer a more robust fitting method compared to compartment model at the cost of inseparability of the distinct transfer coefficients found in compartment models. The Patlak plot is a linearization of the FDG model which transforms the tissue concentration equation in the form of \( y = a + b \cdot x \). The resulting Patlak equation is given below. The full derivation can be found in [9].

\[
\frac{c_t}{c_a} = \frac{K_1 k_2}{(k_2 + k_3)^2} + \frac{K_1 k_3}{k_2 + k_3} \frac{\int_0^t c_a \, d\tau}{c_a}
\]

Where the latter constant is the most important constant which represent the uptake of the tracer in the tissue.

1.3. **Linearizations: Logan**

The Logan plot is similar to the Patlak plot, but instead describes the complete 2 compartment model instead of the FDG model used by Patlak. The equation for the Logan plot is given below. The full derivation can again be found in [9].

\[
\frac{\int_0^t c_t \, d\tau}{c_t} = -\frac{k_3 + k_4}{k_2 k_4} + K_1 \frac{k_3 + k_4}{k_2 k_4} \frac{\int_0^t c_a \, d\tau}{c_t}
\]

Where the latter constant is known as the volume of distribution.
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MATLAB Symbolic Toolbox code:
syms ct(t) cb(t) cf(t)
syms k1 Vd k3 k4 t positive

Some manual adjustments were made to cancel out a number of exponentials in the solution in order to prevent infinities during numerical evaluations.

Analytical solution:

\[
C_{\text{bound}}(t) = \frac{(k_1 k_3 \exp((-t (k_2 + k_3 + k_4 - \frac{k_2^2 + k_4^2}{2}) + (k_2 k_4)^2)^{1/2})) / 2) * (A_2(2 \exp(-L_2 \tau) - (k_1 Vd + k_3) c(t) + k_1 ((A_1 t - A_2 - A_3) \exp(-L_1 t) + A_2 \exp(-L_2 t) + A_3 \exp(-L_3 t))) \exp(-L_3 t))}{c(t) = 0, \ c(b) = 0, 'IgnoreAnalyticConstraints', true);
\]
(\tau^*(k_2^2 + 2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)*(1/2))/2) - \exp((L_2*\tau - L_2^*t + (k_2^t)/2 + (k_3^t)/2 + (k_4^t)/2 - (t*(k_2^2 + 2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)^2)*(1/2))/2))/((k_2 - 2*L_2 + k_3 + k_4 - (k_2^2 + 2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)^2)*(1/2))/2) - \exp((L_3*\tau - L_3^*t + (k_2^t)/2 + (k_3^t)/2 + (k_4^t)/2 - (t*(k_2^2 + 2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)^2)*(1/2))/2))/((k_2 - 2*L_3 + k_3 + k_4 - (k_2^2 + 2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)^2)*(1/2)))/((2*A_1*\tau^*(exp((k_2^t)/2 + (k_3^t)/2 + (k_4^t)/2 - (t*(k_2^2 + 2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)^2)*(1/2))/2))/((k_2 - 2*L_1 + k_3 + k_4 - (k_2^2 + 2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)^2)*(1/2)))/(2*(2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)^2)*(1/2)))/((2*A_1^**tau^*(exp((k_2^t)/2 + (k_3^tau)/2 + (k_4^tau)/2 - (t*(k_2^2 + 2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)^2)*(1/2))/2))/((k_2 - 2*L_1 + k_3 + k_4 - (k_2^2 + 2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)^2)*(1/2)))/(2*(2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)^2)*(1/2)))/((2*A_1^**t*tau^*(exp((k_2^t)/2 + (k_3^tau)/2 + (k_4^tau)/2 - (t*(k_2^2 + 2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)^2)*(1/2))/2))/((k_2 - 2*L_1 + k_3 + k_4 - (k_2^2 + 2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)^2)*(1/2)))/(2*(2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)^2)*(1/2)))/((2*A_1^**t*tau^*(exp((k_2^t)/2 + (k_3^tau)/2 + (k_4^tau)/2 - (t*(k_2^2 + 2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)^2)*(1/2))/2))/((k_2 - 2*L_1 + k_3 + k_4 - (k_2^2 + 2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)^2)*(1/2))))/(2*(2*k_2*k_3 - 2*k_2*k_4 + k_3^2 + 2*k_3*k_4 + k_4^2)^2)*(1/2)))}}
APPENDIX C : Monte Carlo Method and GATE

The Monte Carlo method is an effective way to simulate complex models using a statistical instead of a analytical approach. Despite its long computation times, the Monte Carlo method offers a good approximation of the true solution and is therefore ideal for simulation of nuclear imaging. By iteratively evaluating a deterministic model using a large number of random inputs, systems with a many degrees of freedom can be estimated, where the accuracy increases with the amount of samples. Many packages and algorithms are available for different systems and physical processes, ranging from fluid dynamics to nuclear physics. The main advantage of using Monte Carlo estimations is that one has complete control over the input of the system.

For this particular project, the GATE package was used. GATE is a Monte Carlo package specifically for nuclear imaging and radiotherapy and is built on the widely used Geant4 simulation toolkit by CERN. The first version of GATE was released in 2004 and is since then used in a large number of papers, including some for the Siemens Biograph.
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