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Abstract

A Fatigue Crack Growth (FCG) model for specimens with well-characterized residual stress fields has been studied using experimental analysis and finite element (FE) modeling. The residual stress field was obtained using four point bending tests performed on 7050-T7451 aluminum alloy rectangular specimens and consecutively modeled using the FE method. The experimentally obtained residual stress fields were characterised using a digital image correlation technique and a slitting method, and a good agreement between the experimental residual stress fields and the stress field in the FE model was obtained. The FE FCG models were developed using a linear elastic model, a linear elastic model with crack closure and an elastic-plastic model with crack closure. The crack growth in the FE FCG model was predicted using Paris-Erdogan data obtained from the residual stress free samples, using the Harter T-method for interpolating between different baseline crack growth curves, and using the effective stress intensity factor range and stress ratio. The elastic-plastic model with crack closure effects provides results close to the experimental data for the FCG with positive applied stress ratios reproducing the FCG deceleration in the compressive zone of the residual stress field. However, in the case of a negative stress ratio all models with crack closure effects strongly underestimate the FCG rates,
in which case a linear elastic model provides the best fit with the experimental data. The results demonstrate that the negative part of the stress cycle with a fully closed crack contributes to the driving force for the FCG and thus should be accounted for in the fatigue life estimates.
1. Introduction

Large tensile Residual Stress (RS) fields within engineering components are undesirable because of their negative impact on the components' mechanical properties. If a component has an undetected high level of tensile RS fields then an unforeseen service failure may occur without warning [1-2]. Hence, several thermal and mechanical treatments are routinely used to control the RS fields. For example, on the one hand, the plates of age-hardened aluminum alloys can be uniformly stretched to about 1.5 - 3% strain to relieve the RS fields [3]. On the other hand, the introduction of compressive RS fields on the surface of the components is a common practice used to increase their service life [1-2,4]. Thus, a large number of techniques that can be used to introduce surface layers of compressive RS fields have emerged over the last decades, that is, shot peening, auto-fretting, cold hole expansion, etc.

Structural codes, such as, for example, BS7910 [5], consider the RS fields for the evaluation of components or structures. Additional manufacturing operations such as, for example, post-weld heat treatments, may be used to control the RS levels as recommended by AWS D1.1 [4]. Fastener holes in the aerospace industry are regularly cold worked in order to introduce a surface layer of compressive RS, thus producing the fatigue life increase. However, damage tolerance guidelines for the aeronautical industry should be followed without considering the beneficial effects of cold working treatments that can induce beneficial compressive RS [6]. That is, the effects of RS fields on the service life of engineering components have not yet been completely incorporated into the mechanical design process. For critical components, the control and verification of induced RS fields during manufacturing operations remains a challenge. Moreover, the pre-existing RS fields may evolve during the service life of the components, thus adding complexity to the consideration of the effects of RS fields on the design of mechanical components. From the damage tolerance perspective, it is necessary to develop reliable models for an accurate prediction of the Fatigue Crack Growth (FCG) in RS fields so that unforeseen service failures may be prevented and the actual service life may be extended.

Different versions of the elastic superposition method have been used to analyze FCG in RS fields [7, 8, 9, 10, 11] since the introduction of the damage tolerant design. The main differences in publications on the analysis of FCG in RS fields are the usage of either a total stress intensity factor range or an effective stress intensity factor range. The stress intensity
factors due to external loads and due to pre-existing RS fields in the uncracked component are added together in the total stress intensity factor approach, which can either include or exclude crack closure effects. In the case of the effective stress intensity factor range approach ($\Delta K_{\text{eff}}$), the applied cyclic load that first overcomes the crack closure effect in the component is determined and used to calculate a crack opening stress intensity factor ($K_{\text{op}}$). The $K_{\text{op}}$ is subtracted from the nominal $K_{\text{max}}$ to define the effective stress intensity factor range. Beghini et al. [7-8] conducted experimental FCG tests in RS fields at the constant amplitude stress and stress ratio $R = 0.1$, and used the linear elastic superposition-based method to analyze the experiments. The studies were conducted using welded Compact Tension (CT) specimens, which were made of a C-Mn microalloyed steel joined by the gas metal arc welding (GMAW) process [7] and API 5L X65 steel joined by laser welding process [8]. For all the CT specimens, the RS fields were determined by the slitting method. The results indicated that the superposition-based method could give adequate results if the RS field gave a positive contribution to the stress intensity factor, i.e., for tensile RS fields, but it was not the case for the compressive RS fields [7-8]. Such difference was attributed to the lack of the crack closure effect [12] associated with the crack tip plasticity [8].

Other publications based on linear elastic superposition by Jones and Dunn [9-10] used the Finite Element (FE) method to compute the total stress intensity factors and to model the FCG in RS fields. The pre-existing RS fields in the un-cracked specimens were used as crack face pressures in the analysis and in the FE models in order to compute the total stress intensity factor, and the redistribution of the RS field was not considered. The model results were compared with experimental data obtained on the Single-Edge Bend (SE(B)) specimens fabricated with the 2024-T351 aluminum alloy [9], and the cold-hole expanded specimens fabricated with the 7075-T651 aluminum alloy [10]. In the case of the SE(B) specimen, the experimental FCG tests with the constant stress intensity factor range and $R = 0.1$ were conducted to verify the analysis, while the FCG tests with a constant applied stress amplitude and $R = 0.1$ were employed for the cold-hole expanded specimen. The results obtained for the SE(B) specimens indicated that the computational model was able to predict the experimental FCG rates within the factor of 2, provided that the crack closure effect was considered [9]. For the cold-hole expanded specimen, the results demonstrated a poor correlation between the model and the experiments [10]. The principal reason for the poor performance of superposition-based
FE model was attributed to inaccuracies in the pre-existing RS field determination and lack of consideration of the redistribution of RS field due to FCG [10].

During the FCG process, forward and backward plasticity zones are developed at the crack tip and a plastic wake is left on the path of the growing crack. A direct consequence of these effects is the crack closure effect discovered by Elber [12]. At the current state-of-the-art, the effective stress intensity factor range method focuses on determining the fraction of the applied stress range, or the crack opening stress, that overcomes the crack closure effect. For this purpose, experimental, empirical relations and plasticity-induced crack closure analyses with the FE method have been developed to determine the crack opening stress. Solanki et al. [13] provided an overview of the plasticity-induced fatigue crack closure analysis with the FE method. LaRue and Daniewicz [11] developed a model predicting the FCG through a RS field based on the effective stress intensity factor range method. Furthermore, they conducted an analysis based on the linear-elastic superposition method. A 2D elastic-plastic FE model was employed to compute the crack opening stress. The computational model results were compared to the experimental data published in [14]. The results indicated that the effective stress intensity factor method provided better estimates of the FCG in RS fields than the superposition-based method when compared with the experimental data [11]. There is an intense debate in the literature between the supporters of the elastic superposition method [15-16] and those who question its applicability for the prediction of the FCG in RSF [17, 18, 19]. For the components manufactured with surface layers of compressive RS fields, the elastic superposition method has failed to provide reliable FCG predictions [20, 21, 22, 23, 24]. The published studies of the FCG in RS fields and the FCG models used in them do not provide quantitative information on a possible effect of plasticity wake on the FCG. The plasticity wake can result in the crack closure and reduction of the effective stress intensity range. This effect can be especially significant in the case of the FCG with negative stress ratios, however, most studies of the FCG in RS fields were performed for positive stress ratios.

This paper reports on the experimental and computational FCG study of large cracks propagating in an RS field in single edge notched tension (SENT) specimens made of 7050-T7451 aluminum alloy. Different models of crack propagation were studied in FE simulations, which were performed for the FCG with nominal stress ratios $R = 0.05$ and -1.0. The FE simulations provide the results for the effective $K$, which was defined as the stress intensity
factor associated with the combined external and internal loads. The internal loads were associated with redistributed RS fields due to the FCG, and possible crack closure or plastic wake effects. As such, the effective $\Delta K$ is considered to be the effective $K_{\text{max}}$ minus the effective $K_{\text{min}}$, evaluated at both the maximum and minimum cyclic loads.

2. Material characterization

Any possible RS field in the as-received condition of the 7050-T7451 aluminum alloy plate was regarded as negligible according to the specified temper designation [3]. Single edge notched tension (SENT) specimens used for the FCG tests were manufactured by milling operations. The notch was cut perpendicular to the rolling direction. The dimensions of the SENT specimens were: 254.0 mm length by 50.8 mm width by 12.7 mm thickness. Low speed and depth cuts were applied to minimize machining-induced RS fields [25]. An as-machined dog-bone specimen was used to determine the mechanical properties of the 7050-T7451 aluminum alloy under a uniaxial tension test. The elastic modulus $E$ was 70.2 GPa; the yield strength $\sigma_{0.2\%}$ was measured to be 466 MPa; the ultimate strength $\sigma_u$ was measured at 523 MPa while the ultimate strain $\varepsilon_u$ was 0.082. The mechanical properties were in agreement with standard specifications for this alloy found in the literature [3].

A servo-hydraulic machine with a load cell of 100 kN was used for all the FCG tests conducted in this study. A starting notch with the depth of 0.5 mm was machined into the SENT specimens by electro-discharge machining (EDM) with a 0.1 mm wire. The SENT specimens were clamped by hydraulic grips into the servo-hydraulic fatigue machine. Baseline FCG tests were performed on SENT specimens in the as-machined condition (without pre-existing RS fields). FCG tests were also conducted on SENT specimens with a pre-existing RS field introduced by a four-point-bending test, as explained in the following section. A sinusoidal constant load ratio with the frequency of 25 Hz was applied for the crack initiation and the subsequent FCG test. Only at the end of the FCG test (unstable FCG regimen), the frequency was reduced to 5 Hz to allow a proper measurement of the crack length. Pre-cracking was conducted until the initial crack length of 1.5 mm. The FCG tests were conducted under constant stress amplitudes (increasing $\Delta K$) at the stress ratios and maximum applied stresses of $R = -1$ and $\sigma_{\text{max}} = 54.25$ MPa; $R = 0.05$ and $\sigma_{\text{max}} = 54.25$ MPa; and $R = 0.7$ and $\sigma_{\text{max}} = 85.25$ MPa. The stress ratio and the maximum applied stresses for pre-cracking were the same as for the
corresponding FCG test. The crack length at the front- and back-sides of the specimen was monitored with two digital cameras during the crack propagation. Figure 1 presents the baseline fatigue crack growth (FCG) data of the 7050-T7451 aluminum alloy. The fatigue crack growth rate was computed with a polynomial regression method as described in the ASTM E647 standard [26]. A weight function developed by Ahmad et al. [27] was used to compute the stress intensity factor for the SENT specimens with clamped ends.

![Figure 1. 7050-T7451 aluminum alloy baseline fatigue crack growth rate (FCGR) data.](image)

According to the Irwin model, the upper bound for the plastic zone radius developed in the experimental baseline FCG tests was of 0.122 mm (plane stress condition). This value was determined for the SENT specimen tested at $R=0.7$, $\Delta K = 10.47 \text{ MPa}\cdot\text{m}^{1/2}$ and the critical crack length of 23.6 mm, thus producing the largest plastic zone. The minimum planar dimension, that is, the thickness of the specimen, 12.7 mm, was at least two orders of magnitude larger than the largest plastic zone in the SENT specimens. This relationship resulted in a predominantly linear-elastic behavior. The FCG data for the 7050-T7451 aluminum alloy specimens (Figure 1) was therefore within the small scale-yielding criterion.
3. FCG in RS fields experiments

FCG tests were conducted on the SENT specimens with a RS field previously introduced by a non-uniform plastic deformation process. Rectangular bars of the 7050-T7451 aluminum alloy were bent at a displacement rate of $\sim 9 \, \mu m \, s^{-1}$ on a manually operated machine with a four-point-bending test configuration (fig. 2a). A strain gauge was placed on the upper and lower faces of the beam specimen. The four-point-bending test was designed to introduce a strain of 10,000 $\mu \varepsilon$ at the outer surface of the beam specimen, at an equivalent load of $\sim 90kN$. The applied load was monitored in real time and the strain was measured at each applied load increment ($\Delta P = 2 \, kN$) so that the four-point-bending test was conducted until it reached the strain value just above 10,000 $\mu \varepsilon$ on the lower strain gauge (fig. 2a). Digital Image Correlation (DIC) [28] and slitting [29] tests were employed to determine the residual strain profile and the RS fields introduced by the four-point-bending test and to verify the FE results. The sample zone for the beam specimens in the DIC technique was focused at the center of the specimens as shown in Figure 2a, while the slitting method was conducted over the mid-section of the specimen’s length, i.e., the position of the notch, which corresponded to the expected crack growth plane. The DIC technique was used during the four-point bending treatment of all the beam specimens analyzed in this research, and the slitting method was used only for two beam specimens as a destructive technique to verify the procedure utilized to introduce the residual stress field.
Once the four-point-bending procedures were accomplished, the strain gauges on the beam specimens were removed and a notch was machined by EDM into the side of the beam specimen containing the tensile RS stress. As a result, the beam specimens were modified into SENT specimens with a redistributed RS field (Fig. 2b). The EDM notch and FCG test procedures were identical to those described in the previous section. In total, two FCG tests were conducted for the SENT specimens with a redistributed RS field. The FCG test conditions were $R = 0.05$ and $\sigma_{\text{max}} = 54.25$ MPa for the first specimen, and $R = -1$ and $\sigma_{\text{max}} = 54.25$ MPa for the second specimen.

3.1 Fatigue crack growth model

An effective stress intensity factor approach was used to analyze the effect of the RS fields on the FCG. The predictions of the FCG rate were based on the following correlation:

$$\frac{da}{dN} = f(\Delta K, R) \quad \ldots \ldots \ldots (1)$$

where $\Delta K = K_{\text{max}} - K_{\text{min}}$, $R = K_{\text{min}}/K_{\text{max}}$ and $da/dN = \text{crack growth per cycle}$. The fatigue life was predicted by:
\[ N = \int_{a_0}^{a_1} \frac{da}{f(\Delta K, R)} \quad \ldots \ldots \quad (2) \]

Although the experimental FCG tests were conducted under a constant amplitude load (fixed stress ratios of \( R = 0.05 \) and -1), the RS field produced by the four-point bending operation on the specimens induced variable stress ratios \( R \) at the local domain of the crack tip during the FCG tests. Therefore, the baseline FCG curves at \( R = 0.05 \) and -1 (fig. 1) and a single relationship as expressed in equation (1), e.g., Paris-Erdogan relationship, were not adequate to predict the FCG rates. Instead, variable stress ratios \( R \) produced by the RS field in the FCG rate were considered in the model by using the numerical interpolation Harter T-method \([30]\) that can be used to determine new FCG data \((\Delta K, R_{int})\) for the stress ratio of interest \( R_{int} \). The interpolation technique is based on the relationship that is obtained by combining the Walker and Paris-Erdogan relationships:

\[
\frac{da}{dN} = C \left( \frac{\Delta K}{(1-R)(1-m)} \right)^n \quad \ldots \ldots \quad (3)
\]

where \( C, m \) and \( n \) are all empirical parameters. Harter T-method linearly interpolates the \( m \) assuming that the FCG curves at that particular \( da/dN \) are parallel. Knowing two FCG data points \((R_2 > R_1)\) at a constant crack growth rate (fig. 3a), the exponent \( m \) is obtained according to the following relationships \([30]\):

\[
m = 1 + \left[ \frac{\log_{10} \left( \frac{\Delta K_1}{\Delta K_2} \right)}{\log_{10} \left( \frac{1-R_2}{1-R_1} \right)} \right] \quad \text{for } R_1 \text{ and } R_2 \geq 0 \quad (4)
\]

\[
m = 1 + \left[ \frac{\log_{10} \left( \frac{K_{max_1}}{\Delta K_2} \right)}{\log_{10} \left( \frac{1-R_1}{1-R_2} \right)} \right] \quad \text{for } R_1 < 0 \text{ and } R_2 \geq 0 \quad \ldots \ldots \ldots \ldots \quad (4)
\]

\[
m = 1 - \left[ \frac{\log_{10} \left( \frac{K_{max_1}}{K_{max_2}} \right)}{\log_{10} \left( \frac{1-R_2}{1-R_1} \right)} \right] \quad \text{for } R_1 \text{ and } R_2 \leq 0
\]
Figure 3. a) Representation of the interpolation process (Harter T-method [30]) to compute FCG curves for any arbitrary stress ratio of interest. Solid lines represent baseline curves and crosses represent the result of interpolation. b) Calculated values of the $m$-exponent for the Harter T-method.

In the present work, several exponents $m_i$ were determined within the range of the FCG rates from approximately $5.0 \times 10^{-6}$ to $1.0 \times 10^{-3}$ mm/cycle. This range covered all crack growth rates obtained in the FCG model. Sixteen exponents $m_i$ were used for $R_{int} > 0.05$ and eleven exponents $m_i$ were used for $R_{int} < 0.05$ (fig. 3 b). The analysis was limited to large cracks and stable crack growth regime. The crack nucleation and short crack behaviour were out of the scope of this research. The baseline FCG data at $R = 0.05$ ($\Delta K, R$) of the 7050-T7451 aluminum alloy (fig. 1) and the computed variable $m_i$ were employed to find a new FCG data at $R_{int}$:

\[
\Delta K_i = \Delta K_1 \left( \frac{1-R_1}{1-R_{int}} \right)^{m_i-1} \quad \text{for } R_{int} \geq 0
\]

\[\cdots \cdots \cdots (5)\]

\[
\Delta K_{max,i} = \Delta K_1 \left( \frac{1-R_1}{1-R_{int}} \right)^{m_i-1} \quad \text{for } R_{int} < 0
\]
Each obtained value of $\Delta K_i$ corresponds the definite value of crack growth rate ($da/dN$), and the set of $\Delta K_i$ and ($da/dN$), values determines $da/dN(\Delta K, R_{int})$ relationship.

### 3.2 Finite element model

The commercial package ABAQUS [31] was employed to create a finite element (FE) model, which was used to simulate four-point-bending of a beam specimen and a FCG in specimens with RS field. To simulate the FCG in the RS field, the beam specimen with the initial RS field induced by four-point-bending was modified into a SENT specimen. This modification occurred by introducing a starter crack with the length of 5.08 mm on the tension RS side of the specimen along its symmetry plane. Figures 4 a, b present the FE model, which consisted of the beam specimen, lower/upper roller parts (four-point-bending test), and contact surface/grip parts (FCG test). To reduce the modeling complexity and the required computing resources, only half of the specimen was modeled by employing the $y$-$z$ plane of symmetry (shown in fig. 4a). Eight-node linear brick elements with a reduced integration scheme (C3D8R) were used in the FE model. Figures 4 c, d show the refined mesh used in the crack tip region in the FE model. The refined mesh region has dimensions 2.032 $\times$ 2.032 mm, with an element size of 127 $\mu$m or 56 $\mu$m.

In the case of the four-point-bending simulation, the contact interaction imposed between the beam and the lower/upper rollers was essential to properly capture the non-linear load distribution and the boundary conditions present in the experimental setup. Preliminary FE models developed in this study, which made use of concentrated loading rather than contact loading, were able to successfully capture the RS field from a qualitative perspective. However, the residual strain and stress fields obtained with FE models using a contact loading condition produced results that more closely approximated those from the slitting and digital image correlation techniques. In the case of the FCG simulation, the contact loading set for the clamping was essential for the reproduction of the non-uniform stress distribution at the grip region of the SENT specimen. Moreover, the contact loading at the grip with no external applied load caused a redistribution of the RS field around the crack tip that completely modified the crack propagation during the simulated fatigue test. Thus, for this study it was essential to take into account the grip contribution during the FCG simulation.
Figure 4. Half-symmetry finite element (FE) model: a) Beam specimen, rollers, grip, and contact surface parts, and b) mesh detail of the specimen with the initial crack length of 5.08 mm. c) Focused mesh at crack tip region, and d) refined mesh at crack tip region to model the plastic wake effect.
The effective stress intensity factors $K_{\text{max}}$ and $K_{\text{min}}$ were computed from the FE results with a displacement correlation method [32]. Such stress intensity values include contributions from the external load and RS field. The effective stress intensity factors were computed along the crack face at different distances from the crack tip [32], according to the plane strain condition:

$$K_I = \frac{Eu}{4(1-v^2)} \sqrt{\frac{2\pi}{r}} \quad \ldots \ldots \ldots \ldots \ldots (6)$$

where $E$ is the elastic modulus, $v$ is the Poisson’s ratio, $r$ is the distance from the crack tip to the node position (fig. 5 a) and $u$ is the displacement at the node position in the direction aligned with the cyclic load. Equation (6) is formulated for a plane strain condition, which is satisfied during the stable FCG because of the thickness of the SENT specimen. The distribution of the effective $K_I$ values obtained for the crack with the length of 6.096 mm under a maximum applied load in the cycle with $R = 0.05$ is shown in fig. 5 b. The $K_I$ values have strong fluctuations near the crack tip, however, they demonstrate the asymptotic linear behaviour at larger distances from the crack tip. According to the displacement correlation method [32], only a well defined linear part of the $K_I$ distribution was used to define the effective $K_I$ value at the crack tip by extrapolating this linear relationship to $r = 0$. This approach was used to calculate the effective stress intensity factors $K_{\text{max}}$ and $K_{\text{min}}$ at the maximum and minimum loads. It is important to note that RS field changes resulting from the crack growth were taken into account in this model while the distribution of the plastic deformation produced during four-point-bending remained unchanged. In contrast, the superposition models used in [7, 8, 9, 10] the RS field remained unchanged during the FCG.
Figure 5. Determination of maximum stress intensity factor $K_{\text{max}}$ for a 6.096 mm crack length with the displacement correlation method. a) Nodes selected behind the crack tip. b) Linear fit of the effective $K$ and extrapolation back to the crack tip.

The RS field distributions obtained in the FE model with different crack lengths at the zero applied load conditions are shown in fig. 6. For the crack lengths equal to 5.08, 7.62 and 10.16 mm, the RS field is completely relaxed (zero stress state) on the crack surface for the nodes behind the crack tip, while for the nodes in front of the crack tip, the RS field is redistributed as compared to the initial RS field. At these crack lengths the RS redistribution results in the change from the compression stresses in the initial RS field to the tension stresses in the redistributed RS fields at the crack tip. In the case of the crack lengths equal to 12.7, 17.78 and 22.86 mm, the RS field was redistributed without changing the stress state from compression to tension (the corresponding stress distributions within the refined mesh regions are shown in fig. 6) and the crack was partially closed with several nodes on the crack surface behind the crack tip remaining in full contact with the opposite surface of the crack.
Figure 6. The relaxation and redistribution of the RS field due to the FCG at zero applied load.

3.3 Four-point-bending test simulation

The rollers (Fig. 4 a) were modeled as rigid bodies and had a load of 90 kN applied to them. The four-point-bending test simulation was accomplished in four steps: the initial step set by default in ABAQUS to set up possible initial conditions; the second step to initiate the contact interactions between the rollers and the specimen; the third step to apply the load to the upper roller and the final step to release the load, after which the misfit plastic strains of the inhomogeneous bending deformation resulted in a well-known RS field in the beam specimen.

The mechanical properties of the 7050-T7451 aluminum alloy determined from the uniaxial tension test were employed to define the elastic-plastic material behavior in the FE model. The elasticity was simulated with the Young’s modulus $E$ of 70 GPa and the Poisson’s ratio of 0.33, while plasticity was simulated with a von Mises yield function, associate flow rule and combined hardening model defined by a series of true stress and true plastic strain coordinate pairs $(\sigma_n, \varepsilon_n^p)$. As will be presented in the results and discussion section, the standard initial yield point $\sigma_0$ at the 0.2% proof stress (466 MPa) resulted in the overestimation of the RS field introduced
by the four-point-bending test as shown by the slitting results. Previous studies of the subject had proved that a proper characterization of the pre-existing RS fields was crucial to analyze the behavior of the FCG in RS fields [9-10, 33]. Thereby, the standard initial yield point $\sigma_0$ at the 0.2% proof stress was not employed; rather it was calculated using the 0.025% proof stress, resulting in a true stress value of 397 MPa. Successive yield points $\sigma_n$ ($n = 1, 2 \ldots 5$) for the combined hardening model (kinematic and isotropic) were calculated using the 0.05, 0.075, 0.1, 0.2 and 4 % proof stresses, resulting in the true stress values of 435, 450, 458, 466 and 538 MPa. The associated true plastic strains $\varepsilon_p^n$ were equal to 0, 0.000502, 0.000752, 0.001001, 0.001879 and 0.042317, respectively. This definition of the combined hardening model was also employed for the FCG test simulations.

3.4 Fatigue crack growth simulation

A through-thickness starter crack was introduced into the beam specimen, containing an initial RS field produced by the simulation of four-point-bending, on the specimen side with a tension RS field. After the introduction of the starter crack, the grip (fig. 4 a) was applied to the specimen for the FCG test (fig. 2 b). The grip was meshed with eight-node linear brick elements, but it was defined as a rigid body with a reference point to apply maximum and minimum cycle loads ($P_{\text{max}}$ and $P_{\text{min}}$). The contact conditions between the grip and the specimen were formulated with a penalty method [31] and the “rough” friction option was used to prevent any possible slipping between the surfaces. Only an elastic slip associated with the penalty method is allowed by the “rough” friction formulation [31].

The FCG test was simulated by applying $P_{\text{max}}$ and $P_{\text{min}}$ cycle loads to the SENT specimen for several crack lengths $a_n$. A total of 41 crack lengths were modeled (constant crack increment $\Delta a = 0.508$ mm) from the initial crack length $a_0 = 5.08$ mm to the final crack length $a_{40} = 25.4$ mm. The region around the crack tip was re-meshed for each crack length. Figure 4b shows the mesh of the SENT specimen for the initial crack length $a_0 = 5.08$ mm placed on the upper side of the specimen (tension RS field). The effective $K_{\text{max}}$ and $K_{\text{min}}$ values were computed according to one of the three FE FCG models described below. The effective $\Delta K$ and $R$ corresponding to the obtained $K_{\text{max}}$ and $K_{\text{min}}$ values were used in the Harter T-method based numerical procedure to calculate the number of the load cycles required for crack to propagate to a new crack length. After which the crack length was increased with a refined mesh to a new crack tip position.
3.4.1 Linear elastic model without rigid crack closure conditions (LE Model)

In the LE Model only the linear elastic deformation was considered and there was no limit imposed on the crack surface displacements preventing it from the overlapping with the second half of the SENT specimen, which was removed from the FE element model using the symmetry of the specimen. As a result, this model can produce negative $K_1$ values appearing as a result of negative applied stresses and/or negative RS near the crack tip. As compared to the two other models presented in this study, this model produces the largest $\Delta K$ values under such conditions.

3.4.2 Linear elastic model with rigid crack closure conditions (LE RCC model)

To prevent negative values of the effective $K_{min}$, the crack closure effect was incorporated into the linear elastic FE model by introducing a rigid surface with a reference point on the symmetry plane of the specimen (fig. 4a). Boundary conditions were applied to the rigid surface on the reference point to prevent any possible displacement and translation (encastre condition) during the FCG simulation. The contact normal conditions between the rigid surface and the crack face on the SENT specimen were defined with an augmented Lagrange formulation. The contact interaction prevented negative values of displacements and $K_1$.

3.4.3 Elastic-plastic model with rigid crack closure conditions (EP RCC Model).

A plasticity-induced crack closure FE analysis was conducted by using the elastic-plastic material model in FE calculations. This model described the plastic zone at the crack tip and plastic wake formed along the crack surface. The basic approach to the FE analysis remains similar; a cycle loading is applied for each crack length $a_n$, but the crack is advanced one element size by releasing the nodes at the crack tip. The process is repeated several times to allow a plastic wake formation. The refined mesh around the crack tip with the smallest element size of 0.056 mm was used in this model to resolve the plastic zone and plastic wake. According to the Irwin plastic zone equation, the radius of the plastic zone $r_p$ at the crack tip can be defined as:

$$2r_p = \frac{1}{\alpha \pi} \left( \frac{K_{max}}{\sigma_f} \right)^2$$  \hspace{1cm} (7)
where \( \alpha \) is 1 and 3 for either plane stress or plane strain and \( \sigma_{YS} \) is the yield stress. According to a plane stress state of the front and back surfaces of the SENT specimen and with the \( P_{max} \) cycle load, the initial crack length (5.08 mm) showed the \( r_p \) of 0.068 mm (68 \( \mu \)m). Therefore, the element size employed in the previous FE analyses (127 \( \mu \)m) was not able to resolve the plastic zone at the crack tip. Thus, the focused mesh at the crack tip was refined to the element size of 0.056 mm (56 \( \mu \)m) to guarantee at least two elements in the plastic zone at the crack tip. However, the number of elements present in the plastic zone during the FCG simulation was also a function of the redistributed RS field. As a result, the total number of elements with a plastic condition for the initial crack length of 5.08 mm was fifteen, which was a large number because of the positive distribution of the RS field present around the crack tip. The fifteen elements with a plastic condition at the initial crack length evolved during the FCG simulation, and reached a minimum of five elements for a crack length of 10.16 mm and a maximum of twenty-eight for the crack length of 25.4 mm. The number of elements under the plastic condition drops while the propagated crack tip crosses a negative residual stress distribution region despite an increase of the crack length.

4. Results and discussion

4.1 Residual strain and stress fields

The residual stress and strain fields that were introduced by the four-point-bending test into the beam specimens are shown in figure 7a and 7b. A good correlation between the FE and experimental results were observed using a material model with the yield stress corresponding to 0.025% offset. The results were plotted for the middle length of the specimen, i.e., the plane of the crack growth for the specimens (symmetry plane). In the case of the RS field (fig. 7a), the stress distribution was a zigzag pattern as a function of the width of the specimen, defined by four peak points (tension, compression, tension and compression sign) and three neutral points (zero stress axes). The differences between the numerical (FE) and experimental (slitting) results were \( \sim \)5, \( \sim \)10 and \( \sim \)40 MPa for the tension, compression-tension and compression peak points respectively. In the case of the residual strain field (fig. 7b), the strain distribution was linear as a
function of the width of the specimen, defined by one neutral point (zero strain axis). The difference between the FE and DIC results was -250 µε and 350 µε, respectively, for the initial

Figure 7. The numerical (FE) and experimental (Slitting and DIC) results at the mid position (symmetry plane) of 7050-T7451 aluminum alloy specimens after the four-point-bending test: a) residual stress fields, and b) residual strain fields.
and the final sections of the specimen’s width. Neither the DIC nor the slitting methods were capable of resolving the stress and strain distribution at the edges of the specimen because of natural limitations of the techniques [28-29]. For instance, the peak point of compressive RS was not at the final section of the specimen’s width, but instead 2 mm before the final section where the difference between the FE and slitting results was less than 10 MPa. The numerical and experimental results indicated that a well-known, consistent and repeatable RS field was introduced into the beam specimens. For RS fields that are constant through the specimen’s thickness, the slitting method is considered the most reliable measurement technique [34]. Finally, figure 7a also shows the FE results that correspond to the same 7050-T7451 aluminum alloys and the FE model (fig. 4a), but with an initial yield point defined by the standard 0.2% proof stress. As observed, the standard yield stress at 0.2% proof stress resulted in the overestimation of the RS field produced by the FE model.

4.2 Fatigue crack growth model and experiments

4.2.1 $R = 0.05$

Fig. 8 presents the effective $\Delta K$ and $R$ obtained using the three FCG models: the Linear Elastic (LE), the Linear Elastic with Rigid Crack Closure conditions (LE RCC), and the Elastic-Plastic with Rigid Crack Closure conditions (EP RCC). In addition, horizontal bars indicate the types of stress states in the original RS field distribution produced by four-point-bending. $\Delta K(a)$ relationships, which were significantly different, were obtained using a model that included the rigid crack closure conditions and a model that excluded them. In the model without rigid crack closure conditions, $\Delta K$ increases with the increase in $a$ continuously, while both models including rigid crack closure conditions produced $\Delta K(a)$ curves reaching maximum at 10-11 mm, then decreasing to the minimum at 12-13 mm and then increasing until the final failure event. The location of the first maximum differed from the location at which the original RS field produced by four-point-bending changed from tensile to compressive.
Figure 8. Fatigue crack growth model results for the nominal $R=0.05$: a) The effective stress intensity factor range $\Delta K$, and b) the effective stress ratio $R$.

The $R(a)$ dependence has a different character in the case wherein the rigid crack closure conditions are used and in the case wherein they are not applied. At the crack length of 10-11
mm both models with the rigid crack closure conditions reach a zero value of the effective $R$ and maintain this value after that. The model without the rigid crack closure conditions produced the $R(\alpha)$ curve reaching negative $R$ values with the minimum at ~20 mm. The divergence of the two types of curves produced by the LE model and the LE RCC or EP RCC models occurs at the crack length larger than that corresponding to the change in the original RS field from tensile to compressive.

Fig. 9 illustrates the FCG rates as a function of the crack length obtained experimentally and using three different computational models. Fig. 9 a shows the full range of crack lengths and Fig. 9 b shows the part of the curve for a smaller range of crack lengths corresponding to stage II FCG process. The bar at the top of Fig. 9 a shows the stress state types in the original RS field and the bars at the bottom of Fig. 9 b demonstrate the stress state types in the redistributed RS field for three different crack lengths. $da/dN(\alpha)$ curves obtained both experimentally and using all different computational models demonstrate the increasing rate of the FCG up to crack length of 10-11 mm. After that the FCG rate decreases up to the crack length of 12-13 mm and then FCG accelerates continuously until the failure of the specimen. It is easy to note that transition from the initial acceleration of the FCG to deceleration in all cases occurs when the crack tip is at the location wherein the redistributed RS field changes from tension to compression (10-11 mm) which is significantly different from the location where the same change of the stress state type occurs in the original RS field (5.5 mm). It is important to note that the EP RCC model produces results that are in the closest agreement with the experimental data.
Figure 9. Fatigue crack growth rate as a function of the crack length for a low stress ratio (nominal $R = 0.05$): a) Full range of crack lengths and schematic distribution of the original RSF, and b) crack lengths in the range of $a_5 = 6.096$ mm to $a_{23} = 16.764$ mm, which correspond to stage II of the FCG curve, and schematic distribution of the actual RSF for three crack lengths.
Fig. 10 illustrates the crack length vs. number of cycles curves obtained experimentally and in simulations. For most of the fatigue life the EP RCC model produces a curve closest to the experimental results, though consistently underestimating the crack length. Only at the end of the FCG process when the acceleration of the crack growth at stage III of the FCG occurs does the experimental \( a(N) \) curve shift closer to the curve produced by the LE RCC model.

![Fatigue life for the nominal \( R = 0.05 \)](image)

Figure 10. Fatigue life for a low stress ratio (nominal \( R = 0.05 \)) and schematic distribution of the actual RSF.

4.2.2 \( R = -1.0 \)

Fig. 11 a and b present the FCG rates as a function of the crack length in the manner similar to that of Fig. 9 a and b. The FCG accelerates initially as the crack length increases and after reaching the maximum at \( \sim 7 \) mm decelerates until the minimum is reached at \( \sim 13 \) mm. The transition from the initial acceleration to deceleration occurs under the \( R = -1.0 \) conditions at a shorter crack length (Fig. 11 b) than under \( R = 0.05 \) (Fig. 9 b). Also, the deceleration effect is more pronounced at \( R=-1.0 \) than at \( R = 0.05 \). The LE model which does not include the rigid crack closure conditions produces the best agreement with the experimental results for the FCG under the \( R = -1.0 \) conditions.
Figure 11. Fatigue crack growth rate as a function of the crack length for a negative stress ratio (nominal $R = -1$): a) Full range of crack lengths and schematic distribution of the original RSF, and b) crack lengths in the range of $a_9 = 6.096$ mm to $a_{23} = 16.764$ mm, which correspond to stage II of the FCG curve, and schematic distribution of the actual RSF for three crack lengths.
Fig. 12 demonstrates the crack length vs. number of cycles curves obtained experimentally and in simulations. For the entire fatigue life, the LE model produces a curve closest to the experimental results with a very good agreement between the experimental data and the simulation results.

Figure 12. Fatigue life for a negative stress ratio (nominal $R = -1$) and schematic distribution of the actual RSF.

4.3 Discussion

The results of the experimental study and computer simulations demonstrate several important features that should be taken into account when analyzing the FCG in the materials with the RS fields.

*Feature One:*
The redistribution of residual stresses resulting from the crack propagation can play an important role leading to the development of different modes of crack growth (i.e., with and without crack closure) during the FCG process. For example, in the experiments and models of the FCG under the load cycles with the nominal stress ratio $R = 0.05$, the deceleration of the crack growth rate occurs at the crack length of 10-11 mm (Fig. 9). This length coincides with the length at which the redistributed RS field at the crack tip changes from tensile to compressive, and where the crack closure becomes possible. The original RSF in the un-notched specimen changes from tensile to compressive at the depth of 5.5 mm from the surface of the specimen. Therefore, the change in the growth rate (the retardation) is produced at the crack length determined by the redistributed RSF and not by the original RSF. If the original RSF were used within a simple superposition model, then the crack growth retardation would be starting at the crack length of 5.5 mm. Such a model would underestimate the growth rate and produce less conservative results. It is necessary to note, that if the first RSF region through which the crack propagates is compressive, then the stress redistribution will delay the transition from the compressive to tensile stress and enhance the level of compressive stresses. In such a situation, typical for the effects of a cold-hole expansion or shot peening treatments on the FCG originating from the treated surface, the omission of stress redistribution effects results in the overestimation of the crack growth rate and produces more conservative estimates.

In the case of the FCG test and simulations with the nominal $R = -1.0$, the crack closure occurs at all the crack lengths with the crack tip in both the tensile and compressive RSF regions. In this case, the deceleration of the crack growth starts when the crack tip is still in the tensile redistributed RSF region (Fig. 11), although, as the crack propagates into the compressive region of the redistributed RSF, the growth rate continues to decrease. At the length of $\sim 12$ mm the effect of the increase in the crack length on the effective $K_{\text{max}}$ becomes more important than the reduction in the effective $R$, and the crack growth starts to accelerate with the increase in $K_{\text{max}}$.

**Feature Two:**

A comparison of the results of the FCG experiments with the simulation results indicates that under distinctive $R$-values different types of simulation models produce a better agreement with the experimental data. This difference can be related to the importance of the crack closure.
effects and how they are accounted for in the effective $\Delta K$ calculation, and to the accuracy of the Harter T-method at different values of $R_{int}$.

In the tests and simulations with $R = 0.05$, the model with rigid crack closure conditions and with a plastic wake effect results in crack growth rates which are in the best agreement with the experimental results within stage II of the FCG (Fig. 9). It slightly underestimates the growth rate while two other models (with rigid crack closure conditions but without the plastic wake, and without both rigid crack closure conditions and the plastic wake) produce significantly overestimated growth rates. When the crack tip reaches the region of the compressive redistributed RSF, the difference between the crack growth rate in the model with the rigid crack closure conditions and plastic wake effect and that in the experimental results shows a slight increase resulting in a larger underestimation of the crack growth rate of the model. However, this model still remains the closest to the experimental data as compared to other models. This effect can be related to the effective $\Delta K$ calculation method using rigid crack closure conditions. In this approach the minimum value of the effective stress intensity, $K_{\text{min}}$, is limited by the zero value, and it is considered that in the FCG the negative part of the stress cycle does not produce any contribution to the driving force for the FCG. Such an approximation is still commonly used in practice [35] and presented in many textbooks; however, it has been shown that it can lead to the underestimation of the FCG rate [9]. The negative part of the load cycle produces some contribution to the FCG driving force and increases the overall FCG rate, though not as significantly as the positive part.

The negative effect of the omission of the contribution from the negative part of the stress cycle from the FCG driving force becomes more pronounced in the case of the simulation of the FCG under the cyclic load with the nominal $R = -1.0$. In this case, the model without both the rigid crack closure conditions and the plastic wake produces the FCG rates closest to the experimentally observed (Fig. 11). The introduction of the rigid crack closure conditions results in a significant underestimation of the FCG rate. When the rigid crack closure conditions are used together with the plastic wake, the difference between the experimental and computational results becomes even worse. These effects are produced because the introduction of the rigid crack closure conditions results in the elimination from the FCG driving force of the part of the cycle with a negative effective stress intensity. The addition of the plastic wake effect shifts the
crack closure towards higher effective $K$ values and, thus, further reduces the FCG driving force in the computational model.

The contribution from the negative part of the load cycle can also be illustrated by the comparison of the FCG obtained in experiments with $R = 0.05$ and $R = -1.0$. The maximum load in these cycles was the same and if the negative part of the load cycle were discarded, then almost the same load range would be produced: 33.25 kN for $R = 0.05$ vs. 35 kN for $R = -1.0$. The stress intensity ranges would be also very close to each other in such a case. However, the FCG rate, in the initial accelerating part of the FCG process, is larger at $R = -1.0$, as compared to that at $R = 0.05$. For instance, at $R = -1.0$ the FCG rate is 0.52 μm/cycle and at $R = 0.05$ the FCG rate is 0.13 μm/cycle for the crack length of 7.62 mm. Similarly, the decelerating effect is also much stronger. For instance, at $R = -1.0$ the FCG rate is 0.43 μm/cycle and at $R = 0.05$ the FCG rate is 0.12 μm/cycle for the crack length of 11.684 mm. Therefore, for the modeling of the FCG with large negative effective $R$ values (resulting from either the applied load or the RSF) it can be important to develop a FCG model that more accurately represents the negative stress effect on the FCG rate.

In [9] it was suggested that when a full crack closure is achieved, the rigid crack closure condition should be removed. A simple superposition was used in this case in [9]. In the present study, a model with the RSF redistribution and effective $K$ calculation without the rigid crack closure conditions was used. In both [9] and present study a good agreement with the experiment was obtained; however, such an ad-hoc solution does not have any theoretical substantiation and the limits of its applicability are not known. A better understanding of the role of the negative part of the load cycle in the FCG and the knowledge of the physical mechanisms involved in it are necessary for the development of more physics-based FCG models for such conditions.

**Conclusions**

A well-defined, consistent and repeatable Residual Stress (RS) field was experimentally produced in Al7050-T7451 specimens using a four-point-bending test setup. The RS field was accurately matched by an elastic-plastic FE model that used a yield strength at the 0.025% proof stress and a combined hardening model.

A FCG model based on a novel effective $K$ definition was developed. The model considered the redistributed RSF due to the FCG, in combination with crack closure and plastic
wake effects. The comparison of the experimental data and simulation results demonstrated that the elastic-plastic model with crack closure and plastic wake effects provides the closest prediction of the experimental results for the FCG with positive applied stress ratios. The model accurately reproduced the FCG deceleration in the presence of a compressive zone RS field. However, in the case of a negative stress ratio, all models with crack closure effects strongly underestimated the FCG rates, and the linear elastic model provided a better agreement with the experimental data. The obtained results demonstrate that the negative part of the stress cycle with a fully closed crack contributes to the driving force for the FCG and, thus, should be accounted for in the fatigue life estimates. Furthermore, the onset of the crack closure effect and the deceleration of the crack growth rate for positive applied stress ratios in the FCG tests was determined by the redistribution of the RS fields.
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