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Developing the Model Reduction Framework in High Frame Rate Visual Tracking Environment

Abdul R.R. Fassah,∗Tigran Mkhoyan,†Coen C. de Visser,‡Roeland de Breuker,§
Delft University of Technology, Delft, The Netherlands

The developments in the field of aerospace materials and structures allow the more light weight air vehicles. However, the aircraft body, particularly wing, can deform more appreciably due to the occurrence of flow separation and flutter. Therefore, active control is necessary in order to maintain structural integrity. One of the proposed control methods uses visual tracking for structural state estimation, which reduces complexity in terms of hardware and data processing requirements compared to the conventional method using inertial measurement units and gyroscopes. However, the wing displacement measurement involves a high number of states to estimate. An idea is to implement a model reduction method to be implemented as a mathematical model of the aeroelastic wing to quicken the state estimation process. The proposed method of model reduction by using Modified Frequency-Limited Model Reduction (MFLMR) method by Gugercin and Antoulas (2004) is then augmented with the application of singular perturbation step and validated with simulation in stochastic Gaussian gust regimes for two wing models. The effect of additional singular perturbation step is presented. The results show that the proposed MFLMR method with singular perturbation prevails to provide reliable representation of the true model in the simulated condition with different wing models in both time domain and frequency domain. Further analysis is recommended to be focused on the implementation of the proposed model reduction method to the state and parameter estimation in order to maintain the high sample rate that can be attained by using the controller scheme with visual tracking.

Nomenclature

\[ M_\alpha \] = Pitching moment
\[ I_\alpha \] = Wing moment of inertia
\[ M \] = Mass
\[ h, \dot{h}, \ddot{h} \] = Heaving attitude, rate, and acceleration
\[ M_a \] = Additional mass matrix due to aerodynamics
\[ K_a \] = Additional stiffness matrix due to aerodynamics
\[ C_v \] = Structural damping matrix
\[ w, \dot{w}, \ddot{w} \] = Subscript, wing section’s structural parameters
\[ z_i \] = Aerodynamic lag states
\[ b \] = Half chord length
\[ V \] = Airspeed
\[ \theta \] = Pitch angle
\[ \phi, \dot{\phi} \] = Roll angular attitude and rate
\[ Z \] = Vertical force
\[ S_\alpha \] = Wing’s static unbalance
\[ C_\alpha, K_\alpha \] = Damping, stiffness (main wing)
\[ \alpha, \dot{\alpha}, \ddot{\alpha} \] = Angle-of-attack attitude, rate, and acceleration
\[ C_a \] = Additional damping matrix due to aerodynamics
\[ M_s \] = Structural mass matrix
\[ K_s \] = Structural stiffness matrix
\[ \Phi_a \] = Aerodynamic forces and moments matrix
\[ K_\zeta \] = Aerodynamic lag parameter matrix
\[ a \] = Axis of rotation to wing’s half-chord
\[ \rho \] = Air density
\[ \zeta \] = Damping coefficient
\[ \psi, \dot{\psi} \] = Yaw angular attitude and rate
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I. Introduction

In recent years, the development in the aerospace material and structural science has been bringing a breakthrough for the construction of air vehicles, which allows the expansion of aircraft size constraints. However, the aircraft body can deform more appreciably due to the occurrence of flow separation due to gust or turbulence, which can result in the degradation of the aircraft’s handling qualities [1]. Fluttering and buffeting are two types of nonlinear input that may cause deformation due to energy loss to the aerodynamic flow. When the displacement does not converge, the structural disintegration can then occur ([2], [3]). In general, an aircraft component of a higher aspect ratio tends to deform more easily under such external force, namely wing. Therefore, a control scheme is developed to maintain structural integrity during the fluttering condition while the aircraft’s handling qualities are satisfied. An aeroelastic estimation routine is needed to reconstruct the displacement states of the flexible aircraft structure such that a more accurate state observation can be used to identify the governing state-space of the aeroelastic model. The identified state-space can then become input for the controller’s feedback, as mentioned earlier, dedicated to maintaining the flexible aircraft structure’s integrity, namely wing. In order to monitor and control the displacement, one of the proposed methods is by a combination of the visual tracking method. This method reduces the complexity of hardware and data processing compared to the conventional method of planting inertial measurement units and gyroscopes in wing sections. The scheme of the controller for the aeroelastic structure is depicted in Figure 1.

The proposed novel method to replace conventional inertial measuring units across the wing is by exploiting the advancement of computer vision science. That is by using a camera measurement. In such a configuration, the camera measures each wing section’s angular and translation position by tracking the position of a target object or a marker attached to the wing section. Visual tracking has been used in various studies and has been successfully implemented on wind tunnel models in early studies [4]. It also has seen wide application in robot manipulation [5]. In recent years, however, embedded hardware capabilities have significantly advanced, and demanding computer vision algorithms can run onboard and on-line in a compact hardware configuration ([6], [7]). Visual tracking can also greatly increase the robustness by coupling it with a state estimation routine. This coupling allows the tracker to handle occlusions due to the camera’s low resolution or estimate the tracker’s motion trajectory under marker loss. Hence, it is required for the system to reconstruct the motion trajectory and apply the Kalman filtering. Trajectory reconstruction and visual tracking have been successfully demonstrated in previous studies by Mkhoian et al. ([8], [9]).

For identification and control purposes, however, it is relevant to reconstruct the displacements of a flexible structure and identify the underlying state-space of the system. When this can be done on-line, the identified state-space model can be used to deploy an adaptive control strategy of the aeroelastic wing structure (e.g., control surface such as flaps, to
stabilize the aeroelastic wing from the structural failure due to the excessive deformation).

However, due to the nature of an aeroelastic structure’s displacement modes, the measurement will have to be conducted at numerous wing sections simultaneously. The increase in the number of analyzed wing sections and its degrees of freedom will also increase the number of states. Moreover, the deformation modes of an aeroelastic wing will require the measurement to be computed at a high sampling rate. Hence, the increase in the number of states to estimate will increase the computational burden, which hinders the utilization of a high sampling rate system. The realization of the state-space for an aeroelastic structure should be then reduced with smaller representation; hence the computational cost for the controller will be cheaper, hence faster. In this paper, the reduction methods of the state-space will be explored to allow the use of the controller with a high frame-rate visual tracker to implement a fast control feedback loop.

A. Paper structure

The focus of this paper is to analyze and develop possible common model reduction methods to enable the quick state estimation coupled with a high frame rate visual tracker. Therefore, in the end, the proposed model reduction will be implemented to reduce the state-space size of the state estimator as part of an aeroelastic wing controller scheme with visual tracking. For the paper’s focus, the visual model, which represents the physical representation of the wing and the embedded fast visual tracking routine, will be put aside. Hence, the triangulation will be put aside. The following Section II presents the introduction to the whole tracking framework (Figure 1) in more detail and is followed by the derivation of the equation of motion of the aeroelastic model with its contributing states as the basics to construct the full realization of aeroelastic wing system state-space. Section III discusses the common methods of model reduction in aeroelastic structure numerical experiments with the experimental concern of the camera tracking system’s limitations, such as the sampling rate. The suitable model reduction method will be chosen and developed to accommodate a quicker state estimation with a reduced state-space for a high rate controller scheme with a visual tracking environment from which the derived equation of motion can then be reduced. Therefore, to support the full numerical simulation scheme’s application as in Figure 1, the paper will investigate the aeroelastic mathematical modeling reduction part. The performance and the development of the proposed model reduction method will be compared with the founding method. The experiment setup will be yielded, and the results of the comparison study will be presented and discussed in Section IV. In the end, the paper concludes in Section V.

II. Framework and Basic Equation of Motion

A. Full Controller Scheme

A closer look at the open-loop control scheme can be seen in Figure 2. The bracket is the tool used in order to create the full numerical simulation of the scheme.

1. Visual Tracking

The first building block of the planned control system is the high frame rate, visual tracker. The reason for using a high frame rate visual tracker is because of the nature of the deformation modes of the structure, which occurs at high frequency. The visual tracker is used to identify the flexible wing structure’s deformation caused by the dynamics excited by the aerodynamic gust or turbulence.
With the advancement of computer vision technology, the tracker’s high frame rate can accommodate the observation of the first modes of deformation; those are at a lower frequency. In general, a fast-tracking system uses the identification of features like edges, corners, or blobs (a feature that has an area) on the image as the basis for the tracking. This feature-based tracking has been developed.

The first developed routine called fragment tracking was developed by Lucas and Kanade [10], and Shi [11]. However, the tracking is constrained by the transformation of the feature perspective of the image. The object displacement causes this change that, in turn, changes the shape of the features attached. Hence, this will cause drift of the tracker. Color-based tracking [12] was meant to mitigate the object transformation problem. Here, the color histogram becomes the object of the minimization problem to determine the exact object position. In this problem, the distance of the referred color histogram should be minimal compared to the candidate tracker position in the proceeding frames. Despite the advancements, however, the constraint remains as the color distribution is the tracker’s determining variable. Since the object is "blurred" with the color kernel, it is harder for the tracker to detect the abrupt moves and the object’s features. More recently, the correlation-filter (CF) based tracker is developed for the feature tracking routine. In general, the CF routine divides the training image into subwindows with a predetermined target or object of interest. These subwindows can then be labeled or weighted such that the target position can then be acquired. The weight or the subwindow's classifier will be positive if the subwindow has a high overlap with the ground truth, while the contrary will be given for subwindow far or lowly correlate with the ground truth or target. The following figure depicts the cross-correlation process in the tracker routine.

A more recent algorithm developed is Kernelized Correlation Filter [13], which tracks based on the histogram of oriented gradients (HOG) of the object of interest; this allows the routine to run at approximately 130-150 Hz with an accuracy of more than 90 percent [14]. However, the routine’s accuracy is still hampered by the occlusion problem. This problem can be mitigated with the combination of a visual tracker routine with state estimation. It is exemplified by combination of visual tracker with Kalman Filter routine in pixel reference frame as in [15],[16], and [17].

However, since the pixel unit by itself is an area, the extracted position in the world reference frame will also have uncertainties in terms of the object’s exact position. Therefore, the proposed approach is tailored to increase the accuracy of the closed-loop controller scheme of the aeroelastic wing where the movement of displacement is calculated based on real-time state and parameter estimation by using the aeroelastic mathematical model instead of using the raw pixel reference frame position in order to determine the displacement of the wing sections.

2. State and Parameter Identification

As previously established in the introduction, the wing can deform due to turbulence. It could also happen that the structure may suffer such deformation from fatigue due to continuous long exposure to the aerodynamic forces and moments. Fluttering, in a mathematical sense, happens due to the loss in terms of damping. Therefore, it is necessary to know the change while the aircraft is under such forces. The system identification process of a system serves as the channel to determine the structure of the numerical state-space system, e.g., the aeroelastic structure system, which can then be used to determine the feedback to control the deformation of the structure with the control surface. The process itself is divided into two main parts, state estimation and parameter estimation. In this framework, the state estimation serves two critical functions. First, it enhances the tracking’s quality by correcting the true position of the tracker, and secondly, to provide the basics to calculate the unknown parameters needed to reconstruct the state-space of the aeroelastic wing.

While the choice for state estimation is many, the Kalman Filter routine is more favorable to be coupled with the computing visual tracking routine, in this case, KCF. Ghanem and Shinozuka (1994) ([18],[19]) propose and analyze three possible methods that enable the parameter estimation in real-time: Extended Kalman Filter (EKF) approach, Recursive Least-Square (RLS) approach, and Maximum Likelihood Estimation (MLE) approach.

From the reported results, it can be seen that both the MLE and EKF approach provides better reliability in the calculation. However, augmenting the Kalman Filter to include the parameter estimation cause the coupling of the parameters and the states, which can slow the process. The MLE routine is then simplified using three approaches, namely Filter Error, Output Error, and Equation Error [20]. In Equation Error and Output Error, the methods respectively dismiss measurement errors and process noise. The Filter Error approach of MLE considers both the process noise and measurement noise, hence requiring no further modification to obtain unbiased estimation. The Filter Error approach method can be simplified in the Two-Step Method [21]. In this method, the MLE criteria can be achieved by dividing it into two parts. First, the object’s dynamics need to be reconstructed and cleared up from the process and measurement noise by the implementation of the Kalman Filter. Next, the Recursive Least Square routine can then be coupled to
obtain the actual parameters as the wing structure condition or state-space update in numerical terms. This approach is used to avoid the use of augmenting the Kalman Filter state space that burdens the computational cost for estimating parameters.

B. Aeroelastic Wing Dynamics

1. Typical Section Structural Dynamics

In order to construct the full state-space of the aeroelastic wing, the basics of the aeroelastic wing’s equation of motion will be derived. The full equations of motion will become the basis for the initial model to be reduced in the simulation. The equations of motion of typical wing section have been formulated by Theodorsen in the form of a spring-mass harmonic behavior equation [22]. The equation is then improved to represent the damped behavior of a wing in reality as observed by papers such as [23],[2], and [24]. Hence, Theodorsen’s equation of motion for the clean wing as

\[
M_a = I_a \ddot{x} + S_a \dot{y} + C_a \dot{y} + K_a a \\
Z = S_a \ddot{y} + M \dot{y} + C_y \dot{y} + K_y y
\]

(1)

However, it can be seen from the equation above that the aerodynamic influence is not clearly stated through the representation in the time domain. The aerodynamic property through which the aircraft structure is excited also influences the behavior of the structure. Leishman and Nguyen [25] then introduce the two-dimensional wing dynamics model in the time domain by taking into account the aerodynamic effect on the structure obtained from the identification of Wagner’s indicial response function. Hence the state-space of an aeroelastic wing dynamics can be represented in a state-space form in the integration of structural and aerodynamic influence [26] which is rewritten here as

\[
F_a = (M_a + M_s) \ddot{x}_s + (C_a + C_s) \dot{x}_s + (K_a + K_s) x_s + K_z z_i
\]

(2)

Where \( F_a \) represents the external force and moment inputs, and the states are \( x_s \), whereas \( z_i \) represents the aerodynamic "stiffness" lag states due to trailing circulatory lift and the \( K \) represents the aerodynamic lag matrix. The \( M_s \), \( C_s \), \( K_s \) represent the structure influence matrix as derived in the previous subsection. \( M_a \), \( C_a \), \( K_a \) represent the aerodynamic influence to the total "mass," damping, and stiffness, respectively. The occurrence of the three latter matrices is due to the circulatory influence on the angular attitude of the wing. De Breuker et al. point out the influence of the circulatory lift to the produced lift coefficient and therefore the moment also resulted as the production of the additional lift. The details can be referred back in their paper [26].

2. Aeroelastic Clamped Wing Dynamics

With the full identification of structural and aerodynamic influence to the wing displacement, the full mathematical model of two-dimensional wing structure motion can then be fully formulated to become

\[
\begin{bmatrix}
I_a & S_a & \ddot{x} \\
S_a & M & \dot{y} \\
I & M & \dot{x}
\end{bmatrix} + \begin{bmatrix}
C_a + \left( \frac{1}{2} \rho V S \left( b \left( \frac{1}{2} + a \right) \right) \right) \pi & 0 & \dot{\alpha} \\
\left( \frac{1}{2} \rho V S \left( b \left( \frac{1}{2} + a \right) \right) \right) \pi & C_h & \dot{h} \\
\frac{1}{2} \rho V^2 S \left( b \left( \frac{1}{2} + a \right) \right) (4 \pi \frac{b h_n}{b} \left( \frac{V}{b} \right)^2) & \frac{1}{2} \rho V^2 S \left( b \left( \frac{1}{2} + a \right) \right) (A_1 b_1 + A_2 b_2) \left( \frac{V}{b} \right) & \alpha
\end{bmatrix} \begin{bmatrix}
K_a + \left( \frac{1}{2} \rho V^2 S \left( b \left( \frac{1}{2} + a \right) \right) \right) \pi & 0 & \ddot{\alpha} \\
\left( \frac{1}{2} \rho V^2 S \left( b \left( \frac{1}{2} + a \right) \right) \right) \pi & K_h & \ddot{h} \\
\frac{1}{2} \rho V^2 S \left( 4 \pi \frac{h_n b_n}{b} \left( \frac{V}{b} \right)^2 \right) & \frac{1}{2} \rho V^2 S \left( A_1 b_1 + A_2 b_2 \right) \left( \frac{V}{b} \right) & \ddot{z}_i
\end{bmatrix} = \begin{bmatrix}
M_a \\
Z
\end{bmatrix}
\]

(3)

The solution can then be expanded into a three-dimensional wing solution by dividing the wing-body into several wing sections connected through the spring and dampers [27]. In a three-dimensional wing model, there are six degrees of freedom consisting of three angular (\( \phi, \alpha, \psi \)) and three translation (\( x, y, h \)) degrees of freedom for each wing sections.
Thence, for each wing section, the full mathematical model becomes

\[
\begin{bmatrix}
M_{\phi} \\
M_{\alpha} \\
M_{\psi} \\
F_{\alpha} \\
F_{\gamma}
\end{bmatrix} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
\frac{1}{2} \rho V^2 (b(\frac{1}{2} + a)) (4\pi b_0 (\frac{V}{b})^2) & \frac{1}{2} \rho V^2 (b(\frac{1}{2} + a)) (A_1 b_1 + A_2 b_2) (\frac{V}{b}) \\
0 & 0 & \frac{1}{2} \rho V^2 S(4\pi b_0 (\frac{V}{b})^2) & \frac{1}{2} \rho V^2 S(A_1 b_1 + A_2 b_2) (\frac{V}{b}) \\
\frac{1}{2} \rho V^2 S(b(\frac{1}{2} + a)) \pi & \frac{1}{2} \rho VS(b(\frac{1}{2} + a)) \pi & \alpha_i & \dot{\alpha}_i & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

(4)

where \(z_{1,i}\) and \(z_{2,i}\) represents the aerodynamic lag states belonging solely to the corresponding wing section and \(\dot{\alpha}_i\) and \(\alpha_i\) are displacement attitude and rates are belonging solely to the corresponding \(i^{th}\) wing section. These aerodynamic states are also not constant as their parameters’ values change with the change of the aerodynamic profile and the quasi-steady angular attitude of each wing section. The formulation of the aerodynamic lag derivatives can be further consulted in the paper by De Breuker et al. [26]. Notice that the angle of attack term is used instead of pitch angular attitude. The pitch angle of wing section can be obtained by the formula of [27]

\[
\theta = \alpha - \frac{\dot{h}}{V}
\]

III. Aeroelastic Wing Model Reduction for Limited Frequency Band

A model reduction is paramount to keep the sampling rate high by cutting the computational cost by reducing the number of states to calculate for each iteration for a large state-space due to numerous sampling points across the wingspan. However, it is also desirable that the reduced model provides reliable measurement compared to the wing’s actual response.

Gillebaart and de Breuker [28] has tabulated and reviewed the four most popular model order reduction to solve unsteady aerodynamics state-space. In another paper by Besselink et al. [29], few other methods are presented and reviewed for its application in structural dynamics, numerical computation, and in control. The two papers provide the methods of model order reduction, these are:

1. Modal truncation (MT) ([30],[31]),
2. Balanced truncation (BT) [32],
3. Proper Orthogonal Decomposition (POD) [33],
4. Balanced Proper Orthogonal Decomposition (BPOD) ([34],[35]), and
5. Krylov subspace model order reduction (KMOR) ([36],[37]).

Based on the two papers’ results and conclusion, the MT and KMOR method (named otherwise as moment matching method) is computationally cheaper compared to the BT method. Gillebaart and de Breuker further approve that BT is computationally the costliest among the presented methods, despite it being limited to use BT for a moderate-sized problem. However, BT and MT are more reliable since it guarantees the preservation of the stability of the true model in the reduced state-space realizations. Furthermore, the BT method is also bounded by apriori error criteria. These characteristics are not possessed by other methods that their results’ accuracy needs to be investigated further [29]. The remaining POD and BPOD model reduction methods also yield accurate results. However, the error margin, which
bounds the balanced realization error of BPOD, needs to be fine-tuned. The error margin tuning makes the method less robust, while POD does not guarantee the stability of its true state-space [28]. The BT method is very robust in characteristics as the method requires no input other than the required order of the ROM; this makes the method one of the most widely used model reduction methods. Although computationally costlier at $O(n^3)$, since the number of the states introduced in this report is in order of $10^5$ and computed before the implementation of the Two-Step Method, the BT computational cost is acceptable [38]. Furthermore, it is found that the balanced truncation method is the most popular model reduction method. The method preserves the full high-order model’s stability and maintains the reduced model within a priori error bound. The successfully reduced realization of the true identified aeroelastic wing state-space model will then be used as the observation model for the state estimation routine.

Moore [32] delivers the first balanced truncation algorithm. In short, balanced truncation is a technique that reduces the number of the model based on the energy or Hankel singular values of the system’s controllability and observability Gramian values [39]. Hankel Singular Values or HSV is essentially the diagonal part of the singular matrix obtained from the singular value decomposition that will later be described in this section. The HSV shows the contribution of one state from the lowest to the largest, as shown in the graph. The idea is to discard the states with the lowest energy such that the actual model can then be represented with fewer states but still represent the true behavior.

Nevertheless, the realization applies to an infinite range of frequency and infinite time-domain data, which is impractical. In many cases, some measurement tools can only work at a certain range of frequencies. The model reduction algorithm success can be summarized by looking at the $R^2$ value of reduction realization iteration for Asjes wing model [27] with 182 states. The $R^2$ value measures how the true model can be well observed by the reduced model, with 1 signifies the full correlation or perfect observation of the true model, and 0 signifies that the reduced model cannot represent the true response. The calculation of $R^2$ value is equal to the squared Pearson correlation coefficient ($\rho_p$) of the true system and the reduced system, which is formulated as

$$\rho_p = \frac{1}{N-1} \sum_{i=1}^{N} \frac{(\xi_{i, true} - \mu_{true})}{\sigma_{true}} \frac{(\xi_{i, red} - \mu_{red})}{\sigma_{red}}$$

In this case, the heave state of the tip wing section will be presented. The following figures show the reduced model’s accuracy with different state realization numbers ranging from the full realization of the true model to the realization with only one state remaining. It can be seen that Moore’s balanced truncation method fails to produce a reliable ($R^2$ value near 1) reduced realization with less than 157 states. In other words, the reduced model representation only best approximates the true model response with several states close to the full number of states. Therefore, this signifies that the balanced truncation results in insignificant reduction because of the effort to equate the system’s response at all frequencies and the presence of very fast deformation modes in it. Therefore, it degrades the quality of reduced model observation in the visual tracker operating frequency band. The graph of the $R^2$ value can be seen as in Figure 3a.

The first attempt to limit the effect of very fast-displacement modes has been taken by weighting the frequency range in the balanced truncation method by Emns [40]. The method is then further simplified by Gawronski and Juang, which removes the necessity of manually weighing the frequency range using frequency-domain Gramian representation [41].

However, since the frequency-limited controllability and observability Gramian matrices of Gawronski et al.’s are not guaranteed to be positive definite, this disables the routine to perform the Gramian decomposition. As consequence, the stability of the reduced model cannot be guaranteed ([42],[43]). Furthermore, Gawronski and Juang also do not
Figure 4  Time response and scatter plot from Gawronski-Juang’s frequency-limited model reduction with 11 states.

guarantee the error bound of the reduced model. This is shown in the following Figure 3b. It can be seen that although Gawronski-Juang’s routine is able to produce a reduced realization with a smaller number of remaining states, the success of the reduction cannot be guaranteed at all reduced realizations. This is shown on the graph with a blank bar at most of the realization of remaining states, with occasional reduction success at reduced realization less than 40 states, while the frequency-limited balanced truncation method fails to produce all reduced realization of a true model with more than 40 states. In this case, only the reduced realization with the order of 35 states attains R-squared value, while the second-best reduced realization is obtained with the realization of 11 states with the R-squared of 0.965. To further support the finding, an example of a time response of the wingtip section’s heave state is presented in Figure 4. It can be seen that the heaving position simulated by the reduced model deviates from the true position, shown by some offsets in the graph.

A. Modified Frequency-Limited Model Reduction (MFLMR) Routine

The problem of the balanced realization in a limited frequency range then becomes the basis for Gugercin and Antoulas [42]. It is proposed that the solution to the non-positive definite controllability Gramians ($W_c$) and observability Gramians ($W_o$) matrices can be solved by performing the eigenvalue decomposition and solving the factorization through the Lyapunov-Cholesky routine (MATLAB command: “lyapchol”). The modified Gawronski-Juang’s frequency-limited balanced truncation method can be formulated as follows:

1. Establish the lower and upper bound of frequency limit [$\omega_1, \omega_2$],

2. Obtain controllability and observability Gramian matrix for all frequency by solving the Lyapunov equation [32],

3. Calculate the $S(\omega)$ term for lower and upper bound of frequency limit [41], formulated as

\[
S(\omega) = \int_{-\omega}^{\omega} H(v) \frac{dy}{2\pi} = \frac{j}{2\pi} \ln((j\omega I + A)(-j\omega I + A)^{-1})
\] (7)

4. Determine controllability and observability Gramian at lower and upper bound frequency ($W_c(\omega_1), W_c(\omega_2), W_o(\omega_1), W_o(\omega_2)$) where

\[
W_c(\omega) = W_c S^*(\omega) + S(\omega)W_c
\]

\[
W_o(\omega) = S^*(\omega)W_o + W_o S
\] (8)

5. Calculate the frequency-limited Gramian matrices, formulated as

\[
W_c(\Omega) = W_c(\omega_2) - W_c(\omega_1)
\]

\[
W_o(\Omega) = W_o(\omega_2) - W_o(\omega_1)
\] (9)
6. Identify the rank of \( W_c(\Omega) \) as \( \rho_{W_c} \) and the rank of \( W_o(\Omega) \) as \( \rho_{W_o} \). Perform eigenvalue decomposition of frequency limited Gramian matrices \([42]\) such that

\[
W_c(\Omega) = M \Lambda M^T, \quad \Lambda = \text{diag}(\sigma_{c1}, \cdots, \sigma_{cN})
\]

\[
W_o(\Omega) = N \Delta N^T, \quad \Delta = \text{diag}(\sigma_{o1}, \cdots, \sigma_{oN})
\]

(10)

7. Calculate new \( \hat{B} \) and \( \hat{C} \) such that

\[
\hat{B} = M \text{diag}(|\sigma_{c1}|^{1/2}, \cdots, |\sigma_{c\rho_{W_c}}|^{1/2}, 0, \cdots, 0)
\]

\[
\hat{C} = N \text{diag}(|\sigma_{o1}|^{1/2}, \cdots, |\sigma_{o\rho_{W_o}}|^{1/2}, 0, \cdots, 0)
\]

(11)

8. Solve the factorization of modified frequency-limited controllability \((\hat{P}_\Omega)\) and observability \((\hat{Q}_\Omega)\) Gramian matrices through the solution of the equation

\[
A \hat{P}_\Omega + \hat{P}_\Omega A^* + \hat{B} \hat{B}^* = 0
\]

\[
A^* \hat{Q}_\Omega + \hat{Q}_\Omega A + \hat{C}^* \hat{B} = 0
\]

whose Cholesky factorization are determined as

\[
(\hat{P}_\Omega) = PP^T
\]

\[
(\hat{Q}_\Omega) = Q^T Q
\]

(13)

9. Given the matrix \( H = QP \), perform the singular value decomposition of the matrix such that

\[
H = VS^2U^T
\]

where \( V^TV = I \) and \( U^TU = I \) and \( S \) is Gramian positive semi-definite diagonal matrix.

10. Calculate the transformation matrix and its inverse, where

\[
T = PS^2 Q \quad T^{-1} = S^{-1} V^T Q
\]

(15)

and obtain the realization of the balanced realization of the model where

\[
\tilde{A} = T^{-1} AT
\]

\[
\tilde{B} = T^{-1} B
\]

\[
\tilde{C} = CT
\]

\[
\tilde{D} = D
\]

(16)

11. Consider the model reduction to be conducted for the balanced state space (Step 6). Separate the state matrix into

\[
x_b = \begin{bmatrix} x_{b1} & x_{b2} \end{bmatrix}
\]

(17)

where \( x_{b1} \) represents the states to be kept in the reduced model. Then the state space matrices are partitioned accordingly as

\[
\tilde{A} = \begin{bmatrix} \tilde{A}_{11} & \tilde{A}_{12} \\ \tilde{A}_{21} & \tilde{A}_{22} \end{bmatrix}
\]

\[
\tilde{B} = \begin{bmatrix} \tilde{B}_1 \\ \tilde{B}_2 \end{bmatrix}
\]

\[
\tilde{C} = \begin{bmatrix} \tilde{C}_1 & \tilde{C}_2 \end{bmatrix}
\]

\[
\tilde{D} = \tilde{D}
\]

(18)
Hence the balanced truncated model (reduced state space model) becomes

\[ A_{\text{red}} = \hat{A}_{11} \]
\[ B_{\text{red}} = \hat{B}_1 \]
\[ C_{\text{red}} = \hat{C}_1 \]
\[ D_{\text{red}} = \hat{D} \] (19)

1. Preliminary Analysis

Using the same method, as shown in Figure 3, the reduced realization using the MFLMR method. The results in Figure 5a show that the reduced model iteration is much more successful compared to the two preceding methods. This result corresponds to the energy of the states in the system. As seen in Figure 6, the last ten states have significantly more energy compared to the other remaining states. Therefore, reducing the system realization order to less than ten will cause degradation in the reduced model’s accuracy compared to the true model. In addition to that, a comparison can be derived from the Figure 4b and 5b. The comparison shows that the MFLMR performs more accurately than Gawronski-Juang’s method.

Given the results of the singular value decomposition of the MFLMR method, it can be seen that the Hankel singular value of the modified balanced realization is closer to zero, as exemplified in Figure 6. It is also possible to use a singular perturbation method in order to obtain the realization of model reduction instead of direct partitioning of state-space matrices as presented through balanced truncation ([38],[44]). The difference is in the goal where the singular perturbation tries to achieve the equalization of steady-state gain of both the full model and the reduced model instead of equalizing the norm at infinite frequency. In other words, the goal of the singular perturbation method is to yield the best approximate of the true model at the lower frequency, in the opposite of that of the balanced truncation where it bounds the error at the infinite frequency.

In order to achieve this, the truncated state-space matrices are perturbed by the remaining matrix-part related to the rejected states (\(\tilde{x}_2\)). Assuming the rejected states converges to a steady-state much faster than the remaining states \(\tilde{x}_1\). The derivative of the rejected states is set to zero [38]. This can be seen as the extension to the algorithm of the MFLMR. Given the partitioned matrix structure, the model reduction matrices resulted from singular perturbation method can be formulated as

\[ A_{\text{red}} = \hat{A}_{11} - (\hat{A}_{12}\hat{A}_{22}^{-1}\hat{A}_{21}) \]
\[ B_{\text{red}} = \hat{B}_1 - (\hat{A}_{12}\hat{A}_{22}^{-1}\hat{B}_2) \]
\[ C_{\text{red}} = \hat{C}_1 - (\hat{C}_2\hat{A}_{22}^{-1}\hat{A}_{21}) \]
\[ D_{\text{red}} = \hat{D} - (\hat{C}_2\hat{A}_{22}^{-1}\hat{B}_2) \] (20)
Figure 6  Hankel Singular Values of the MFLMR’s balanced realization.

Table 1  Frequency Range of Visual Tracking System Case

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower limit ((\omega_1))</td>
<td>0 Hz</td>
</tr>
<tr>
<td>Upper limit ((\omega_2))</td>
<td>150 Hz</td>
</tr>
</tbody>
</table>

IV. Results and Discussion

A. Experiment Setup

For the experiment scenario, the structure as modeled in Section III is perturbed with a discrete gust signal in the form of stochastic Gaussian forces and moments. The simple rectangular wing is the object with a symmetric airfoil type of NACA-0010. The matrix of structural wing’s stiffness and mass matrices are derived from the modeling Proteus software, which has been developed by the Department Aerospace Structures and Materials, Delft University of Technology. The routine of software can be read further in the Ph.D. thesis of Werter [45]. In addition to that, the wing has geometric parameters of semi-span of 1.75 meters, length of chord 0.25 m, and shear center location of 0 meters from the aerodynamic center. The PROTEUS discretization program results in the division of the wing into 13 wing sections with 6 degrees of freedom. To solve the wing dynamics, a state-space of 182 by 182 states is then formed, including 156 structural states and derivatives and 26 aerodynamic lag states. The system matrix ("A" matrix) of the state-space has the form as shown in the following Figure 7. Each of the blue dots represents the non-zero parameters.

Two models of the structural model will be investigated, namely Model 1 and Model 2. The mathematical model of both models has a different representation of eigenvalues as shown in Figure 8. The difference lies in the realization of the damping system. The first system is by multiplying the double value of the damping coefficient \((2\zeta)\) times the natural frequency, and the second model is approached by Asjes’ damping model formulated as

\[
\omega_n \approx 2\zeta \sqrt{\text{diag}(K_s) \otimes \text{diag}(M_s)}
\]

where the \(\otimes\) represents the element-wise division operation, and the frequency upper and lower limit for the frequency-limited model reduction is chosen as of the Table 1. The time interval between each sampling is simulated at a frequency of 100 Hz.

A comparison study between the MFLMR’s limited frequency balanced truncation with and without singular perturbation for the stochastic Gaussian gust condition of both Model 1 and 2 will be conducted to identify the advantage
of the implementation of singular perturbation step towards the model reduction results. For the sake of brevity, the following results will be focused on the behavior of the wingtip section’s heave as the section is the farthest from the clamp, hence the most prone to structural failure in case of turbulence. However, the results also hold for the other states of the wing sections across the wingspan.

**B. Comparison Study**

A comparison is conducted in this paper to determine the best approach by comparing the reduced model and the true model’s behavior of Wing Model 1 and 2 excited by a stochastic Gaussian gust with a frequency of sampling of 100 Hz for 100 seconds. In order to quantify the performance of each approach in the time-domain, the model reduction success is observed from the lowest model realization that can be achieved with a high $R^2$ value.
Figure 9 Normalized error autocorrelation periodogram of reduced model (20 states) against the number of sample lags of Wing Model 1.

1. Model I

The first results presented are from the Simulation of Model 1, with the perturbation of stochastic Gaussian gust signals. Based on the iteration of balanced truncation realization, it is obtained that the high R-squared ($R^2$) value of higher than 0.9995 is achieved up to model reduction up to 4 states remaining and higher than 0.995 for the reduced model realization with two states only. Both are achieved in the case of the MFLMR’s balanced truncation method with and without singular perturbation step. However, a more stark contrast is observed in terms of normalized error autocorrelation of the simulation. The error ($e(t)$) itself is defined as the difference between the reduced model and true model response at the same timestamp, or

$$e(t) = x_{\text{red}} - x_{\text{true}}$$  \hfill (22)

Autocorrelation of the normalized error response can then be calculated across the spectrum. The autocorrelation of normalized error for discrete system is calculated as

$$R_{ee} = \frac{1}{N-1} \sum_{n=0}^{N-1} e(t)e(t-\tau)$$  \hfill (23)

where $\tau$ represents the lag of the sample. The resulting normalized error autocorrelation periodogram can then be used as the validation tool. In order to judge the validity of the reduced model, a certain percentage of the normalized error sample must be within the boundary of confidence interval. In term of statistics, a confidence interval of 95% is commonly used to determine the validity. In such case, the normalized error autocorrelation value is ideally bounded at

$$\alpha_{95} = \frac{1.96}{\sqrt{N}}$$  \hfill (24)

The sample provided is from the reduced model realization of 20 states can be observed from Figure 9 that both periodograms possess the same characteristics where the maximum is located $N=0$ where autocorrelation is maximum at 1. The most important discovery on this plot is that the normalized autocorrelation across the periodogram is more degraded or out of the 95% confidence limit when the singular perturbation step is not applied. This is evident by the position of “white noise” error autocorrelation, which goes beyond the confidence interval boundary. On the other hand, the singular perturbation step’s implementation shows that the noise across the periodogram is mostly within the confidence interval boundary. Even at the reduced realization of 10 states (Figure 10), the error autocorrelation shows that the band of error is smaller by applying the singular perturbation step. This signifies that the application of singular perturbation with modified limited frequency balanced truncation is statistically more acceptable as the error that arises is within the confidence interval. Similar results are also found up to the reduced model of the 4th-order where the R-squared value is higher than 0.9995.

The rule of the validity is then determined on how many points across the periodogram fall within the confidence interval boundary. In other words, if 95% confidence interval is established, a valid reduced model will have 95%
of periodogram points within the bound established at Equation 24 [46] as this means that the error occurring to the calculation is white noise and therefore the reduced model is the reliable representation of the true model. Given the results of the normalized error autocorrelation periodograms, the data shows that 58.16% and 57.93% of the data is within the confidence interval limit for the reduced model with respectively 20 states and 10 states without singular perturbation step. This signifies that the occurring error between the reduced and the true model is not only white noise. On the other hand, the error autocorrelation for the reduced model with singular perturbation step achieves the score of 98.28% and 98.55% within confidence interval for reduced realization with 20 and 10 states respectively.

The analysis of the error autocorrelation periodogram is further supported by the analysis of power spectral density (PSD) of both the true model of 182 states and the reduced model. Although degradation of PSD quality of reduced model realization of 10 states occurs on higher frequencies, it can be seen in Figure 11 that the results for both reduced model realization of 20 states and ten states have a similar PSD resembling the true response across the frequency spectrum. Again, by comparing the PSD of the reduced model of 10 states with (Figure 11b) or without the singular perturbation model (Figure 12). It can be seen that a slight deviation occurs at a lower frequency. This signifies that the reduced model is not able to capture the modes at that frequency accurately, and the error therefore is not white noise. However, looking at the PSD chart, it can be seen that the reduced model response can follow the trend of the true model albeit not as accurate as the results with the extension of singular perturbation step. This may explain the occurrence of more prominent error autocorrelation when the singular perturbation assumption is not applied despite the success in the time-domain analysis. Here the singular perturbation adjusts the frequency response at the lower frequency. The same results for MFLMR with singular perturbation case can also be observed from the reduced model’s PSD of a smaller order, i.e., 5th order and 2nd order as presented in Figure 13. In these cases, both reduced models’ PSDs do
not follow the system’s frequency response at a very high frequency above 1000 Hz which reflects in the decrease of the R-squared value of the reduced model simulation results. Given the evidence, it can be seen that the singular perturbation step application with the MFLMR method gives better results in both frequency and time domain as it can capture the behavior of the true model at the determined frequency with less error.

2. Model 2

The R-squared and normalized error autocorrelation comparison are presented to the Asjes’ damping case for Model 2. Using the same means of measurements and observation for the previous model, few same characteristics can be found. With the singular perturbation step, the resulted state space of MFLMR’s balanced truncation can achieve a high R-squared value (between 0.995 and less than 1) up to the realization of 11 states where perfect agreement with the true model is met at the reduced model of the 12th order or higher. More states are required when the singular perturbation step is not used, the perfect R-squared value is attained at the reduced realization of 17 states, but the high R-squared value is attained up to the reduced realization of 10 states. Therefore it can be seen that the results in the time domain analysis are again comparable. Using the normalized error autocorrelation periodogram again, the noise across the periodogram is beyond the confidence interval boundary with the realization using the pure MFLMR’s balanced
truncation. This is evident as the error autocorrelation is more pronounced without applying the singular perturbation step, even at the perfect R-squared reduced model, i.e., reduced realization with 20 states remaining in Figure 14, where only 81.5% of the samples of the pure MFLMR are within the 95% confidence interval limit in contrast with 96.86% with the application of singular perturbation step. This signifies that the error occurring from the model reduction without singular perturbation is not white noise, which makes the result not reliable. Again by using PSD analysis, the results show a resemblance between the true and reduced model, e.g., the reduced model realization of 12 and 20 states as in Figure 15. Therefore, it can be supported that implementing the singular perturbation step is beneficial to enhance the quality of model reduction.

Given the comparison study above, it can be inferred that the MFLMR’s frequency-limited balanced truncation with singular perturbation step yields the best results at the limited-frequency model reduction case based on the measurement of the normalized error autocorrelation and PSD periodogram in the frequency domain, and the R-squared value of the reduced model in the time domain. However, it is noteworthy that the complexity or the linearity of the model becomes the decisive point for the MFLMR algorithm to reduce the system to the smallest possible order. It can be observed that Model 1 can be reduced to 2 states while Model 2 can only be reduced up to 11 states. From these preliminary analyses, it can be further recommended that the implementation of the proposed model reduction method can be applied to the state and parameter estimation in order to maintain the high sample rate that can be attained by using the controller scheme with visual tracking in order to yield an accurate solution for the aeroelastic wing controller feedback. The reduced model’s application in the system identification with high frame rate visual tracking will be reported in the further report.
V. Conclusion

In this paper, a full analysis is conducted to provide a model reduction solution for state and parameter estimation routine as a part of an aeroelastic controller scheme with visual tracking for online structural state control to maintain the wing’s integrity fluctuating conditions. The proposed model reduction method is called the Modified Frequency-Limited Model Reduction (MFLMR) routine. As the model reduction success depends on the state energy distribution, an additional singular perturbation step can be used to improve the model reduction results at the declared operating frequency band as the operating limit is at lower frequency. A simulation of gust with stochastic Gaussian forces and moments are conducted for two models of the wing. The results reveal that the proposed MFLMR method with singular perturbation step succeeds in obtaining reduced model realization provides more reliable results based on the error autocorrelation compared to the true model in the same realization for Model 1 with the reduced model of MFLMR without the singular perturbation addition. The same results were also obtained for the simulation with Model 2. From the overall results, it can be concluded that the MFLMR can estimate the true displacement of the wing section, and the singular perturbation step allows a more accurate result in the frequency domain. However, it is noteworthy that the complexity or the linearity of the model becomes the decisive point for the MFLMR algorithm to reduce the system to the smallest possible order. From these analyses, it can be further recommended that the implementation of the proposed model reduction method can be applied to the state and parameter estimation in order to maintain the high sample rate that can be attained by using the controller scheme with visual tracking in order to yield an accurate solution for the aeroelastic wing controller feedback.
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