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SUMMARY

Radiative heat transfer has a large influence in engineering systems, especially when the

temperature involved is elevated. For this reason a correct assessment of heat trans-

fer in presence of radiation is of great importance in high temperature and pressure

equipment such as combustion chambers, heat exchangers as well as reentry vehicles

and rockets. This thesis presents the results of innovative coupled radiative heat trans-

fer and turbulence simulations, which aim at investigating turbulence-radiation inter-

actions and the effect of radiation in the turbulent heat transfer process. The simula-

tions are performed employing heterogeneous high performance computing systems in

which the radiative heat transfer is solved on graphical processing units while the fluid

flow is solved on CPUs. The conclusions can be summarized as follows.

Initially, the effect of radiation on the turbulent temperature field and the heat trans-

fer process has been studied. Due to radiation new terms appear in the energy equa-

tion which are dependent on the “optical thickness” (τ) of the flow, or the ability of the

medium to absorb incoming radiation. We used this last parameter to categorize the ef-

fects of radiation on the turbulent heat transfer process by highlighting the contrasting

effects of radiative emission and absorption.

For a low optical thickness (τ = 0.1) the role of absorption is limited to the modifi-

cation of mean profiles since incident radiation (G) is not influenced by local thermal

fluctuations. On the other hand, emission affects the whole temperature spectrum, sta-

bilizing temperature and reducing thermal fluctuations caused by velocity. For an inter-

mediate case (τ= 1) the effects are amplified and a strong depletion of the thermal fluc-

tuation field is noticed because of emission. When increasing the optical depth to mod-

erately optically thick levels (τ = 10), the effect of a larger absorption fluctuation field

is then translated in a modification of TRI. Radiative fluctuations are not only restricted

to dissipating temperature fluctuations, but also cause a redistribution of fluctuations

over the temperature scales. This results in larger and more isotropic temperature struc-

tures which are decoupled from the velocity field. The direct analogy between veloc-

ity and temperature turbulence (constant turbulent Prandtl number) therefore, breaks

down completely.

The effect of anisotropic turbulence results in a reduction of the aforementioned TRI

transition where the thin streaky structures are not able to retain the emitted thermal ra-

diation. Furthermore, a study of the budgets of temperature variance shows that with an

increase in the optical thickness, the direct effect of radiation on temperature statistics

grows drastically, replacing the role of molecular terms in dissipating and redistributing

temperature fluctuations. The radiative term (Rθ ) has been investigated, in analogy with

molecular terms, by decomposition in two quantities, namely radiative diffusion φr and

radiative dissipation ǫr . As the optical thickness is increased, we observed a similarity

between the behaviour of radiative and molecular terms. Finally, we proved that, due to

the non-local effect of long range heat transfer, encompassed in the incident radiation

ix



x SUMMARY

fluctuations, a collapsing of mean profiles via direct scaling is not possible, irrespective

of the scaling chosen.

Following this analysis, we investigated the effect of a variable absorption coefficient,

showing that, in non-reactive flows, TRI can be usually accounted for by the variations of

the mean absorption coefficient alone. On the other hand, the presence of a wavelength-

dependent absorption coefficient complicates the description of TRI as the behaviour

of the latter disconnects from the value of optical thickness. In particular, the variabil-

ity of the absorption spectrum itself impacts the interactions between temperature and

radiative field. Therefore, we derived a new spectrally averaged absorption coefficient

that includes a turbulent quantity (the average length of the energy-containing temper-

ature structure). This new turbulence based mean absorption coefficient κg proves to

effectively predict TRI in non-gray gas turbulent flows. In addition, κg provides the base

for the definition of a new optical thickness τg which allows a conclusive comparison

among flows with and without wavelength-dependent absorption coefficient. This τg is

not useful only in the context of turbulent flows but allows additional insight in media at

rest also.

Finally, based on the physical description of TRI provided we proposed a model

which allows a coupling of radiative heat transfer and turbulence in a Reynolds averaged

Navier-Stokes (RANS) framework. The model consists of a first order approximation of

the fluctuating radiative field which is expressed as a linear function of temperature fluc-

tuations. This TRI closure model is then applied to a two-equation turbulent heat flux

model which evaluates temperature variance and scalar dissipation rate. The improved

model has been tested on several cases in comparison with the available DNS data to

prove its validity. The results show that in case of a radiatively participating flow, the

proposed model is always capable to improve the results when compared to the stan-

dard models available.



1
INTRODUCTION

When I meet God, I am going to ask him two questions. Why relativity? And why

turbulence? I really believe he will have an answer for the first.

Werner Heisenberg

1



2 1. INTRODUCTION

1.1. RADIATION

We tend to think of radiation as a complex phenomena occurring in stars and celestial

bodies in far away galaxies. In reality, literally everything in our universe is constantly ra-

diating thermal energy, from the above mentioned stars to the cup of tea which is cooling

on the coffee table. This is caused by the constant vibrations and rotation of molecules,

undergoing rapid state transitions, releasing and capturing one or several photons in the

process. As such radiation (or, better defined, thermal radiation) modifies the energy

content of the molecules, participating in the heat transfer process. Despite thermal ra-

diation being continuosly emitted by every object, the impact of radiative heat transfer

is noticeable (on earth) mainly in high temperature systems.

As an example, radiative heat transfer is the dominant heat transfer mode in com-

bustion systems, where temperatures usually exceed 1500 K [1], especially in furnaces,

but also in small combustors [2, 3]. For this reason, many crucial design choices are

linked to the correct prediction of radiative fluxes. Some of them include (1) the material

of the casing, (2) the dimension of the combustor and (3) the injected fuel ratio which

influences the injector design. In addition, the pollution from combustion systems such

as gas turbine combustors and boilers, are heavily influenced by the temperature of the

flow, and neglecting radiative heat transfer can lead to a underprediction of pollutant

emission of up to 50% [4]. A proper understanding of radiative heat transfer is, there-

fore, necessary, to assess and design more efficient combustors and air pollution control

devices in large process and power plants. On the other hand, radiation is also influen-

cial when dealing with long distance heat transfer, as, contrarily to conduction, radiative

heat transfer can potentially occur at an infinite range. An example are planetary bound-

ary layers and atmospheric flows. Here, radiation is responsible for cloud formation and

cooling of the atmospheric boundary layer [5–8], while the absorption of infrared radia-

tion from CO2 and H2O molecules is at the base of the well-known green-house effect.

Unfortunately, radiative heat transfer constitutes a formidable problem to investi-

gate. This is because it is intrinsically non-local and multidimensional, i.e., it depends on

space, time and propagation direction. Additionally, the absorption coefficient (which

quantifies the amount of emitted and absorbed radiation from the medium) depends

on the energy transitions that a molecule undergoes (i.e., changes in the rotational and

vibrational frequencies or changes in electron’s orbitals). Due to the quantization of en-

ergies associated with these transitions, the emitted/absorbed photons are character-

ized by distinct frequencies, which result in an absorption spectrum composed of dis-

crete spectral lines. A clear example is the radation that reaches earth’s surface from

the sun. As shown in figure 1.1, the solar irradiance spans over a spectrum comprised

of multiple wavelengths. The atmosphere, through water vapour and carbon dioxide,

absorbs energy at different rates depending on the considered wavelength, shaping the

incoming energy in the characteristic solar spectrum which reaches the surface of the

earth. The presence of a spectral nature thus adds complexity to the solution of radiative

heat transfer. In addition, the absorption coefficient’s strength depends on the num-

ber of molecules which are able to interact with thermal radiation in a given volume

(i.e., density of the gas). Futhermore, the numerous molecule collisions occurring in

high-pressure gases cause a spectral broadening effect which extends absorption over
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Figure 1.1: Solar irradiance dependency on wavelength at the top of the atmosphere and at the earth’s surface.

Data source: [10]

previously transparent parts of the spectrum. For this reason, at high pressure, the to-

tal absorption increases drastically rising the optical density of a gas. Therefore, in the

current energy scenario, in which a constant increase in pressure and temperature is re-

quired to achieve a higher conversion efficiency, the knowledge of radiative heat transfer

is crucial in order to design performing equipment [4, 9].

An example are new supercritical CO2 Brayton cycles which aim to increase the effi-

ciency of current power production systems. In these innovative thermodynamic cycles,

CO2 at a supercritical pressure is employed to decrease the compression power required

while maintaining a high specific work in the turbine [11–13]. By increasing the pres-

sure from 1 to 250 bar, the total transmissivity of CO2 at 700◦C decreases from 89.7 to

32.9% [14], leading to an optically dense fluid which is largely influenced by radiative

heat transfer.

1.2. RADIATION IN TURBULENT FLOWS

A common occurrence for all the scenarios presented in the previous section is the pres-

ence of a turbulent flow. Turbulence is defined as the chaotic motion of a fluid and

is characterized by a multitude of “eddies” and vortices of multiple scale. As a conse-

quence, a turbulent flow experiences a strong momentum and energy mixing. An exam-

ple of the temperature field in a turbulent flow on top of a heated plate is shown in figure

1.2.

Many theoretical analysis and experimental investigations have shown the appear-

ance of interactions between radiation and turbulence when these occur simultane-

ously, mainly due to the non-linearity between radiative heat transfer and temperature.

Consequently, the coupling between turbulence and radiation can lead to a difference

in the emitted power source of up to 100% when compared to laminar flows [15]. These

interactions are crucial in a wide range of applications that include radiative and convec-

tive heat transfer, from turbulent combustion and flames [3], to harvesting solar energy

for solar thermal power applications [16]. Turbulence radiation interaction (TRI) can be

classified in two main phenomena, namely: (1) the appearance of a fluctuating radiative

field produced by turbulent motion and (2) the modification of turbulence structures
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Figure 1.2: Snapshots showing the typical temperature field in a turbulent flow. Blue surfaces show low tem-

perature zones while red surfaces highlight a high temperature zone. These isocontours are representative of

“temperature structures”, or flow patches with a consistent temperature which fluctuates around a mean value.

due to the action of radiative heat transfer.

A large amount of open literature on radiation, turbulence coupling is available mainly

in the field of combustion science. In particular [17], [18], [19], [20], [21] and [22], stud-

ied the influence of turbulence on thermal radiation for non reactive and reactive flows

in different conditions. The common conclusion is that the impact of the fluctuations

of the radiative field on the mean radiative power are mainly negligible for non reactive

flows, whereas they largely affect reactive flows, in which the high temperature gradients

produce large temperature fluctuations. This results in a highly fluctuating radiative field

that can increase the medium transmissivity and the heat losses by up to 30%.

On the other hand, the effect of radiative heat transfer on the modification of the tur-

bulence field has received much less attention. The first theoretical studies have been

performed in the field of atmospheric science, since, due to the presence of highly ab-

sorbing H2O and CO2, infrared radiation plays a large role in heating and cooling the

atmosphere (see figure 1.1). In his pioneering work, Townsend [23] observed the influ-

ence of TRI on the temperature variance in a turbulent flow. He identified the role of

radiation in the destruction of temperature fluctuations and derived an expression for

new appearing dissipation. Coantic et al [24] investigated the impact of radiative cool-

ing on the planetary boundary layer. They noticed that the dissipation produced by the

action of radiation is proportional to the ratio of the Planck mean absorption coefficient

κp to the Kolmogorov wavenumber ωK . Thus it decreases for highly turbulent flows and

increases for highly absorbing flows. The impact of radiation on turbulent atmospheres

was further analysed by [25] using the assumption of homogeneous isotropic turbu-

lence. They focused on the spectral budget of the temperature variance and defined the

relative spectral damping rate, which is spectral counterpart of the radiative dissipation

introduced by [23]. They observed that for weak radiative effects, radiative cooling has

only a slight perturbation on the turbulent temperature spectra, while for large radiative

effects the turbulent temperature spectrum is strongly modified. The theory developed

in the field of atmospheric science has been extended by [26] to high-temperature ra-

diating gases in homogeneous isotropic turbulence. Investigating the spectral radiative

dissipation term in H2O and CO2, he concluded that, at high temperatures, radiation

modifies the turbulent temperature spectrum mainly in the high frequency region.

More recently, detailed numerical studies to investigate the effect of the TRI on tur-
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Figure 1.3: Temperature and wall-normal velocity on a wall normal plane confronted for a trasparent and

radiative developing channel flow. Both flows have entrance temperature of 500 K and isothermal walls at 1200

K. Properties (both thermophysical and radiative) are the ones of water vapour. The shows the results between

0.2L and L where L is the total length of the channel. It is visible the homogenization of the temperature field

due to the action of radiative heat transfer (top contours). This leads to the reduction in turbulence intensity

as visible on the bottom contour.

bulence have been performed with the aid of large-eddy simulation (LES) and direct

numerical simulation (DNS). Sakurai et al [27] investigated the effect of TRI on buoyant

turbulent motions in a horizontal plane channel flow using the optically thin approxi-

mation. The results showed that radiation causes a break up of the organized large scale

vortices, resulting in a reduction of the turbulent heat flux with the increase of the optical

thickness. They explained this decrease with the modification of mean gradients rather

than through direct dissipative action of radiation. Zhang et al [28] performed a DNS of

a channel flow with low Mach number approximation. They studied the role of gas to

gas and gas to wall radiative heat transfer in the modification of the mean temperature

profile with an optimized reciprocity emission based Monte Carlo method. Follwing on

the work of Zhang et al, Viquelin et al [29] calculated the radiative term in the enthalpy

variance and the turbulent heat flux transport equation. Based on their results they pro-

posed a “radiation scaling” to scale all radiation affected quantities. LES of a supersonic

channel and pipe flow in conjunction with discrete ordinates method (DOM) for radia-

tive transport was performed [30, 31] to study the influence of radiation in turbulent

supersonic flows. Turbulence-radiation itneractions, in this case, acted mainly on the

mean temperature and density, modifying the work done by mean flow and pressure dis-

tribution. The effect of radiative dissipation was not observed. Finally, Ghosh et al [32]

investigated the influence of radiative heat transfer in inert and reactive mixing layers

with coupled LES and DOM. Again, the direct influence of radiation on the temperature

variance was found to be negligible when compared to the other budgets of temperature

variance.
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1.3. MOTIVATION

The coupling between turbulence and radiation is highly non-linear and hard to pre-

dict. The main reasons is that analytical representations are inaccessible, experimental

investigations are difficult, and detailed numerical simulations are “simply” computa-

tionally unfeasible with conventional codes. For this reason, While some effort has been

spent in the theoretical analysis of radiation-turbulence coupling, all the numerical in-

vestigations have been performed with low to intermediate values of optical thickness.

Therefore, an identification and categorization of the effect of radiative heat transfer in

turbulent flows is clearly lacking, particularly for complex problems involving non-gray

radiative heat transfer or high optical thickness flows. As a consequence, the current

state-of-the-art does not allow the correct coupling of radiative heat transfer and tur-

bulence in the absence of a huge (in most cases prohibitive) amount of computational

resources. Thus, the objective of this research is to

1. Develop an optimized tool to allow the full coupling of radiative heat transfer and

turbulence

2. Perform high-fidelity direct numerical simulations (DNS) that give access to a com-

plete description of TRI.

3. Provide a clear characterization of the coupling between turbulence and radiation,

for different optical thicknesses, variable and spectral radiative properties and in-

cluding the effects of anisotropic turbulent structures.

4. Reconcile the effect of radiation on temperature by providing scaling relations,

which are able to describe the turbulence-radiation coupling independently of the

above specified parameters

5. Develop a simplified model which allows the calculation of high-temperature tur-

bulent participating flows without the necessity of performing heavy duty simula-

tions.

1.4. THESIS OUTLINE

Following the above declared objectives, the thesis comprises of seven chapters.

Chapter 2 presents the simulation setup and the innovative numerical implementation

which allows a full one-to-one coupling of turbulence and radiative heat transfer. A par-

ticular focus is given to the GPU implementation of the quasi-Monte Carlo radiation

solver.

Chapter 3 investigates turbulence-radiation interaction with the use of the gray gas ap-

proximation. The radiative field and its impact on temperature and heat transfer is anal-

ysed thoroughly. The optically thin, intermediate and thick categorization for radiative
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heat transfer is extended to TRI by providing a phenomenological explanation of the TRI

mechanism.

Chapter 4 introduces a linear approximation of TRI which relates the fluctuations of

radiative quantities to the temperature field. This approximation is validated using the

gray gas cases.

Chapter 5 investigates the effects of variable radiative properties and, in particular, the

impact of a spectral varying absorption coefficient.

Chapter 6 summarizes the theoretical findings in a TRI closure which can be imple-

mented in a standard turbulent heat flux model applied to the solution of the RANS

equations.

Chapter 7 provides a summary of the present study and an outlook for future studies.





2
RESEARCH METHODS AND

ALGORITHMS

Coupling radiative heat transfer and turbulent flows in numerical simulations is a chal-

lenging task due to the computational expenses involved. More so if an in-depth analysis

of turbulence-radiation interactions is required. In this chapter a complete decription of

the state-of-the-art methodologies and numerical schemes is provided. Additionally, as

the radiative heat transfer solution is the bottleneck of the numerical experiments, a par-

ticular emphasis is given to the development of an innovative GPU implementation for a

Quasi-Monte Carlo radiative solver, which enables the coupling of a fully resolved turbu-

lent flow simulations with a complete spectral radiative heat transfer solver.

Part of the contents of this chapter appeared in the following pubblications, Silvestri & Pecnik, A fast GPU

Monte Carlo radiative heat transfer implementation for coupling with direct numerical simulation, J. Comp.

Phys. X, 3 (2019), 100032. [33]

9
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2.1. INTRODUCTION

In order to access the complete physics of turbulence radiation interactions, better than

state-of-the-art methods must be employed. This means, using a “Direct Numerical

Simulation” (DNS) approach to solve the motion of the fluid. DNS consists in the direct

solution of the Navier-Stokes equations which describe the fluid flow and are introduced

later in this chapter. Turbulent flows are characterized by a multitude of temporal and

spatial scales that must be fully resolved. For this reason the Navier-Stokes equations are

usually discretized on a fine spatial grid and evolved in time with small steps to capture

the smallest spatial and temporal features of the flow. As such, this approach demands

the use of High Performance Computing (HPC) centers to meet both the computational

and memory requirements.

On the other hand, modelling the radiative heat transfer with an accuracy compara-

ble to DNS is challenging due to the numerical complexity and the associated computa-

tional costs [34]. In particular, while for a turbulent flow the main issue is the require-

ment of a fine spatial grid to resolve all scales involved in momentum and energy trans-

fer, for radiative heat transfer the computational challenges are exacerbated by the pres-

ence of multiple propagation directions and a (usually complicated) wavelength spec-

trum. For this reason, while the DNS approach has been largely established in the past

three decades, and implementation details are widely available and documented, the

modelling of radiative heat transfer is significantly lagging behind. A common approach

to tackle the computational requirement is to reduce the dimensionality of the radiative

heat transfer with the aid of simplifying assumptions to ease the computational burden.

In particular, two widely adopted approximations are the Optically Thin Approxi-

mation (OTA) [27, 35] and the gray gas assumption [20, 21, 30, 31]. The OTA neglects

self-absorption from the participating medium, leading to a constant incident radia-

tion throughout the domain. This assumption greatly simplifies the description of ra-

diative heat transfer. However, it does not allow the evaluation of incident radiation

fluctuations and is, therefore, restricted to low values of the absorption coefficient, κ,

as demonstrated in Ref. [17]. The gray gas assumption, on the other hand, does not

simplify the Radiative Transfer Equation (RTE) itself (eq. 2.1f) but neglects the depen-

dency of the absorption coefficient on wavelength, assuming a constant κ throughout

the spectrum. Despite being highly idealized – real fluids are intrinsically non-gray –

this approximation allows a complete description of turbulence-radiation interactions.

The advantage of the gray assumption is that fairly simple methods can be used for the

solution of the Radiative Transfer Equation (RTE, equation (2.1f)), such as the Discrete

Ordinates Method (DOM) or the Finite Volume Method (FVM).

If a spectral description of radiative heat transfer is considered, the state of art is

to use a Monte Carlo (MC) method. Compared to the above mentioned RTE solution

methods, the Monte Carlo method can be considered the most accurate and flexible ap-

proach. Its solution time only slowly increases with the complexity of the problem. This

allows a detailed spectral description or the simulations of complex geometries, which

is precluded with other methods such as DOM. Despite these desirable characteristics,

a standard MC implementation is still extremely demanding and not suited for coupling

with a DNS solver which requires the solution over a very fine grid. However, since the
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Monte Carlo method is inherently “embarassingly parallelizable” (i.e., can be divided

into a number of completely independent computations), it greatly benefits from the

use of parallel architectures and in particular from the use of general purpose graphical

processing units (GPGPU).

The use of GPUs in computational science has significantly increased, especially for

large parallelizable problems that are more efficiently mapped on many GPU parallel

multiprocessors [36]. The development of NVIDIA CUDA, a versatile GPU programming

language, has further popularized GPUs as accelerators alongside CPUs in HPC systems

[37]. Several examples of GPU codes are available, ranging from machine learning [38]

to imaging [39] and computational biology [40].

Likewise, in the field of fluid mechanics, Khajeh et al. [41] and Salvadore et al. [42]

have implemented a Navier-Stokes solver on GPUs obtaining speedups up to 22×. Ad-

ditionally, many Monte Carlo codes have been developed on graphical processing units

for many diverse fields and applications such as finance [43] and molecular dynamics

[44]. The only MC method for solving thermal radiation on GPUs were developed in-

dependently by Humphrey et al. [45] for gray gas applications and by Heymann and

Siebenmorgen [46] for dust radiation around active galactic nuclei. The code of the for-

mer showed excellent scaling capabilities up to 16834 GPUs, proving the feasibility of

the GPU MC concept for thermal radiation. The latter focused on the optimization of

the MC procedure, reaching a speed up of around 100×.

The following chapter will present the governing equations and the numerical meth-

ods adopted to solve the coupled turbulence – radiative heat transfer problem. Since

one of the novelties of this thesis is the development of a fast Monte Carlo solver, which

allows a one-to-one coupling with the fluid flow solution, most of the chapter will be

dedicated to the implementation and the benchmarking of the GPU Monte Carlo radia-

tive solver.

2.2. GOVERNING EQUATION AND NUMERICAL SETUP

To study the interaction between turbulence and radiation in high temperature partici-

pating flows we use state-of-the-art methods, such that all physical phenomena are cap-

tured for the investigation.

In this work we make use of a canonical geometry which allows a detailed study of

TRI. The setup, shown in figure 2.1, consists in a statistically one dimensional channel

flow, periodic in the streamwise and spanwise direction and bounded by a hot and a cold

isothermal wall. A participating turbulent flow is simultaneously heated by the hot wall

and cooled by the cold wall. The participating fluid is also capable of absorbing radi-

ation from the hot wall and emitting towards the cold wall. In addition, fluid-to-fluid

radiative heat transfer modifies the redistribution of the energy within the channel. The

scattering from the medium is neglected, which is a reasonable assumption for molec-

ular gases. In addition, the flow is assumed to be considerably slower than the speed

of sound, such that we can make use of the low Mach number approximation of the

Navier Stokes equations. This assumption is realistic in case of high temperatures and

atmospheric pressures, like the flows under investigation. Under these assumptions, the
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Figure 2.1: Schematic displaying the computational domain. The profiles shown are the Favre averaged

streamwise velocity (ũ) and Reynolds averaged Planck-mean absorption coefficient (κ) for case H.

governing equations read

∂ρ

∂t
+
∂ρu j

∂x j
= 0 , (2.1a)

∂ρui

∂t
+
∂ρu j ui

∂x j
=−

∂p

∂xi
+

1

Re

∂τi j

∂x j
, (2.1b)

with τi j = 2µSi j and Si j =
1

2

(
∂ui

∂x j
+
∂u j

∂xi

)
−

1

3

∂uk

∂xk
δi j , (2.1c)

∂ρθ

∂t
+
∂ρu j θ

∂x j
=

1

RePr

∂

∂x j

(
λ
∂θ

∂x j

)
−

1

RePr Pl
QR , (2.1d)

QR
=

∫∞

0
κν

[
4Ibν −

1

π

∫

4π
IνdΩ

]
dν , (2.1e)

s j ·
∂Iν

∂x j
=κν(Ibν− Iν) . (2.1f)

Here ρ,u,θ,QR and Iλ are non-dimensional density, velocity vector, temperature, radia-

tive heat source and spectral directional intensity, respectively, while t , x, s, p,θ,µ,λ,cp

and κν are non-dimensional time coordinate, spatial direction vector, propagation di-

rection vector, pressure, temperature, viscosity, thermal conductivity, specific heat ca-

pacity and spectral absorption coefficient, respectively. The specific heat capacity cp

has been considered constant and incorporated into the Prandtl number. The thermo-

physical and radiative properties (ρ,µ,λ,κν) are varied between the cases and will be

explicited later. The non-dimensional variables are defined as

t =
t∗δ∗

U∗
b

, x =
x
∗

δ∗
, ρ =

ρ∗

ρ∗
c

, µ=
µ∗

µ∗
c

, λ=
λ∗

λ∗
c

,

u =
u
∗

U∗
b

, p =
p∗

ρ∗
c U∗

b
2

, θ =
T ∗−T ∗

c

T ∗
h
−T ∗

c

,

Iν =
I∗ν

σT ∗
c

4/π
, κν = κ∗

νδ
∗, QR

=
QR∗

σT ∗
c

4/δ∗
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Whereδ∗ is the half channel height, U∗

b
is the bulk velocity andσ is the Stefan-Boltzmann

constant. The asterisk identifies a dimensional value, while the subscripts h and c stand

for values at the hot and cold wall, respectively. The non-dimensional parameters in the

above equations are written as

Reynolds number Re = ρ∗
c U∗

b
L∗/µ∗

c

Prandtl number Pr = c∗pcµ
∗
c /λ∗

c

Planck number Pl =λ∗
c (T ∗

h
−T ∗

c )/(σT ∗
c

4δ∗)

Equations (2.1a-2.1d) (the fluid problem) are solved with a finite difference implemen-

tation, while equations (2.1e-2.1f), governing radiative heat transfer, are solved with two

different methods based on the radiative properties of the medium. A Finite Volume

Method (FVM) is used in case of a gray participating medium, while if the absorption

coefficient varies with wavelength, a novel GPU optimized emission based quasi-Monte

Carlo method is employed. All methods are described in the sections below with partic-

ular attention to the GPU Monte Carlo implementation.

2.3. FLUID FLOW SOLVER

The flow solver involves discretizations of the domain in both time and space. Spec-

tral differentiation with Fourier expansion and periodic boundary conditions are used

in space in the two homogeneous directions (spanwise and streamwise), while a sixth-

order staggered compact finite difference [47, 48] is used to discretize the spatial deriva-

tives in the wall-normal direction. To reduce aliasing errors when discretizing the ad-

vection terms, a skew-symmetric formulation based on the work of Feiereisen et al [49]

is employed. The time advancement is performed with a second-order explicit Adams-

Bashforth scheme formulated as

Y n+1
= Y n

+∆t

(
3

2
RHSn

−
1

2
RHSn−1

)
. (2.2)

where∆t is the simulation time step and Y is a conserved variable. A pressure correction

scheme is applied based on the projection method. First, the energy equation (2.1d) is

advanced in time, providing a value for (ρθ)n+1. An estimate of ρ at time n+1 calculated

as

ρ∗
= ρn

+∆t

(
∂ρ

∂t

)n

, where

(
∂ρ

∂t

)n

=
3ρn −4ρn−1 +ρn−2

2∆t
, (2.3)

is used to calculate θn+1 = (ρθ)n+1/ρ∗. The thermodynamic and radiative properties at

time step n +1 are then calculated from the temperature θn+1. Subsequently, the mo-

mentum equations (2.1b) are advanced employing the Adams-Bashfort scheme (eq. 2.2)

without accounting for pressure to provide a momentum predictor (ρui )∗. Mass conser-

vation is ensured by imposing

(ρui )n+1
= (ρui )∗+∆t

∂pn+1

∂xi
, with

∂(ρui )n+1

∂xi
=

(
∂ρ

∂t

)n+1

. (2.4)
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Taking the divergence of the above equation yields a Poisson equation which is solved for

pressure at time step n+1 using Fourier expansions in the homogeneous directions and

a second order implicit scheme in wall-normal direction. A pressure gradient is applied

in the streamwise direction that maintains a constant Reynolds number based on bulk

velocity. For the validation of the DNS code, the reader is referred to Patel et al. [50].

2.4. MODELLING THERMAL RADIATION

Radiative heat transfer is fully described by the Radiative Transfer equation (eq. 2.1f) and

by the radiative power source (eq. 2.1e). The coupling of radiative heat transfer with the

energy equation is done through QR in equation 2.1d, therefore, the RTE has to be solved

to obtain the value of the radiative heat source. As the RTE can be expressed in both in

a differential form (as shown above) and in an integral form, the methods for the RTE

solution can be divided into differential and integral methods.

Differential methods solve the differential formulation of the RTE by discretizing

equation (2.1f) in a control volume formulation. Examples of these methods are the

Spherical harmonics, discrete ordinates method and the finite volume method. Because

of the formulation of these methods, they are more easily coupled with CFD simulations

where a discrete spatial grid is required to obtain a solution. In the spherical harmonics

approximation (PN) method, the intensity is expressed by a series of spherical harmon-

ics that divide the RTE into a set of first order Partial Differential Equations (PDE) [51]

that can be solved with standard PDE solvers. The PN approximation has been exten-

sively used in its lowest-order approximation P1 for one and two dimensional problems,

but the complexity of PN increases rapidly with higher order spherical harmonics re-

quired for three dimensional geometries. Furthermore, the PN method performs poorly

when compared to other methods for highly non isotropic radiation field and in opti-

cally thin limit [51]. One of the most popular method for modelling the RTE equation

is the Discrete Ordinates method (DOM or SN approximation). Akin to the PN approx-

imation, DOM is a tool to transform the RTE into a set of partial differential equations

[34]. The discrete ordinates method is based on an angular discretization of the inten-

sity propagation directions, discretizing the directional dependence of the RTE with a

finite difference formulation. This method results in a fairly simple implementation and

is particularly popular because of the easy coupling potential with CFD codes, but suf-

fers of some severe drawbacks such as ray effect, false scattering and non conservation

of radiative energy [34]. Moreover the set of discrete ordinates must satisfy the so called

zero, first and second moments, a set of conditions on the ordinates and their weights

that guarantee the correct implementation of the method.

Integral methods resolve the integral formulation of equation (2.1f). A commonly

adopted method falling in this category is the Photon Monte Carlo method. A Monte

Carlo photon transport simulation consists of launching a number of photon beams

starting from a location in which a high energy density is encountered and tracing them

until fully depleted. Monte Carlo methods can achieve a high degree of accuracy, being

able to resolve exactly the RTE to an extent that is controllable by simulation parameters.

A drawback of these methods is the high computational cost, having to trace several rays
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(up to millions) in order to obtain a statistically significant result. Another example of an

integral method is the zonal method, proposed by Hottel and Cohen [52]. In the zonal

method, the volume and the surface of the enclosure are divided into several zones as-

suming constant temperature and radiation properties within the zone. Total Exchange

factors are evaluated (surface-volume, volume-volume and surface-surface). Therefore,

the RTE is reduced into a set of nonlinear algebraic equations solvable using various nu-

merical matrix inversion techniques. The zonal method was popular in the past due to

its simple implementation, but the need to invert full matrices causes high computa-

tional expenses when dealing with complex problems or optically thick cases.

2.5. FINITE VOLUME RADIATIVE SOLVER

The Finite Volume Method (FVM) was first developed from Briggs [53], as an alternative

to the DOM in the field of neutron transport and further developed by Raithby and Chui

[54] for thermal radiative transfer. Since the DOM does not necessarily guarantee energy

conservation as it is based on a finite differencing scheme, a finite volume formulation

was proposed to ensure conservation of radiant energy. Moreover, the FVM has been

demonstrated to be unaffected by ray effects and to experience a reduced false scattering

when compared to the DO method [34]. The finite volume discretized Radiative Transfer

Equation (RTE) for a gray emitting- absorbing medium reads:

∑

k=w,e,s,n,t ,b

Ikm (nk · sm)Ak = (κIbi −κIim )ViΩm , (2.5)

where the subscript i stands for the cell-center value, subscript k denotes values at the

faces of the computational cell, named w,e, s,n, t or b for west, east, north, south, bot-

tom or top. The subscript m refers to the mth direction and will be omitted in the fol-

lowing analysis at certain discussions. sm is the propagation vector of direction m while

nk and Ak are the normal vector and area of face k, respectively. Finally I is the non-

dimensional radiative intensity while κ, V and Ω are the non-dimensional absorption

coefficient, the volume of cell i and the solid angle of direction m, respectively. For a

complete derivation of equation (2.5) see ref. [34]. Figure 2.2 shows an example of the

intensities required in equation (2.5) for an arbitrary direction m.

The center value (Ii ) is to be calculated, hence a correlation between the facial (Ik )

and the available cell-centered intensities must be found. The simplest scheme for spa-

tial discretization, currently the most widely used, is the STEP scheme [34], which con-

sists in assuming Ik equal to intensity at the center of the first cell in the upstream di-

rection. Therefore Ik = Ii where (nk · s) > 0 and Ik = IK where (nk · s) < 0. Subscript K

stands for a value at the center of the neighbouring cell in k direction (takes the values

W,E ,S, N ,T,B, see figure 2.2). The resulting equation is explicit in Ii and reads:

Ii =
κIbi V Ω−

∑
(nk ·s)<0 IK (nk · s)Ak∑

(nk ·s)<0(nk · s)Ak +κV Ω
. (2.6)

Since Ii depends only on upstream values (values for which (nk · s) < 0), a sweep

approach through the whole domain is enough to obtain a converged solution (in case
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Figure 2.2: Schematic displaying the nomenclature of the finite volume solver for an arbitrary direction m

corresponding to the solid angle Ωm . All facial intensities are displayed with dashed arrows and defined by a

lower case letter displaying the direction (b for bottom, s for south, w for west and so on). Intensities at the

center of the neighbouring cells are defined by an upper case letter displaying the direction (T for top, N for

north, E for east, etc). In this case, upstream cells are W in the x−direction, B in the y−direction and S in the

z−direction. On the other hand, cells E , T and N are the downstream cells in the x−, y− and z−direction,

respectively.

of reflective walls an iterative procedure is necessary). The STEP scheme is proven to be

stable and to avoid unphysical results, but has a high truncation error, that exacerbates

increasing optical thickness [34]. Since the accuracy of the radiative solver would not

match the high precision of the fluid solver, the STEP scheme is not suited to perform a

DNS study on convection-radiation coupling, . The more accurate CLAM scheme [55] is

a second order high resolution bounded scheme derived from fluid dynamics. It consists

in discretizing the face intensity by including contributions from one downstream and

two upstream values as:

Ĩk =





x̃2
C − x̃k

x̃C (x̃C −1)
ĨC +

x̃k − x̃C

x̃C (x̃C −1)
Ĩ 2

C if 0< ĨC < 1 ,

ĨC otherwise ,

(2.7)

where the subscript C stand for cell-center values upstream the considered face k in the

propagation direction m and tilde denotes normalized values calculated as:

Ĩ =
I − IU

ID − IU
, x̃ =

x − xU

xD − xU
.

Subscript U and D stand for upstream and downstream cell-center values with regards

to cell C in the propagation direction. Note that Ĩk = ĨC ⇒ Ik = IC is the STEP scheme

expressed in non-dimensional notation. An example of the CLAM scheme discretiza-

tion can be shown using figure 2.2. For the considered direction m, the upstream cells

are located west, south and bottom while the downstream cells are east, north and top.

Therefore, in the specific case of the west facial intensity Iw , which is located upstream
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the computational cell i in the x−direction, the CLAM scheme yields

Ĩw =
Iw − IW W

Ii − IW W
=





x̃2
W

− x̃w

x̃W (x̃W −1)
ĨW +

x̃w − x̃W

x̃W (x̃W −1)
Ĩ 2

W if 0< ĨW < 1 ,

ĨW otherwise ,

(2.8)

where

ĨW =
IW − IW W

Ii − IW W
, x̃W =

xW − xW W

xi − xW W
, and x̃w =

xw − xW W

xi − xW W
.

On the other hand, the facial intensity Ie , located downstream the computational cell,

will be calculated from

Ĩe =
Ie − IW

IE − IW
=





x̃2
i
− x̃e

x̃i (x̃i −1)
Ĩi +

x̃e − x̃i

x̃i (x̃i −1)
Ĩ 2

i if 0< Ĩi < 1 ,

Ĩi otherwise ,

(2.9)

where

Ĩi =
Ii − IW

IE − IW
, x̃i =

xi − xW

xE − xW
, and x̃e =

xe − xW

xE − xW
.

The CLAM scheme must satisfy the boundedness criterion which is violated if Ĩk is not

monotonic in the range 0 < ĨC < 1. In this case, there will be points for which Ĩk > 1.

For a uniform mesh, x̃k = 0.75 and x̃C = 0.5 which leads to Ĩk = ĨC (2− ĨC ) and ensures

that the boundedness criterion is always satisfied. This is not necessarily the case for a

non-uniform grid, where, if x̃k > x̃C (2− x̃C ), ∂Ĩk /∂ĨC vanishes somewhere in the range

0 < ĨC < 1. Therefore, As described in [55], to avoid unbounded results that could arise

in the non-uniform direction and near the walls, the functional relationship x̃k ≤ x̃C (2−

x̃C ) is monitored. Where it does not hold, boundness is enforced by setting Ĩk = 1.

The resulting equation is implicit in Ii since the value of intensity at the downstream

faces is not readily available. To avoid the use of memory intensive implicit solvers, the

iterative deferred correction approach is implemented, where downstream values are

expressed as computed by the STEP scheme in the current iteration plus a correction

resulting from the previous iteration:

I n+1
k ,D = I n+1

k ,DST EP
+

(
I n

k ,DCL AM
− I n

k ,DST EP

)
. (2.10)

On the other hand, intensities on the upstream faces are readily available within the

current iteration thanks to the sweep approach. Finally, after the intensities Ii in all di-

rections m have been calculated, the volumetric radiative source is given by

QR
i = κ

(
4Ibi −

1

π

∑
m

IimΩm

)
(2.11)
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2.6. QUASI-MONTE CARLO RADIATIVE SOLVER

Within a domain containing a non gray absorbing and emitting medium, the radiative

power emitted by cell i and absorbed within cell j is expressed, as in Tesse et al. [18], by

QR
i→ j =

∫∞

0
κν(Ti )Ibν(Ti )

∫

Vi

∫

4π

Nc∑
m=1

tν(i → j ,m)·

·

[∫l j ,m

0
κν(T j )e−κν(T j )s j ,m d s j ,m

]
dΩdVi dν,

(2.12)

where ν is the wavenumber, κν is the spectral absorption coefficient, tν is the spectral

transmissivity from cell i to the boundary of cell j following the path m, Nc is the number

of paths that, from cell i , cross cell j , and l j ,m is the distance travelled in cell j along the

propagation direction. The volume integral V j , as given in ref. [56] has been replaced by

the integration over the solid angle Ω and the path length s j ,m as done in ref. [18]. The

integral in the square brackets represents the absorption within cell j , following path m.

The analytical solution, considering cell j isothermal and homogeneous, is

αν j ,m = 1−e−κν(T j )l j ,m . (2.13)

The spectral transmissivity tν(i → j ,m) is the result of the absorption by the finite vol-

umes and surfaces crossed by path m, and can be calculated as

tν(i → j ,m) =
j−1∏

k=i

(1−ανk ,m)×
Nr∏

c=1

(1−εw ) , (2.14)

where εw is the wall emissivity and Nr is the number of wall reflections that occurred for

path m.

The Monte Carlo method consists in a statistical estimation of the integrals in equa-

tion (2.12) using a large number of samples that represent different paths and wave-

lengths. In particular, it is possible to develop probability distribution functions defined

as

fV =
1

Vi
, fθ =

sinθ

2
, fφ =

1

2π
, fν =

πκν(Ti )Ibν(Ti )

κp (Ti )σT 4
i

, (2.15)

where κp (Ti ) is the Planck mean absorption coefficient of cell i , while θ and φ are the

polar and azimuthal angles, respectively, with dΩ = sinθdθdφ. Substituting the proba-

bility distribution functions in equation (2.12) leads to

QR
i→ j =QR ,e (Ti )

∫∞

0
fν

∫

Vi

fV

∫2π

0
fφ

∫π

0
fθ Aν,m,i→ j dθ dφ dVi dν , (2.16)

where QR ,e (Ti ) and Aν,m,i→ j are the total radiative power emitted by cell i and the spec-

tral energy fraction emitted by cell i and absorbed in cell j through path m, respectively.

These are calculated using

QR ,e (Ti ) = 4Viκp (Ti )σT 4
i , (2.17)

Aν,m,i→ j =

Nc∑
m=1

tν(i → j ,m)αν j ,m . (2.18)
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A statistical estimation of the integrals in equation (2.16) involves launching several sam-

ples, referred hereafter as “rays” with properties sampled from the probability density

functions given in (2.15).

The resulting discretized equation has then the form

�QR
i→ j

=
QR ,e (Ti )

Nr

Nr∑
r=1

Ar,i→ j . (2.19)

The tilde ∼ denotes a statistical estimator and the subscript r indicates a ray, character-

ized by its wavenumber ν, and direction angles θ and φ (defining the path variable m),

which are calculated inverting the following relations

Rν =

∫ν

0
fν′ (T )dν′ =

π
∫ν

0 κν′ (T )Ibν′ (T )dν′

κp (T )σT 4
,

Rθ =

∫θ

0
fθ′dθ

′
=

1−cosθ

2
,

Rφ =

∫φ

0
fφ′dφ′

=
φ

2π
.

(2.20)

Rν, Rθ and Rφ are random numbers sampled from a uniform probability distribution

function between 0 and 1.

In a reciprocal Monte Carlo formulation, both emitted and absorbed power are statisti-

cally estimated as

QR
i ,RM =

Nv+Ns∑

j=1

�QR
i→ j

︸ ︷︷ ︸
QR,e

i

−

Nv+Ns∑

j=1

�QR
j→i

︸ ︷︷ ︸
QR,a

i

, (2.21)

where Nv + Ns are the numbers of volume and surfaces that interact with cell i . The

reciprocal formulation employes the following principle

QR
i→ j ,ν

Ibν(Ti )
=

QR
j→i ,ν

Ibν(T j )
, (2.22)

to automatically satisfy the reciprocity condition. As a consequence, the above formula-

tion avoids problems of large variance in case of low temperature gradients (i.e. non re-

active flows) or high optical thickness that are typical of a forward Monte Carlo method.

Depending on the estimated quantity, it is possible to distinguish between two reci-

procity Monte Carlo formulations [18]. These are, the Absorption-based Reciprocity

Monte Carlo (ARMC) which connects the emission to the statistical estimation of the

absorbed power, and, vice-versa, the Emission-based Reciprocity Monte Carlo (ERMC)

which estimates absorption based on the calculation of emitted power. While ARMC re-

sults in a lower variance in low temperatures zones, characterized by relevant absorp-

tion, ERMC is more accurate in the high temperature regions that are dominated by

emission. The advantage of ERMC is that QR in i is calculated by the emission of the

cell, requiring only the computation of the rays leaving the cell itself. The corresponding
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relation of an ERMC formulation is given as

QR
i ,ERMC =

Nv+Ns∑

j=1

�QR
i→ j

·

(
1−

Ibν(T j )

Ibν(Ti )

)
. (2.23)

In addition, in the ERMC formulation the volumetric heat source [kW/m3] is indepen-

dent of the emitting cell volume. As a consequence, it is possible to emit all rays directly

from the center of cell i , avoiding the sampling on fV .

Recently, Zhang et al. [57] developed an optimized ERMC to reduce the variance in

the low temperature regions. In the cold regions, QR is dominated by the absorption of

radiation which originates from hot zones. Nevertheless, an ERMC entails the estimation

of absorption based on the emission of the cell itself. Consequently, the wavelength of

emission in colder regions will be higher than the actual wavelength of the absorbed

radiation that follows Wien’s displacement law. This leads to a large variance in cold

spots, which is characteristic for an ERMC based method. Therefore, ref. [57] proposed

to sample the wavenumber from the maximum temperature, which corresponds to a

larger emission in the domain, using

fν =
πκν(Tmax )Ibν(Tmax )

κp (Tmax )σT 4
max

. (2.24)

As a result, equation (2.19) has to be corrected with a prefactor RI , resulting in

�QR
i→ j

=
QR ,e (Tmax )

Nr

Nr∑
r=1

( κν(Ti )Ibν(Ti )

κν(Tmax )Ibν(Tmax )︸ ︷︷ ︸
RI

)
Ar,i→ j . (2.25)

2.6.1. SPECTRAL DISCRETIZATION

In general, gas absorption spectra are characterized by discrete absorption lines, lead-

ing to a strong dependency on wavelength. In order to store the absorption coefficients

and the probabilities associated with a line-by-line spectrum, comprised of more than

a million spectral points, an excessive amount of memory is required. In addition, the

high variability of the spectra translates in a lower convergence rate of the Monte-Carlo

method. For this reason, we chose a narrow-band correlated-k model to couple with

the Monte Carlo solver [58]. The narrow-band method constitutes of an accurate spec-

tral representation, comparable to a line-by-line description if enough pseudo-spectral

points are considered, with significantly lower memory requirements. In addition it is

naturally adaptable to a simple implementation of species transport and wavenumber-

dependent scattering, in case multiphase flows are considered. The line-by-line spec-

trum of common gasses, for a wide range of temperatures and pressures, can be found

in accurate online spectroscopy databases such as HITRAN 2012 [59] and HITEMP 2010

[14].

Since the narrow-band correlated-k model divides the spectrum into narrow bands

with assigned quadrature points, the wavenumber probability function in equation (2.15)

is discretized using two “discrete” probability functions, one for the narrow-band and the
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other one for the quadrature point. The two variables associated with the wavenumber

of the photon bundle are thus a narrow band index n and a quadrature point index g ,

∫ν

0
fν′dν

′
≈

n−1∑

n′=1

fn′ + fn ·

g−1∑

g ′=1

fg ′ (n) , (2.26)

where

fn =

π∆νn Ib n

∑N q

g ′=1
ωg ′kn,g ′

κpσT 4
, fg (n) =

ωg kn,g

∑N q

g ′=1
ωg ′kn,g ′

, (2.27)

and ωg and Nq are the Gaussian weights associated with point g and the total number

of quadrature points in a narrow-band, respectively. Since the quadrature points in a

narrow-band all represent ideally the same wavenumber, the drawing of two indepen-

dent random numbers is necessary in order to sample n and g ,

Rn =

n−1∑

n′=1

fn′ , Rg =

g−1∑

g ′=1

fg ′ (n). (2.28)

2.6.2. ALGORITHM

To ease the understanding of the GPU ERMC implementation, we first describe a stan-

dard CPU implementation in algorithm 1. The first loop (line 1) is performed over all fi-

nite volumes in the computational domain. Each finite volume is described by its index

(i,j,k), and coordinates of the center and the surrounding faces. For each finite volume,

a predefined number of rays (numberOfRays) are launched. The variable ray is a data

structure that contains the current position (pos) of the ray and the index of the corre-

sponding cell (ind), as well as the direction vector (dir) and the current transmissivity

(transmissivity). The MC method mainly consists of two routines, the initialization

(line 4) and the marching of the ray (line 16). In the first routine, the necessary ran-

dom numbers are drawn and the properties of the ray are initialized accordingly. To

accommodate a narrow-band correlated-k description, two independent random num-

bers are drawn Rn and Rg , which lead to two different indices n and g that specify the

narrow-band and the quadrature point within. To reduce the variance associated with

the solution and fill the parameter space efficiently, the random numbers are sampled

from a Sobol sequence. Therefore, technically, the following Monte Carlo is a “quasi

Monte Carlo” solver since the random numbers are sampled from a quasi random and

not from a pseudo random sequence. Marching the ray consists in finding the distances

∆px ,∆py ,∆pz , between the current location of the ray and the cell faces in direction

ray.dir, specified by the angles φ and θ. The minimum distance, ds, determines which

plane is crossed by the ray first. A schematic is displayed in figure 2.3, for which the ray

intersects the x-normal plane first, such that the minimum distance ds will be equal to

d fx . The radiative power of the initial cell (QR) is then calculated in a reciprocal fashion.

Furthermore, the new ray position and cell index are updated accordingly. If the trans-

missivity drops under a certain tolerance tol (line 17), the ray is terminated and the re-

maining energy is dumped into the initial cell (line 29). The on-the-fly calculation of the

blackbody intensity from Planck’s law is prohibitive due to the excessive computations
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Figure 2.3: Schematic displaying the marching ray procedure.

Algorithm 1 ERMC CPU implementation

1: for cell in Cells do ⊲ Loop over all finite volumes

2: QE← 4κP (Tmax )σT 4
max /numberOfRays ⊲ Cell emission QR,e in equation (2.19)

3: for ray in Rays do ⊲ Loop over rays

4: procedure INITIALIZE

5: Rn , Rg ← Rand(Uniform distribution) ⊲ Draw random numbers for indices n and g from a Uniform distribution

6: Rθ , Rφ ← Rand(Sobol distribution) ⊲ Draw random numbers for angles from a Sobol distribution

7: ray.ind ← cell.ind ⊲ Initialize the ray with the cell index i,j, and k

8: ray.pos ← cell.center ⊲ Initialize ray starting coordinates with cell center coordintes x, y, and z

9: ray.dir ← direction(Rθ , Rφ) ⊲ Find ray direction based on equation (2.20)

10: ray.transmissivity← 1.0

11: indDir ← sign(ray.dir) ⊲ Ray direction in terms of index i,j, and k

12: n, g ← findWavelength(Rn , Rg ) ⊲ Binary search on CDF with Rn and CDF(n) with Rg

13: I b1 ← interpBlackbody(n, temperature(ray.ind)) ⊲ blackbody intensity of initial cell c

14: RI ← I b1× interpAbsorpCoeff(n, g , temperature(ray.ind)) ⊲ RI in equation (2.25)

15: RI ←RI / interpBlackbody(n, Tmax ) / interpAbsorpCoeff(n, g, Tmax )

16: end procedure

17: procedure MARCH

18: while ray.transmissivity> t ol do

19: d f ←∆p/ray.dir ⊲ Determine which face is crossed first (see figure 2.3)

20: d s ← min(d fx , d fy , d fz ) ⊲ Shortest distance is where ray crosses face

21: κ← interpAbsorpCoeff(n, g , temperature(ray.ind))

22: α← 1−exp(−κ×d s) ⊲ equation (2.13)

23: I b2 ← interpBlackbody(n, temperature(ray.ind))

24: Absorption←QE×ray.transmissivity×α× (I b2/I b1−1)×RI ⊲ equation (2.25)

25: QR(cell.ind)←QR(cell.ind)−Absorption ⊲ radiative heat source of initial cell c
26: ray.pos← ray.pos+d s ×ray.dir ⊲ Update ray position

27: ray.ind← ray.ind+indDir× (d s == [d f x , d f y , d f z ]) ⊲ Update cell index depending on which face has

been intersected

28: ray.transmissivity←ray.transmissivity× (1−α) ⊲ equation (2.14)

29: end while

30: Absorption← QE×ray.transmissivity× (I b2/I b1−1)×RI
31: QR(cell.ind)←QR(cell.ind)−Absorption ⊲ Dump the residual energy into the initial cell

32: end procedure

33: end for

34: end for
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involved. To overcome this issue, the blackbody intensity is precomputed for the narrow

band wavelengths and discrete points in the required temperature range and then stored

in an suitable 2D table. The functions interpBlackbody and interpAbsorptionCoeff

(lines 12-14, 20 and 22) perform linear interpolations of the spectral blackbody intensity

and the absorption coefficient from the corresponding tables, respectively.

In the following sections, the 1D H2O parallel slab case with parabolic temperature

profile (case 10) will be used as a test case to compare the computational performances

of the different implementations. As stated before, although the case is 1D in nature, it

is calculated on a 3D grid with two periodic directions to mimic the computations for a

DNS of a fully developed turbulent channel flow.

2.6.3. GPU IMPLEMENTATION

Graphical processing units have an architecture that, differently from CPUs, promote

compute bound, highly parallelizable algorithms. The smallest parallel GPU units, called

threads, run concurrently and are organized in thread blocks. All blocks can read and

write into a global memory. The global memory is the “main” memory of the GPU, com-

parable to the heap in a C program, and has the slowest I/O access. Threads are grouped

into groups of 32, termed “warps”, which are executed by a single scheduling unit and

thus follow a Single Instruction Multiple Thread (SIMT) execution model. Hence, all

threads belonging to a particular warp execute the same instruction simultaneously.

Due to these features, the objective of porting an application from CPU to GPU, is to

increase parallelization to favour the SIMT execution. A further level of parallelization

is obtained by using “streams”. With this GPU feature, a device function, called “kernel”

can be subdivided into parallel streams that run concurrently and independently, i.e. in

a Multiple Instruction Multiple Data (MIMD) fashion, similar to multicore CPU compu-

tation (MPI parallelization). In compute bound problems, the use of streams is always

recommended, since parallel MIMD execution is preferred to SIMT execution due to the

absence of branch divergence (see section 2.6.4).

There are two main approaches to parallelize a radiative Monte Carlo algorithm on

a GPU. Consider an example with a computational domain of five finite volumes (FV),

each one sending five rays to march through the overall domain and five threads (Th)

that can execute the marching of the rays. A schematic of this configuration is outlined in

figure 2.4. The algorithm can then be parallelized by either ray parallelization or domain

parallelization, which are outlined in more detail below.

In the first approach, each thread calculates one ray per finite volume. In this case,

within each thread the finite volumes are executed in serial, while the rays per cell are

parallelized. The solution will, therefore, be obtained by adding the partial results of

each thread. The drawback of this approach is the continuous use of expensive atomic

reductions (different threads have to read/write in the same memory location). On the

other hand, if an ERMC formulation is employed, it is possible to use the second ap-

proach, which consists in having a single thread calculate all the rays belonging to an

individual finite volume. This is possible due to the fact that, in a reciprocal formula-

tion, the only information required to calculate the radiative source in a point are the

rays leaving the latter. In the schematics of figure 2.4, the ray decomposition and the do-

main decomposition approaches are displayed on the left and on the right, respectively.
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Figure 2.4: Schematic showing the concept of ray parallelization (left) and domain parallelization (right). This

simple example is composed of five control volumes (F V 1−F V 5), five rays per cell (gray lines) and five threads

working in parallel (T h1−T h5)

It is important to note that it is also possible to combine the two methods by exploiting

the block/thread arrangement. Namely, divide the domain through different blocks and

implement a ray parallelization for the finite volumes contained by the block. This con-

figuration would speed up the necessary atomic reductions by enabling the use of shared

memory that can be accessed by the whole block. However, shared memory is limited

in size and for this reason this approach cannot scale efficiently to larger grids. Given

these reasons, we conclude that the domain parallelization approach is more suitable

for coupling a GPU Monte Carlo code with DNS.

Algorithm 2 displays the GPU implementation of the ERMC based on domain paral-

lelization. The implementation closely resembles the one displayed in algorithm 1, with

the difference that the routine now consists of two different GPU functions (or kernels)

highlighted in light blue. The first one is in charge of initiating the calculation on the

GPU, which immediately returns the control to the CPU, while the second routine re-

trieves the results. This approach enables a completely asynchronous computation of

the GPU and allows to perform other tasks on the CPU (line 26) that would otherwise re-

main idle. Each kernel is executed stream_max times and computes (1/stream_max)th

of the domain. The stream loops (lines 3 and 27) contain only non-blocking statements

that enable a parallel stream execution. The core of the domain parallelization consists

in mapping the thread index to a specific finite volume (lines 8-10). The for-loop over

the computational cells is then replaced by a GPU-grid-stride loop that runs over the

thread index (line 7) and covers all cells in the domain. The random number generation

is performed on-the-fly by employing the CUDA library cuRand. The solution is stored

in a global device variable solution, which is then retrieved by the second kernel once

the computations are complete.

The GPU implementation is tested for case 10 (see table A.2, plane parallel slab of

1 [atm] H2O with parabolic temperature profile) on a Tesla K40M. The execution speed

is benchmarked against the CPU implementation executed on an Intel Xeon E5-2680 @

2.40GHz. Table 2.1 shows the computational time required as a function of mesh size

and number of rays per cell. In all the test cases, the maximum allowed number of
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Algorithm 2 ERMC GPU implementation

1: __device__ solution[stream_max][Ncell/stream_max] ⊲ global device variable

2: cudaMemcpyAsync(Temperature T, absCoeff κ, Grid, CopyFromCPUtoGPU) ⊲ memory copy to device (GPU)

3: for s= 0; s<stream_max do ⊲ loop over streams

4: procedure KICKOFF(thread t, block b, stream s) ⊲ First kernel for stream number s
5: __Shared__ state= cuRandInit ⊲ cuRand variable in shared memory

6: tid← threadIdx.x+blockIdx.x×blockDim.x
7: for idx= tid;idx< Ncells;idx= idx+blockDim.x×gridDim.x do ⊲ Grid-stride loop over the GPU grid

structure

8: cell.ind.i← idx/(kmax×jmax)+1+s×imax/stream_max ⊲ Mapping thread index to mesh

9: cell.ind.j← idx/kmax+1− (cell.ind.i−1−s×imax/stream_max)×jmax

10: cell.ind.k← idx−kmax× (cell.ind.j−1+ (cell.ind.i−1−s×imax/stream_max)×jmax+1)

11: QE← 4κP (Tmax )σT 4
max /numberOfRays

12: for ray in Rays do

13: procedure INITIALIZE

14: Rn , Rg ← cuRand(Uniform distribution, state)

15: Rθ , Rφ ← cuRand(Sobol distribution, state) ⊲ As in the CPU algorithm, but with cuRand instead

16: Lines 6−14 in Algorithm 1

17: end procedure

18: procedure MARCH

19: Lines 17−23 in Algorithm 1

20: solution[s][idx]← solution[s][idx]−Absorption ⊲ device global variable that allows

asynchronous computations

21: Lines 25−30 in Algorithm 1

22: end procedure

23: end for

24: end for

25: end procedure

26: end for

27: Perform other tasks

28: for s= 0; s<stream_max do ⊲ loop over streams

29: procedure RETURN(thread t, block b, stream s) ⊲ Second kernel for stream number s
30: tid← threadIdx.x+blockIdx.x×blockDim.x
31: for idx= tid;idx< Ncells;idx= idx+blockDim.x×gridDim.x do

32: QR[idx]←solution[s][idx]
33: end for

34: end procedure

35: cudaMemcpyAsync(Solution QR, CopyFromGPUtoCPU) ⊲ memory copy to host (CPU)

36: cudaDeviceReset() ⊲ clear device memory allocations

37: end for

streams (16) is used, while the number of blocks and threads per block are calculated

such that the GPU resources are fully utilized. The default values for the parameters that

are not varied are a grid size of 643 and 6 ·104 rays per cell. The results in table 2.1 show

that the speedup obtained with a straightforward GPU implementation, using domain

decomposition, is already relatively high. Nonetheless, with the increase of problem size,

the speedup does not show a satisfying improvement, reaching values of around ∼ 50×.

This apparent limit is caused by the finite resources of the GPU. Being a compute bound

algorithm, the scarce resource is the amount of registers per thread that sets the maxi-

mum number of threads running concurrently. If the number of registers is increased,

the scheduling units serialize the execution of the exceeding warps. As a consequence,

no further gain is observed when increasing the mesh size or the number of rays per

cells. Note that the values in parenthesis for the CPU execution time in table 2.1 are

extrapolated from the scaling of the other results and, as such represent an estimation

only.
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Table 2.1: Comparison between standard CPU and GPU implementation

grid size 163 323 483 643 963 1283 1603

CPU 269.4 s 2921.1 s 13182.7 s 39313.3 s 271844.4 s (920183.3) s (2452230.3) s

GPU 11.8 s 84.8 s 394.0 s 1169.5 s 6143 s 19623 s 47539 s

Speedup 22.8× 34.4× 33.5× 33.6× 44.3× (46.9)× (51.6)×

rays per cell 6 ·102 1.5 ·103 6 ·103 1.5 ·104 3 ·104 6 ·104 1.5 ·105

CPU 369.7 s 961.7 s 3928.6 s 10432.2 s 19661.1 s 39313.3 s 132641.3 s

GPU 14.1 s 31.8 s 119.2 s 294.4 s 585.8 s 1170 s 2916 s

Speedup 26.2× 30.2× 33.0× 35.4× 33.6× 33.6× 45.5×

2.6.4. ALGORITHM ACCELERATION

A naive GPU implementation, as demonstrated in the section above, is usefull to pro-

vide a certain level of speedup, but is certainly not enough to address the computational

requirements of a DNS simulation. In particular, the main problems and bottlenecks

of such an algorithm are the slow memory access and the large inactivity of the threads

due to the SIMT execution model. For this reason, we will address these issues by imple-

menting acceleration techniques that will significantly reduce the execution time and

thus enable a full coupling between DNS and the GPU Monte Carlo code.

TEXTURE MEMORY

Due to the GPU architecture, memory input and output is heavily affected by the access

pattern of the threads. In particular, the global memory of a GPU is optimized for co-

alesced access. A coalesced memory transaction is one in which all of the threads in a

half-warp access global memory at the same time. That is to say, consecutive threads

should access consecutive memory addresses in the global memory to obtain efficient

memory loads/stores. To avoid penalties associated with uncoalesced transactions, it is

possible to store variables in registers (the memory associated with the single thread) or

shared memory, which is fast-access memory common to all threads in a block. Unfor-

tunately, these two memory types are severely limited in size (on a tesla K40M shared

memory consists of only 49 kB per multiprocessor for a total of ∼ 735 kB). Therefore,

after all the fast memory resources have been depleted, it is necessary to store the bulk

of the variables in the global memory. Since most memory fetches depend on the draw-

ing of random numbers, it is not straightforward to predict which address consecutive

threads might access. As a consequence, coalesced memory transactions are impossi-

ble to achieve in a Monte Carlo simulation. An easy way to optimize memory input and

output is hence to employ texture memory. Texture memory is a type of read-only mem-

ory, which has been developed for graphical applications. Instead of storing variables

linearly, as global memory does, texture memory is designed to optimize the spatial lo-

cality of memory access. In other words, each point is associated to a coordinate, and

the most efficient memory fetch occurs when consecutive threads access adjacent coor-

dinates in the texture memory instead of consecutive addresses. This scenario is much

more likely in a domain parallelized Monte Carlo simulation. The input values to ac-

cess a texure memory location are float coordinates, while the value returned from the

memory is a linear (or trilinear in case of a 3D texture) interpolation of the adjacent
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Table 2.2: Execution time with classical versus textured memory approach.

grid size 163 323 483 643 963 1283 1603

classic 11.8 s 84.8 s 394.0 s 1169.5 s 6143 s 19623 s 47539 s

texture 8.5 s 48.6 s 260.0 s 716.0 s 4381 s 12343 s 34047 s

Speedup 1.38× 1.74× 1.52× 1.64× 1.40× 1.59× 1.40×

rays per cell 6 ·102 1.5 ·103 6 ·103 1.5 ·104 3 ·104 6 ·104 1.5 ·105

classic 14.1 s 31.8 s 119.2 s 294.4 s 585.7 s 1170 s 2916 s

texture 9.6 s 20.6 s 74.3 s 180.7 s 358.6 s 714.5 s 1784 s

Speedup 1.47× 1.54× 1.60× 1.63× 1.63× 1.64× 1.64×

ray march nb/pos/dir initinactivity

nb init and sort pos/dir init

computational gain

A)

B)

C )

Figure 2.5: Example of a marching procedure for different GPU MC schemes. (A): standard MC implementa-

tion; (B ): reinitialization MC; (C ): sorting MC. The different rows represent the sequential execution of differ-

ent threads in a warp. We show here only 5 threads and 5 rays to simplify the scheme, but in reality there are

32 threads in a warp and tens of thousand rays per thread. Note that the length of the arrows and the dashed

lines (representing marching and initialization) are always preserved among the three schemes. On the other

hand, the position and direction initialization time (dashed lines) is shorter in the last scheme (C ), since the

wavelength has already been chosen in the preprocessing step (blue box).

values. This feature is extremely useful as it provides fast linear interpolation, which

is repeatedly required in a spectral MC code (lines 12, 13, 14, 20 and 22 in algorithm 1).

Variables that were residing in the global memory (temperature, blackbody intensity and

absorption coefficient), are therefore relocated to the texture memory. The results of the

texture memory implementation are shown in table 2.2 in comparison to the standard

GPU implementation. The use of texture memory results in a computational gain for all

the different settings. Nonetheless, the speedup tends to decrease with mesh size. This

behaviour could be caused by the reduced spatial locality of memory access for contigu-

ous threads on a finer grid (i.e. the ray travels further, distancing itself from the aligned

source cells). On the other hand, the speedup increases if more memory transactions

are performed (i.e., increasing the numbers of rays per cell). While this implementation

has been performed for a structured mesh, the benefits will be equivalent if the same

warp behaviour is ensured on an unstructured grid (adjacent source point for consecu-

tive threads).
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Figure 2.6: Speedup obtained with the narrow-band sorting technique. In the figure on the left, the dashed line

connects the points characterized by a mesh which is 2n ·streams (163 , 323 and 643), while the dashed dotted

line all the other points

NARROW BAND SORTING

The SIMT execution model can lead to a severe performance loss, known as “branch

divergence”. A warp executes one common instruction at a time, so the threads must

wait until the execution is terminated for the entire warp before proceeding. For this

reason, full efficiency is realized when all 32 threads of a warp follow the same execution

path (i.e., execute the same instruction at the same time). If threads of a warp diverge due

to a data-dependent conditional branch (if or while statements), the warp executes

all the paths entirely, disabling threads that are not on that path. For the purpose of

correctness, the SIMT execution model can be essentially ignored. However, in terms of

code efficiency, thread divergence is a serious issue and has to be addressed, particularly

in the case of a MC simulation, where the abundant while loops and if conditions cause

large thread inactivity.

A simple and straightforward approach to reduce inactivity, would be to re-initialize

the ray whenever a marching is terminated within the warp. On the other hand, re-

initializing the ray on a particular thread forces to temporarily disable the threads that

have not yet completed the marching, serializing the initialization procedure. As a con-

sequence, the execution time of multiple initializations might become longer than the

benefit obtained by the lower inactivity during the marching procedure.

Taking into account the properties of the ray, leads to a more effective solution. For

example, when two different threads in the same warp are marching rays with differ-

ent wavelength, they handle different absorption coefficients. The ray with a higher κν

will complete the marching quicker than the one with lower κν, due to the shorter path

length. Since a Monte Carlo routine requires random draws of the wavelength based

on a probability distribution function, it is a common scenario that threads are han-

dling absorption coefficients of different order of magnitude. Due to the SIMT execution

model, the time required for the warp to complete the current ray tracing is dictated

by the thread with the lowest absorption coefficient. It is therefore beneficial to have

threads handling absorption coefficient of similar value at all times, such that the trac-

ing might complete simultaneously. To achieve this, it is necessary to precompute all

wavelengths for each ray in each finite volume and sort them based on the magnitude

of κν. Consequently, threads will always march rays from the lowest to the highest κν.

While these values might be slightly different for different threads, the order of magni-
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Table 2.3: Speedup using the narrow band sorting. The values of the speedup are referred to the textured

execution times of table 2.2

grid size 163 323 483 643 963 1283 1603

Time 6.4 s 43.2 s 180.8 s 573.0 s 2866 s 9597 s 22189 s

Speedup 1.32× 1.13× 1.44× 1.25× 1.52× 1.29× 1.53×

rays per cell 6 ·102 1.5 ·103 6 ·103 1.5 ·104 3 ·104 6 ·104 1.5 ·105

Time 10.3 s 21.7 s 73.2 s 165.5 s 308.0 s 573.2 s 1313 s

Speedup 0.93× 0.95× 1.01× 1.1× 1.16× 1.25× 1.36×

tude of κν will be similar, thus significantly reducing the branch divergence of the warp.

The different configurations are outlined in figure 2.5. The first scheme is a standard

MC that does not account for any branch divergence reduction technique. Scheme B

shows a re-inizialization scheme in which, wherever a thread in the warp completes the

marching, the ray is immediately re-initialized. It is clear that this scheme is successful

only if the cost of initializing a ray is smaller than the tracing of the shortest ray. This is

not the case in a medium with a high absorption, where rays can be terminated within

5 steps. Scheme C shows the advantage of reordering the rays based on their absorption

coefficient which aligns the ray marching executions.

The results of the tests for a narrow-band sorting algorithm are shown in table 2.3 and

figure 2.6. The speedup obtained with sorting the narrow bands is larger when the grid

is not 2n ·streams (32, 64, 128). This is caused by an inefficient mapping of the grid onto

the device resources, which in this case are powers of 2. Indeed, by sorting the narrow

bands, it is possible to correct the penalties associated with an inadequate mapping.

It is possible to notice that the speedup increases with increasing the number of mesh

points, until it reaches a plateau for large mesh sizes. On the other hand, if the number

of rays per cell are too small, the advantage of a lower warp inactivity is overshadowed

by the cost of the sorting procedure. Contrarily, increasing the number of rays per cell

leads to an linear growth of the speedup, since the warp inactivity is efficiently replaced

by the ray marching computation.

It is interesting to notice the difference between the speedup of the narrow-band

sorting scheme with respect to mesh size and the speedup using a texture memory ap-

proach only. While the first one increases, the latter decreases with grid size. This differ-

ence shows the interplay between memory transactions and computations as the mesh

size increases, highlighting the larger relative importance of compute statements with

increasing mesh size.

MULTIGRID

The radiative intensity is absorbed exponentially as function of the absorption coeffi-

cient and the travelled distance. Therefore, the intensity absorbed by traversing a cube

of size ∆x3 will be roughly proportional to

Iabs ∼ (1−exp(−κνC∆x)) . (2.29)
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DNS

grid 2

grid 3

Figure 2.7: Schematic showing the concept of the mesh coarsening scheme. The orange lines symbolize the

marched rays. Several grids are overlayed one on top of each other. The ray falls onto the coarsened mesh when

it reaches the maximum number of steps in the current grid. The concept is shown here in two dimensions for

simplicity.

with C a proportionality value depending on orientation. Consequently, the intensity of

the ray leaving the cell is

Iout = Iin − Iabs ∼ exp(−κνC∆x) , (2.30)

which signifies that, for a low κν, the intensity gradient of the propagating ray will be

mild and the required cell size ∆x can be relatively large. Vice versa, if κν is large, a

lower ∆x is necessary to capture the steep intensity gradient. If an adequate ∆x is cho-

sen as a pre-processing step (as it could be done in a gray gas medium) the mesh will

be over-resolved for the rays with low absorption, resulting in an inefficient ray tracing.

Nevertheless, since a high κν ray will be terminated fairly quickly, it requires a high res-

olution only on a small zone around the source point. On the contrary, a ray with low

absorption will propagate far into the domain. By combining these two features of rays

with different absorption coefficient, it is possible to construct a mesh strategy that op-

timizes the ray tracing, while retaining a high accuracy. The objective is to have a grid

that is fine close to the starting cell and gradually coarser as the ray travels further away

from the initial point. To obtain this effect, it is possible to overlay several meshes char-

acterized by different cell sizes. The temperature values will be filtered on the coarser

meshes from the DNS solution which represents the finest mesh level (radiative heat

transfer does not introduce new spatial wavenumbers, so the smallest radiative length

scales are as small as the Batchelor scales). For all finite volumes, the ray tracing com-

mences on the DNS mesh and the ray is allowed to step onto the current mesh a fixed

number of times. If the ray is not exhausted, it falls into a coarser mesh and so forth,

until the last mesh is reached. The last (and coarsest) mesh will trace the ray until deple-

tion. The only added overhead is the cost of the filtering onto coarser meshes, which is

completely irrelevant compared to the gain in computational speed obtained. A similar

method, involving patches of interest, was previously implemented by Humphrey et al.

in two different occasions. Namely, in a parallel CPU Monte Carlo implementation [60]

and in a gray gas GPU implementation [45]. They used this technique to reduce compu-

tation and communication time. On the other hand, we highlight the additional benefits
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Figure 2.8: Comparison of the results for the parabolic H2O case for different numbers of overlayed coarsened

mesh used. 5 steps are allowed in each mesh. a): Radiative heat source, b): standard deviation

that such a method has in a non-gray GPU implementation, other than the reduction of

computations. Here, due to the SIMT execution model, threads characterized by higher

absorption rays will remain inactive, while waiting for the lower absorption rays to com-

plete the computations. In this case, it is possible to tailor the method towards a pure

reduction of thread inactivity by targeting the resolution of the higher impact, high ab-

sorption, rays. If this is done, the solution retains its accuracy and the parallel efficiency

is greatly enhanced.

To optimize the number of steps in subsequent meshes, it is possible to rely on the

transmissivity of the grids by specifying a fraction of intensity absorbed in the nth grid

(pn). As a consequence, the number of steps in the nth grid (sn) will be

sn = int

(
ln

(
1−

∑n−1
m=1 pm

)

κref∆xn
−

ln
(
1−

∑n
m=1 pm

)

κref∆xn

)
. (2.31)

Here, κref is a reference absorption coefficient and can be specified in different ways.

Using the Planck-mean absorption coefficient (κref = κp ) is the safest option to ensure

unaltered accuracy. If execution speed has to be minimized, the largest average narrow-

band absorption coefficient in the spectrum (κr e f = κmax ) can be employed. On the

other hand, a more balanced choice is the average absorption coefficient of the most

influential band (κr e f =κn) calculated as

κn =

N q∑
g=1

ωg kn,g , where n is the band containing ν=

Nb∑

n′=1

νc ,n′ · f ′
n , (2.32)

and νc ,n′ is the central wavenumber of band n′. Since the wavenumber is sampled from

the maximum temperature of the considered system, κp , κmax and κn can be calculated

from the maximum temperature spectrum only.

In practice, the correct fractions pn that leave the results unaltered are not known a-

priori. Therefore, to ensure an optimal number of steps, a trial and error procedure has

to be employed until the results (both in terms of QR and σ) are method-independent.

It is possible then to assess the implementation of the grid coarsening by calculating the

fractions pn from equation (2.31) and use these for future implementations. In addition,
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more conservative settings (larger pn in finer grids) have to be adopted in case of steeper

temperature gradients and inhomogeneous cases.

Figure 2.7 shows a 2D representation of the mesh coarsening concept, while figure

2.8 shows the solutions of the test case employing the multigrid technique. In particular,

the results shown in figure 2.8 have been obtained with a maximum of 7 overlayed grids

corresponding to 1923 → 963 → 483 → 243 → 123 → 63 → 33. The rays were allowed to

travel a maximum of 5 steps in each grid, while proceeding until termination on the

last one. The absorbed fraction for different choices of κref, based on equation (2.31), is

shown in table 2.4. When using κp or κn as a reference, the largest absorption occurs

in the third grid. On the other hand, the rays represented by κmax are absorbed almost

completely within the first grid.

Table 2.4: Absorbed fraction (p) in seven successive grids with 5 steps per grid. In case less than seven grids

are used, the last grid absorbs the remaining intensity. For example, if three grids are used for κref = κp , the

first grid absorbs p1 = 12.4%, the second p2 = 20.3%, while the third the remaining intensity p3 = (100−12.4−

20.3)%.

κref p1 p2 p3 p4 p5 p6 p7

κp (5.07 [m−1]) 12.4% 20.3% 27.6% 25.9% 12.1% 1.6% 0.1%

κmax (98.1 [m−1]) 92.22% 7.73% 0.05% 0.0% 0.0% 0.0% 0.0%

κn (8.80 [m−1]) 20.5% 29.2% 30.2% 16.9% 3.1% 0.09% 0.01%

As shown in figure 2.8, the results of the test case are unaffected by the grid coarsen-

ing technique, both in terms of radiative power source and its standard deviation. The

speedup obtained, defined as t1/tn , where t1 is the time required for completing the cal-

culation with one grid while tn with using n grids, is shown in table 2.5. Despite the

negligible influence in the results, by employing the multigrid technique, it is possible to

reduce the computational cost by a factor that is roughly equal to the number of grids

used. The reduction of thread inactivity using this method is clearly visible by comparing

table 2.4 and table 2.5. By changing the implementation from 4 to 7 grids, the intensity

fraction that is computed on the coarser grids is only 13.9%, 0.0% and 3.2% for κp , κmax

and κn , respectively. Nonetheless, the speedup increases by almost a factor of 2.

Table 2.5: Speedup using multiple overlayed grids. 5 steps per grid

grid number 1 2 3 4 5 6 7

Speedup 1× 1.4× 2.6× 4.2× 5.8× 6.6× 7.1×

OVERALL PERFORMANCE INCREASE

An overview of the scaling performance using different acceleration techniques is given

in figure 2.9 for varying problem sizes. Note that the implementations are additive (i.e.,

sorting employs texture memory allocations and multigrid performs also a narrow-band

sorting). A coarsening ratio of 2 has been employed for successive grids in the multigrid

implementation. The smallest allowed mesh had a size of 33, resulting in 3 grids for

163, 4 for 323, 5 for 483 and 643, and 6 grids for 963, 1283 and 1603. Again, only 5 steps

were allowed in each level. The scaling of all implementations is well described by power
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Figure 2.9: Scaling of the code with grid cells and rays per cell.

functions of mesh cells N and linear functions of the number of rays R. The gray lines

depicted in figure 2.9 take the following form

• classic t ∝ N 1.32, t ∝ 0.98R,

• texture t ∝ N 1.35, t ∝ 0.96R,

• sorting t ∝ N 1.31, t ∝ 0.7R,

• multigrid t ∝ N 1.05, t ∝ 0.7R,

While a texture memory allocation has large benefits for the investigated cases, the com-

putational gain is bound to decrease when the grid size increases (as seen in section

2.6.4) as given by the larger exponent when compared to the classic implementation

(1.35 > 1.32). On the contrary, with a multigrid scheme it is possible to obtain a quasi-

linear scaling Monte Carlo code with mesh size (exponent ≈ 1). Moreover, the narrow

band sorting procedure allows a scaling greater than ideal with respect to the rays per

cell (0.7 ·R). With more rays being launched, the drawn absorption coefficients fill the

whole spectrum space efficiently, replacing the inactivity by aligning more effectively the

thread marching.

It is demonstrated that, by employing these optimization techniques, it is possible

not only to reduce the computational time, but also to significantly improve the scaling

of the code with problem size. The performances of the optimized GPU Monte Carlo

code, compared to a serial CPU Monte Carlo implementation executed on an Intel Xeon

E5-2680 @ 2.40GHz, is shown in table 2.6. It has to be reminded that, while texture mem-

ory allocation and narrow band sorting only improve computational speed on a GPU,

multigrid, although less effective, can be also implemented for a code that runs on a

CPU, leading to an increase of code efficiency. The maximum speedup achieved was

570.4× for a grid size of 963. For the largest problems, the CPU computational time was

estimated from the scaling. Based on this estimation, we expect a impressive increase

of speedup, differently from what is observed in table 2.1 (potentially we could achieve

938.8× for a 1603 grid).
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Table 2.6: Comparison between standard CPU implementation and optimized GPU implementation

grid size 163 323 483 643 963 1283 1603

CPU 269.4 s 2921.1 s 13182.7 s 39313.3 s 271844.4 s (920183.3) s (2452230.3) s

GPU 4.4 s 17.1 s 53.7 s 132.8 s 476.6 s 1262 s 2612 s

Speedup 61.2× 170.8× 245.5× 296.0× 570.4× (729.1)× (938.8)×

rays per cell 6 ·102 1.5 ·103 6 ·103 1.5 ·104 3 ·104 6 ·104 1.5 ·105

CPU 369.7 s 961.7 s 3928.6 s 10432.2 s 19661.1 s 39313.3 s 132641.3 s

GPU 4.1 s 6.3 s 17.1 s 37.5 s 69.9 s 132.4 s 316.0 s

Speedup 90.2× 152.7× 229.7× 278.2× 281.3× 296.9× 419.8×

Node 1 Node 2 Node 3

CPU cores CPU cores CPU cores

GPU GPU GPU

Figure 2.10: Schematic representing the multi GPU implementation. The domain is decomposed on different

nodes. In each node one CPU core communicates to the GPUs the entire temperature domain and returns the

computed radiative heat source to the CPUs within the node.

2.7. FLUID-RADIATION COUPLING

The two modules are coupled through the temperature field. As the full code is parallel,

to ensure low execution time, care must be given to the linking of the two modules. The

DNS code is implemented on CPUs and parallelized using MPI through the software li-

brary 2DECOMP&FFT http://www.2decomp.org, which is developed in the UK by NAG

and freely available. The computational mesh is divided into p_row*p_col cores with

the streamwise direction divided into p_col and the spanwise direction divided into

p_row subdivisions. The communication of the flow variables between the cores is im-

plemented with the use of ghost cells, whose values are updated using the update_halo

routine in the decomp_2d library. Additionally, the fast Fourier transforms (FFT) require

the use of the routines transpose_x_to_y and transpose_y_to_z from the same li-

brary.

FVM-DNS COUPLING

The finite volume radiative code is implemented on CPUs as the DNS code. As such, the

parallelization is implemented in the same way, with the use of ghost cells to commu-

nicate intensity values between cores. The radiative heat source calculation is around

10 times slower than the fluid flow calculation. Nevertheless, radiative heat transfer is

calculated, sequentially with the DNS solution, every fluid time step. As soon as the ra-

diative solver reaches a converged result, it returns the radiative heat source QR to the
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cudaDeviceSynchronize, mpi_barrier

Get radiation from GPU

Send temperature to GPU}
1 MC time-step

distribute radiation

to cores in the node}
Figure 2.11: Schematic showing the layout of the asynchronous tasks for the CPU and the GPU. The length of

the segments is not to scale. Here 20 DNS time-steps per MC time step are specified. On the other hand, for

fully developed simulations, usually comprising of no more than 15 million mesh cells, 5 DNS time steps are

sufficient to occupy efficiently the CPU compute time.

DNS solver with uses it in the energy equation for the calculation of (ρθ)n+1. Only the

radiative heat source at time step n is specified in the RHS of the energy equation.

MC-DNS COUPLING

The coupling between fluid flow and radiative heat transfer is implemented with the

use of MPI libraries that handle communications between CPU cores. Each node has

a master core which communicates with the available GPUs on the node. Thanks to

the reciprocal formulation, the GPUs calculate the radiative source term only on the do-

main handled by the associated node. On the other hand, to perform ray tracing and

to avoid boundary communication, all GPUs require the complete temperature field. A

schematic of the multi GPU implementation is shown in figure 2.10. The gray arrows

show the communication of the temperature field, while the black arrows show the path

of the computed QR . The memory transfer to and from the GPU is completely asyn-

chronous, such that the CPUs proceed to calculate additional fluid time steps, while the

GPUs compute the radiative heat source. As a consequence the CPU computation is

completely hidden by the radiative power calculation. Figure 2.11 shows the implemen-

tation of the CPU/GPU tasks and the synchronization between the two.

The code has been tested on the Cartesius’ cluster located in Amsterdam, The Nether-

lands, on the accelerator island composed of 60 nodes containing 2 Tesla K40M each.

The scaling of the code was examined up to 64 GPUs. The results are shown in figure

2.12. The strong scaling of the code is calculated by keeping the grid size constant (1923

in this case) and increasing the number of GPUs. The quantity shown in figure 2.12(a)

is the time required for one time step to complete on 1 GPU over the time required for

N GPUs. As expected by the computational nature of the code, the scaling is almost

ideal. Moreover, figure 2.12(b) shows the weak scaling efficiency, tested with and with-

out the use of the multigrid scheme. In this case the grid size is increased proportionally

to the number of GPUs used, with one GPU always computing on a 323 mesh. Since the

problem size increases with the number of GPUs used, the code greatly benefits from

the multigrid scheme, which improves the weak scaling efficiency from ∝ GPU−0.2 to

∝GPU−0.08

To prove the level of accuracy achievable in an acceptable time span, the radiative

power is calculated for a turbulent temperature field obtained from a DNS. The DNS

represents a fully developed turbulent channel flow with a bulk Reynolds number of

Re = 3750 and isothermal walls at 955 and 573 K at the bottom and top, respectively. The
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flow is periodic in the streamwise and spanwise directions. The radiative properties of

the medium are those of water vapour at 1 atm. The Planck mean absorption coefficient

varies roughly from 5.5 m−1 near the hot wall to 15 [m−1] near the cold wall and, there-

fore, can be considered optically thick. In such conditions, the turbulent radiative power

spectrum is characterized by short length scales, comparable to the largest wavenum-

bers of the turbulent temperature spectrum. Therefore, the radiative heat source re-

quires to be accurate on the full DNS mesh. The mesh is composed of 1923 elements,

while the box dimensions are 2, 2π and 4π m in the wall-normal (y), spanwise (z) and

streamwise (x) directions, respectively. 6 ·104 rays per cells were used to calculate the ra-

diative power. Snapshots of the radiative field are shown in figure 2.13. The left contours

show the temperature field (in K), while the contours on the right are the calculated ra-

diative power in kW/m3. The top figures show the fields at a y location of 1.1 m (roughly

at the center of the channel), while the bottom figures show a wall-normal plane located

near the cold wall (y ≈ 1.97 m). As seen from the figures, the radiative field is solved with

a high accuracy, matching quite closely the turbulent structures of the temperature field

as expected for a highly participating medium. In addition, as it will be demostrated later

in chapter 3, in the center of the channel, the turbulent radiative field filters the large

turbulent wavenumbers, due to the action of incident radiation acting on the isotropic

temperature structures. As a result, the radiative field is composed primarily of smaller

wavenumbers when compared to the corresponding temperature field.
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Figure 2.12: Performance of a multi GPU implementation. a): strong scaling speedup (t1/tn ). b): weak scaling
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Figure 2.13: Instantaneous snapshots on a wall-parallel plane (x − z) at y = 1.1 (top) and y = 1.97 (bottom).

Left: temperature T K. Right: Radiative power QR kW/m3.





3
MODULATION OF

TURBULENCE-RADIATION

INTERACTION BY OPTICAL

THICKNESS

It is well known that the radiative heat source has a non-monotonic dependency on the

absorption coefficient due to the non-local nature of radiation [62]. As such, radiative

heat transfer can be divided into three regimes: optically thin τ≪ 1, optically intermedi-

ate τ ≈ 1 and optically thick τ≫ 1, where optical thickness is defined as the ratio of geo-

metrical to radiative length scales. In this chapter we extend this categorization to TRI by

investigating the differences in radiative effects for optically thin, intermediate and thick

turbulent flows. To simplify the analysis, the flow is assumed to behave as a gray gas with

a constant absorption coefficient. We show that TRI changes drastically based on optical

thickness, not only in magnitude, but in behaviour itself.

This chapter is based on the following publication, Silvestri, Patel, Roekaerts & Pecnik, Turbulence radiation

interaction in channel flow with various optical depths, J. Fluid. Mech., 753 (2018), 360. [61]

39
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3.1. INTRODUCTION

In a flow subjected to radiative heat transfer the most affected quantity is the tempera-

ture field. In particular, the long-range radiative heat transfer results in smoothing the

gradients and a reduction of temperature fluctuations. In this context we can distin-

guish between an (1) indirect effect, whereby mean radiation reduces average tempera-

ture gradients and, therefore, reduces production of temperature fluctuations and a (2)

direct effect. The latter is at the core of TRI and refers to the direct destruction of temper-

ature fluctuations from the fluctuations of radiative power. This effect is more difficult

to predict but it has a larger influence on radiative heat transfer [23], especially in those

situations in which mean temperature gradients are not very high, e.g. in atmospheric

flows [24, 25]. In this chapter we focus on the effect of radiation on the temperature field

and investigate the dependency of TRI on the optical thickness.

To study the influence of radiation on the temperature field, the channel has been

considered incompressible. In addition, to isolate the effect of optical thickness, the flow

has been considered gray with a constant absorption coefficient κ∗. Therefore, equation

(2.1e) becomes

QR
=κ

(
4Ib︸︷︷︸

E

−
1

π

∫

4π
I dΩ

︸ ︷︷ ︸
G

)
, (3.1)

where emission (E ) and absorption effects (through the incident radiation term G) can

be investigated separately. Thanks to the normalization of temperature, it is possible to

express explicitly E as a function of θ

E = 4

(
θ

T0
+1

)4

, where T0 =
T ∗

c

T ∗
h
−T ∗

c

. (3.2)

In this chapter we will discuss optical thickness effects where the optical thickness τ is

defined as

τ=
1

2

∫2δ∗

0
κ∗d y =κ∗δ∗ =κ , (3.3)

since κ∗ is constant. Ultimately, in a emitting-absorbing gray channel flow with constant

absorption coefficient, radiative heat source is expressed as

QR
= τ(E −G). (3.4)

3.2. CASE DESCRIPTION

The flow domain consists of the periodic channel presented in figure 2.1. Reynolds num-

ber, Prandtl number and T0 are constant for all the simulations with values of 2900, 1 and

1.5 (corresponding to T ∗
h
= 955 and T ∗

c = 573 K), respectively. The Planck number is kept

low, with a value of 0.03, to ensure a high relevance of radiative heat transfer. The walls

are considered to be a black surface with emissivity ǫw = 1. The optical thickness varies

two orders of magnitude being 0.1, 1 and 10. The size of the computational domain in
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Table 3.1: Description of the test cases

Cases Re Pr Pl T0 τ

bench 2900 1 0.03 1.5 0 (transparent)

gray-01 2900 1 0.03 1.5 0.1

gray-1 2900 1 0.03 1.5 1

gray-10 2900 1 0.03 1.5 10

the streamwise and spanwise directions is 4πδ and 3πδ/2, respectively. The computa-

tional grid is composed of 192×168×168 cells in streamwise, spanwise and wall-normal

direction for all cases. The grid resolution is ∆x+ = 12.1, ∆z+ = 5.2 and ∆y+ = 0.85 and

2.92 at the wall and in the center, respectively. This grid is considered fine enough to

resolve the velocity field at the current Reynolds number [63], while temperature spectra

that prove the grid adequacy for temperature scales, are shown in section 3.4. The di-

rectional dependency of intensity is discretized with the use of an angular grid of 8×12

elements in the polar and azimuthal direction on a unit sphere, respectively, resulting in

a set of 96 independent directions. The results will be analysed by means of Reynolds av-

eraging where a generic variable X can be decomposed in a sum of a mean component

X and a fluctuating component X ′. The averaging performed is a combination of spatial

averaging (in the homogeneous directions) and ensemble averaging with a dataset of up

to 300 independent realizations. The resulting averaged variables are one-dimensional

as they only depend on the wall-normal coordinate.

3.3. MEAN FLOW STATISTICS

Before starting the quantitative analysis of the investigated cases, a qualitative view is

given by means of instantaneous temperature fluctuation contours. Velocity is not shown,

since temperature does not influence the momentum equation. For a detailed descrip-

tion of velocity statistics at the considered Reynolds number, the reader is referred to

[64] and [63]. Wall-normal planes at z/δ= 3/4π are shown in figure 3.1, while figure 3.2

shows wall-parallel planes at y/δ = 1.4. From top to bottom the contours show: No ra-

diation, τ = 0.1, τ = 1 and τ = 10. The snapshot contours clearly show the reduction of

temperature fluctuations when moving from non radiative to radiative cases. For a high

optical thickness (τ = 10) small scale temperature fluctuations reduce in comparison

with large scale fluctuations, and a large dissipation of temperature fluctuations near

the walls occurs. These features of radiative flows will be explained in more detail in the

next sections.

3.3.1. MEAN PROFILES

Figure 3.3(a-d) show the average profiles of non-dimensional temperature θ, divergence

of radiative heat flux Q
R

(the inlay shows a zoom on the y-axis), incident radiation G and
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Figure 3.1: Snapshots of θ′ on the wall-normal plane at z/δ= 3/4π. From top to bottom: No radiation, τ= 0.1,

τ= 1, τ= 10. The red line highlights the position y/δ= 1.4.
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τ= 1., τ= 10.
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Figure 3.3: Averaged profiles, gray solid line: no radiation, dashed line: τ= 0.1, dashed-dotted line: τ= 1, black

solid line: τ = 10. (a): mean temperature; (b): mean emissive power; (c): mean incident radiation; (d): mean

radiative heat source (the inlay shows a zoom on the y-axis around Q
R
= 0).

radiative emission E , respectively. Note that Q
R

represents the combined effect of an

emission sink, τE , and an absorption source, τG , of energy. Radiative heat transfer has a

strong influence on temperature profiles in all three cases. Boundary emissions remain

constant as the temperature at the boundary is fixed and ǫw = 1 (i.e. no reflection and

transmission take place).

For a low optical thickness (τ= 0.1), radiative heat transfer causes an increase in bulk

temperature and a flattening of the temperature profile in the core of the channel. These

results are caused by the long range of radiative heat transfer, which enables a direct heat

exchange between the hot and the cold side. Due to the low absorption coefficient, the

available energy source, τG, as seen in figure 3.3(c), is fairly homogenous throughout the

channel. On the hot side, as well as in the core of the channel, the temperature gradient

reduces due to the increased bulk temperature, while it grows significantly on the cold

side for the same reason.

Upon increasing the optical thickness (τ= 1), the length scales of radiative heat transfer

reduce due to larger absorption (i.e., intensity beams travel a shorter distance before be-

ing absorbed), shifting the radiative energy source, τG, towards the hot side of the chan-
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nel. This shift can be observed in figure 3.3(c) as the slope of incident radiation profile

steepens. The temperature gradient increases in the channel core, while the gradients

near the walls are reduced. A further increase of the optical thickness (τ = 10) causes

an additional steepening of the slope of the incident radiation profile, which results in a

drastic decrease of temperature gradient near both walls. The result is an almost linear

temperature profile. For τ = 0.1, Q
R

undergoes a monotonic transition from positive to

negative values, resulting in a sink of energy on the hot side and a source on the cold side.

Upon increasing the optical thickness, a local minimum and maximum appear close to

the hot and cold wall, respectively, due to the shortening of radiative heat transfer length

scales. Near the hot wall, due to incoming radiation from the boundary, absorption lev-

els are higher than emission. The opposite occurs near the cold wall. The result is then

the presence of local source/sink of energy and a subsequent reduction in temperature

gradients near the walls at a high enough τ.

3.3.2. HEAT FLUXES

Reynolds averaging equation (2.1d) for a fully developed channel flow results in:

∂

∂y

(
1

RePr

∂θ

∂y
− v ′θ′

)
−

Q
R

RePr Pl
= 0 . (3.5)

Integrating (3.5) in wall-normal direction yields:

1

RePr

∂θ

∂y
− v ′θ′−

∫y

0

Q
R

RePr Pl
d y =C1 , (3.6)

where C1 = qw − qR ,hw , with qw the total heat flux and qR ,hw the radiative heat flux

at the hot wall. The radiative heat source is identically equal to the divergence of the

radiative heat flux QR = ∂x j qr j . The flow is statistically homogeneous in the spanwise

and streamwise direction, hence it follows that:

∂qr x

∂x
=

∂qr z

∂z
= 0 . (3.7)

This allows to state that: ∫y

0
Q

R
d y = qr y +C2 , (3.8)

where C2 = qR ,hw · (RePr Pl). Using (3.8) into (3.6) it is possible to define the three heat

transfer mechanisms (conductive D, convective U and radiative qR ) as:

qw =−
1

RePr

∂θ

∂y︸ ︷︷ ︸
D

+v ′θ′︸ ︷︷ ︸
U

+
qr y

RePr Pl︸ ︷︷ ︸
qR

. (3.9)

Figure 3.4(a) shows the overall heat transfer in the channel D+U + qR , while figure

3.4(b-d) display the individual heat fluxes for τ = 0.1,1,10. In figure 3.4(b) the radiative
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Figure 3.4: Contribution to heat flux by different heat transfer mechanisms, gray solid line: no radiation, gray

dotted line: τ = 0, dashed line: τ = 0.1, dashed-dotted line: τ = 1, black solid line: τ = 10. (a): total heat flux;

(b): mean radiative heat flux minus wall radiative flux on the cold side; (c): mean wall-normal turbulent heat

flux; (d): mean conductive heat flux.
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flux on the cold wall qR ,cw is subtracted from the radiative heat flux to improve the visi-

bility and to highlight its gradient.

By inspecting figure 3.4(a) a drastic increase in the overall heat flux between non

radiating and radiating cases is noticeable. Since the magnitudes of the turbulent and

convective heat flux remain the same (figures 3.4(c) and 3.4(d)), the increment of the to-

tal heat flux shown is caused by radiative heat transfer. Furthermore, the heat flux tends

to reduce significantly when the optical thickness is increased. Nevertheless, the rapid

reduction in qR with an increase of τ does not readily translate in a decrease of the con-

tribution of radiation in the overall heat transfer to the fluid. A distinction must be made

between wall-wall, fluid-wall and fluid-fluid radiative heat flux. As explained by [57],

the wall-wall contribution refers to the constant flux between the walls, this contribu-

tion does not affect the fluid temperature. The fluid-wall flux includes both the heat flux

that, emanating from the hot wall, is absorbed by the flow, and the heat flux generated

by emission from the flow that reaches the cold wall. The former contribution increases

the temperature of the fluid, while the latter decreases it. The fluid-fluid contribution

refers to the heat flux originating within the fluid due to emission, and reabsorbed be-

fore reaching the cold wall. This contribution is responsible in shaping temperature pro-

file and does not modify mean temperature within the channel. The correct magnitude

of these three contributions cannot be estimated by the inspection of the total qR , but

a qualitative explanation can be inferred considering the simple Beer-Lambert law. To

show the extent of wall-wall radiative heat flux, a case with transparent medium and ra-

diative wall has been added to figure 3.4(a) and (b) (gray dotted line). For this case, the

radiative heat flux, entirely composed of wall-wall contribution, reaches the maximum

possible value since it is not obstructed by the fluid. For τ = 0.1, the thermal radiative

waves can still travel relatively undisturbed from the hot to the cold wall since the trans-

missivity of the channel, e−2τ, is high (0.819). Therefore, wall-wall radiative heat flux

comprises of the major share of qR . The consequence is a high heat transfer between

hot and cold wall, but a relatively small share of thermal radiation that is effectively ex-

changed with the fluid. When the optical thickness increases, the radiative heat flux

diminishes, but the wall/wall contribution decreases more rapidly, since the transmis-

sivities for τ= 1 and τ= 10 are 0.135 and 2.1 ·10−9 , respectively. In other words, a higher

share of thermal radiation travelling from hot to cold side is absorbed and redistributed

within the media.

The shape of the radiative heat flux in figure 3.4(b), is determined by the action of

emission and absorption. The increase of qR near the hot wall is due to the effect of

emission augmentation, while moving towards the cold boundary, thermal radiation is

absorbed resulting in a reduction of qR . The peaks observed for τ= 1 and 10 are related

to the local near wall sink/source noticed in figure 3.3(b).

Figure 3.4(c) presents profiles of turbulent heat flux. In a non radiating case, the tur-

bulent heat flux is symmetric and constant in the channel core. The symmetry of v ′θ′ is

lost for radiative cases, where a peak originates on the cold side. For a low optical thick-

ness (τ= 0.1) turbulent heat flux is suppressed near the hot wall, as well as in the rest of

the channel due to the decrease in temperature gradient and a lower fluctuating thermal

field. By increasing the optical thickness to τ = 1 the peak at the cold side is reduced

and shifted towards the core. In the center of the channel, turbulent heat transfer is en-
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hanced by the increase of optical thickness. For a high optical thickness case (τ = 10),

turbulent heat flux is strongly intensified on the cold side and the peak is further shifted

to the center.

SCALING OF TURBULENT HEAT FLUX IN RADIATIVE FLOWS

[29] analysed radiative flows to find a radiative scaling for turbulent heat transfer. This

radiative-based scaling factor (γ) would ensure that

v ′θ′R

γR
≈

v ′θ′0

γ0
, (3.10)

where the subscripts R and 0 denote quantities for radiative and non radiative cases,

respectively. If (3.10) holds, it is possible to obtain an expression for the turbulent heat

diffusivity using the turbulent heat flux in a non radiative case as:

αt =
1

ρcp

v ′θ′R

(∂θ/∂y)R

=
1

ρcp

γR

(∂θ/∂y)R

v ′θ′0

γ0
. (3.11)

This allows the calculation of the turbulent Prandtl number in a radiative turbulent flow

by comparison with a non radiative flow, where models for Prt are well established. The

resulting relation, see [29], is

Prt R =
1

RePr

(∂θ/∂y)R

γR
(Prt 0 +νt 0RePr ) , (3.12)

with the proposed scaling factor γR (y) = qw −qR (y), where qw is the wall heat flux while

qR (y) is the radiative heat flux within the channel. When no radiative heat transfer is

involved, the scaling factor reduces to the conductive heat flux at the wall γ0 = qw,0.

Given equation (3.6), it is true that:

γR = qw −qR =U +D . (3.13)

Using (3.13), equation (3.10) can be reformulated as:

UR

UR +DR
≈

U0

U0 +D0
, (3.14)

and further rewritten as:
DR

UR
≈

D0

U0
, (3.15)

i.e., the relative importance of turbulent heat transfer over conduction remains constant

as radiation is introduced and optical thickness is increased.

This scaling can also be applied to temperature by using the friction temperature

formulation, defined as

θt =
qw

ρw cpw ut
, where ut =

√
µw

ρw

(
du

d y

)

w

. (3.16)
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Figure 3.5: Average temperature scaled by θt (a) and θt R (b). Thick lines: hot side, thin lines: cold side. Gray

solid line: no radiation, dashed line: τ = 0.1, dashed-dotted line: τ = 1, black solid line: τ = 10. (b): turbu-

lent Prandtl number calculated from DNS and modeled. Symbols: P rt 0; black lines: DNS results; gray lines:

modeled P rt . Dashed line: τ= 0.1, dashed-dotted line: τ= 1, solid line: τ= 10.

By substituting γR to qw it is possible to define a radiation-based friction temperature

θtR =
γR

ρw cpw ut
. (3.17)

The mean temperature is shown, averaged by wall values and by radiative scaling in fig-

ures 3.5 (a) and (b), respectively. As it is possible to notice in figure 3.5(a), the usual

wall scaling completely fails in collapsing temperature profiles. Arguably, employing the

radiative-based scaling results in a slightly improved agreement compared to the fric-

tion temperature normalization, despite being still very far from a collapse. Indeed, if

normalized by θtR , the higher optical thicknesses (τ= 1 and 10) show a local maximum

around y+ = 15 and y+ = 10, respectively. These peaks are connected to the local maxima

of the radiative heat flux in figure 3.4(b) and suggest that the effect of the TRI mechanism

cannot be included in the mean temperature with a simple scaling procedure.

The resulting profiles of radiation-scaled U are shown in figure 3.6(a), while the

modeled and the calculated turbulent Prandtl number from equation (3.12) are shown

in figure 3.6(b). The value of non radiative turbulent Prandtl number and turbulent vis-

cosity calculated from DNS, are used in equation (3.12).

The turbulent Prandtl number increases significantly when increasing the optical thick-

ness, depicting the decrease in convective effects on mean temperature. The model de-

veloped by [29] performs exceptionally well with low optical thickness, being able to ex-

actly reproduce Prt R . For intermediate values of optical thickness the model seems to

deviate slightly from the calculated values, while showing a relevant deviation for higher

values of optical thickness (τ= 10).

In a constant property flow, condition (3.15) can be met identically only if Prt is inde-

pendent of τ since turbulent Prandtl number is defined as:

Prt =−
D

U
·νt RePr , (3.18)
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Figure 3.6: (a): Scaled turbulent heat transfer. Gray solid line: no radiation, dashed line: τ= 0.1, dashed-dotted

line: τ= 1, black solid line: τ= 10. (b): turbulent Prandtl number calculated from DNS and modeled. Symbols:

P rt 0; black lines: DNS results; gray lines: modeled P rt . Dashed line: τ = 0.1, dashed-dotted line: τ = 1, solid

line: τ= 10.

where νt is the turbulent viscosity, which is constant with respect to τ in an incompress-

ible flow.

In order to better understand the disagreement between the model and DNS, it is neces-

sary to point out the interplay between the energy equation, eq. (3.9), and the transport

equation of turbulent heat flux U that, in an incompressible, absorbing-emitting, tur-

bulent flow reads:

0=−v ′2
∂θ

∂y︸ ︷︷ ︸
PU

+
∂

∂y

(
1

RePr
v ′

∂θ′

∂y
+

1

Re
θ′
∂v ′

∂y
−

1

Re
v ′2θ′

)

︸ ︷︷ ︸
φU +TU

+

−
∂θ′

∂x j

∂v ′

∂x j

Pr +1

RePr
︸ ︷︷ ︸

ǫU

−θ′
∂p ′

∂y︸ ︷︷ ︸
ΠU

−
1

RePr Pl
Q ′

r v ′

︸ ︷︷ ︸
RU

.

(3.19)

PU is turbulent production, φU is molecular and viscous diffusion, TU is turbulent

transport, ǫU is the molecular and viscous dissipation, ΠU is the pressure term (sum of

pressure diffusion and pressure strain) and RU is the radiative term (sum of emissive

and absorptive term). Figure 3.7(a) shows the production term for U , while figure 3.7(b)

presents the profiles of the radiation term. For τ = 0.1, The introduction of the average

radiative heat flux in eq. (3.9), causes the turbulent heat flux U to reduce in the chan-

nel core (figure 3.4(c)). As apparent, for a low optical thickness, the decrease of U is

balanced by the decrease in temperature gradient, resulting in the validity of condition

(3.15). This occurs since the direct effect of TRI on U (namely term Q ′
r v ′ in equation

(3.19)) has a negligible contribution. Therefore, a change in mean temperature gradi-

ent would readily reflect in a modification of U through the reduction of the turbulent

production PU , keeping the D/U ratio constant. In other words, only mean radiative

effects (i.e., qR in equation (3.9)), play a role. Since direct radiative effects are negligi-
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Figure 3.7: (a): Turbulent production of U . (b): Radiative term. Gray solid line: no radiation, dashed line:

τ= 0.1, dashed-dotted line: τ= 1, black solid line: τ= 10.

ble, equation (3.19) keeps the balance between U and D. Consequently, the modeled

turbulent Prandtl number for a low optical thickness agrees with the value calculated

from DNS. However, condition (3.15) is not a suitable approximation when increasing

the optical thickness since the direct effect of TRI becomes relevant. It should be noted,

that PU is representative of D, since the term v ′2 is not affected by temperature in the

present case. Therefore, the increase in temperature gradient with the increase of τ is

directly related to the rise in RU , which represents the direct effect of radiative fluctu-

ations on θ′. This increase in not reflected in the same fashion on the turbulent heat

transfer U . Namely, with the increase of radiative effects in the center of the channel

(as it will be explained in details in the next sections), PU adapts to an increased RU

leading to an increased D/U ratio. This increase causes UR /γR < U0/γ0, resulting in a

deviation of the modeled turbulent Prandtl number. The deviation is larger on the hot

side, since the model does not account for radiative field fluctuations (indeed, to con-

sider a constant D/U ratio implies that radiative fluctuations have no effect on θ′). As

it will be shown in sections 3.3.3 and 3.4, the direct effect of radiation on thermal tur-

bulence is directly proportional to the cube of the mean temperature, causing a larger

deviation on the hot side.

This mechanism is confirmed by scaling PU and RU with γR , as shown in figure 3.8.

As is evident from the τ= 0.1 profile in figure 3.8(a), using the radiative-based scaling in

the limit of low TRI effects causes the profiles of turbulent production to collapse. This is

possible only because RU → 0 and all radiative effects on U are indirect, acting through

the modification of D, which is correctly taken into account dividing by γR . The collapse

of PU cannot be achieved when the radiative term is significant. Note that RU is of the

same magnitude of PU for larger optical thicknesses.
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Figure 3.10: root mean square profiles of emission (a) and incident radiation (b), dashed line: τ = 0.1, dashed

dotted line: τ= 1, black solid line: τ= 10.

3.3.3. TEMPERATURE VARIANCE AND FLUCTUATIONS OF RADIATIVE QUAN-

TITIES

Figure 3.9 shows temperature root mean square profiles for all cases. For the non radi-

ating case the temperature root mean square profile is symmetric with peaks near the

walls and a maximum in the center of the channel. The peaks near the walls are caused

by a high correlation of temperature fluctuations with the streamwise velocity fluctua-

tions [64]. The local maximum located in the channel core is generated by pockets of

cold and hot fluid transported from the boundaries towards the center.

The influence of radiation on the turbulent temperature field can be analysed by

means of the evolution equation for temperature fluctuations (resulting from the sub-

traction of the Reynolds averaged to the instantaneous energy equation):

∂θ′

∂t
+u j

∂θ′

∂x j
+ v ′ ∂θ

∂y
+
∂u′

j
θ′

∂x j
−
∂v ′θ′

∂y
=

1

RePr

∂2θ′

∂x2
j

−τ
E ′

RePr Pl
+τ

G ′

RePr Pl
. (3.20)

G ′ is a source of temperature fluctuation, while E ′ acts as a sink. Note that E ′ is always

positively correlated to θ′, since

E ′
= 4

[
(θ/T0 +1)4

]′
∝ θ

3
θ′ . (3.21)

As a positive θ′ fluctuation occurs a positive E ′ fluctuation follows, which increases emis-

sion and subsequently reduces temperature. The opposite is observed for negative θ′.

Therefore, E ′ acts as a stabilization phenomenon towards the temperature field, reduc-

ing temperature fluctuations. In addition, emission fluctuations are proportional to the

cube of the mean temperature, hence, in general, a higher temperature ensures higher

levels of E ′. On the other hand, G ′ counteracts the effects of E ′, and where fluctuations

of G are high, the stabilizing effect of emission is weaker, allowing for higher θ′ values.

Also the effect of G ′ is enhanced with a larger θ, as it will be explained in section 3.4.
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The near wall peak locations of θ′2 are retained for the low optical thickness case

(τ = 0.1). The radiative power fluctuations are dominated by the emission fluctuations

E ′ (figure 3.10(a)) and in conjunction with a lower temperature gradient, cause a mitiga-

tion of the temperature variance peak on the hot side. Indeed, G ′ (figure 3.10(b)) shows a

negligible contribution to equation (3.20). On the other hand, the high temperature gra-

dient occurring on the cold side increases the temperature variance near the cold wall

beyond the non radiative case. This rise in fluctuation levels is not a direct effect of radi-

ation, rather an effect of the increased production due to a higher temperature gradient

(see the discussion on temperature variance budgets in section 3.3.4). The turbulent

transport of hot and cold pockets towards the center of the channel is reduced, since

turbulent structures, directed to the core, emit radiation causing the temperature to sta-

bilize before the center is reached. As a result, the temperature variance in the channel

core is strongly damped.

For an intermediate optical depth (τ= 1), fluctuation levels are largely reduced both

on the hot and cold side due to the direct action of radiative emission, which provides

means of stabilization to temperature fluctuations. The turbulent transport of hot and

cold temperature pockets is further decreased through emission of thermal radiation,

which causes a reduction in temperature variance. In the core of the channel, near

y/δ= 1.5, incident radiation fluctuations G ′ grow larger and slightly counteract the sink

produced by E ′ (see section 3.3.4).

Interestingly, we noticed that further increasing the optical thickness to τ = 10 pro-

duces a higher level of temperature fluctuations than the previous radiative cases, since

temperature variance partly recovers in the core of the channel. The small peak of θ′2 at

y/δ≈ 1.5, noticed for τ= 1, grows for τ= 10 and shifts towards the center (at y/δ= 1.4).

Near-wall fluctuations are largely reduced both on the hot and cold side. This increase

in temperature variance is caused by G ′ that reaches a magnitude comparable to E ′.

In figure 3.10(b) it is possible to notice the drastic increase in incident radiation fluc-

tuations upon increasing the optical thickness. This rise is caused by the reduction of

radiative transfer length scales; incident radiation at a high optical thickness can be re-

garded mostly as a short range phenomenon, hence being heavily influenced by local

temperature fluctuations. We noticed that the peak of incident radiation fluctuations is

always located around the center of the channel. As it will be explained in section 3.4, in-

cident radiation is mostly influenced by large temperature scales, while small thin struc-

tures mostly behave as a transparent media. For this reason G fluctuations are mostly

concentrated near the channel center where temperature fluctuations are usually asso-

ciated with larger and more isotropic scales of motion, while they decrease towards the

walls where vortices are characterized by thin streaky structures.

Figure 3.11 shows the temperature fluctuations scaled with inner scaling using the

friction temperature (a) and the radiation-based friction temperature (b). In the first

case, the profiles do not show any collapse, proving that the different mechanism for

temperature flucuation production is a result of a long-range effects that cannot be ac-

counted for by using inner wall scaling. The radiation-based scaling of Vicquelin et al

[29] shows an improvement, as all profiles show the same trend. On the other hand,

as discussed in the previous section, the scaling does not account for direct effects of

radiation and, therefore, large differences are still found among all the different cases.
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Figure 3.11: Temperature fluctuation scaled with friction temperature (a) and radiation-based friction temper-

ature (b). Thick lines: hot side, thin lines: cold side. Gray solid line: no radiation, dashed line: τ = 0.1, dashed

dotted line: τ= 1, black solid line: τ= 10.

Despite the failure of this scaling, a better agreement between hot and cold side in the

same case is retrieved, suggesting that this scaling can partly account for radiative heat

transfer in cases with the same optical thickness. An additional explanation for the fail-

ure of the radiation-based scaling, which might explain deviations in θ′r ms /θtR profiles,

can be conjectured looking at scaled profiles of radiative quantity fluctuations. Figure

3.12 shows profiles of emission (a) and incident radiation (b) fluctuations normalized by

γR (note that E and G have the dimensions of a heat flux). The emission profiles show an

improved agreement when scaled by γR but have a worst collapse than θ′r ms /θtR , espe-

cially when comparing hot and cold side from the same case. This is probably caused by

the fact that E ′ ∼ θ
3
θ′ and, as seen in the previous section, θ does not scale with θtR . On

the other hand, scaled profiles of G ′
r ms pinpoint the reason of the failure of the radiative-

based scaling. G ′
r ms seems to be completely unaccounted for by the radiative-based

scaling as the growth with τ in the scaled profiles resemble very closely figure 3.10(b).

We conclude that G fluctuations are most likely the reason for the growth of RU seen in

figure 3.7. Consequently, G ′ can be assumed to be the cause of the failure of the radiative-

based scaling. This is intuitive, as all the non-local effects of radiative heat transfer are

encompassed in G, and the latter grows stronger with a higher optical thickness.

3.3.4. BUDGETS OF THE TEMPERATURE VARIANCE

Budgets of temperature variance are shown, to investigate the influence of radiation on

the turbulent temperature field. The transport equation for temperature variance in the

presence of radiative heat transfer reads:

0 =−2v ′θ′
∂θ

∂y︸ ︷︷ ︸
Pθ

+
∂

∂y

(
1

RePr

∂θ′2

∂y
− v ′θ′2

)

︸ ︷︷ ︸
φm+Tθ

−
2

RePr

(
∂θ′

∂x j

)2

︸ ︷︷ ︸
ǫm

−
2

RePr Pl
QR ′

θ′

︸ ︷︷ ︸
Rθ

, (3.22)
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Figure 3.12: Root mean square profiles of emission (a) and incident radiation (b) normalized by radiation

scaling γR . Thick lines: hot side, thin lines: cold side. Dashed line: τ = 0.1, dashed dotted line: τ = 1, black

solid line: τ= 10.

where Pθ is the turbulent production, φm is the molecular diffusion, Tθ is the turbulent

transport, ǫm is the molecular dissipation and Rθ is the radiation term. The radiation

term, in analogy with the molecular terms (φm , ǫm ), can be decomposed into a diffusion

and a dissipation term:

Rθ =−
2

RePr Pl

∂q ′
r yθ

′

∂y︸ ︷︷ ︸
φr

+
2

RePr Pl

∂θ′

∂x j
q ′

r j

︸ ︷︷ ︸
ǫr

, (3.23)

with φr radiative diffusion and ǫr radiative dissipation.

Figure 3.13(a-d) present the budgets of temperature variance of the non radiative and

the radiative channel flows, where figure 3.13(a) corresponds to no radiation, 3.13(b)

to τ = 0.1, 3.13(c) to τ = 1 and 3.13(d) to τ = 10. Contrary to profiles in figure 3.13(a),

budgets of temperature variance for the radiative flows in figures are non-symmetrical.

For the low optical thickness case, a noticeable rise in the production can be ob-

served near the cold wall, due to the increase of the temperature gradient. In order to

balance the larger production rate, molecular dissipation, molecular diffusion and tur-

bulent transport increase when compared to a non radiative case. The opposite effect is

experienced in the rest of the channel where the lower temperature gradient causes an

overall reduction in the magnitude of the budgets. The radiation terms (R, φr and ǫr )

show a negligible contribution near the boundaries. A direct effect of radiation can be

noticed in the core of the channel where radiative dissipation ǫr aids molecular dissipa-

tion in balancing production (inlay in figure 3.13(b)). Indeed, at a low optical thickness,

radiation acts mainly through the modification of mean profiles as noticed by several

previous studies [27, 30, 32], but in the center of the channel we noticed a non-negligible

direct effect of radiative dissipation.

For an intermediate optical depth, figure 3.13(c), adjacent to the hot wall, the budgets

reduce drastically, due to the lower turbulent production and the large effect of emission



3.3. MEAN FLOW STATISTICS 57

d)c)

b)a)

y/δy/δ

lo
ss

g
a

in
lo

ss
g

a
in

0.6 0.9 1.2

0 0.5 1 1.5 20 0.5 1 1.5 2

×10−4

×10−3×10−3

×10−3×10−3

−2
0
2

−2

−1

0

1

2

−1

0

1

2

3

−4

−2

0

2

4

6

−2

−1

0

1

2

3

Figure 3.13: Budgets of temperature variance, 3.13(a): non radiative channel flow, 3.13(b): τ = 0.1, inclusion
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molecular dissipation ǫm , gray dotted line: radiative diffusion φr , gray dashed-dotted line: radiative dissipa-

tion ǫr , gray solid line: radiative term Rθ
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Figure 3.14: Turbulent production of temperature variance (a) and radiative dissipation (b) normalized by γ2
R

.

gray solid lines: non-radiative channel flow, dashed: line τ = 0.1, dashed-dotted line: τ = 1, black solid line:

τ= 10

that results in lower θ′. On the cold side the same effect is observed, with an overall

reduction in budgets of temperature variance. On the contrary, in the channel core, pro-

duction rate increases. The combination of an increase in turbulent production, caused

by the rise in temperature gradient, and the rise of G ′, is balanced by the strong growth

of radiation dissipation. Molecular diffusion and dissipation experience a further re-

duction, being relevant on the cold side only. It will be shown that the appearance of

a mildly fluctuating absorption field, shifts the temperature variance towards the core

where larger structures are present (see the discussion on temperature length scales in

radiative flows in section 3.4).

By further increasing the optical thickness, figure 3.13(d), an enhancement of the

effects already noticed for τ = 1 occurs. In the whole core of the channel, an overall in-

crease in budgets’ magnitude is noticed. The molecular terms fall off, showing the com-

plete dominance of radiative terms. On the hot side, production is minimized due to the

lower mean temperature gradient and the large effect of emission that reduces θ′. All the

budgets near the hot wall reduce significantly, except for the radiative terms φr and ǫr

that increase and balance each other. Indeed, by reducing the radiation length scales,

radiative terms reduce to local quantities acting akin to molecular terms, as already no-

ticed by [23]. The production is located further away from the wall, consistently with

the shift of θr ms towards the center of the channel, observed in section 3.3.3. Turbulent

transport slightly grows in the core of the channel in order to redistribute fluctuations

produced in the new peak location (y/δ ≈ 1.7). Therefore, with increasing the optical

thickness, the relevance of molecular terms is reduced in favour of the radiative terms;

the radiative dissipation and diffusion substitute the role of the molecular dissipation

and diffusion in balancing the production. Hence, for a high enough optical thickness,

the effect of radiation is not restricted to the modification of mean quantities, but acts

directly on temperature statistics.

Figure 3.14 shows turbulent production and radiative dissipation profiles normalized

by γ2
R . For τ= 0.1, production collapses with the transparent benchmark throughout the
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Figure 3.15: Radiation term R decomposed in absorption Ra and emission term Re . gray solid lines: R,

dashed-dotted lines: Re , dashed lines: Ra . (a): τ= 0.1, (b): τ= 1, (c): τ= 10

whole extent of the channel. In the other two cases, the peaks collapse nicely, especially

near the cold wall where radiation effects are lower. However, in the center of the chan-

nel, the production profile deviates substantially. Despite εr growing with τ, we cannot

directly connect the deviation of Pθ/γ2
R with εr /γ2

R as the latter shows a maximum at

the location where the production’s collapse is satisfactory. On the other hand, it is pos-

sible to connect the deviation of Pθ in the channel center with G ′
r ms , which also reaches

a maximum in the core of the channel and is minimal near the wall. This reinforces

the observation that radiation fluctuations G ′ are the driving force of temperature field

modification as well as the reason for the failure of a possible radiation-based scaling.

The evidence collected from the analysis of the temperature variance budgets, sug-

gests that a further increase in the optical thickness would result in a further alignment

of the production with the G ′2 peak (figure 3.10(b)). Furthermore, the temperature fluc-

tuations would recover and the radiative terms (φr and ǫr ) would behave qualitatively

similar to the molecular terms (φm and ǫm ) in a transparent channel flow.

To highlight the effects of absorption and emission fluctuations, that act as a produc-

tion and dissipation term for θ2 ′, the radiative term R can also be decomposed as

R = E +A , (3.24)

where

E =−
2τ

RePr Pl
E ′θ′, A =

2τ

RePr Pl
G ′θ′. (3.25)

Figure 3.15 shows the profiles of R, E and A . As the optical thickness increases the effect

of the absorption production term grows drastically. Indeed G ′ is the cause of a modi-

fication of the thermal turbulence field, while emission fluctuations act as a dissipation

of thermal fluctuations. It can also be noticed that R,A and E increase substantially in

magnitude upon increasing the optical thickness. The reason why A peaks always in the

center of the channel, is motivated in the next section.
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3.4. SPECTRAL ANALYSIS OF TRI

Before proceeding towards discussing the results obtained for turbulent channel flow it

is useful to analytically investigate the effect of radiation on the turbulent temperature

scales in homogeneous isotropic turbulence. A mathematical derivation of scale depen-

dence of emission and absorption for a simple gray absorbing-emitting gas is outlined

below [24, 58].

A three-dimensional Fourier transformation of the fluctuating RTE, obtained by sub-

tracting the instantaneous and averaged form of equation 2.1f, presented in section 2.6,

yields

Î ′(ω) =

(
τ2

τ2 + (ω ··· s)2
− i

τ(ω ··· s)

τ2 + (ω ··· s)2

)
Î ′

b
(ω) , (3.26)

Whereω is the non dimensional wavenumber vector (ωx ,ωy ,ωz ). Since

Ĝ ′(ω) =
1

π

∫

4π
Î ′(ω)dΩ , (3.27)

and Î ′
b

(ω) 6= f (Ω) (isotropic emission), then

Ĝ ′(ω) =
Î ′

b
(ω)

π

∫

4π

(
τ2

τ2 + (ω ··· s)2
− i

τ(ω ··· s)

τ2 + (ω ··· s)2

)
dΩ . (3.28)

An analytical solution to equation 3.28 exists, leading to the formulation of the Fourier

transform of emission and absorption in homogeneous isotropic turbulence,

Ê ′(ω) = 4Î ′
b

(ω) ∝ θ
3
θ̂′(ω) , (3.29)

Ĝ ′(ω) = 4Î ′
b

(ω) ·
τ

ω
atan

(ω
τ

)
= Ê ′ · f (ω,τ) ∝ θ

3
θ̂′(ω) · f (ω,κ) . (3.30)

Absorption is spectrally related to emission in a periodic domain by the function f (ω,τ)

where ω = ||ω||. It is important to remember that, in gray gas, emission fluctuations

always lead to a sink of temperature variance, while absorption fluctuations cause a

source of temperature variance. This is not strictly true for non-gray gases, where κ′

can modify the roles of emission and absorption. Since 0 < f (ω,τ) < 1, the sink is al-

ways predominant and, in homogeneous isotropic turbulence, the spectral effect of ra-

diation always leads to a dissipation of temperature spectrum. On the other hand, since

Ĝ ′(ω) ∝ f (ω,τ), this dissipation is heavily affected by both the wavenumber and the op-

tical thickness. Emission scales are proportional to temperature scales at every k since,

from a fourier transformation of E ′ ∝ θ
3
θ′ (proportionality relation (3.21)), follows that

Ê ′(ω) ∝ θ̂′(ω). Therefore, emission leads to a sink on the temperature spectra that is pro-

portional to the spectral energy at every wavenumber. On the other hand, Ĝ ′(ω) heavily

modifies the spectra, since absorption scales depend on the wavenumber as f (ω,τ) (fig-

ure 3.16). In addition, radiative effects on the turbulent temperature spectrum, both of

emission and absorption, increase with temperature since Îb
′(ω) ∝ θ

3
, as anticipated in

section 3.3.3.
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Figure 3.16: modification function f (k,τ) over wavenumber for different optical depths

The shape of f (ω,τ) highlights the different behaviour of absorption when different

temperature length scales are involved in the radiative heat transfer. If a turbulent tem-

perature structure is large enough (i.e., ω is small enough), it can be considered “opaque”,

since it is able to capture the incoming radiation. Even though small scales are able to

emit radiation, they are too thin to absorb and thus can be considered transparent to in-

coming radiation. This behaviour of temperature scales is dictated by the magnitude of

the optical thickness. For a larger τ, the ability to absorb a greater quantity of incoming

thermal radiation is extended to smaller scales. Therefore, increasing the optical thick-

ness causes the “opaque wavenumber” threshold to increase and the f (ω,τ) slope to

diminish (figure 3.16). Additionally, the effects of absorption and emission are amplified

by the optical thickness τ, since Q̂R ′
= τ(Ê ′−Ĝ ′).

From this analysis we conclude that: (1) the absorption reduces Q̂R ′
(ω) resulting in a

source of temperature variance, while emission increases Q̂R ′
(ω), causing a dissipation

of temperature fluctuations. (2) at a low optical thickness, a non-negligible effect of G is

observed only on the larger scales, while the higher frequency fluctuations are still dom-

inated by the effect of emission. (3) upon increasing the optical thickness, absorption

length scales are reduced and are hence more correlated with temperature scales. There-

fore, absorption is able to contrast emission effects up to larger wavenumbers. When

the optically thick limit is reached Ĝ ′(ω) = Ê ′(ω) over all significant wavenumbers. (4)

the combined effect of emission and absorption, for a κ large enough, results in a with-

drawal of energy at a constant rate throughout the scales due to emission and a preferen-

tial accumulation of energy on the larger scales due to the effect of absorption. The tem-

perature spectrum’s slope steepens as a result. (5) modifying the significative wavenum-

bers of temperature in the system (i.e., increasing Re or Pr ) results in a modification of

the radiation effects over the turbulent temperature spectra due to the wavenumber de-

pendency of f (ω,τ). (6) a higher mean temperature results in an enhancement of both

emission and absorption effects on the turbulent temperature spectrum.
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Figure 3.17: Pre-multiplied, normalized turbulent temperature spectra contours kSθθ(ω)/θ′2. On the left

hand side spanwise spectra are shown while streamwise spectra are on the right hand side. Lines correspond

to non radiative case, while background contour correspond to: (a): τ = 0.1; (b): τ = 0.1; (c): τ = 1; (d): τ = 1;

(e): τ= 10; (f): τ= 10
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3.4.1. TEMPERATURE SPECTRA IN TURBULENT RADIATIVE CHANNEL FLOWS

In inhomogeneous anisotropic turbulence the turbulent temperature spectra will be dif-

ferent based on the location and the direction considered. In particular, in a turbulent

channel flow with isothermal hot and cold walls, turbulent temperature structures are

thin and streaky near the walls and somewhat larger and isotropic in the core (i.e, are

characterized by a spectrum with energy concentrated at relatively small ||ω|| while ex-

hibiting the same trend in ωz and ωx ).

Since temperature structures are not homogeneous, different radiative effects will apply

in different zones. In particular where large and more isotropic structures are present,

absorption will be more effective, retaining the emitted thermal energy, while where

structures are thin and streaky (near the walls), emission will dominate, redistributing

energy towards/from the walls and the center of the channel.

Figure 3.17 shows the comparison of the normalized pre-multiplied temperature spec-

tra, in the spanwise and streamwise direction, between radiative cases (background con-

tours) and the non radiative case (line contours). When τ = 0.1, figures 3.17(a) and (b),

the whole channel is optically thin, therefore emission dominates over absorption and

no significant change in energy redistribution can be noticed. For τ = 1, figures 3.17(c)

and (d), a slight steepening of the spectra can be noticed in the core of the channel. In-

deed, when increasing optical thickness to τ= 10, figures 3.17(e) and (f), large structures

located in the center of the channel become opaque. This causes the emitted radiation

to be reabsorbed within the large scales. We therefore observe that, in the core of the

channel, the large, isotropic temperature scales grow in size and intensity, due to the

action of radiative absorption.

The spanwise turbulent temperature spectra at the location y/δ = 1.4, y/δ = 1.93

and y/δ = 0.054 (location of temperature variance peaks) are shown in figures 3.18(a),

3.18(c), 3.18(e), respectively, while figures 3.18(b), 3.18(d), 3.18(f) show streamwise tur-

bulent temperature spectra at the same locations. By analysing figures 3.18(a) and 3.18(b),

it is possible to notice that for a low optical thickness, case τ = 0.1, the thermal fluctu-

ations are reduced proportionally throughout the whole spectrum and the slope is not

significantly affected. This emphasizes that absorption does not play a significant role

and that radiation affects the temperature spectrum through the emission TRI. A further

decrease in overall thermal fluctuation intensity can be observed for τ= 1, with a larger

fluctuation reduction concentrated at large wavenumbers (i.e., within the small scales).

The modification of the turbulent temperature spectrum for τ = 1 proves that the in-

crease of G ′2 mostly affects large scales, while at small wavelength the stabilizing action

of emission remains unaffected by absorption. Upon increasing the optical thickness

(τ = 10) the temperature fluctuations located in the low wavenumber region grow be-

yond the level of a non radiative case. We conclude that, due to the emission-absorption

process, radiation energy emitted at small scales is absorbed by the low wavenumber

range. The reduction of fluctuation due to emission is further amplified at high wavenum-

bers, confirming the previous observation of optically thin behaviour at the small scales.

Figures 3.18(c)-3.18(d) depict turbulent temperature spectra for all cases at y/δ =

1.93. In the streamwise direction (figure 3.18(d)), due to the low level of incident radi-
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Figure 3.18: Turbulent temperature spectra Sθθ for different locations; left hand side: spanwise spectra; right

hand side: streamwise spectra. Gray solid line: no radiation, dashed line: τ = 0.1, dashed dotted line: τ = 1,

black solid line: τ= 10.
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Figure 3.19: Schematic diagram of TRI in anisotropic turbulence. The solid lines show a qualitative represen-

tation of temperature structures (assuming positive temperature fluctuation for simplicity), while the dashed

circles show the characteristic length scale of radiation. Radiative emission is isotropic (i.e., emission occurs

similarly in every direction). The influence of dimension and anisotropy of temperature structures is high-

lighted. The more isotropic the structure (near the centerline), the more efficient it is in absorbing the radi-

ation emitted within itself, whereas anisotropic structures (near the walls) will dissipate their energy towards

the lower temperature surroundings. A larger τ would reduce the dimensions of the dashed circle that would

eventually fit in smaller anisotropic scales.

ation fluctuations, we observe a constant rate dissipation throughout the whole spec-

trum, except for τ = 0.1 where the higher temperature gradient produces higher θ′ (see

section 3.3.4). In the spanwise direction, the same behaviour as for the streamwise di-

rection is noticed, with the exception of τ= 10 where in the low wavenumber range ab-

sorption partly contrasts the dissipation effects of emission.

Finally, figures 3.18(e) and 3.18(f) show the spanwise and streamwise spectra at y/δ =

0.0545, respectively. Qualitatively the slopes of the spectra are much similar to what is

observed for y/δ = 1.93, but all effects are enhanced by the higher mean temperature

that increase radiative effects (as discussed in section 3.4). It is crucially important to

point out that the results analysed in this section must be related to the observation of

the impact of TRI discussed in section 3.3.4. There it is shown that the direct effect of

radiation grows dramatically with an increase in τ, and therefore the impact of radiation

on temperature at a low optical thickness (τ= 0.1) is not only connected to direct effects,

since also the modification of the mean temperature profile plays a large role.

Therefore, we summarize that: (1) for a low optical thickness the TRI effect mainly

translates in a dissipation of thermal turbulence throughout the whole spectrum. For

a higher optical thickness, besides dissipating fluctuations, TRI produces a withdrawal

of energy from the small scales by the action of emission that is then deposited within

the large scales through absorption. A steepening of the turbulent temperature spec-

trum thus occurs as a consequence of the accumulation of energy in the low frequency

range. (2) Since radiative emission is isotropic, high anisotropy of temperature struc-

tures reduces absorption effects. (3) The accumulation of energy in large thermal ed-

dies is noticed only in the core of the channel where large and isotropic structures are

present. In the near wall region, where the growth of G ′ is inhibited by the presence

of thin and highly anisotropic structures, a localized reduction of temperature fluctua-

tion is observed for higher optical thicknesses, similarly to low optical thickness. (4) The

higher mean temperature near the hot wall results in an enhancement of the radiative
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effects.

A clear visualization of the features described above is obtained with instantaneous con-

tours of temperature fluctuations shown in figures 3.1 and 3.2.

3.5. SUMMARY

In this chapter, a comprehensive study of turbulence radiation interactions in a radia-

tive turbulent channel flow has been performed. The modification of the temperature

field upon varying the optical thickness has been investigated with the aid of temper-

ature variance budgets and turbulent temperature spectra. The results show different

magnitudes and qualitative behaviours of turbulence-radiation interactions when dif-

ferent optical depths are considered, and highlight particularly the contrasting effects of

radiative absorption and emission on TRI.

For a low optical thickness (τ = 0.1) the role of absorption is limited to the modifi-

cation of mean profiles since incident radiation (G) is not influenced by local thermal

fluctuations. On the other hand, emission affects the whole temperature spectrum, sta-

bilizing temperature and reducing thermal fluctuations mainly in the channel core. The

direct effect of radiation on temperature variance is thus linked only to emission, and

has a relatively small impact due to the low absorption coefficient. For an intermediate

case (τ = 1) the effects are amplified and a strong depletion of the thermal fluctuation

field is noticed because of emission. When increasing the optical depth to moderately

optically thick levels (τ = 10), temperature variance shows a large influence on absorp-

tion due to a stronger local coupling between temperature and incident radiation. When

τ= 10, energy is withdrawn from the whole spectrum due to a tight coupling of emission

and temperature fluctuations, and it is accumulated on the large scales that are more

sensitive to absorption fluctuations. The effect of a larger absorption fluctuation field is

then translated in a modification of TRI. Radiative fluctuations are not only restricted to

dissipating temperature fluctuations, but also cause a redistribution of fluctuations over

the temperature scales.

The effect of anisotropic turbulence results in a reduction of the aforementioned TRI

transition near the boundaries where the thin streaky structures are not able to retain

the emitted thermal radiation. In the center of the channel on the other hand, the larger

isotropic structures can absorb and contain the redistributed energy.

Furthermore, a study of the budgets of temperature variance shows that with an in-

crease in the optical thickness, the direct effect of radiation on temperature statistics

grows drastically, replacing the role of molecular terms in dissipating and redistributing

temperature variance. The radiative term (Rθ) has been investigated, in analogy with

molecular terms, by decomposition in two quantities, namely radiative diffusion φr and

radiative dissipation ǫr . As the optical thickness is increased, we observed a similarity

between the behaviour of radiative and molecular terms.

Finally, we proved that, due to the non-local effect of long range heat transfer, en-

compassed in the incident radiation fluctuations, a collapsing of mean profiles via direct

scaling is not possible, irrespective of the scaling chosen.



4
SCALING OF

TURBULENCE-RADIATION

INTERACTIONS

As demonstrated in the previous chapter, TRI plays a central role in shaping the temper-

ature field in radiatively participating turbulent flows, but it is difficult to predict due to

the unfeasibility of finding a direct temperature scaling in radiative environments. In this

chapter we obviate to this problem by proposing a suitable approximation to the radia-

tive field fluctuations which provides a quantitative assessment of the TRI phenomena.

The mathematical model is developed for gray gas and validated with gray gas DNS cases.

Part of the contents of this chapter appeared in the following publications, Silvestri, Roekaerts and Pecnik, As-

sessing turbulence radiation interactions in turbulent flows of non-gray media, J. Quant. Spectr. Rad. Transf.,

233 (2019), 134–148. [65]
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Figure 4.1: Schematic diagram of TRI in flow affected by radiative heat transfer. These relations will retain

their validity in compressible turbulent flows. We did not investigate the effect of turbulence on radiation

(θ′ → E ,G , shown as dashed) since it is reported to be negligible for non reactive flows [15, 22, 29, 32]. While E ′

is directly connected to θ and θ′, the connection between θ, θ′ and G ′, occurs in a spectral domain, since G is

a long-range variable, dependent on the whole temperature field.

4.1. INTRODUCTION

A simple diagram summarizing the effects of TRI on temperature fluctuations is shown

in figure 4.1. Both mean and fluctuating radiative quantities have an effect on tempera-

ture statistics. While mean radiation indirectly affects θ′ through the modification of θ,

fluctuations of E and G have a direct effect on θ′.

In the previous chapter we have demonstrated that turbulence-radiation interactions

prevent the scaling of the temperature field and heat fluxes due to the direct effect of

radiative fluctuations. Since a direct scaling is impossible, predictive capabilities in flows

affected by TRI are hampered. For this reason, in this chapter we provide a new approach

to TRI scaling by directly estimating some TRI quantities. To generalize, figure 4.1 shows

the pathways of TRI in presence of a variable absorption coefficient. In case of a variable

κ, equation 3.20 yiels

∂θ′

∂t
+u j

∂θ′

∂x j
+v ′ ∂θ

∂y
+
∂u′

j
θ′

∂x j
−
∂v ′θ′

∂y
=

1

RePr

∂2θ′

∂x2
j

−
κ

RePr Pl

(
E ′

−G ′
)
−

κ′

RePr Pl

(
E −G

)
.

(4.1)

In the above equation second order quantities containing κ′−E ′−G ′ have been omitted.

As demonstrated in the previous chapter, the largest effect of radiative fluctuations on

θ is due to the modification of θ′ and the consequent change in turbulent heat trans-

fer (θ → κ′,E ′,G ′ ↔ θ′ → θ). In particular, the blue arrows in figure 4.1 highlight the

dominant mechanism of TRI which prevents the possibility of scaling. In order to quan-
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tify and model this TRI mechanism, it is necessary to provide approximations for the

fluctuations of radiative quantities depicted in the bottom right block of figure 4.1. For

this reason, this chapter focuses on quantitatively assessing the pathways highlighted in

blue, which are qualitatively and mechanistically described in the previous chapter. This

assessment is done here for gray gases and will be extended to non-gray gases in the next

chapter.

4.2. APPROXIMATING RADIATIVE FIELD FLUCTUATIONS

TRI manifests in the appearance of a fluctuating radiative field. As such, in this section

we will derive mathematical relations to express the fluctuations of radiative quantities.

We will test these relation in the following sections using DNS data to prove the validity

of the assumptions employed. Referring to equation (3.4) and the bottom left box of

diagram 4.1, the quantities that require estimation are

E ′ , κ′ , G ′ . (4.2)

Since radiative field fluctuations appear as a consequence of temperature fluctuations,

we propose a simple approach based on linear relations that takes the following form

E ′
≈ fEθ

′ , κ′
≈ fκθ

′ , G ′
≈ fGθ

′ , (4.3)

where the coefficients of proportionality fκ, fE and fG only depend on mean quantities

and are independent of θ′.

4.2.1. APPROXIMATING E ′

Given equation (3.2), emission fluctuations are defined as

E ′
= E −E = 4

(
θ

T0
+1

)4

−4

(
θ

T0
+1

)4

. (4.4)

By substituting the definition of the Reynolds decomposition of θ = θ′+θ and rearrang-

ing the terms with the same order of θ′, it is possible to obtain

E ′
=

(
16θ

3

T 4
0

+
48θ

2

T 3
0

+
48θ

T 2
0

+
16

T0

)
θ′+

+

(
24θ

2

T 4
0

+
48θ

T 3
0

+
24

T 2
0

)
(θ′

2
−θ′2)+

+

(
16θ

T 4
0

+
16

T 3
0

)
(θ′

3
−θ′3)+

+

(
4

T 4
0

)
(θ′

4
−θ′4) .

(4.5)
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Considering only the first order terms, θ′, the first coefficient of proportionality fE is

defined as

fE =
16θ

3

T 4
0

+
48θ

2

T 3
0

+
48θ

T 2
0

+
16

T0
. (4.6)

4.2.2. APPROXIMATING κ′

To develop the model, we take the Planck mean absorption coefficient as general repre-

sentation of absorption coefficient variation for gray gases (the extension for non-gray

gases will follow in the next chapter). Usually, κ is directly proportional to pressure and

non-linearly related to temperature. Here (since we deal with an isobaric channel flow)

we assume that κ depends only on temperature as a 5th order polinomial function of

T ∗−1 (as shown in [66]). It is important to point out that this fit is realistic and achiev-

able also in case of a non-gray gas. Therefore,

κ= δ∗
(
c0 +

( c1

T ∗

)
+

(
c2

T ∗2

)
+

(
c3

T ∗3

)
+

(
c4

T ∗4

)
+

(
c5

T ∗5

))
, (4.7)

where c0 −c5 are the fitting constants. In order to derive fκ, we will use the dimensional

temperature T ∗, with its mean T ∗ = T ∗
c +θ∆T ∗ and its fluctuation as T ∗′ = θ′∆T ∗. The

asterisk will be dropped hereafter for the sake of simplicity. By assuming low tempera-

ture fluctuations, T ′/T ≪ 1 (invalid for reactive flows), and by performing a Taylor ex-

pansion (neglecting higher order terms), it is possible to show that 1/T α ≈ 1/T
α

. There-

fore, the average of equation (4.7) can be approximated as

κ≈ δ∗
(
c0 +

c1

T
+

c2

T
2
+

c3

T
3
+

c4

T
4
+

c5

T
5

)
. (4.8)

Using the Reynolds decomposition for κ′ = κ−κ, it is possible to approximate κ′ us-

ing (4.8). Starting with the terms containing T −1, one obtains, by assuming that T ′T ≪

T
2

,

c1

(
1

T
−

1

T

)
= c1

(
T −T

T T

)
≈−c1

T ′

T
2
=−c1

∆T

T
2
θ′. (4.9)

Accordingly, the terms with T −2 can be expressed as

c2

(
1

T 2
−

1

T
2

)
= c2

(
T ′2 −2T T ′−T ′2

(T
2
+2T T ′+T ′2)(T

2
+T ′2)

)
. (4.10)

Again, neglecting smaller terms in both the denominator (≈ T
4

) and the numerator

(2T T ′ ≫ T ′2 −T ′2) yields

c2

(
1

T 2
−

1

T
2

)
≈−c2

2∆T

T
3
θ′ . (4.11)
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In the same fashion it is possible to demonstrate that

c3

(
1

T 3
−

1

T
3

)
≈−c3

3∆T

T
4
θ′ ,

c4

(
1

T 4
−

1

T
4

)
≈−c4

4∆T

T
5
θ′ ,

c5

(
1

T 5
−

1

T
5

)
≈−c5

5∆T

T
6
θ′ .

(4.12)

Combining the above expressions, the second function is given by

fκ =−δ∗
(
c1

∆T

T
2
+c2

2∆T

T
3

+c3
3∆T

T
4

+c4
4∆T

T
5

+c5
5∆T

T
6

)
. (4.13)

4.2.3. APPROXIMATING G ′

Owing to the non-local nature of incident radiation G, and the conclusions of chapter 3,

it is convenient to express the G ′ relation with the temperature field in the wavenumber

domain (i.e., Fourier transformed), rather than in spatial domain. This derivation will

follow very closely the one performed in section 3.4 for the case of a uniform κ and is

similar to the approach taken by Soufiani in [26]. For the sake of simplicity, it is useful

to first assume isotropic turbulence and then to generalize the relations for anisotropic

cases. The derivation will be performed for a gray gas, and the extension for non-gray

gases will follow in section 5.5.1. In the case of homogeneous isotropic turbulence with

a gray gas, the Fourier transform of incident radiation fluctuations simply yields

Ĝ ′(ω) =
1

π

∫

4π
Î ′(ω)dΩ , (4.14)

where the hat indicates a three dimensional, spatial Fourier transform of an underlying

quantity, andω is the wavenumber vector. The RTE for the fluctuating component of the

intensity (I ′ = I − I ) in spatial domain reads

s j
∂I ′

∂x j
= κI ′b +κ′I b +κ′I ′b −κI ′−κ′I −κ′I ′+ (κ′I ′

b
−κ′I ′) , (4.15)

which after applying the Fourier transform gives

i (s jω j )Î ′ =κÎ ′b + κ̂′I b −κÎ ′− κ̂′I . (4.16)

Second order terms, κ′I ′
b

and κ′I ′, can be neglected in non-reactive turbulent flows, as

demonstrated in Refs. [21, 22, 29, 31]. The Fourier transform of the intensity fluctuation

Î ′ can then be expressed explicitly as

Î ′ =
κÎ ′b + κ̂′I b − κ̂′I

κ+ i (s jω j )
. (4.17)
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By substituting this relation back into (4.14), the Fourier transformed incident radiation

fluctuations can be written as

Ĝ ′ =
κÎ ′b

π

∫

4π

1

κ+ i (s jω j )
dΩ

︸ ︷︷ ︸
G1

+
κ̂′I b

π

∫

4π

1

κ+ i (s jω j )
dΩ

︸ ︷︷ ︸
G2

−
κ̂′

π

∫

4π

I

κ+ i (s jω j )
dΩ

︸ ︷︷ ︸
G3

. (4.18)

In order to solve the integrals, it is convenient to split them into a real and an imaginary

part as done in section 3.4. The integrand in both G1 and G2 can then be written as

1

κ+ i (s jω j )
=

κ

κ2
+ (s jω j )2

− i
(s jω j )

κ2
+ (s jω j )2

. (4.19)

Using again a variable transformation µ= (s jω j )/ω, allows to integrate both terms to

∫

4π

κ

κ2
+ (s jω j )2

dΩ=
4π

ω
atan

(ω
κ

)
, (4.20)

∫

4π

(s jω j )

κ2
+ (s jω j )2

dΩ= 0 . (4.21)

where ω = ‖ω‖. Note, the integral of the imaginary part is zero, such that the final ex-

pressions for G1 and G2 are

G1 = 4κ
Î ′b

ω
atan

(ω
κ

)
, (4.22)

G2 = 4I b
κ̂′

ω
atan

(ω
κ

)
. (4.23)

The term G3 requires a different treatment due to the presence of the non-isotropic

quantity I . As a crude approximation, let us assume an isotropic I field, i.e. I being

independent of Ω. The implications of this approximation will be discussed in the fol-

lowing chapter. In this case, the integration gives an equivalent result as for G1 and G2

above, namely

G3 ≈ 4I
κ̂′

ω
atan

(ω
κ

)
. (4.24)

Since I has been assumed isotropic, the mean incident radiation reduces to G = 4I , such

that

G3 ≈G
κ̂′

ω
atan

(ω
κ

)
. (4.25)

Finally, the sum of the three individual terms gives the approximation of the incident

radiation fluctuations in a Fourier transformed domain

Ĝ ′ ≈κ
Ê ′

ω
atan

(ω
κ

)
+E

κ̂′

ω
atan

(ω
κ

)
−G

κ̂′

ω
atan

(ω
κ

)
, (4.26)

where 4Ib has been replaced by E in the first and second term. Equation (4.26) relates

the Fourier transform of G ′ to Ê ′ and κ̂′. In particular, these are scaled by a real func-

tion of the wavenumber (1/ω ·atan(ω/κ)). The lack of an imaginary part in the scaling
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function implies that Ĝ ′ has no direct phase shift when compared to Ê ′ and κ̂′. The ro-

tational phase shift produced by the presence of an imaginary part can only be caused

by the long-range action of I in G3, which propagates local absorption coefficient fluc-

tuations from other directions. However, by employing the isotropic assumption, the

mean intensity (I ), which couples the local κ′ to G ′, is considered equal coming from all

directions.

To obtain a closed expression for Ĝ ′ as a function of θ′, it is necessary to replace ω

with one characteristic value, namely ωc . After collecting terms with κ′ and replacing ω

with ωc , equation (4.26) can be written as

Ĝ ′ ≈
κ

ωc
atan

(ωc

κ

)

︸ ︷︷ ︸
not f (ω)

·Ê ′+
E −G

ωc
atan

(ωc

κ

)

︸ ︷︷ ︸
not f (ω)

·κ̂′ . (4.27)

This entails that the shape of the G spectrum is entirely defined by the E and κ spectra.

We point out that, as seen in section 3.4, this is not necessarily true, but this model en-

compasses the different shape of the spectra in the parameter ωc such that we preserve

the integration over the wavenumbers. If this is done, an inverse Fourier transform of

equation (4.27) yields

G ′
≈

κ

ωc
atan

(ωc

κ

)
·E ′

+
E −G

ωc
atan

(ωc

κ

)
·κ′ . (4.28)

Substituting E ′ = fEθ
′ and κ′ = fκθ

′ yields

G ′
≈

(
κ

ωc
atan

(ωc

κ

)
· fE +

E −G

ωc
atan

(ωc

κ

)
· fκ

)
·θ′ . (4.29)

and finally the expression for the third and last coefficient of proportionalty fG can be

stated as follows

fG =

(
fEκ+ fκ(E −G)

ωc

)
atan

(ωc

κ

)
. (4.30)

4.2.4. DETERMINING ωc FOR ANISOTROPIC TURBULENCE

To obtain a formal expression for equation (4.28), the parameter ωc , which represent the

length scale of the average energy-containing temperature structure, requires a closure.

In homogeneous isotropic turbulence it can be defined as the expected value ofω based

on the normalized turbulent temperature power density spectrum.

ωc =

∥∥∥∥∥

∫
∞

0

ωSθθ(ω)

θ′2
dω

∥∥∥∥∥ , (4.31)

where Sθθ is the spectrum of temperature fluctuations. Note, temperature has been

chosen since κ and E are fully defined by θ. The integrand in equation (4.31) represents

the normalized distribution of temperature fluctuations over all scales (shown in figure
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Anisotropic structure
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Figure 4.2: Illustration of radiative effects on anisotropic structures in media with different κ values. Lx , Lz

and LR are the length scales in the streamwise direction, in the spanwise direction and for radiative transfer,

respectively. The dashed circle represents the model isotropic structure described by ωi so
c (independent of κ).

The red circle shows the correction to properly reflect the anisotropic structure.

3.17), and, as such, it is an appropriate choice to define the length scale of the energy

containing eddies.

In a channel flow, however, temperature structures are anisotropic due to the pres-

ence of walls. In mathematical terms this means that the inhomogeneous wall-normal

direction does not allow the application of the Fourier transform in equation (4.15) in all

spatial directions. As such, ∂y Î ′ would remain in equation (4.16), preventing the deriva-

tion of an analytic solution. To overcome this, we will only account for the anisotropic

temperature structures in the turbulent flow and assume that the fluctuations of the in-

cident radiation emerge from an unbounded domain without the presence of walls.

If we follow the same approach as in homogeneous isotropic turbulence, the dimen-

sion of the scales can be inferred from the one-dimensional temperature spectrum in

span-wise and stream-wise directions. The resulting ωi so
c is then obtained as

ωi so
c =

[(∫
∞

0 ωxSθθ(ωx )dωx

θ′2

)2

+

(∫
∞

0 ωzSθθ(ωz )dωz

θ′2

)2]0.5

. (4.32)

As described in section 3.4, anisotropic temperature structures are associated with an

absorption penalty due to a “non-spherical surface to volume ratio” when compared to

the isotropic nature of radiative emission. Figure 4.2 shows an example of an anisotropic

structure immersed in flows of different absorption coefficients (increasing from left to

right). LR represents the mean-path length of radiative heat transfer which is inversely

proportional to κ. Ifκ is much smaller than the structure’s wavenumbers (figure 4.2, left),

radiation escapes almost equally from all directions. It is clear that an isotropic struc-

ture with wavenumber ωi so
c results in an equivalent behaviour, since the shape of the

structure does not influence the absorption process. On the other hand, if κ−1 is com-

parable to the length scales of the temperature structure (center), radiation is allowed to

escape in one direction, while being absorbed in another. However, the isotropic struc-

ture described by ωi so
c (dashed circle in figure 4.2), results in a complete absorption in

all directions. In this case, a more suitable approximation would be a smaller isotropic

structure which allows for escaping radiation, as shown by the red circles in figure 4.2.
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z
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z
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x/δx/δ

Figure 4.3: Visualization of the “collapsing” procedure that retrieves a characteristicωc to describe the radiative

field. On the left: temperature fields at y/δ = 1.1 (top) and y/δ = 1.97 (bottom). On the right: corresponding

single mode fields denoted by ωc .

Therefore, it is necessary to increase ωi so
c to account for this effect. It is crucial to notice

that the correction of ωi so
c must be larger as κ grows, as demonstrated in figure 4.2 by

comparing the central and right image. As a first approximation, it is possible to correct

for the structure’s anisotropy by including the radiative length scale LR in the definition

of ωc . By doing so, the increase of the absorption penalty with increasing κ is naturally

included. Incorporating LR in ωc results in

ωc ∝

√
Lx

−2 +Lz
−2 +LR

−2 . (4.33)

However, it yet has to be decided how much absorption to account for when defining the

radiative length scale. From Beer’s law, LR can be expressed as

LR =−
ln(X )

κ
, (4.34)

where X is the remaining radiative intensity after a certain distance LR (in percentage).

Mathematically speaking, complete absorption occurs at LR → ∞, which would result

in ωc = ωi so
c . If 90% of absorbed radiation is accounted for, the corrected characteristic

wavenumber can be expressed as

ωc =

[(∫
∞

0 ωxSθθ(ωx )dωx

θ′2

)2

+

(∫
∞

0 ωzSθθ(ωz )dωz

θ′2

)2

+

(
κ

ln(10)

)2
]0.5

. (4.35)

An example of approximating all wavenumbers by one characteristic isotropic mode

is visualized for the flow in a turbulent channel in figure 4.3. The contours on the left
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Figure 4.4: Comparison between emission fluctuations from DNS (symbols) and estimated using eq (4.36)

(lines). a): constant absorption coefficient cases, b): variable absorption coefficient cases. Diamonds: τ= 0.1.

Squares: τ= 1. Circles: τ= 10.

show the temperature field at two wall parallel planes, namely at a plane close to a chan-

nel center (top) and a plane close to a wall (bottom). The contours on the right show the

corresponding isotropic fields “seen” by the approximation of G ′. These are character-

ized by a single mode described by ωc as calculated by equation (4.35) (the amplitude of

the field is completely irrelevant since ωc provides only a scaling parameter). Consistent

with the theory developed in the previous chapter, and the above reasoning, the domi-

nant mode of anisotropic structures at y/δ= 1.97 correspond to the largest wavenumber

of the field.

4.3. VALIDATING THE LINEAR RELATIONS FOR GRAY GASES

The linear relations derived in the section above, are here validated with the three con-

stant κ, gray cases discussed in chapter 3, as well as three additional gray cases with

variable density and absorption coefficient, given in table 4.1.

Table 4.1: Description of the test cases

Cases Re Pr Pl T0 ρ κ τ

gray-ρ01 3750 1 0.03 1.5 T0/(θ+T0) eq. (4.7) 0.1

gray-ρ1 3750 1 0.03 1.5 T0/(θ+T0) eq. (4.7) 1

gray-ρ10 3750 1 0.03 1.5 T0/(θ+T0) eq. (4.7) 10

The coefficients c0 − c5 for equation (4.7) are taken from the model of the Planck

mean absorption coefficient of water vapour detailed by the Sandia laboratories [66].

These additional gray cases are used here only for validation purposes. An extensive

description of the physics involved in these cases is presented in the next chapter while
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Figure 4.5: Comparison between incident radiation fluctuations from DNS (symbols) and estimated using eq

(4.36) with ωi so
c (eq. (4.32), dashed lines) and ωc (eq. (4.35), solid line). a): constant absorption coefficient

cases, b): variable absorption coefficient cases. Diamonds: τ= 0.1. Squares: τ= 1. Circles: τ= 10.

discussing the effects of a variable absorption coefficient. Figures 4.4, 4.5 and 4.6 show

the comparison between the radiative quantities (E ′
r ms , G ′

r ms , κ′
r ms ) and the estimations

provided by the following

E ′⋆

r ms = fEθ
′
r ms , G ′⋆

r ms = fGθ
′
r ms , κ′⋆

r ms = fκθ
′
r ms . (4.36)

The star superscript (here and in the following chapters) indicates an estimation. The

right hand side of relations in (4.36) is calculated directly from DNS data. Emission fluc-

tuations are shown in figure 4.4. As emission is independent of optical thickness, the

accuracy of the approximation depends only on the magnitude of thermal fluctuations.

From the results, it seems that in a non-reactive turbulent flow, emission fluctutions are

very well predicted by their first order Taylor expansion. Figure 4.5 shows fluctuation of

incident radiation. G ′ is the key quantity in TRI and the most difficult to predict as it

depends both on turbulent structures and optical thickness. Figure 4.5 proves that the

radiative field fluctuations are well represented by the derived relation. In particular, the

accuracy of the approximation increases as the optical thickness grows. This is because

the assumptions employed to obtain equations (4.28-4.35) neglect the presence of a wall.

Indeed, if the optical thickness is large enough, the wall presence is less impactfull. Con-

veniently, G ′
r ms is larger (and more influent) at a larger optical thickness, requiring a

more accurate approximation. G ′
r ms is estimated using both ωi so

c (dashed line), and ωc

(gray solid line). Except for large optical thickness cases (τ = 10), the two profiles collapse

onto each other. This shows that it is necessary to correct for anisotropic structures only

if LR .ω−1
z , meaning if the optical thickness is large enough (see figure 4.2). Finally, κ′

r ms

are shown in figure 4.6 normalized by optical thickness for the variable absorption coef-

ficient cases. As for emission fluctuations, κ′ is not dependent on the radiative transfer

process and is well represented by its first order approximation.

Figure 4.7 shows a comparison between the radiative terms that dominate TRI, ob-
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tained by DNS and estimated from

E
⋆
=−

2τ

RePr Pl
fEθ′

2 , A
⋆
=

2τ

RePr Pl
fGθ′

2 , (4.37)

for the constant absorption coefficient cases. As proved by figure 4.7, the derived ap-

proximations provide good estimations also for temperature-radiation correlations.

Classically, TRI has been studied with the use of correlations that describe the influ-

ence of radiative field fluctuations. In particular, the focus has always been on identify-

ing the deviation of the radiative heat source from the one obtained by mean quantities.

This corresponds to investigating the κ′,E ′,G ′ → θ path in figure 4.1. The definition of

TRI correlations follows from the averaging of equation (3.4)

Q
R
=κ ·E −κ ·G + κ′E ′︸︷︷︸

emission TRI

− κ′G ′
︸︷︷︸

absorption TRI

, (4.38)

where the last two terms are the TRI contributions divided into emission and absorption

TRI. The correlations, relate the magnitude of the TRI terms to the averaged terms, as

done in [20]

RκE ≡−
κ′E ′

κ ·E
, RκG ≡−

κ′G ′

κ ·G
. (4.39)

These can be estimated using temperature variance and the derived linear relations as

R⋆

κE =−
fκ fE

κ ·E
θ′2 , R⋆

κG =−
fκ fG

κ ·G
θ′2 . (4.40)

Figure 4.8 shows the above defined TRI correlations obtained by DNS, in the vari-

able absorption coefficient cases, compared to the modeled terms. The figures show an

excellent agreement in all cases. Note that, indeed, the magnitude of the correlations
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4.4. SUMMARY 81

is relatively low O(10−3)−O(102) confirming that the direct influence of radiative fluc-

tuations on the mean temperature, as stated in chapter 3, is negligible in non-reactive

turbulent flows.

Finally, the derivations performed in section 4.2.3 rely on a Fourier transformation of

the incident radiation. In doing so, the modes of G are related to the E and κ modes. It

is necessary, therefore, to verify if the derivations hold also in a Fourier transformed do-

main, before the inverse Fourier transform, equation (4.28), is performed. From equa-

tion (4.27), by neglecting the influence of absorption coefficient modes, we obtain

Ĝ ′ ≈

( κ

ωc
atan

ωc

κ

)
· Ê ′ . (4.41)

The approximation of the incident radiation turbulent spectrum follows

SGG ≈S
⋆

GG =

( κ

ωc
atan

ωc

κ

)2

·SEE , (4.42)

where S
⋆

GG is the model for the incident radiation spectra. Equation (4.42) entails that

the shape of SGG is the same as for the E spectrum. As explained in chapter 3 this is

not necessarily true, but it is a more appropriate approximation as τ grows. Coinci-

dentally, a relevant level of G ′ is found only at high τ. In general, as the G spectrum

increases in value it approaches SEE , which is the limit in the case τ → ∞. Figure 4.9

shows the streamwise and spanwise pre-multiplied turbulent incident radiation spectra

for the different cases, in the center of the channel (y/δ = 1) and near the walls (y/δ = 0.2,

y/δ= 1.8). As seen by figure 4.9, approximating the incident radiation spectra with SEE

is a reasonable assumption. Again, it is possible to notice that the approximation is more

accurate near the center where the influence of the walls is lower. In addition, the pre-

dicted spectrum has a peak at larger wavenumbers as, following the discussion in sec-

tion 3.4, G is more influencial on larger structures when compared to E which does not

depend on scale size. Nevertheless, the integral of the spectrum is accurately predicted.

4.4. SUMMARY

In this chapter we derived analytical relations to predict TRI in non-reactive turbulent

flows in the weak temperature fluctuation limit. For emission and absorption coeffi-

cient fluctuations, which are local quantites that do not depend on the radiative transfer

process, the first order approximation is well suited and accurate to predict fluctuation

levels. Incident radiation fluctuations are approximated by assuming that the tempera-

ture field is composed of only one characteristic length scale. This approximation works

well for large enough optical thicknesses and is reasonably accurate for the whole optical

thickness range, as it preserves the magnitude of incident radiative fluctuations.





5
VARIABLE AND SPECTRAL

RADIATIVE PROPERTIES

Real gases are intrinsically non-gray, i.e., their absorption coefficient varies depending on

the wavelength of incoming radiation. Therefore, gases are characterized by an absorp-

tion “spectrum” which is usually relatively complex and distinctive of the gas molecule (so

much that it is used as a method for gas composition identification). This chapter deals

with spectral radiation and its effect on TRI. While doing so, we derive a new spectral av-

eraging that includes turbulence informations, which can simplify the TRI description in

non-gray gases to the an ideal description comparable to gray gases.

This chapter is based on the following publication, Silvestri, Roekaerts and Pecnik, Assessing turbulence radi-

ation interactions in turbulent flows of non-gray media, J. Quant. Spectr. Rad. Transf., 233 (2019), 134–148.

[65]
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Figure 5.1: Absorption spectrum at 800 K and 1 atm for the non-gray cases: case spec-H2O (red, H2O), case

spec-CO2O (blue, CO2) and case spec-Part (gray, QG).

5.1. INTRODUCTION

As we concluded in chapter 3, TRI is highly non-linear and hard to predict due to the

counter intuitive dependency on the absorption coefficient. Traditionally, modelling

efforts for TRI have accounted for the full radiative source, but, based on the results

of the previous chapters, we highlight the necessity of separately accounting for emis-

sion and absorption. Moreover, till this point, only constant κ gray gas cases were dis-

cussed. While this is very useful to unveil the mechanics of TRI, the gray gas assumption

is unrealistic, as all gases are intrinsically non-gray – i.e. have an absorption coefficient

which varies based on the wavelength of the incoming radiation. A typical gas absorp-

tion spectrum is generally extremely complex (see figure 5.1), as it is composed of mil-

lon lines which correspond to specific quantum molecular transition (vibrational, rota-

tional, electronic...). As a consequence, a variable spectrum causes a steep increase in

TRI non-linearity and poses a daunting challenge in terms of predicting TRI. The scope

of this chapter, is, therefore, to provide a universal understanding of TRI, including, first,

the effect of a variable absorption coefficient, decomposed in a mean and fluctuating

part, and, second, the impact of a spectrally varying absorption coefficient. As this last

effect significantly raises the complexity of the analysis, an additional objective of this

chapter is to derive a new spectral averaged parameter, a priori calculated, which allows

a leading order comparison between gray and non-gray gases.

5.2. CASES DESCRIPTION AND PROPERTY VARIATION

The simulated cases are seven in total, three gray cases described in table 4.1 and four

cases with spectral absorption coefficient, summarized in table 5.1. Also for the non-

gray cases, the same setup as for the previous cases is used (turbulent channel flow, see

chapter 2).

The first three cases in table 5.1 differ only in the description of radiative heat trans-

fer, while the last case (highRe-H2O) is a higher Reynolds number case with variable

thermodynamic transport properties (µ and λ) and a larger temperature difference be-

tween hot and cold wall (T ∗
c = 600, T ∗

h
= 1800, K). For each radiative case a transparent
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Table 5.1: Description of the spectrally varying cases

Cases Re Pr T0 ρ µ λ

spec-H2O 3750 1 1.5 T0/(θ+T0) const const

spec-CO2 3750 1 1.5 T0/(θ+T0) const const

spec-Part 3750 1 1.5 T0/(θ+T0) const const

highRe-H2O 16700 0.93 0.5 T0/(θ+T0) ρ−1.15 ρ−1.35

benchmark is performed with κ= 0. The employed grid consists of 192×192×192 for all

cases except for the higher Reynolds number case which is discretized on 768×416×512

mesh points in the streamwise, wall-normal and spanwise direction, respectively. The

radiative properties and numerical details for the radiation model are summarized in ta-

ble 5.2. Since a higher optical thickness requires a finer discretization, a larger number

of directions was used for case gray-ρ10 and more rays per cell were employed for case

spec-H2O. For the gray, variableκ cases, equation (4.7) has been multiplied by a constant

Cκ to achieve the desired optical thickness value. The constants c0 − c5 are taken from

the model of Planck mean absorption coefficient of water vapour described in [66]. For

the spectral cases, the optical thickness value in table 5.2 refers to the optical thickness

obtained with the Planck mean absorption coefficient calculated as

τ=
1

2

∫2

0
κp d y , where κp =

1

Ib

∫
∞

0
κνIbνdν . (5.1)

Figure 5.1 shows a reference spectrum for the spectral cases at 800 K and 1 atm. Note

that the absorption coefficient varies also with temperature. These spectra are obtained

from a high resolution spectral database [59] and are (1) the spectra of water vapour

named H2O, (2) the spectra of 10% carbon dioxide and 90% nitrogen, labelled CO2 and

(3) a synthetic spectra which mimics a multiphase medium, obtained by summing a

constant to 10% H2O spectrum, called QG for quasi-gray. These absorption spectra are

specifically designed to compare TRI in flows with different spectral variability going

from high (CO2), to medium (H2O) and low (QG).

To maintain consistency and allow a comparison between the gray and non-gray

cases, we define a reference incidence radiation such that also in cases with spectrally

varying absorption coefficient

QR
=κp (E −G) . (5.2)

Therefore, the definition of E does not change, while G reads

G =
1

κp

∫∞

0
κν

1

π

∫

4π
Iνdν . (5.3)

Note that if κ is not a function of ν, we retrieve the gray gas definition of G, equation

(3.1). Figure 5.2 shows profiles of average density (a) and absorption coefficient nor-

malized by optical thickness (b). Here, and in the rest of the chapter, if not otherwise

specified, κ and τ for non-gray cases refer to Planck mean absorption coefficient and

optical thickness, respectively. In figure 5.2 as well as in the following figures, among the
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Figure 5.2: Profiles of averaged density (a) and absorption coefficient normalized by the optical thickness (b).

Black lines: dashed gray-ρ01, dashed-dotted: gray-ρ1, solid: gray-ρ10. Gray lines: dashed: spec-Part, dashed-

dotted: spec-CO2, solid: spec-H2O. Light blue line: highRe-H2O.

Table 5.2: Parameters for the numerical modelling of radiative heat transfer

Cases Pl κ τ Method discretization

gray-ρ01 0.03 gray, eq (4.7) 0.1 FVM 96 angles

gray-ρ1 0.03 gray, eq (4.7) 1 FVM 96 angles

gray-ρ10 0.03 gray, eq (4.7) 10 FVM 384 angles

spec-H2O 0.03 H2O spectra 8.02 QMC 15·103 rays/cell

spec-CO2 0.03 CO2 spectra 2.99 QMC 9 ·103 rays/cell

spec-Part 0.03 QG spectra 2.79 QMC 9 ·103 rays/cell

highRe-H2O 0.03 H2O spectra 2.12 QMC 10·103 rays/cell

two distinct groups (gray and spectral) the dashed, dashed-dotted and solid lines will

represent, in order, the lowest to the highest optical thickness, respectively. Figure 5.2

shows that density change is rather moderate except for the highest Reynolds number

case where density varies of a factor three. In terms of absorption coefficient, the gray

cases have a factor two variation from the hot to the cold wall, while, except for case

spec-H2O which also has a factor two variation, the spectral cases have a more moder-

ate κ gradient. Finally, κ varies quite extensively in case highRe-H2O owing to the large

temperature difference between hot and cold wall. Figure 5.3 shows velocity profiles on

the cold side, where (a) shows u+
= u/ut plotted against y+ = y ·Ret , while (b) shows the

extended Van Driest transformed velocity u⋆ plotted against the semi-local coordinate

y⋆ = y ·Re⋆t with u⋆ defined as in [50]

du⋆
=

(
1+

y

Re⋆t

dRe⋆t
d y

)√
ρ

ρw
d

(
u

ut

)
, (5.4)
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Figure 5.3: Profiles of u+ (a) and u⋆ (b). Black lines: dashed gray-ρ01, dashed-dotted: gray-ρ1, solid: gray-ρ10.

Gray lines: dashed: spec-Part, dashed-dotted: spec-CO2, solid: spec-H2O. Light blue line: highRe-H2O.

where Re⋆t = Ret

√
ρ

ρw

µw

µ
, and Ret =

ρw utδ

µw
.

It is possible to notice that u+ is very similar for all the lower Reynolds number cases.

In a participating turbulent flow, velocity profiles and velocity statistics are not directly

connected to radiative heat transfer but are indirectly affected by the modification of the

density profiles. Since density variations are relatively small (40% between the hot and

the cold wall), the effects of radiation on velocity are very small. On the other hand, the

highest Reynolds number case has a different u+ profile owing to the large density varia-

tion and the transport property gradients, which is corrected by employing the extended

Van Driest transformation. Indeed, as shown by [67, 68], the extended Van Driest trans-

formation results in a satisfactory collapse of channel flows velocity profiles for cases

with different property gradients and u+ profiles.

The same normalization procedure can be implemented for the temperature field

[50]. Figure 5.4 shows the temperature field normalized using different methods. Figures

5.4(a) and (c) show the incompressible scaling used in chapter 3, where (a) is the classical

friction temperature scaling, while (c) is the radiation-based scaling introduced by [29].

Figures 5.4(b) is the extended Van Driest transformed temperature calculated as

dθ
⋆

=

(
1+

y

Re⋆t

dRe⋆t

d y

)√
ρ

ρw
d

(
θ

θt

)
(5.5)

Finally, figure 5.4(d) has been obtained by substituting θtR to θt in the above expression

to account for radiative heat transfer. As a confirmation of what has been concluded in

chapter 3, the collapse of temperature profiles is virtually non-existent even when us-

ing semi-local scaling or radiation-based scaling. This is expected since the requisite for

the above defined semi-local scaling to work is that both Prandtl and turbulent Prandtl

number have a value of 1. In these cases, despite Pr = 1, the turbulent Prandtl number

is largely modified by the presence of radiative heat transfer (see figure 3.6). Therefore,
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Figure 5.4: Normalized temperature field. Black lines: dashed gray-ρ01, dashed-dotted: gray-ρ1, solid: gray-

ρ10. Gray lines: dashed: spec-Part, dashed-dotted: spec-CO2, solid: spec-H2O. Light blue line: highRe-H2O.

the semi-local scaling would have not worked also in radiatively participating flows for

which TRI can be neglected. We noticed that using the radiative-based scaling, the same

local maxima for large enough optical thickness are retrieved. This suggests the appear-

ance of local maxima in the radiative flux for most of the cases. Despite the failure of all

the scalings, the use of the semi-local coordinate y⋆ allows an alignment of the the local

maxima around y⋆ ≈ 12.

5.3. GRAY GAS CASES

In this section we investigate the effect of a variable absorption coefficient in terms of

a mean (κ) and a fluctuating value (κ′). Figure 5.5 shows a comparison between the

temperature profile of the variable absorption coefficient cases and their constant ab-

sorption coefficient counterparts. Figure 5.5(a) shows unscaled temperature profiles

while 5.5(b) shows the radiative-based extended Van Driest temperature transforma-

tion. For the variable absorption coefficient cases an overall increase in mean temper-

ature is noticed. This is caused by the absorption coefficient increasing near the cold
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Figure 5.5: Comparison of mean temperature between variable κ cases (black lines) and constant κ cases (gray

lines). Dashed lines: τ= 0.1, dashed-dotted lines: τ= 1, solid lines: τ= 10

side κc > τ, decreasing substantially the range of radiative heat transfer towards the cold

wall. Contrarily, the lower absorption coefficient near the hot sideκh < τ allows the high-

temperature emitted energy from the hot wall to travel further in the channel, causing an

increase in the mean temperature. This cannot be deemed a local effect but stems from

the long-range nature of radiative heat transfer. On the other hand, if normalized with

radiative-based semi-local scaling, the difference between the variable and constant κ

cases decreases significantly, especially for τ = 10 which had the highest deviation in θ.

To understand the reason, it is useful to recall figure 4.8, which proved that

κ′E ′ ≪ κ ·E , and κ′G ′ ≪ κ ·G . (5.6)

Therefore, we can express the average radiative heat source as

Q
R
≈κ(E −G) . (5.7)

This expression allows to formulate two different observations. (1) The fluctuations

of absorption coefficient κ′ do not directly affect the mean temperature field. (2) The

radiative-based normalization, which follows

γR = qw −

∫y

0
κ(E −G)d y (5.8)

accounts for moderate deviations of the mean absorption coefficient (κ) from the opti-

cal thickness value τ as it includes non-local long-range effects with the integral of the

absorption coefficient. Finally, figure 5.6 shows profiles of θ′r ms (a) and θ′r ms scaled by

the semi-local friction temperature (b) defined as

θ⋆tR =
γR

ρcp u⋆

t

, where u⋆

t =

√
µw

ρ

(
du

d y

)

w

. (5.9)

Since the analysis performed in the chapter 3 well suits the trend observed for θ′r ms , we

are going to use it to explain the difference between variable absorption coefficient case
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Figure 5.6: Comparison of temperature fluctuations between variableκ cases (black lines) and constantκ cases

(gray lines) (a) normalized by θ⋆
t R

in (b). Dashed lines: τ= 0.1, dashed-dotted lines: τ= 1, solid lines: τ= 10.

and constant κ case. It is possible to notice that θ′r ms,v −θ′r ms,c (where the subscript v

stands for variable properties and c for constant properties), has a different behaviour

for τ= 0.1 with respect to τ= 1 and τ= 10, despite κ/τ following the same trend. While

for τ = 0.1 the difference between variable and constant κ is negative across the whole

extent of the channel, for τ= 1 and τ= 10 is negative on the hot side, positive on the cold

side, and shows an increment with an increase in τ. This discrepancy, if we assume that

the variability of κ manifests only in a change of TRI (and not in indirect effects through

the change of temperature gradients), follows closely the mechanism described in chap-

ter 3. If the absorption coefficient is below a certain threshold, absorption fluctuations

are low, and cannot counteract emission fluctuations. Therefore, the effect of a fluctu-

ating radiative field translates in a sink that is directly proportional to the temperature

and κ. In this case κ varies within the channel, therefore, for gray-ρ01, the emission sink

will be stronger on the cold side where κ is larger. On the other hand, with an increase

in τ beyond a certain threshold, the effect of absorption starts to play a role, and, as de-

scribed in chapter 3, a higher τ leads to higher θ′ due to the larger source term connected

to G ′. This is confirmed in figure 5.6 where, to a κ/τ> 1 corresponds θ′r ms,v > θ′r ms,c , and

viceversa for κ/τ < 1. This difference increases with τ due to the larger multiplicative

factor κ, and a larger absolute deviation of κ from τ. From this analysis it seems that a

variable absorption coefficient modifies the temperature fluctuations only in virtue of a

higher/lower average absorption coefficient κ which impacts locally the interplay of E ′

and G ′. No visible effect of κ′ is recognized. A substantiation of this claim comes from

scaled profile in figure 5.6(b) as the radiative-based scaling (which accounts only for the

average absorption coefficient) results in an improved collapse of θ′r ms (at constant τ).

To confirm this claim, in the next section we investigate the effects of κ′ on θ′

5.3.1. IMPACT OF κ′ ON TEMPERATURE VARIANCE

We have demonstrated that, in non-reactive flows, κ′ has a negligible contribution to

equation 4.38 and thus, cannot directly impact θ. Therefore, the only possible influence
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Figure 5.7: Emission (a) and absorption terms (b) for the variable absorption coefficient cases. Diamonds:
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of κ′ on θ, is through the modification of θ′. The effect of radiative heat transfer on

the turbulent temperature field manifests through the radiation term Rθ, which, in the

Favre averaged temperature variance equation (neglecting terms containing θ′′), reads

ρ
Dθ̃′′2

Dt
=−2ρ �u′′

j
θ′′

∂θ̃

∂x j
−

∂ρ �u′′
j
θ′′2

∂x j
+

2

RePr

[
1

2

∂2θ′2

∂x2
j

−

(
∂θ′

∂x j

)2
]
−

2

RePr Pl
QR ′

θ′

︸ ︷︷ ︸
Rθ

. (5.10)

As seen in chapter 3, the magnitude of the radiation term depends on the optical thick-

ness of the medium. As τ tends to zero the radiative terms disappears. The same occurs

when τ→∞. Around τ= 10, the radiative term is dominant and balances turbulent pro-

duction. The radiation term Rθ can be decomposed, once again, in an emission term E

and an absorption term A as

Rθ =−
2

RePr Pl
(κE )′θ′

︸ ︷︷ ︸
E

+
2

RePr Pl
(κG)′θ′

︸ ︷︷ ︸
A

. (5.11)

E and A can be expanded, neglecting third order correlations, into terms depending on

κ and on κ′ to highlight the different influence of the mean and the fluctuating part of

the absorption coefficient.

E =−
2

RePr Pl
E ·κ′θ′

︸ ︷︷ ︸
Eκ′

−
2

RePr Pl
κE ′θ′

︸ ︷︷ ︸
Eκ

, A =
2

RePr Pl
G ·κ′θ′

︸ ︷︷ ︸
Aκ′

+
2

RePr Pl
κG ′θ′

︸ ︷︷ ︸
Aκ

. (5.12)

Here the subscripts κ and κ′ indicate which term E and A are dependent on. To ex-

pand the derivations of chapter 4, it is possible to substitute relations (4.3) to the RHS of

equations (5.12) and obtain estimations for E and A in variable absorption coefficient
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Figure 5.8: Effect of κ′ on θ′.

flows

E ≈ E
⋆
=−

2

RePr Pl
E fκθ′

2

︸ ︷︷ ︸
E
⋆

κ′

−
2

RePr Pl
κ fEθ′

2

︸ ︷︷ ︸
E
⋆

κ

, (5.13)

A ≈A
⋆
=

2

RePr Pl
G fκθ′

2

︸ ︷︷ ︸
A

⋆

κ′

+
2

RePr Pl
κ fGθ′

2

︸ ︷︷ ︸
A

⋆

κ

. (5.14)

Figure 5.7 shows the emission and absorption terms for the variable κ cases. While E is

very similar to the results obtained for constant κ (as it does not depend directly on the

radiative transfer process), A switches sign for the lower optical thickness cases. This is

a consequence of the κ′θ′ correlation which is negative as κ (in these cases and in most

practical situations) is a decreasing function of T . While Eκ is always dominant such

that E maintains the same sign, for lower optical thicknesses, Aκ is smaller than Aκ′ .

Heuristically speaking, in a low optical thickness flow, a positive temperature fluctuation

causes a negative absorption coefficient fluctuation which, as a consequence, decreases

the energy absorbed within the structure and tends to decrease θ′. The opposite occurs

for a negative θ′. Nevertheless, the approximations provided are able to express correctly

the variation of the radiative terms.

Nonetheless, the impact ofκ′ on θ′ is not felt through the individual terms Eκ′ and A
′
κ

but through their sum. In addition, the presence of an absorption coefficient fluctuation

can modify θ′ by impacting the incident radiation fluctuations G ′. The relation derived

in chapter 4 becomes helpful to study this interaction, as it is possible to decompose fG

into a κ and a κ′ dependent term as

fG ,κ =
fEκ

ωc
atan

(ωc

κ

)
, fG ,κ′ =

fκ(E −G)

ωc
atan

(ωc

κ

)
, (5.15)

with fG = fG ,κ+ fG ,κ′ . Figure 5.8 summarizes the coupling described above: κ′ can influ-

ence θ′ directly, through Eκ′ +Aκ′ , or indirectly through the modification of G ′.
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Figure 5.9: Comparison between full radiative term Rθ (symbols) and using only the terms which depend on

the mean absorption coefficient Eκ+Aκ (lines). (a): τ= 0.1, (b): τ= 1, (c): τ= 10
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Figure 5.10: Influence of κ′ on G ′. (a): comparison between fG ,κ (black) and fG ,κ′ (gray) normalized by fG .

(b): comparison between Aκ (black) and Aκ′ (gray) normalized by A . Dashed lines: τ = 0.1, dashed-dotted

lines: τ= 1, solid lines: τ= 10.

The direct impact of κ′ on θ′ can be visualized by comparing (Eκ+Aκ) to (Eκ′ +Aκ′).

This comparison is displayed in figure 5.9 for cases gray-ρ01 (a), gray-ρ1 (b) and gray-

ρ10 (b). The symbols show the full radiation term Rθ , while the lines are the radiation

term calculated accounting for κ contributions only. Assuming that κ ≈ κ is enough to

retrieve the full radiation term, thereby demonstrating that κ′ has a negligible direct in-

fluence on temperature fluctuations. This occurs for two different reasons depending

on different values of the optical thickness. (1) If τ is small, Eκ′ and Aκ′ are individually

small compared to Eκ, which is the dominant term. (2) If τ is large Eκ′ and Aκ′ are not

negligible, but their sum tends to zero more rapidly than (Eκ+Aκ) as G →E quicker than

G ′ → E ′ when τ→∞.

Moreover, the comparison between fG ,κ and fG ,κ′ is shown in figure 5.10(a). The two

terms are normalized by the total fG to highlight their relative magnitude. The results

prove that fG ,κ is always dominant over the κ′ term. The relative difference between the

two terms increases with a larger optical thickness as a consequence of G → E for in-

creasing τ. A small, but non-negligible influence of fG ,κ′ can be detected in the lower
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optical thickness case (gray-ρ01). To quantify the indirect effect of κ′ on θ′, it is neces-

sary to verify the impact of the absorptive term Aκ, which connects G ′ to θ′ (see figure

5.8). Figure 5.10(b) shows the comparison between the absorptive term depending on

κ′ (in gray) and Aκ (in black). For a low optical thickness the latter tends to zero, which

indirectly proves that G ′ = 0 in the limit of τ→ 0. As a consequence, despite fG ,κ′ hav-

ing a non negligible value in the low optical thickness regime, the low magnitude of Aκ

nullifies any possible influence of κ′.

In conclusion, it has been demonstrated that in high-temperature non-reacting flows,

TRI can be accounted for by the variation of the mean absorption coefficient alone. The

presence of κ′ can be neglected completely, independently from the value of the optical

thickness.

5.4. NON-GRAY GAS CASES

This section is intended to investigate how a wavelength dependent absorption coeffi-

cient modifies TRI. The absorption spectra of cases spec-H2O, spec-CO2 and spec-Part,

as defined in table 6.2, are specifically designed to compare TRI in flows with different

spectral variability. The spectrally averaged parameters for the three cases are shown in

table 5.3, where τ is the Planck mean optical thickness while t is the global transmissivity,

defined as

t =
1

Ib |y/δ=1

∫∞

0
Ibν|y/δ=1exp

(
−κν|y/δ=1

)
dν . (5.16)

Global transmissivity provides an opposite measure of optical thickness as it measures

the transparency of the media with 1 being a transparent medium and 0 a completely

opaque one.

Table 5.3: Optical thickness and global transmissivity for the non-gray cases.

Case spec-H2O spec-CO2 spec-Part highRe-H2O

τ 8.02 2.99 2.79 2.12

t 0.51 0.88 0.10 0.64

The categorization of TRI in non-gray gases results problematic. Based on the optical

thickness of the channel, one has τH > τC & τP > τR , were subscripts H ,C ,P and R indi-

cate cases spec-H2O, spec-CO2, spec-Part and highRe-H2O, repsectively. This suggests

that TRI in spec-H2O is characterized by an optically thicker behaviour when compared

to spec-CO2, spec-Part and highRe-H2O. Contrarily, the transmissivity (equation 5.16)

for these cases satisfies tP < tH < tR < tC , implying that case spec-CO2 is the most trans-

parent but spec-Part is the most opaque. As these two parameters contradict each other,

it is already possible to state that either of these two parameters fail to describe how the

TRI mechanism manifests itself.

Figure 5.11 shows several quantities of interest for the four investigated cases. The

figures present plots of Favre-averaged temperature and temperature rms on the left and

right, respectively. The largest Reynolds number case, with a higher wall temperature dif-

ference, will be discussed separately later. Looking at the lower Reynolds number cases,
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Figure 5.11: Temperature field for non-gray gas cases. (a): average temperature profile. (b): temperature rms

profiles. Dashed black line: spec-Part, dashed-dotted line: spec-CO2, solid black line: spec-H2O, solid light

blue line: highRe-H2O.

contrarily to what could be expected, profiles of spec-H2O are enclosed in between those

of spec-CO2 and spec-Part. Moreover, case spec-Part and spec-CO2 show very different

profiles, despite having similar average absorption coefficients. Global transmissivity

seems to order correctly the mean temperature profiles but fails to completely capture

the physics occurring. For example, the bulk temperature is lower for case spec-CO2

than for case spec-Part, signifying a lower radiative heat flux from the hot wall, and there-

fore a lower bulk QR in case spec-CO2. By taking into account equation (5.7), this could

be the effect of two contrasting causes: (1) a lower κ (more transparent case), (2) a lower

E −G, which is typical of a higher optical thickness fluid. Since spec-CO2 and spec-Part

have very similar κ (see figure 5.2), it is clear that the correct option is the second.

This is corroborated by the fact that also TRI in case spec-CO2 is akin to an optical

thick case, as can be noticed by the larger temperature gradient near the walls. This in-

dicates that the highly anisotropic temperature structures close to the boundaries are

sensitive to G ′, enabling a higher turbulent heat transfer from the near wall region to

the core of the channel. Evidence can be found by inspecting the θr ms profile in fig-

ure 5.11(b), which indeed is as high as for a non-radiative case. As a consequence, a

larger turbulent heat transfer is observed when compared to the other radiative cases,

especially near the hot wall. The results for case spec-CO2 appear more similar to a gray

gas case with τ> 10 than what can be predicted using τ or t .

On the other hand, case spec-Part shows optically thinner TRI when compared to

the other low Reynolds number non-gray cases. This is substantiated by the lower θ′r ms

which are a proof of lower G fluctuations. A confirmation of the above reasoning is found

by inspecting the radiation terms E and A , shown in figure 5.12. The left plot corre-

sponds to profiles of case spec-H2O, while center and right plots show values for case

spec-CO2 and spec-Part, respectively. The magnitude of E and A are highest for case

spec-CO2, followed by spec-H2O and spec-Part. In particular, it is possible to notice that

for case spec-CO2, A ≈ E , proving that the incident fluctuation field is tightly correlated

to the temperature field. This is typical of an optically thick flow, as it will be explained in
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Figure 5.12: Radiation terms E (dashed-dotted line) and A (solid line). Left: case spec-2OH. Center: case

spec-CO2. Right: case spec-Part.
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Figure 5.13: Comparison between (a) E ′
r ms and κ′r ms obtained by DNS (symbols) and calculated with equation

(4.3) (lines). Diamonds and dashed line: spec-Part, Squares and dashed-dotted line: spec-CO2, Circles and

solid line: spec-H2O

the next section. Following the analysis of the DNS results, the categorization of TRI in

the non-gray cases suggest that the three cases effectively behave as decreasing in optical

thickness when going from spec-CO2 to spec-H2O and then to spec-Part.

An additional verification comes from the linear relations developed in chapter 4.

Figure 5.13 shows κ′
r ms and E ′

r ms for the non-gray cases compared to the linear approx-

imations derived in chapter 4. It is clear that, since all effects connected to a spectral

absorption coefficient are linear (integrated in κ and not appearing in E ), κ′
r ms and E ′

r ms

are well represented by the linear approximations derived for gray gas. On the other

hand, G ′
r ms is shown in figure 5.14. Firstly, it is possible to notice that G ′

r ms is larger for

case spec-CO2 when compared to spec-H2O. This is completely counterintuitive given

the theory developed in chapter 3 and the respective optical thicknesses (2.99 and 8.02).

Also global transmissivity fails to explain this behaviour as, based on t , spec-CO2 is more

transparent than spec-H2O. Indeed, the estimation based on θ′r ms and fG predicts a

lower level of G ′
r ms for spec-CO2, confirming that spec-CO2 behaves as a larger optical

thickness case. For case spec-Part, on the other hand, the estimation provides a rela-
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Figure 5.14: Comparison between G ′
r ms obtained by DNS (symbols) and calculated with equation (4.3) (lines).

Diamonds and dashed line: spec-Part, Squares and dashed-dotted line: spec-CO2, Circles and solid line: spec-
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tively accurate prediction. The deviation of G ′⋆
r ms , especially in spec-CO2, suggests that

TRI follows a different parameter in non-gray gases which might include the variability

of the absorption spectra. In the next section we will provide an effective parameter to

assess TRI and compare gray gas cases to non-gray gas cases.

5.5. HOW TO CATEGORIZE TRI IN NON-GRAY GASES?

Due to the high variability of the absorption spectra of a non-gray gas, using τ or t to

categorize TRI is ambiguous and may even lead to wrong conclusions, as clearly demon-

strated in section 5.4. For this reason, it is necessary to identify a new parameter to

clearly characterize TRI for a wide range of optical thicknesses, which is not trivial due

to the non-monotonic behaviour of most variables and their complex non-linear inter-

actions. Starting from the gray gas cases, it is possible to observe a consistent trend,

which will help identifying the unique mechanisms of TRI. Taking into account the two

extremes of an optically thin and thick gas, it can be stated that

E ′
≫G ′

→ 0, if τ→ 0 , (5.17)

E ′
−G ′

≪G ′
→ E ′, if τ→∞ . (5.18)

In the optically thin limit, only emission produces fluctuations, while in the optically

thick limit, emission and absorption fluctuations balance. We claim that, for a gray gas,

increasing or decreasing τ can be linked to approaching either limiting behaviour, with-

out the necessity of analyzing any other quantity or parameter to characterize TRI. As a

consequence, if two flows have substantially different τ values, for example τ1 > τ2, it

follows that (E ′
1−G ′

1)/G ′
1 < (E ′

2−G ′
2)/G ′

2. This means that incident radiation fluctuations

approach emission fluctuations since radiation is absorbed closer to the emission point.

More generally, using the decomposition of the radiation term Rθ , equation (5.12), this
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can be approximated by the following inequality

Aκ

Eκ+Aκ

∣∣∣
τ1

&
Aκ

Eκ+Aκ

∣∣∣
τ2<τ1

. (5.19)

Indeed, figure 5.15 confirms that for gray gas turbulence, the quantity in the above equa-

tion is monotonically associated to τ (see the gray lines). The definition of large and

small optical thickness TRI can be related to the expressions in (5.17-5.18). Consequently,

comparing optical depths, with regards to TRI, is interchangeable with comparing the

quantities in expression (5.19).

On the other hand, for a non-gray gas this is not the case. Figure 5.15 indeed con-

firms that the non-gray gas cases behave as if τC > τH > τP . Neither the Planck-mean

optical thickness τ nor the global transmissivity t can reflect this behaviour. Hence, it is

necessary to derive a new spectrally integrated parameter to categorize TRI, which can

allow a leading order comparison between non-gray and gray gas cases.

5.5.1. DERIVATION OF A TRI BASED SPECTRAL AVERAGING

Since the new parameter must be connected to TRI, it is useful to employ the three cor-

relations derived in section 4.2 and adapt them when necessary for non-gray gases. As

seen in the previous section, fκ and fE do not require any modifications to account for

spectrally varying absorption coefficients, since κ and E are spectrally integrated quanti-

ties. This is exemplified by figure 5.13, which proves the validity of fE and fκ in non-gray

gases. On the other hand, due to the dependency of Gν on κν (eq. 5.3), fG must be

modified to account for non-gray gases. If we assume that κ′ (and κ′
ν) have a negligible

influence on G, as demonstrated previously in this chapter, we can write

G ′
≈

1

κ

∫
∞

0
κνG ′

νdν , where G ′
ν =

1

π

∫

4π
I ′νdΩ . (5.20)
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Since, in the absence of anelastic scattering, a single wavelength can be described by a

gray gas with absorption coefficient κν, G ′
ν is properly predicted by

G ′
ν ≈ 4κν

I ′
bν

ωc
atan

(
ωc

κν

)
. (5.21)

Additionally, since G ′ is a spectrally integrated quantity, it can be approximated with a

gray gas having a fictitious absorption coefficient κg . As a consequence, the combina-

tion of equations (5.20) and (5.21) yields a constitutive relation for κg ,

4I ′b
κg

ωc
atan

ωc

κg
≈

1

κ

∫∞

0
κ2
ν

4I ′
bν

ωc
atan

(
ωc

κν

)
dν . (5.22)

Equation (5.22) provides a mathematical framework to define a new spectral averaging

which results in a mean absorption coefficient that controls TRI. The new turbulence

mean absorption coefficient can be calculated, in a first approximation, by dropping

the averages and primes. By performing this procedure it is assumed that κ′
λ

and κ′ are

negligible, which has been already substantiated, and that the ratio of the fluctuation of

blackbody intensity to the mean is independent of wavelength I ′
bν

/Ibν(T ) 6= f (ν).

κg (T )

ωc
atan

ωc

κg (T )
≡

1

κp (T )Ib(T )

∫
∞

0
κ2
ν(T )

Ib,ν(T )

ωc
atan

(
ωc

κν(T )

)
dν , (5.23)

As the κ in equation (4.35) for the calculation of ωc refers to the penalty from isotropic

emission, the Planck mean absorption coefficient κ is retained for ωc both on the LHS

and RHS of equation (5.23). The newly defined κg can be used to substitute κ in the

coupling function fG , such that the linear relation between Gr ms and θr ms can be written

as

G ′⋆

r ms (κg ) =
fE ·κg (T )+ fκg (E −G)

ωc
atan

(
ωc

κg (T )

)
·θr ms . (5.24)

Figure 5.16 shows profiles of κg compared to the Planck mean absorption coefficient

κ as functions of temperature and the predicted G ′⋆
r ms profiles, both obtained from DNS

and predicted by κg . From top to bottom, figure 5.16 displays profiles for cases spec-

H2O, spec-CO2 and spec-Part, respectively. For all non-gray gas cases, using κg in the

definition of fG , leads to an accurate prediction of incident radiation fluctuations. Con-

trarily, employing κ (figure 5.14) always results in an under-prediction of G ′. As already

noticed, the disagreement is lowest for case spec-Part and largest for case spec-CO2. This

discrepancy can be related to the difference between κg and κ. While for case spec-Part,

κg < 1.4κ, for case spec-H2O, 1.45κ< κg < 2κ and for case spec-CO2 3κ<κg < 8κ. As can

be noted, for all the cases considered herein κg > κ. Yet, there is no proof to claim that

this must be always the case. Nevertheless, it is apparent that the difference is related to

the variability of the absorption spectrum. For example, if the absorption coefficient is

independent of the wavelength (i.e., gray gas), then κg =κ. On the other hand, if the ab-

sorption coefficient shows a large variability, the weighting function (κν/ωc )atan(ωc /κν)

within the integrand in equation (5.23) filters out the lowest, while retaining the largest

spectral absorption coefficients. Physically speaking, only the spectral lines with a large
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Figure 5.16: Left: Planck mean absorption coefficient and TRI mean absorption coefficient for cases spec-

H2O (top), spec-CO2 (center) and spec-Part (bottom) as a function of the temperature. These profiles are

contingent to a turbulent fully developed channel flow. Lines of constant multiples of κ are added as reference

in gray. Right: Comparison between G ′
r ms obtained by DNS (symbols) and G ′⋆

r ms obtained from equations

(4.30) and (5.24) for the same cases.
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Figure 5.17: (a): Planck mean absorption coefficient and TRI mean absorption coefficient for highRe-H2O as a

function of the temperature. Lines of constant multiples of κ are added as reference in gray. Right: Comparison
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Figure 5.18: Profiles of streamwise and spanwise pre-multiplied incident radiation spectra for the different

cases. Symbols represent DNS obtained profiles, SGG approximated using κg in formula (4.42). In particular,

the circles are case spec-Part, the diamonds case spec-H2O while case spec-CO2 is shown by the squares and

case highRe-H2O by the triangles.
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enough absorption coefficient will produce a noticeable G ′
ν and contribute to the inte-

grated effect. To verify the derivation, figure 5.17 shows the same profiles of figure 5.16

for case highRe-H2O. Again, the predicted values are very accurate. It is interesting to no-

tice how G ′
r ms are much higher for this case than for the others (absolute value of around

5) despite the temperature fluctuations being lower (see figure 5.11). As κg is well pre-

dicted, this is not an effect of larger absorption but is caused the larger energy available

for emission due to the higher temperature. Mathematically speaking, term fE is larger

due to its T0 dependency (eq. 4.6) and this influence trickles down on G ′. It is not, there-

fore, an optical thickness effect. Nevertheless, all the different effects are captured in the

approximation fG . A substantiation of the approximation is shown in figure 5.18 which

presents incident radiation spectra near the wall (y/h = 0.15) and near the center of the

channel (y/h = 0.85). It is clear that using the temperature spectra and only one charac-

teristic wavenumber is suitable to approximate the incident radiation spectra. We also

point out that the larger the κg , the better S
⋆

GG approximates SGG as the incident radi-

ation spectrum approaches the turbulent emission spectrum. As described in chapter

4 this was the case for increasing κ in gray gas. Therefore, it is possible to notice the

behavioural similarity of non-gray flows and gray flows with κ≈κg .

Based on this analysis, it is now possible to define a new effective optical thickness

τg by spatially averaging κg in wall-normal direction, as follows

τg =
1

2

∫2

0
κg (T )d y . (5.25)

The obtained values of τg compared to τ are summarized for the non-gray gas cases

in table 5.4. In contrast to τ, the new parameter for the optical thickness τg is able to

characterize TRI. Based on τg , case spec-CO2 has the highest optical thickness, followed

by case spec-H2O and spec-Part, consistently with what has been observed in the DNS

results. It is possible to conclude, that κg is not only a convenient quantity useful to pre-

dict the fluctuations of incident radiation but also the parameter which unambiguously

characterizes TRI in a non-gray turbulent flow.

Table 5.4: Comparison between τ and τg .

Case spec-H2O spec-CO2 spec-Part highRe-H2O

τ 8.02 2.99 2.79 2.12

τg 13.4 18.9 3.1 7.1

Hereafter, we provide a physical interpretation for the reason why τg is able to prop-

erly characterize TRI, where the other spectrally integrated parameters fail. The spectral

transmissivity tν and normalized emission iν are defined as

tν = e−κν , iν =
κνIbν

max(κνIbν)
. (5.26)

While tν is a measure of absorption and, if integrated, leads to the global transmissivity

t , iν shows the redistribution of emission over the wavelength and forms the basis of τ’s

definition.
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Figure 5.19: Spectral transmissivity (gray lines) and normalized emission (black lines) for non-gray cases spec-

CO2 (a) and spec-Part (b) at 800 K.

The comparison between cases spec-Part and spec-CO2, shown in figure 5.19, displays

quite effectively why neither τ or t can be used for characterizing TRI. If the tν is con-

sidered, case spec-Part appears the optically thickest case (t = 0.10 see table 5.3), while

case spec-CO2, due to the limited width of the absorption bands is in average relatively

transparent (t = 0.88). If the combination of tν and iν is taken into account on a spec-

tral basis, it is possible to show why τ and t fail. While iν is significant throughout the

whole spectrum for case spec-Part, for case spec-CO2 the emission is confined in regions

where tν → 0 resulting in an optically thick behaviour. It is not possible to categorize TRI

if one of the two effects is neglected (i.e., using τ or t) since TRI is driven by the dual

effect of emission and absorption on a spectral basis. On the other hand, deriving the

definition of a new parameter based on G ′, as done in equation (5.23), allows to take

into account the dual effect of spectral emission and absorption, since G ′ is necessarily

produced by local E ′, see equation (4.28). The connection of iν and tν on a ν basis is in-

trinsically included in the definition of τg which is, therefore, the appropriate parameter

to characterize TRI.

Thanks to this characteristic we can claim that, despite derived in the framework of

TRI, τg and the new spectral averaging is not relegated to turbulent flows. τg can be

though of as an integral representation of the spectral balance between emission and

re-absorption in a non-gray gas column of length L =ω−1
c at rest. A higher τg signifies a

medium which is optically thicker to self-emitted radiation.

5.6. SUMMARY

In the chapter we performed a comprehensive study of the effect of variable κ on TRI

in a turbulent channel flow. We employed the relations derived in the previous chapter

to identify the impact of κ and κ′ on the modification of the temperature field. It was

demonstrated that TRI is fully accounted for by the variations of the mean absorption

coefficient alone. For all purposes, in a non-reactive turbulent flow, κ′ can be neglected,



104 5. VARIABLE AND SPECTRAL RADIATIVE PROPERTIES

independently from the value of τ.

Moreover, we defined a diagnostic quantity Aκ/(Eκ +Aκ) that allows a monotonic

comparison between TRI for flows of different τ values. With this quantity, the influ-

ence of TRI for four different non-gray gas cases was assessed. The results show that

the behaviour of a non-gray gas is decoupled from the value of the Planck-mean optical

thickness. In particular, the variability of the absorption spectrum impacts the inter-

actions between temperature and radiative field. Therefore, from the approximation of

incident radiation fluctuations (which are responsible of the behavioural changes in TRI

effects), a new definition of spectrally averaged absorption coefficient has been derived.

This new turbulence based mean absorption coefficient κg proves to effectively predict

TRI in non-gray gas turbulent flows. In addition, κg provides the base for the definition

of a new optical thickness τg which allows a conclusive comparison among gray and

non-gray cases. This τg is not useful only in the context of turbulent flows but allows

additional insight in media at rest also.



6
MODELLING TRI IN TURBULENT

FLOWS

This chapter focusses on modelling the physical phenomenon investigated throughout the

thesis. As a physical description of TRI has been provided in chapters 3 to 5, we pro-

pose here a model which allows a coupling of radiative heat transfer and turbulence in

a Reynolds averaged Navier-Stokes (RANS) framework. The model is tested with the setup

described in chapter 2 and validated with the available DNS cases.

The contents of this chapter appear in the following publication, Silvestri, Roekaerts and Pecnik, Modeling

turbulent heat transfer accounting for turbulence-radiation interactions, Int. J. Heat Fluid Flow 89, 108728

(2021), [69] .
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6.1. INTRODUCTION

In the previous chapters we gathered understanding on the TRI mechanism and the cou-

pling of convective and radiative heat transfer in high-temperature turbulent flows. This

chapter focusses on converting this knowledge in predictive capabilities in the form of

a RANS model. When solving the Reynolds averaged Navier-Stokes (RANS) equations

it is necessary to model the unclosed terms. Modelling of TRI is usually accounted for

employing the Optically Thin Fluctuation Approximation (OTFA) [70–73]. This approx-

imation assumes that turbulent eddies are optically thin and, as a consequence, inci-

dent radiation fluctuations can be neglected when compared to mean incident radia-

tion. Nevertheless, in optically thick flows (and non-gray gas with large τg ), the OTFA

is conceptually wrong as G ′ → E ′ [74]. To ovviate this problem, Coelho [75] developed a

closure for the time averaged RTE which involves the calculation of additional equations

for intensity fluctuations. Using this closure it is possible to account for the direct in-

teractions of fluctuating temperature with mean radiative quantities (θ′ →QR) and fluc-

tuating radiation with mean temperature (QR ′
→ θ), represented by the dashed lines in

figure 4.1. While these pathways have been demonstrated to be relevant in combustion

processes and reactive flows, in chapters 4 and 5 we have shown that in non-reactive

flows, they are trumped by the effect of radiation on the fluctuating temperature field

(blue lines in figure 4.1). As a consequence, we have extensively proven that TRI modi-

fies severely the value of the turbulent heat transfer, which is one of the variable requiring

a proper closure model. This closure has never been provided in the presence of radia-

tive heat transfer leading to the failure of all the developed models in high temperature,

participating turbulent flows. Here we provide the inclusion of TRI in the modelling of

the turbulent heat transfer following a rigorous mathematical procedure. We construct

the model on the base of the knowledge gathered in the previous chapters, especially

the relations derived in chapter 4 and extended in chapter 5. The derived “TRI” closure

is applied to a standard two equation model for turbulent heat flux and tested against

various DNS cases to demonstrate both its necessity and validity.

6.2. GOVERNING EQUATIONS

Favre averaging the Navier-Stokes equations for an emitting absorbing turbulent medium

(eq. 2.1a-2.1d), yields
∂ρ

∂t
+
∂ρũi

∂xi
= 0 , (6.1)

∂ρũi

∂t
+
∂ρũi ũ j

∂x j
=−

∂p

∂xi
+

∂

∂x j

(
τi j −ρu′′

i
u′′

j

)
, (6.2)

∂ρθ̃

∂t
+
∂ρθ̃ũ j

∂x j
=

∂

∂x j

(
qc j −ρu′′

j
θ′′

)
−

QR

Rd
, (6.3)

where

τi j =
µ

Re

(
∂u j

∂xi
+
∂ui

∂x j
−

2

3
δi j

∂uk

∂xk

)
, qc j =

λ

Pe

∂θ

∂x j
, QR

=κ(E −G)
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The non-dimensional parameters appearing in equations (6.1-6.3) are the Peclet num-

ber Pe = RePr and the Radiation number Rd = RePr Pl . The Reynolds stress ρu′′
i

u′′
j

and the turbulent heat flux ρu′′
j
θ′′ in equations (6.2) and (6.3), respectively, are unclosed

terms that require a closure. The modelling of the Reynolds stress is well established and,

since radiative heat transfer does not directly affect velocity (as shown in chapter 5), it

is not a topic of this study. On the other hand, the turbulent heat flux ρu′′
j
θ′′ is greatly

affected by radiative heat transfer and, therefore, its effect has to be accounted to ensure

correct temperature predictions.

The specific novelty of this chapter consists in the modelling of all the relevant TRI

pathways (blue lines in figure 4.1) and the inclusion of these effects into a general turbu-

lent heat transfer closure model (ρu′′
j
θ′′). To avoid errors in modelling the radiative heat

source, we employ the averaged radiative quantities (E , G, κ) directly from the reference

DNS simulations. In order to model TRI, it is necessary to approximate the fluctuations

of radiative quantities corresponding to the bottom right block in figure 4.1. For this pur-

pose, we use the linear expressions derived in chapter 4 which relate the fluctuations of

the radiative quantities (κ′, E ′ and G ′) to the temperature fluctuations θ′. Namely,

κ′
≈ fκθ

′ , E ′
≈ fEθ

′ , G ′
≈ fGθ

′ . (6.4)

where fκ, fE and fG are the coefficients of proportionality, functions of averaged quanti-

ties only. We will perform the derivation of the TRI model in a general geometry and then

apply it to the specific problem at hand (a high-temperature turbulent channel flow).

6.3. TWO EQUATION CLOSURE MODEL

Most of the turbulent heat transfer closure models used in a RANS framework are based

on the gradient-diffusion hypothesis which states that

ρu′′
j
θ′′ =−αt

∂θ

∂x j
, (6.5)

where αt is the flow dependent “eddy diffusivity”. This quantity can be approximated in

several ways. The most common is to relate it to the eddy viscosity µt as αt = µt /Prt ,

with Prt as the “turbulent Prandtl number”, usually taken as costant equal to 0.9 [76].

This is a quite crude approximation which works in the limit of high Reynolds number

flows when Pr ≈ 1. We have already demonstrated in chapter 3 that Prt is largely mod-

ified by radiative heat transfer and cannot be used if the flow is able to emit and absorb

radiation. The two equation model, on the other hand, does not rely on the turbulent

Prandtl number, and estimates the turbulent diffusivity αt by relating it to a mixed time

scale τm , which incorporates both the velocity field and the temperature field informa-

tion as

τm = τm
u τn

s , with τu =
k

ε
, τs =

θ′2

εθ
, and m +n = 1 , (6.6)

where τu is a time scale characteristic of the velocity field, while τs represents the time

scale of the thermal field. Usually, the contribution of these two time scales to the mixed
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time scale is considered equal (i.e., the exponents m and n are taken as m = n = 0.5) [77–

80]. In this work we followed the same approach. The expression for the eddy diffusivity

then becomes

αt = ρCm fm kτm , (6.7)

where fmk is a damping function that accounts for low Reynolds number effects. This

model has been developed and tested, with different details, in [77–80]. In this work we

follow the model version developed by Deng et al. [77]. The model functions and con-

stants involved are summarized later in section 6.5. In order to assess the thermal time

scale τs , two additional non-dimensional transport equations, for temperature variance

θ′2 and dissipation of temperature variance εθ , respectively, are solved (from here the

name of the closure model). In contrast to previous works, we have here derived these

equations for a radiatively participating flow, to account for the effect of radiative heat

transfer. Both additional equations are displayed and discussed in the sections below.

6.3.1. TEMPERATURE VARIANCE TRANSPORT EQUATION

The exact transport equation for the temperature variance reads:

∂ρθ′′2

∂t
+
∂ũ j ρθ′′

2

∂x j︸ ︷︷ ︸
Cθ

=−2ρu′′
j
θ′′

∂θ̃

∂x j︸ ︷︷ ︸
Pθ

+

∂ρu′′
j
θ′′2

∂x j︸ ︷︷ ︸
Tθ

+
∂

∂x j

( λ

Pe

∂θ′2

∂x j

)

︸ ︷︷ ︸
φθ

−2
λ

Pe

( ∂θ′
∂x j

)2

︸ ︷︷ ︸
ρεθ

−
2

Rd
QR ′

θ′′

︸ ︷︷ ︸
Rθ

+θ′′

[
∂

∂x j

( λ

Pe

∂θ′2

∂x j

)
+

2

Rd
QR

]

︸ ︷︷ ︸
Dθ

.

(6.8)

In order to obtain a closed form of the above equation, several assumptions and ap-

proximations have to be applied. A first approximation consists in neglecting the terms

containing θ′′ (Dθ in the above equation). This is exact in an incompressible flow, and,

given the Morkovin hypothesis [81], which states that compressibility can be accounted

for by considering mean density variations alone, it is an accurate approximation in low

Mach number flows as well. This approximation implies that

θ̃ ≈ θ , since θ̃ = θ−θ′′

θ̃′′2 ≈ θ′2 , since θ̃′′2 = θ′2 +
ρ′θ′2

ρ
−θ′′

2
(6.9)

The validity of this assumption for the investigated cases is demonstrated by showing

profiles of θ and θ̃ in figure 6.1(a), and θ′2 and θ̃′′2 in figure 6.1(b). In addition, it is

common practice to assume that thermal conductivity fluctuations are low compared to
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Figure 6.1: Reynolds (lines) and Favre (symbols) averaged temperature and temperature variance for three rep-

resentative cases with different temperature and density gradients. Diamonds and dashed lines: case bench-ρ,

squares and dashed-dotted lines: case gray-ρ10, circles and solid lines: case highRe-H−2O.

its mean value (i.e., λ ≈ λ). Finally, the transport term is commonly modelled using a

gradient-diffusion hypothesis employing the eddy diffusivity αt scaled by a coefficient

σθ. All these approximations lead to

∂ρθ′′2

∂t
+
∂ũ j ρθ′′

2

∂x j
=

∂

∂x j

[( λ

Pe
+

αt

σθ

)∂θ′2
∂x j

]
+2Pθ

−2ρεθ −
2

Rd
QR ′

θ′

︸ ︷︷ ︸
Rθ

,
(6.10)

where Pθ is the production of temperature variance, estimated, consistently with the

turbulent heat flux, as

Pθ =αt

( ∂θ

∂x j

)2

, (6.11)

and εθ is the scalar dissipation calculated by its own transport equation. The remaining

unclosed term in this equation is the new radiative term Rθ .

6.3.2. SCALAR DISSIPATION TRANSPORT EQUATION

The additional transport equation for εθ has been derived for constant property flow

and applied also to variable density flow keeping in mind that density fluctuations are

low compared to the average density. For a transparent, constant property case, the fol-
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lowing formulation is equivalent to one derived in [77]

ρ
Dεθ

Dt
=

∂

∂x j

[( λ

Pe
+

αt

σεθ

)∂εθ
∂x j

]

+
Cp fp

τm
ρPθ

︸ ︷︷ ︸
Pεθ

−
Cd1 fd1

τs
ρεθ −

Cd2 fd2

τu
ρεθ

︸ ︷︷ ︸
εεθ

−
2λ

PeRd

∂QR ′

∂x j

∂θ′′

∂x j︸ ︷︷ ︸
Rεθ

.

(6.12)

Again, the turbulent transport term has been modelled by employing the gradient-diffusion

approximation as for the temperature variance transport equation. In equation (6.12)

the terms Pεθ and εεθ are the production and the dissipation term, respectively. The

first is modeled with the use of the mixed time scale, while the latter is divided into two

different parts, one that accounts for velocity time scale and one which accounts for

temperature time scale. Constants Cp , Cd1 and Cd2 and model functions fp , fd1, fd2 are

taken as in [77] and shown in section 6.5. A new unclosed radiative term Rεθ appears.

The rationale for the derivation of this new term follows the procedure which leads to the

εθ budget equation. Starting from an incompressible, constant viscosity formulation,

εθ =
1

Pe

( ∂θ′
∂x j

)2

. (6.13)

In this case, ∂tεθ is equivalent to

∂εθ

∂t
=

2

Pe

∂θ′

∂x j

∂

∂x j

(∂θ
∂t

−
∂θ

∂t

)
. (6.14)

Therefore, the procedure to obtain the radiative term in the scalar dissipation budget

equation follows these steps: (1) subtract the mean radiative heat source to then in-

stantaneous radiative source, (2) derive the result in x j , (3) multiply by 2Pe−1∂x j
θ′, (4)

Reynolds average the resulting term. If stemming from the compressible low Mach num-

ber Navier-Stokes equations (expressed in a non-conservative form), ∂tθ requires a divi-

sion by ρ on the RHS. The first step of the procedure would then yield

1

Rd

(QR

ρ
−

QR

ρ

)
. (6.15)

On the other hand, to account for variable density, it is common practice to multiply the

scalar dissipation equation with ρ [79]. Therefore, by assuming that, in this context,

( 1

ρ

)
·ρ ≈

( 1

ρ

)
·ρ ≈ 1 , (6.16)
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the radiative terms obtained following the incompressible procedure is assumed to be

valid also in a variable density framework. It has to be reminded that this assumption

is valid only under the Morkovin hypothesis of weak density fluctuations and, therefore,

it cannot be directly applied to high Mach number flows. To account for variable ther-

mal conductivity, Rεθ is further multiplied by λ by assuming weak thermal conductivity

fluctuations (as in this case εθ ≈ λPe−1(∂x jθ′)′). The final radiative term, as anticipated

in equation (6.12) reads

Rεθ =
2λ

PeRd

∂QR ′

∂x j

∂θ′′

∂x j
(6.17)

6.4. TRI MODELLING

By following the approach presented in chapter 4, it is possible to find a closure for the

additional radiative terms in equations (6.10) and (6.12) by using the model functions.

The radiative term in equation (6.10) can be rewritten in terms of emission and incident

radiation by substituting Q = κ(E −G). Additionally, a Reynolds decomposition of κ, E

and G yields

Rθ =
2

Rd

(
κ(E ′θ′−G ′θ′)+ (E −G)κ′θ′

)

+
2

Rd

(
κ′E ′θ′−κ′G ′θ′

)
.

(6.18)

From the modelling of radiative fluctuations as given in equations (6.4)

Rθ ≈
2

Rd

(
κ( fE − fG )+ (E −G) fκ

)
θ′2

+
2

Rd
fκ( fE − fG )θ′3 .

(6.19)

Since fκ ≪ κ (absorption coefficient fluctuations are generally negligible, see chapter 5)

and θ′3 ≪ θ′2, it is possible to safely neglect the last term on the RHS. The final model for

the radiative term in the temperature variance budget equation reads

Rθ =
2

Rd

(
κ( fE − fG )+ (E −G) fκ

)
θ′2 . (6.20)

The above equation is closed, as it depends on quantities readily available in a RANS

framework (provided θ′2 is modeled).

The radiative term Rεθ in equation (6.12) can be expanded, by performing a Reynolds
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decomposition of κ and QR , as

Rεθ = 2
λ

PeRd

(∂κ′(E −G)

∂x j

∂θ′

∂x j
+
∂κ′(E ′−G ′)

∂x j

∂θ′

∂x j

)

︸ ︷︷ ︸
fluctuating κ

+2
λ

PeRd

(∂κ(E ′−G ′)

∂x j

∂θ′

∂x j

)

︸ ︷︷ ︸
average κ

.

(6.21)

As already done for equation (6.3), we neglect the higher order term containing κ′(E ′−

G ′). This is substantiated by the low impact of absorption coefficient fluctuations, demon-

strated in chapter 5. By further splitting the derivatives,

Rεθ = 2
λ

PeRd

( ∂κ′

∂x j

∂θ′

∂x j
(E −G)+κ′

∂θ′

∂x j

∂(E −G)

∂x j

)

+2
λ

PeRd

(
(E ′−G ′)

∂θ′

∂x j

∂κ

∂x j
+
∂(E ′−G ′)

∂x j

∂θ′

∂x j
κ
)

.

(6.22)

Substituting the linear relations and rearranging, yields the model for the radiative term

in the εθ transport equation

Rεθ =
2

Rd

[
κp ( fE − fG )+ (E −G) fκ

]
εθ

+
λ

PeRd

∂

∂x j

[
κp ( fE − fG )

]∂θ′2
∂x j

+
λ

PeRd

∂

∂x j

[
fκ(E −G)

]∂θ′2
∂x j

.

(6.23)

Also the above expression, provided θ′2 and εθ are modeled, depends on quantities read-

ily availbale and can be directly implemented in the turbulent heat transfer model. Note

that κ, E aand G are taken from the respective DNS simulations. However, chapter 5

demonstrated that the terms involving E and G in equations (6.20) and (6.23) are negli-

gible irrespective of the optical thickness value.

6.4.1. MODIFIED TEMPERATURE TIME SCALE

The definition of τs to be used in the expression of the eddy diffusivity (6.7) accounts

only for conductive dissipation of temperature variance (εθ). However, TRI acts as an ad-

ditional “radiative dissipation” εr which reduces drastically the temperature time scale

[23]. Therefore, to include TRI in the definition of αt , we must define a “modified” tem-

perature time scale τR
s which accounts for εr

τR
s =

θ′2

εθ +Cr εr
, (6.24)
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where Cr is a model constant, here taken as Cr = 0.5. Radiative dissipation εr , in a strict

sense, is the dissipative part of the radiative term Rθ which can be retreived by express-

ing the radiative heat source in terms of divergence of radiative heat flux, By employing

this definition it is possible to decompose the radiative term Rθ into a dissipation εr and

a transport term φr as done in chapter 3,

Rθ

2
=

1

Rd

∂q ′
r j
θ′

∂x j︸ ︷︷ ︸
φr

−
1

Rd
q ′

r j

∂θ′

∂x j︸ ︷︷ ︸
εr

(6.25)

On the other hand, we can assume that, away from the walls, the dissipation term is

much larger than the transport term
(
εr ≫ φr

)
as shown in chapter 3. Therefore, it is

possible to assume that εr ≈ 0.5Rθ . From this definition, the eddy diffusivity can then

be corrected as follows

αt = ρCm fm kτR
m where τR

m = (τuτ
R
s )

0.5
, with τR

s =
θ′2

εθ +0.5Cr Rθ
. (6.26)

It has to be pointed out that τs is present also in the scalar dissipation transport equa-

tion (6.12) to model the dissipation and the production term (εεθ and Pεθ , respectively).

Here, the original definition of τs is maintained, as the influence of radiation is directly

modeled through the term Rεθ .

6.4.2. CHARACTERISTIC WAVENUMBER

The model employed for incident radiation fluctuations (G ′ ≈ fGθ
′) requires the esti-

mation of the “characteristic wavenumber” ωc , which represents the length scale of the

average energy-containing temperature structure. In chapter 4 we defined it, such that

anisotropy due to wall turbulence is accounted for, using the one-dimensional temper-

ature power spectrum (eq. 4.35). Since the power spectrum is not available in a RANS

simulation, the integral length scale of temperature is used, calculated as in ref. [24]

lθ =Cε2Cm
θ′2k1/2

εθ
≈ω−1

c . (6.27)

In non-gray gas cases, κg depends on ωc . An iterative procedure is, therefore necessary:

κg is initialized with κ and, as the solution is iterated, κg is updated as a function of the

integral length scale and the mean dimensional temperature

κg lθ ·atan
( 1

κg lθ

)
=

1

κp (T
∗

)Ib (T
∗

)

∫∞

0
κ2
ν(T

∗
)Ibν(T

∗
)lθ ·atan

( 1

κν

(
T
∗
)
lθ

)
dν , (6.28)

by integrating over line-by-line spectra retrieved from a high resolution, accurate spec-

tral database [59].



114 6. MODELLING TRI IN TURBULENT FLOWS

6.5. SUMMARY OF THE MODEL EQUATIONS

In this section, the radiative modification is tested on the different DNS cases analysed in

the previous chapters. Since the DNS data is statistically steady and homogeneous in the

streamwise and spanwise direction, the model equations simplify to a one-dimensional

problem (only the gradients in the wall-normal direction remain). Below, we summarize

the model equations as well as the values for all the constants involved. It is reminded

that we neglect fluctuation of transport properties (λ ≈ λ , µ ≈ µ) and make use of the

gradient-diffusion hypothesis

ρu′′v ′′ =−µt
∂u

∂y
and ρv ′′θ′′ =−αt

∂θ

∂y
. (6.29)

the model RANS equations for a statistically fully developed turbulent channel flow re-

duce to,
∂

∂y

[( µ

Re
+µt

)∂u

∂y

]
=

∂p

∂x
, (6.30)

∂

∂y

[( λ

Pe
+αt

)∂θ
∂y

]
=

κpQ

Rd
. (6.31)

Given the moderate Reynolds number of the test cases, turbulent viscosity is calculated

using the v2 − f model of Durbin [82] which is able to correctly predict wall damping by

introducing ad-hoc damping relations. The model is not shown here, for more details the

reader is referred to ref. [82]. In particular, for variable density cases, the variable prop-

erty formulation of Otero et al [83] is implemented, as it slighlty improves the turbulent

stress predictions (proof in section 6.6.1). The turbulent heat flux model equations are

summarized below

αt = ρCm fm k
(k

ε
·

θ′2

εθ+Cr εr

)0.5

, (6.32)

−
∂

∂y

[( λ

Pe
+

αt

σθ

)∂θ′2
∂y

]
= 2Pθ −2ρεθ−Rθ , (6.33)

−
∂

∂y

[( λ

Pe
+

αt

σεθ

)∂εθ
∂y

]
=

Cp fp

τm
Pθ−

[
Cd1 fd1

τs
+

Cd2 fd2

τu

]
ρεθ−Rεθ , (6.34)

with the model functions and constants (as in Deng et al. [77]) shown in table 6.1, and

below

Table 6.1: Model constants as in Deng et al. [77]

Cm Cr Cp Cd1 Cd2 Cε2 σθ σεθ

0.1 0.5 2.34 2.0 0.9 1.9 1.0 1.0
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fm =

[
1−exp

(
−

Reε

16

)]2 (
1+

3

Re3/4
t

)
, fp = 1 ,

fd1 = 1−exp
(
−

Reε

1.7

)2

, fε =
(
1−0.3exp

[
−

(Reε

6.5

)2
])[

1−exp
(
−

Reε

3.1

)]2

,

fd2 =
1

Cd2

(
Cε2 fε−1

)[
1−exp

(
−

Reε

5.8

)2
]

, Reε =
ρ3/4ε1/4 y

µ3/4
, Ret =

ρ

µ

k2

ε
.

6.5.1. TEST CASES

The investigated cases are the ones discussed in the previous chapters as well as addi-

tional cases with different parameters, all summarized in table 6.2. All cases are forced

convection in a periodic channel bounded by an isothermal hot and cold wall. Both

walls are black (ǫw = 1). In terms of thermal boundary conditions, the first 14 cases have

T ∗
h
= 955 K and T ∗

c = 573 K corresponding to T0 = 1.5, while the last two have T ∗
h
= 1800

K and T ∗
c = 600 K (T0 = 0.5). All cases have a constant Planck number equal to 0.03. The

Table 6.2: Description of the test cases

Cases Re P r T0 ρ µ λ κ τ

bench 2900 1 1.5 const const const 0 0

gray-01 2900 1 1.5 const const const 0.1 0.1

gray-1 2900 1 1.5 const const const 1 1

gray-5 2900 1 1.5 const const const 5 5

gray-10 2900 1 1.5 const const const 10 10

gray-20 2900 1 1.5 const const const 20 20

gray-10p 2900 0.7 1.5 const const const 10 10

bench-ρ 3750 1 1.5 T0/(θ+T0) const const 0 0

gray-ρ01 3750 1 1.5 T0/(θ+T0) const const (eq. 4.7) 0.1

gray-ρ1 3750 1 1.5 T0/(θ+T0) const const (eq. 4.7) 1

gray-ρ10 3750 1 1.5 T0/(θ+T0) const const (eq. 4.7) 10

spec-H2O 3750 1 1.5 T0/(θ+T0) const const H2O spectra 8.023

spec-CO2 3750 1 1.5 T0/(θ+T0) const const CO2 spectra 2.99

spec-Part 3750 1 1.5 T0/(θ+T0) const const QG spectra 2.79

bench-highRe 16700 0.93 0.5 T0/(θ+T0) ρ−1.15 ρ−1.35 0 0

highRe-H2O 16700 0.93 0.5 T0/(θ+T0) ρ−1.15 ρ−1.35 H2O spectra 2.12

DNS database includes constant and variable properties as well as gray and non-gray

cases. In particular, the first seven cases are constant property, constant absorption co-

efficient and gray. They differ only in the magnitude ofκ and, therefore, optical thickness

(τ). These DNS cases are presented and discussed in chapter 3.

The next four cases, designated by aρ in the name, are still gray, but with temperature-

dependent density and absorption coefficient. In particular the absorption coefficient is

a 5th order polinomial of T ∗−1 (eq. 4.7). Finally, the last five cases have a spectrally
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Figure 6.2: Profiles of mean velocity and turbulent stress for the transparent cases compared to DNS data. The

black line shows results obtained with a classical scaling, while the gray lines show the improved semi-local

v2 − f formulation which relies on semi-local scaling and semi-local Reynolds number. In terms of turbulent

heat flux models, a dashed line represents the P rt = 0.9 model, while a solid line shows the two-equation

model.

varying, temperature dependent absorption coefficient and variable density. The em-

ployed spectra are described in section 5.2. The last two cases in table 6.2 have a higher

Reynolds number and variable viscosity and thermal conductivity.

Among all these cases, three transparent benchmarks (bench, bench-ρ and bench-

highRe) are used to test the employed RANS models. In the rest of the section the follow-

ing RANS model combinations will be compared:

• v2 − f for µt with αt =µt /0.9

• v2 − f for µt and θ′2 −εθ for αt with no TRI model (Rθ =Rεθ = 0)

• v2 − f for µt and θ′2 −εθ for αt with TRI model

We remind that, since the focus of this report is the modelling of turbulent heat transfer

in presence of radiation, to avoid errors in the calculation of the radiative sources, the

profiles of the average radiative quantities (κ, E and G) are taken directly from DNS cal-

culations. This ensures that, even if negligible, the θ′ → κ,E ,G pathway is still accounted

for (figure 4.1).
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Figure 6.3: Profiles of mean temperature and turbulent heat flux for the transparent cases compared to DNS

data. The black line shows results obtained with a classical scaling, while the gray lines show the improved

semi-local v2 − f formulation which relies on semi-local scaling and semi-local Reynolds number. In terms

of turbulent heat flux models, a dashed line represents the P rt = 0.9 model, while a solid line shows the two-

equation model.

6.6. RESULTS

6.6.1. TRANSPARENT CASES

The models are first tested on the transparent benchmarks to ensure correct implemen-

tation. Figure 6.2 shows mean velocity results (top row) and Reynolds stress (bottom

row). Here, the dashed lines show results obtained with a simple constant turbulent

Prandtl number, while the solid lines are the calculations obtained using the two equa-

tion turbulent heat flux model. In particular, the black lines shows the results obtained

using a classical implementation, based on wall scaling, while the gray lines are obtained

using an improved v2 − f model, which accounts for variable properties, developed on

the basis of semi-local scaling [84] and implemented in Otero et al. [83]. In the bench

case, the turbulent heat flux model does not affect the velocity field, as temperature is

a passive scalar. Therefore – as all the results would collapse on a single line – only one

RANS result for the velocity field is shown. It is possible to notice that the v2 − f model

slightly underpredicts the turbulent stress. For the bench-ρ and the bench-highRe cases,

the classical and improved v2 − f formulations for µt are compared. It is possible to

notice that, again, the choice of the turbulent heat flux model does not affect the ve-

locity field (constant turbulent Prandtl number yields same results as the-two equation

model), but the v2 − f formulation does, with slightly improved results using the “semi-
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local scaling” implementation described in Otero et al. [83] when large property varia-

tions are present (case bench-highRe). In the latter case, the turbulent stress is largely

underpredicted on the hot side. The reason might be the very low density and high vis-

cosity on the hot side that cause local low Reynolds number effects which are known to

reduce the accuracy of a k −ε based turbulence model.

In constrast, the turbulent heat flux and mean temperature profiles (presented in

figure 6.3) show differences between the models used. If the constant turbulent Prandtl

model is used, the turbulent heat flux is mispredicted in the center of the channel, lead-

ing to improved mixing and a mean temperature profile which is lower on the hot side

and higher on the cold side of the channel. On the other hand, the two equation model

leads to an overprediction of the turbulent heat flux in the core of the channel. This

is caused by a slight overprediction of the turbulent heat transfer (derivative of ρv ′′θ′′)

in the thermal conductive layer. Despite this overprediction, the important quantity is

the derivative of the turbulent heat flux, which is better predicted with the two-equation

model compared to the constant turbulent Prandtl number approach. This is clearly

proven by the better agreement of the mean temperature profile. Note that, as shown

by equation (6.31, the mean temperature profile is completely determined by αt (in a

transparent case) and, therefore, reflects the real performance of the turbulent heat flux

model. Therefore, the two-equation model leads to a smaller “thermal boundary layer”

than the actual DNS data but an overall good performance in terms of average temper-

ature profile in the core of the channel. Again, it is possible to notice that the variable

properties v2 − f model yields slightly improved results in case of large property varia-

tions (case bench-highRe). For this reason, the improved variable property v2 − f for-

mulation is used for all the following simulations.

6.6.2. CONSTANT PROPERTY, GRAY CASES

Figure 6.4 shows the results obtained for constant properties, low to intermediate optical

thickness cases. As already demonstrated in several previous studies [20, 21, 29, 57, 61]

if the channel is optically thin, the influence of TRI is negligible. Indeed, it is possible

to notice that, since TRI is negligible, the differences between the models, for case gray-

01, closely resemble the transparent cases. In particular, by assuming a constant turbu-

lent Prandtl number, turbulent heat transfer is mispredicted in the center of the channel

leading to a higher mean temperature on the cold side of the channel. The two equation

model overpredicts the turbulent heat flux as in benchmark case, while the addition of

a TRI model improves slightly the predictions. This does not translate in a visible im-

provement in the mean temperature profile as TRI impact is still very low. On the other

hand, at an intermediate optical thickness TRI starts to play an important role, strongly

affecting the turbulent temperature field. This influence is reflected in the failure of the

standard models in predicting both the turbulent heat transfer and the average temper-

ature field. In particular, turbulent heat flux is always severely over-predicted leading to

an increased temperature mixing when compared to the DNS results. This is caused by

the fact that standard models do not take into account the additional dissipative effect of

radiative heat transfer on temperature fluctuations and, therefore, predict much higher

thermal turbulence levels. In reality, TRI decouples the connection between turbulent

velocity and temperature field, and severely reduce temperature fluctuations thanks to
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Figure 6.4: Profiles of mean temperature (top row) and turbulent heat flux (bottom row) for the

low/intermediate optical thickness, constant absorption coefficient cases. DNS results are shown with cir-

cles. The dotted lines are results from setting P rt = 0.9, while the dashed and solid lines show result from the

two equation model, without and with including TRI, respectively.

a long-range heat transfer mechanism. This results in a much lower turbulent heat flux

compared to a non-radiative case with the same mean temperature gradient and ve-

locity fluctuations. Contrarily, including a TRI model allows to predict the reduction in

turbulent heat flux leading to accurate results in terms of mean temperature profile. It is

possible to notice that increasing optical thickness (case gray-5) leads to a more severe

misprediction of temperature by the standard models due to a higher TRI influence.

Figure 6.5 shows the optical thicker cases (gray-10, gray-20 and gray-10p). Again,

since the impact of TRI on the turbulent temperature field is very high, the use of the

proposed model is necessary to achieve an accurate prediction. Nonetheless, we imag-

ine that substantially increasing the optical thickness (τ≫ 1) would decrease the neces-

sity of the TRI model. This is caused by the fact that the strength of TRI is not a mono-

tonic function of τ, it is zero at τ= 0, reaches a maximum and returns to zero at τ→∞.

Case gray-10p shows the results obtained for a lower Prandtl number (Pr = 0.7). The TRI

model performs still exceptionally. We did not test Prandtl numbers larger than unity be-

cause of the unavailability of DNS data. Nevertheless, since the relative influence of the

radiative heat transfer (and TRI) is reduced with an increase in Prandtl number, we be-

lieve that the results will still be accurate without any modification. It is possible to imag-

ine that for a higher Prandtl number (Pr > 1) temperature structures will be significantly

different, and this change will have to be taken into account with a Prandtl number de-

pendency of the characteristic wavenumber ωc (approximated by lθ). Nonetheless, the

strength of TRI, which scales with Pr−1, will reduce in intensity. Therefore, it is straight-
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Figure 6.5: Profiles of mean temperature (top row) and turbulent heat flux (bottom row) for the high optical

thickness, constant absorption coefficient cases. DNS results are shown with circles. The dotted lines are

results from setting P rt = 0.9, while the dashed and solid lines show result from the two equation model,

without and with including TRI, respectively.

forward to show that also for an increased Prandtl number, no significant modification

of the proposed model would be required.

Finally, it is important to notice how, in both figures 6.4 and 6.5, the two equation

model without TRI performs very poorly in terms of turbulent heat transfer. We already

showed that the two equation model results in an over-estimation of turbulent heat

transfer near the walls (figure 6.2). In case of radiative heat transfer, where turbulent

heat transfer is largely suppressed near the boundaries, this over-estimation becomes

unacceptable. TRI, especially in case of an intermediate to high optical thickness, is the

dominant mechanism. Thus, by including a closure model for TRI we are able to correct

the mispredictions and obtain excellent results. The constant turbulent Prandtl number

model (red dashed lines) did not necessarily over-predict the turbulent heat flux near

the walls in the benchmark cases, but is still a very crude approximation which con-

nects tightly the velocity and the temperature field. This connection is partly severed by

TRI leading also to unacceptable results as optical thickness (and radiative heat transfer

strength) increases.

6.6.3. VARIABLE PROPERTY, GRAY CASES

Figure 6.6 shows results for the variable property, gray cases compared to DNS. As ex-

plained in [65] the fluctuation of absorption coefficient do not impact TRI significantly

as much as E and G fluctuations. As a consequence, the results for these cases follow very
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Figure 6.6: Profiles of mean temperature (top row) and turbulent heat flux (bottom row) for the variable ab-

sorption coefficient, gray cases. DNS results are shown with circles. The dotted lines are results from setting

P rt = 0.9, while the dashed and solid lines show result from the two equation model, without and with includ-

ing TRI, respectively.
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Figure 6.7: Characteristic wavenumber ωc from DNS (circles), calculated with equation (4.35) compared to the

characteristic length scale (solid lines) obtained in the RANS simulations using equation (6.27)
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Figure 6.8: Profiles of mean temperature (top row) and turbulent heat flux (bottom row) for the non-gray cases.

DNS results are shown with circles. The dotted lines are results from setting P rt = 0.9, while the dashed and

solid lines show result from the two equation model, without and with including TRI, respectively.

closely what observed in figures 6.4 and 6.5. In particular, the low optical thickness case

does not feel the impact of a fluctuating radiative field and adding a TRI closure model

does not change significantly the results. Contrarily, a large improvement is found when

including TRI for intermediate and large optical thickness cases (gray-ρ1 and gray-ρ10).

To show the accuracy of the length scale approximation, figure 6.7 shows profiles of ωc

as calculated from DNS data with equation (4.35) and l−1
θ

approximated with equation

(6.27) in the RANS simulations. It can be noticed that near the walls l−1
θ

has an unphys-

ical spike which is not seen in the DNS data. While ωc has a fixed value at a boundary,

lθ tends to zero as k goes to zero, which means that, following expression (6.27), the

integral length scale of temperature structures tends to zero as a fixed boundary is ap-

proached. This caused the characteristic wavenumber calculated by the RANS model to

tend to infinity. Another misprediction is seen in the value of ωc for the optically thick-

est case gray-ρ10. This is attributed to the fact that equation (6.27) is not able to predict

thermal structure’s enlargement caused by the dual absorption-emission process at high

absorption rates [61] as it does not include any radiative quantity. Nonetheless, both of

these deviations from DNS values (which will be addressed later in section 6.6.5 while

discussing second order statistics) do not impact the predictions of both turbulent heat

transfer and mean temperature.
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Figure 6.9: Profiles of (a) mean temperature, (b) turbulent heat flux and (c) κg for the non-gray, high Reynolds

number case. DNS results are shown with circles. In (a) and (b), the dotted lines are results from setting Pr t =

0.9, while the dashed and solid lines show result from the two equation model, without and with including

TRI, respectively. In subfigure (c) the solid line shows the profile of κg obtained iteratively with equation (36)

compared to the DNS results. The Planck mean absorption coefficient is shown (dashed line) as a reference.

6.6.4. NON-GRAY CASES

Figures 6.8 and 6.9 presents the results for the non-gray cases with a spectrally varying

absorption coefficient. For the non-gray cases, the failure of the standard models is not

connected to the optical thickness (shown in table 6.2) as for the previously analysed gray

cases (i.e., for gray-gas cases higher τ leads to larger misprediction if the TRI model is not

included). In particular, case spec-Part (with τp = 2.79) shows the worst performance in

terms of both turbulent heat flux and mean temperature. On the other hand, case spec-

CO2, with a comparable optical thickness (2.99) seems to be relatively unaffected by TRI.

This is because, as we explain in chapter 5, two different parameters control TRI in

a non-gray gas: τp which is the Planck-mean optical thickness, and τg , which is the

TRI-equivalent optical thickness, based on the parameter κg . These two parameters are

defined as follows

τp = 0.5

∫2

0
κp d y , and τg = 0.5

∫2

0
κg (θ,ωc )d y . (6.35)

In gray gas cases τ = τg = τp , meaning that TRI depends only on the Planck-mean op-

tical thickness. This is not the case in non-gray gases. The two optical thicknesses are

shown, for the different cases, in the table 6.3, together with the gray-equivalent optical

thickness (τeq ) described below.

Table 6.3: TRI-governing parameters for the different non-gray cases.

case spec-H2O spec-CO2 spec-Part highRe-H2O

τp 8.023 2.99 2.79 2.12

τg 13.4 18.9 3.1 7.09

τeq 0.736 0.118 2.391 0.384

Since the impact of κ′ is negligible, TRI scales with

Rθ/θ′2 ≈κp ( fE − fG ) ∝κp · (1−κg · f (κg )) , (6.36)
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whereκg · f (κg ) is bounded between 0 and 1 and increases with κg . The RHS of the above

proportionality relation has been obtained dividing Rθ by (θ′2 fE ). Therefore, the impact

of radiation increases with τp and decreases with τg . To compare the results shown in

figure 6.8 with the gray gas cases it is possible to define a new optical thickness (we call

it here gray-equivalent), which is a combination of these two parameters. If we assume

that only one absorption coefficient (here denoted κeq is responsible for TRI (as in gray

gases), the “gray-equivalent” optical thickness can be defined as

τeq = 0.5

∫2

0
κeq d y , where κeq

(
1−

κeq

ωc
atan

ωc

κeq

)
≡κp

(
1−

κg

ωc
atan

ωc

κg

)
. (6.37)

The values ofτeq for each case, calculated with DNS data andωc as in equation (4.35), are

given in table 6.3. Given these values, it is possible to compare the predictions obtained

for the non-gray cases with the gray gas cases.

For spec-H2O, (τeq = 0.74) neglecting TRI results in slightly better prediction than

for the gray cases with τ = 1 (gray-1 and gray-ρ1), but still unacceptable if compared

to the optically thin gray cases (gray-01 and gray-ρ01). In this case, the inclusion of a

TRI model is necessary to obtain satisfactory results. Moreover, spec-CO2, despite the

seemingly high τp , is very similar to the optically thin cases (gray-01 and gray-ρ01) given

that τeq is equal to 0.118. Therefore, the two equation model is improved only slightly

when including the TRI closure. On the other hand, since spec-Part has very similar

τp and τg (the absorption spectrum has a really low variability), the result is similar to

an optically intermediate gray case with optical thickness between 1 and 5 and hence

largely impacted by TRI. Finally, case highRe-H2O, which is shown in figure 6.9, has a

τeq lower than case spec-H2O, but is more affected by TRI (i.e., the deviations of the

standard models are larger). This is caused by the fact that, in this case, there is more

emitted energy that can dissipate thermal fluctuations. In simple terms, the average

dimensional temperature is higher or, mathematically,

Rθ/θ′2 ∝ fE , where fE ∝ θ
3

T −4
0 , (6.38)

meaning that Rθ increases with mean non-dimensional temperature (θ) and with the

non-dimensional temperature difference T −1
0 = (T ∗

h
−T ∗

c )/T ∗
c . As for case highRe-H2O,

the temperature difference is three times larger than for the other cases, TRI strength is

magnified by a factor of 34.

Indeed, the TRI closure model seems to yield remarkable results independently of

the mean temperature or the Planck-mean, TRI-equivalent and gray-equivalent optical

thicknesses of the case. Figure 6.10 shown the comparison between the integral ther-

mal length scales (top) and the TRI-equivalent absorption coefficient (bottom), calcu-

lated with DNS data and obtained with the RANS simulations. The dashed lines are the

Planck-mean absorption coefficient profiles, plotted for reference. As seen previously for

the variable property cases, the integral length scale lθ tends to zero while approaching

the boundary, causing a spike in the characteristic wavenumber l−1
θ

. This is reflected in

the calculation of the TRI-equivalent absorption coefficient which also spikes near the

walls. Fortunately, the relevant function which approximates the incident radiation fluc-

tuation is dependent on the ratio κg /ωc . Therefore, the misprediction of ωc is corrected
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Figure 6.10: Top row: characteristic wavenumber ωc from DNS (circles), calculated with equation (4.35) com-

pared to the characteristic length scale (solid lines) calculated with equation (6.27). Bottom row: comparison

between the actual κg calculated from DNS data (circles) and the one obtained iteratively with equation (6.28)

(blue dashed-dotted line). The Planck-mean absorption coefficient (dashed line) is shown as a reference.

by the calculation of the TRI-equivalent absorption coefficient. The TRI-equivalent ab-

sorption coefficient for case highRe-H2O is shown in figure 6.9(c). Aside the problems

close to the boundaries, the model (and iterative approach) employed seems to yield

fairly correct values, especially for the calculation of κg , which, due to its dependency

on both temperature and thermal length scales, is the most complex quantity to assess.

6.6.5. SECOND ORDER STATISTICS

In this section we present the quantities calculated by the two equation model (θ′2 and

εθ) and the radiative dissipation assessed by the additional TRI closure model (Rθ).

Since, in case of an eddy diffusivity calculated using a constant turbulent Prandtl num-

ber these quantities are not available, only the two equation model is shown in compar-

ison to DNS data. Figure 6.11 shows the results obtained for the constant property gray

cases. It is possible to notice that for a low to intermediate optical thickness (gray-01,

gray-1, gray-5), the TRI model predicts very accurately radiative dissipation, leading to

a satisfactory calculation of temperature variance and molecular dissipation. Already

for τ= 1, not accounting for TRI causes temperature variance and molecular dissipation

to be unphysically high. This is caused by the large mean temperature gradient which

develops in the center of the channel that translates in a high temperature variance tur-

bulent production rate. The high production rate, coupled to absence of a radiative dis-

sipation model results in a large overprediction of temperature variance. Increasing the
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Figure 6.11: Profile of second order statistics calculated using the two equation turbulent heat flux model for

the constant absorption coefficient cases. The top row shows temperature variance, while middle and bottom

row display molecular and radiative dissipation, respectively. The symbols show DNS data while the red and

blue lines show the results obtained using the two equation model without and with the addition of a TRI

model, respectively
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Figure 6.12: Profile of second order statistics calculated using the two equation turbulent heat flux model for

the constant absorption coefficient cases. The top row shows temperature variance, while middle and bottom

row display scalar and radiative dissipation, respectively. The symbols show DNS data while the dashed and

solid lines show the results obtained using the two equation model without and with the addition of a TRI

model, respectively
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Figure 6.13: Profile of second order statistics calculated using the two equation turbulent heat flux model for

the variable absorption coefficient cases. The top row shows temperature variance, while middle and bottom

row display scalar and radiative dissipation, respectively. The symbols show DNS data while the dashed and

solid lines show the results obtained using the two equation model without and with the addition of a TRI

model, respectively
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optical thickness further (gray-10, gray-20) leads to a lower accuracy in terms of radia-

tive dissipation. This is most likely caused by the overprediction of the characteristic

wavenumber. Since, for these cases, the characteristic wavenumber is effectively higher

than the actual value obtained from the DNS simulations (figure 6.7), predicted inci-

dent radiation fluctuations (G ′) are lower, see eq. (4.28), which result in a higher abso-

lute value of radiative dissipation, see equation (6.19). Physically speaking, the model

is predicting smaller thermal structures which are optically thinner and not capable of

re-absorbing emitted radiation. This will lead to a decreased temperature variance (and

ultimately a lower equilibrium Rθ). Therefore, the cause for having a lower Rθ in figure

6.11 (for high optical thickness cases) is, counter-intuitively, an overprediction of radia-

tive dissipation. Nevertheless, the temperature variance obtained by neglecting TRI is

progressively worse as the optical thickness increases due to the larger mean temper-

ature gradient. Therefore, despite slight inaccuracies in the second order statistics, in-

cluding TRI leads to excellent results also for higher optical thickness cases.

Figures 6.12 and 6.12 show the performance of the RANS simulations in terms of

second order statistics for variable properties and non-gray cases. As for the average

profiles, the conclusions drawn for constant property cases are suitable for the variable

property gray cases with the same optical thickness. It is interesting to notice the high

accuracy of the TRI model in an intermediate optical thickness scenario, as for gray-ρ1

and all the non-gray cases. Also for highRe-H2O, which has variable transport properties

and a significantly larger ∆T ∗ and Re, the TRI model approximates very accurately ra-

diative dissipation, allowing a correct prediction of temperature variance and molecular

dissipation.

6.7. SUMMARY

We developed a general radiative modification which can be applied to most turbulent

heat transfer models. The modification consists of a first order approximation of the

fluctuating radiative field which is expressed as a linear function of temperature fluc-

tuations. This TRI closure model is then applied to a two-equation turbulent heat flux

model which evaluates temperature variance and scalar dissipation rate. The improved

model has been tested on several cases in comparison with the available DNS data to

prove its validity. The results show that in case of a radiative flow, the proposed model is

always capable to improve the results when compared to the standard models available.





7
CONCLUSION

The simulations performed in the course of this research work were aimed at developing

a thorough understanding of turbulence-radiation coupling. To do this, an innovative

approach has been developed, wherein the Navier-Stokes equations are solved with a

DNS formulation on CPUs and the Radiative Transfer equation is solved on GPUs. Par-

ticularly, The GPU Monte Carlo implementation has been optimized for thermal radia-

tion simulations achieving a significative speedup compared to a CPU Monte Carlo im-

plementation. This new approach allows a full one-to-one coupling of turbulence and

radiative heat transfer, granting the access to a complete description of TRI. Following

the simulation of radiatively participating turbulent channel flows with different optical

depths and variable radiative properties, the following conclusions can be made:

• Radiative heat transfer causes a decrease of temperature fluctuations due to a di-

rect dissipation effect.

• In gray gases, the radiative dissipation of temperature is behaviourally different

depending on the optical thickness of the flow. To account for the behavioural

difference, it is necessary to separate the impact of emission from the one of ab-

sorption.

• For a low optical thickness, the role of absorption is limited to the modification

of the mean temperature field through the mean incident radiation. As a conse-

quence, the only direct effect of radiative heat transfer on temperature fluctuation

is felt through emission fluctuations, which act as a damping effect for the tem-

perature field.

• In higher optical thickness flows, absorption tends to occur more close to the emis-

sion point, causing an interplay between emission and absorption fluctuations. In

particular, energy is dissipated from small temperature structures which are rela-

tively optically thin, and deposited in larger temperature structure where absorp-

tion is more relevant. The temperature spectra show a steepened gradient as a

consequence.
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• Due to the low “surface-to-volume” ratio, streaky anisotropic temperature struc-

tures, typically found near solid boundaries, have an enhanced radiative dissipa-

tion.

• The non-local nature of radiative heat transfer causes the impossibility of any di-

rect scaling of the temperature field, especially for larger optical depths where in-

cident radiation fluctuations dominate the production of temperature structures.

• In non-reactive flows, emission and absorption coefficient fluctuations are well

described by first order functions of temperature fluctuations. On the other hand,

in gray gases, it is possible to connect incident radiation fluctuations to the absorp-

tion coefficient and a characteristic wavenumber which represents the inverse of

the length scale of the most energetic temperature scale of the flow.

• In non-reactive flows, turbulence-radiation coupling is fully accounted for by the

variations of the mean absoption coefficient alone. For any purpose, κ′ can be

neglected, independently from the value of the optical thickness.

• In non-gray gases, the behaviour of TRI cannot be characterized by either the op-

tical thickness or the global transmissivity, due to the interaction of emission and

absorption at a spectral level. For this reason, we derived a new spectral averaging

which accounts for the length scale of turbulent structures. This averaging pro-

vides a framework to define a new TRI-equivalent optical thickness τg which al-

lows a comparison between flows with different spectral properties. τg also allows

insight into quiescent media as it quantifies the optical depth related to absorption

of self-emitted radiation.

• Based on the results obtained, a new TRI closure has been developed. This clo-

sure can be applied to simple turbulent heat flux models in a RANS framework to

significantly improve the predictions of the temperature field.

It has to be reminded that all the results are obtained in the framework of non-reactive

turbulent flows, where temperature fluctuations can be considered weak. In reactive

flows, where temperature fluctuation are much higher, emission and absorption coeffi-

cient fluctuations are not expected to be well represented by their first order linear ap-

proximations. On the other hand, as radiative heat transfer dissipates temperature fluc-

tuations, it is possible that the derived model will be valid and produce improved results

also in a turbulent combustion case. All the other theoretical conclusions are believed to

apply correcly also to combustion cases. In particular the model for G ′ which is not de-

pendent on the weak temperature fluctuation approximation. As a suggestion for future

studies we recommend to validate the proposed model also for combustion cases. The

validation can be performed with experiments for both low optical thickness flames with

a large participating medium volume fraction (as example the ones found in MILD com-

bustion [85, 86]) and high optical thickness (sooting) flames. Additional future outlooks

include observing the effect of TRI on temperature in multispecies mixtures, where ra-

diation and turbulence interact with species transport. If the effect of species transport

can be included in the variation of the absorption coefficient only, it might be possible
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to incorporate in the theory developed in this thesis. In particular, we recommend to

investigate the impact of absorption coefficient fluctuations κ′ on the temperature field

in a combusting and a multispecies flows. If this is large, τg might have to be redefined

accordingly.





A
VALIDATION AND VERIFICATION
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Table A.1: Test cases

cases 1D1 1D2 1D3 1D4 1D5 3D1 3D2 3D3

κ 5 50 50 200 200 0.1 1 20

τ 0.5 5 5 20 20 0.1 1 20

ǫ 1 1 0.6 1 0.6 1 1 1

Tw 500 500 500 500 500 0 0 0

dimensions 1 1 1 1 1 3 3 3

A.0.1. FINITE VOLUME RADIATIVE SOLVER

The implemented scheme is tested in various one dimensional and three dimensional

cases, while comparing the performance of STEP and CLAM scheme for different optical

thicknesses. Table A.1 shows the details of the validation cases. All tests were performed

on a 1003 grid with 96 propagation directions, as in the performed simulations. For 1D

cases, temperature profile is parabolic with a value of 500 K at the walls and 2500 K in the

center. Periodic boundary conditions were implemented in two directions. For the 3D

cases, the benchmark developed by Sakurai et al [87] is tested. The temperature profile

in the 3D cases is:

T (x, y, z) =

(
sin (xπ)

Lx
·

sin (yπ)

Ly
·

sin (zπ)

Lz
·
π

σ

)1/4

, (A.1)

while the walls are black and cold (0 K).

Figures A.1 and A.2 show the one dimensional and three dimensional test cases, respec-

tively. STEP and CLAM scheme are both suitable when low optical thickness is consid-

ered, since, at the level of a cell, the system is optically thin, while when increasing τ the

crude approximation of the STEP scheme produces inaccurate results. This is due to the

fact that the cell is not necessarily optically thin (already at τ = 5) and intensity in the

cell center is, therefore, different from the upstream face value. CLAM scheme, on the

other hand, is able to reproduce all the analytical results up to τ ∼ 20 (cases 3D3, 1D4

and 1D5).

A.0.2. GPU MONTE CARLO SOLVER

To ensure a correct implementation the algorithm is verified and validated using a com-

bination of gray and non-gray gases in 1D and 3D. In total, 14 cases are used which are

summarized in table A.2. All the cases, 1D and 3D alike, are calculated on a 3D grid.

To mimic the one-dimensionality, two periodic directions are employed in the 1D cases,

over which the results are then averaged. Beside the case names in column 1, the sec-

ond column shows values of the absorption coefficient κ for the gray gas cases (cases

1 to 4), and the names of the non-gray gases (H2O, CO2 or mix) for cases 5 to 14. The

entry “mix”, found in cases 12 and 13, refers to a mixture of 11.6% CO2 and 15.5% H2O

at 1 atm. All other cases are enclosures filled with a pure substance (molar fraction of

1) at 1 atm. The other columns indicate the prescribed temperature distribution (linear,

parabolic, etc.), the spatial inhomogeneous dimensions (1D or 3D), the wall emissivities
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Figure A.1: comparison between solution from FVM and analytical solution for 1D gray slab. Figure A.1(a): case

1D1, figure A.1(b): case 1D2, figure A.1(c): case 1D3, figure A.1(d): case 1D4, figure A.1(e): case 1D5. Circles:

exact solution, dashed-dotted line: CLAM scheme, solid line: STEP scheme.
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Figure A.2: comparison between solution from FVM and analytical solution for 3D cubic enclosure. Solution

is shown at y = 0.5 and z = 0.5. Figure A.2(a): case 3D1, figure A.2(b): case 3D2, figure A.2(c): case 3D3. Circles:

exact solution, dashed-dotted line: CLAM scheme, solid line: STEP scheme.
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Table A.2: Description of validation cases

Case κ Temp. Dimensions Domain εw τ / t Comparison

Case 1 1 [m−1] lin1 1D 1 [m] 1 (all walls) 1 / 0.368 analytical solution

Case 2 1 [m−1] parab1 1D 1 [m] 1 (all walls) 1 / 0.368 analytical solution

Case 3 0.5 [m−1] sin 3D 1 [m3] 1 (all walls) 0.5 / 0.607 analytical solution [87]

Case 4 5 [m−1] sin 3D 1 [m3] 1 (all walls) 5 / 0.007 analytical solution [87]

Case 5 H2O 1000 [K] 1D 0.1 [m] 1 (all walls) 0.51 / 0.81 Kim et al. [88]

Case 6 H2O 1000 [K] 1D 1 [m] 1 (all walls) 5.1 / 0.54 Kim et al. [88]

Case 7 CO2 lin2 1D 1 [m] 1 (all walls) 25.5 / 0.82 Cherkaoui et al. [56]

Case 8 CO2 lin2 1D 1 [m] 0, 1 25.5 / 0.82 Cherkaoui et al. [56]

Case 9 CO2 lin2 1D 1 [m] 0.1, 0.1 25.5 / 0.82 Cherkaoui et al. [56]

Case 10 H2O parab1 1D 1 [m] 1 (all walls) 4.98 / 0.49 Line-by-Line MC

Case 11 CO2 parab1 1D 1 [m] 1 (all walls) 22.11 / 0.821 Line-by-Line MC

Case 12 mix parab2 1D 0.2 [m] 1 (all walls) 0.30/ 0.76 Tesse et al. [18]

Case 13 mix parab2 1D 4 [m] 1 (all walls) 5.93 / 0.036 Tesse et al. [18]

Case 14 H2O 3dimens 3D 1 [m3] 1 (all walls) 4.98 / 0.49 Line-by-Line MC

εw , the global optical thickness and global transmissivity (τ / t), and the source used for

the verification or the validation. Further details are given in the subsequent discussions

of the individual cases.

The gray gas cases 1, 2, 3 and 4 are used to verify the correctness of the ray march-

ing procedure and are compared to existing analytical solutions. Although κ 6= f (ν), the

spectral (narrow-band) description shown in algorithm 1 is retained with precomputed

probability functions based on a gray gas absorption coefficient. Two different geome-

tries are examined, namely a 1 m parallel slab (1D) and a 1 m3 cube (3D). The walls are

considered black with εw = 1. For the 1D cases, two different temperature profiles (lin1

and parab) are considered, given as

lin1: Tm = 500+1000x [K], Tw1 = 500 [K ], Tw2 = 1500 [K], (A.2)

parab1: Tm = 500−2000x2
+2000x [K], Tw1 = Tw2 = 500 [K], (A.3)

where Tm is the temperature of the medium and Tw1 and Tw2 are the temperatures at

the left and right wall, respectively. For the 3D cases, the walls are cold (0 [K ]), and the
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Figure A.3: Verification of the present MC code (lines) for a gray gas in comparison with analytic solution

(symbols). Left: case 1, center: case 2, right: circles and dashed dotted line case 3, squares and solid line case

4 (both at y = z = 0.5 [m]).
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Figure A.4: Validation of the present MC code (lines) for H2O in the isothermal case in comparison with values

from [88] (circles). Left: case 5, right: case 6.

temperature profile is given as

sin: Tm =
(
sinπx ·sinπy ·sinπz ·π/σ

)0.25
[K ], (A.4)

in order to compare the results with the quasi-analytic solution derived by Sakurai et

al. [87]. The absorption coefficient for the 1D slab has a value of 1 m−1, while for the 3D

domain the two cases have different absorption coefficients of κ= 0.5 and 5 m−1 (case 3

and 4, respectively). For these four cases, the results are obtained on a 323 grid with 2000

rays per cell. Note that for the 1D cases, an averaging was performed along the periodic

directions. As can be seen in figure A.3, the MC implementation is accurately able to

reproduce the analytic solutions with adequate precision.

To validate the spectral discretization, a combination of isothermal and non-isothermal

cases with H2O and CO2 have been used. 119 and 139 narrow bands were selected for

H2O and CO2, respectively, with each band containing 16 quadrature points. The radia-

tive power of a 1D slab filled with water vapour at 1 atm and 1000 K, bounded by two

cold black walls at a distance of 0.1 (case 5) and 1 m (case 6), has been compared with

data presented in Kim et al. [88] as shown in figure A.4. The results for the 1D slab filled
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Figure A.5: Validation of the present MC code for CO2 at 1 [atm] in comparison with results from [56]. Linear

temperature profile T = 295+10x [K]. Tw1 = 295 [K] (lin2). Tw2 = 305 [K]. Cases 7, 8 and 9 at the left, right and

center, respectively.
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Figure A.6: left and right show the comparison of MC implementation with the line-by-line solution for H20

(left) and CO2 (center) at 1 [atm] with a parabolic temperature profile, equation (A.3). The right figure shows

the comparison of the H2O-CO2 mixture with results from Tesse et al. [18]. circles and dashed dotted line case

13, squares and solid line case 12.

with CO2 at 1 atm and three different wall emissivities (cases 7, 8 and 9) are shown in fig-

ure A.5. The temperature profiles for the CO2 cases are linear with the left wall at 295 K

and the right wall at 305 K (lin2). The radiative power is compared to data presented in

Cherkaoui et al. [56]. In all cases (cases 5-9) the comparison clearly demonstrates the

high accuracy of the spectral discretization.

Two additional cases (case 10 and 11) are proposed to validate the spectral discretiza-

tion and the MC implementation with a line-by-line version of the present MC code.

The radiative power is calculated for H2O and CO2 at 1 [atm] with parabolic temperature

profiles (equation (A.3)). The results obtained with the narrow-band correlated-k MC,

shown in figure A.6, are in close agreement with the line-by-line benchmark to again

prove the correct implementation. Figure A.6 also shows the results for the H2O-CO2

mixture (cases 12 and 13) in comparison with the results from Tesse et al. [18]. For these

cases the temperature profile was set to

parab2: Tm = 500−8000(x/L)2
+8000(x/L) [K], Tw1 = Tw2 = 500 [K], (A.5)

with L the length of the domain. Due to the high temperatures involved (Tc = 2500 K),
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Figure A.7: 3D non gray case. Left: temperature profile at z = 0.5 [m] in [K]. Right: radiative power at z = 0.5

[m] in [kW/m3].
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the spectrum for the mixture was retrieved using the HITEMP 2010 database [14]. The

spectra between 0 and 25000 cm−1 were then divided into 999 narrow-bands and 16

quadrature points per band for a total of 15984 pseudo-spectral points. As demonstrated

in figure A.6, also in case of a mixture, the present MC shows satisfactory agreement with

the published literature.

The last validation case (14) consists of 1 m3 cube with black walls filled with H2O.

The temperature profile is given by

3dimens: Tm = 500−2000 · (x · y · z)2
+2000 ·x · y · z [K], Tw = 500 [K]. (A.6)

Figure A.7 shows the results of the 3D non-gray case compared to a line-by-line version

of the current MC. The left contour shows the temperature at z = 0.5 m, while the right

plot shows the comparison of the results obtained with the narrow-band correlated-k

method and the line-by-line benchmark at the same location (shown in kW/m3). The

solution is again in excellent agreement with the line-by-line benchmark case.
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