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Daar is het water, daar is de haven,
Waar j' altijd horen kon: Wij gaan aan boord.
De voerman laat er nou paarden draven
Én aan de horizon ligt Emmeloord

Éens ging de zee hier tekeer,
Maar die tijd komt niet weer,
Zuiderzee heet nou IJsselmeer.

- From "Zuiderzeeballade"
Summary

The morphology of tidal basins includes a wide range of features developing along different spatial and temporal scales. Examples are shoals, channels, banks, dunes and ripples. Coastal engineers use their engineering tools to answer questions on the processes governing the short term (< decades) development of these morphological features. Geologists apply their conceptual models and reconstruction methods to answer questions related to a much longer time scale (> centuries). This two-sided approach has left us with limited understanding of processes occurring on intermediate scales (> decades and < centuries), whereas the morphodynamics of these intermediate scales are of special concern to sustainable coastal zone management.

This study is part of a collective effort to bridge the aforementioned gap by extending the use of coastal engineering tools (process-based models) to geological time scales to provide more understanding of the physical processes governing the long-term morphodynamic behavior of tidal basins. A fundamental question addressed is whether or not process-based models can reproduce trustworthy long-term developments. To answer this question the Dutch Waddenzee is chosen as a reference case.

This study suggests that the question has a positive answer. By comparing model results with measured developments in the Waddenzee, this study shows that a process-based model can reproduce channel-shoal patterns and their long-term development qualitatively well. Modeled parameters such as area, volume and height of the inter-tidal flats obey the data-based equilibrium equations. This study also demonstrates the models' ability to qualitatively assess the impact of large scale human intervention in a tidal basin. For example, the model is able to reproduce the change in tidal transport regime and the ensuing morphodynamic changes due to an extreme impact such as the closure of the Zuiderzee.

Although the highly schematized simulations produced qualitatively good results, they also revealed the need for a better process description. As the first step to improve model performance a methodology was developed to account for sediment composition and distribution in the bed. In the next step different methodologies to schematize wave action for long-term morphological simulations were investigated. Investigated the wave climate. Model results show that the chronology of wave conditions and the wave schematization approach have a limited effect. The outcome of long-term (decadal) morphodynamic simulations with different wave and tidal conditions are in good agreement with conceptual models. For the reference case, model results revealed that the morphological impact of wind waves is not only important outside the inlet and at the ebb-tidal delta, but also within the tidal basin. A final conclusion is that adding methodologies for bed composition and wave schematization to the model of the Waddenzee area improved the hindcasting simulations qualitatively.
Samenvatting

De morfologie van getij bekkens beschrijft een breed scala aan vormen die zich ontwikkelen volgens een eigen schaal in ruimte en tijd. Voorbeelden zijn platen, geulen, zandbanken, duinen en ribbels. Kustwaterbouwkundige ingenieurs gebruiken hun model concepten om vragen te beantwoorden met betrekking tot korte termijn (< decaden) ontwikkeling van deze morfologische vormen. Geologen passen hun eigen conceptuele modellen en reconstructie methoden toe om vragen te beantwoorden op veel langere tijdschalen (> eeuwen). Door deze twee benaderingen blijft de kennis van tussen liggende tijdschalen (> decaden en < eeuwen) onderbelicht, terwijl deze tijdspanne juist van belang is voor het duurzame beheer van een kustzone.

Deze studie is onderdeel van een gezamenlijke inspanning om het eerder genoemde hiat in kennis op te vullen. Kustwaterbouwkundige modellen wordt opgerekt naar geologische tijdschalen om meer kennis en begrip te krijgen voor de fysische processen die lange termijn morfodynamisch gedrag van getij bekkens bepalen. Een fundamentele vraag is of proces gebaseerde modellen betrouwbare lange termijn ontwikkelingen kunnen reproduceren. De Nederlandse Waddenzee dient als case studie om deze vraag te beantwoorden.


Hoewel de geschematiseerde simulaties tot kwalitatief goede resultaten hebben geleid, toonden ze ook de potentie aan om de model resultaten te verbeteren. Als een eerste stap beschrijft deze studie een methodologie om de initiële sediment verdeling en samenstelling in de bodem te bepalen. Een tweede verbetering betreft de ontwikkeling van een methodologie voor golf schematisatie voor lange termijn morfodynamica. Modelresultaten laten zien dat de chronologie van golf condities en de golf schematisatie een beperkt effect hebben. De resultaten van lange termijn (~decaden) simulaties met verschillende golf en getij condities komen goed overeen met conceptuele modellen. Met betrekking tot de case studie laten de model resultaten zien dat de morfologische impact van golven niet alleen belangrijk is zeewaarts van het getij bekken en de ebb delta, maar ook in het bekken zelf. Een belangrijke conclusie is dat de voorgestelde methoden voor bodem samenstelling en golf schematisatie de hindcast van de morfodynamische ontwikkeling van de Waddenzee kwalitatief hebben verbeterd.

1 This summary is translated to Dutch by Dr. Mick van der Wegen, Senior lecturer in UNESCO-IHE.
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CHAPTER 1

Introduction
1.1 Motivation

The morphodynamics of tidal basins include a wide range of features with different spatial and temporal scales. Coastal engineers use their engineering tools to answer questions on the processes governing the short term (< decade) development of these morphological features. Geologists apply their conceptual models and reconstruction methods to answer questions related to a much longer time scales (> centuries). This two-sided approach has left us with limited understanding of processes occurring on intermediate scales (> decades and < centuries), whereas the morphodynamics of these intermediate scales are of special concern to coastal zone management.

Therefore there is a need to improve the understanding of important processes at intermediate scales as well as the ability to predict the behavior of morphological features with such scales. To bridge this gap either the coastal engineers should try to extend their understanding of the morphological processes and adapt their tools to be used beyond what is used now or geologists should downscale their very large scale models. (Figure 1-1)

In this study the first approach of the abovementioned two is adopted, and it is tried to look towards the intermediate scale morphodynamics of tidal basins with engineering glasses, the immediate consequence of this approach is that the intermediate scale morphodynamics appears to be long and large scale morphodynamics from an engineer point of view.

![Figure 1 - 1The gap in understanding of the intermediate scale morphodynamics and the approach adopted in this research (Re-drawn after De Groot 1999 courtesy of Ad van der Spek)](image)
1.2 Different engineering approaches in long-term morphological modeling of tidal basins

There are lots of different phenomena affecting the morphological evolution of tidal basins. The effects are varying in a wide range of temporal and spatial scales. Therefore one model type can not provide all the necessary morphological information to fulfill every kind of needs. It is claimed by De Vriend (1996) that “the all purpose model for tidal inlet morphodynamics does not exist and is not likely to emerge in near future”. To the knowledge of the author such a model is not developed in recent years either. The models which perform well for small-scale phenomena do not necessarily perform the same on larger scales and vice versa. So, the morphological models also should be classified according to the morphodynamic scale of phenomena of interest. Since long-term modeling is the main approach in this study, different types of long-term models used by coastal engineers are described briefly in this section.

In morphological modeling of the coastal zone, including tidal basins, there are two main approaches described by De Vriend et al. (1993b): ‘behavior oriented models’ and ‘process-based models’. He also introduced a combination of these two approaches called ‘formally integrated, long-term models’ later (De Vriend, 1996). In recent years Karunarathna et al. (2008, 2009) introduced another approach to combine behavior oriented and process-based models, based on the inverse methodology.

1.2.1 Behavior based models

In behavior based models the physics of underlying processes are neglected and modeling is based on the empirical relation between different coastal phenomena. These kinds of models rely on the available measured data of coastal parameters. Different behavior based models have been developed for long-term morphological modeling including the models specifically aimed at tidal basins. Behavior based models by are also categorized in different classes by De Vriend (1996).

Data-based models

The main assumption in this type of model is that the processes which govern the trend of the evolutions in coastal region remain constant during the time; or in other words in this models it is assumed that the coastal parameters continue their past evolution with the same trend. The simplest form of this model is the extrapolation of a parameter in time using a linear regression. The more sophisticated model of this type using a multi-scale nonlinear system is also developed and has been used in tidal basin systems. Using the relations resulting from regressions the behavior of the parameters can be predicted.

Another type of the data-based model called ‘translation’ in literature, predicts the behavior of a coastal system by using the data and evolution history of a well monitored similar system. In this type of model it is assumed that both systems respond to the interferences similarly.

The data based models have been used in predicting the behavior of the tidal basins. However in such a complex model there are a large number of inputs and parameters to be taken into account. So it is difficult to find the relation between the mechanisms and different aspects of evolution. Therefore using data-based models in tidal basins requires a good understanding of the physical mechanisms. (De Vriend, 1996).
Empirical models

The empirical models belong to two different categories: the equilibrium state models (relationships) and the transient empirical models.

In the equilibrium state relations, it is assumed that there is a coastal system (e.g. tidal basin) which is already in its (dynamic-) equilibrium which can be chosen as a prototype of other systems with similar conditions. Relations between different parameters of such a system are determined by analyzing the measured data; these relations are assumed to be valid for similar systems. This type of relations has been used in tidal basin morphology extensively. However, in most of the available equilibrium state relations, some of the data, which have been used in the analyses, are not the data from equilibrium conditions.

Transit empirical models describe the evolution of a morphological parameter between a given actual state and its equilibrium state as an exponential decay process (De Vriend, 1996). Transit empirical models are based on the assumption that each element of the system behaves independently. This assumption is not always true for a tidal basin system, in which there are sediment exchange between basin, ebb-tidal delta, and adjacent coastline. In other words this kind of model can be used in a tidal basin system only if sufficient sediment is available inside the modeled element.

Semi-empirical models

In semi-empirical models, the approach is to use all kind of available information, such as measured data in the field, equilibrium state equations, and large scale balance equations based on the available theories. Due to lack of enough detailed empirical information, these models can not be used in detailed scale. In the case of a tidal basin, these models are developed for the scale of basin, ebb-tidal delta, etc.

A large number of models with this approach have been developed for different elements of a tidal basin system, some of them are: Di Silvio’s basin model (Di Silvio, 1989), Van Dongeren’s basin model (Van Dongeren and De Vriend, 1994), Karssen’s basin model (Karssen, 1994a, 1994b), De Vriend et al’s delta model (De Vriend et al, 1989), Steetzel’s model of the entire Waddenzee coast (Steetzel, 1995). More recent models of this type, which are still developing are ESMORPH and ASMITA. (Stive et al. 1998, Stive and Wang 2003)

1.2.2 Process-based models

Process-based models are based on the description of underlying physical processes. This type of models consists of a number of modules which describe different processes such as hydrodynamics (wave and current) and sediment transport. These modules interact dynamically with bathymetry and lead to the morphological changes.

These models need a careful selection of the processes to be modeled. Each of the relevant processes should be modeled adequately, not only in the sense of process description, but also, the combination of the modules, which forms the model as a whole (De Vriend, 1996). On the other hand the input to the model should be schematized. In this regard another distinction is made on the process-based models. Some models simulate the long-term effects, by modeling the full description of the of small scale processes, but with the schematized inputs. Using the morphological tide to represent the full neap spring tidal cycle is an example of such approach. This type of approaches is referred as ‘Input reduction’ in literature. Some other models only use the modules to describe the most important physical processes. This approach is called ‘Model reduction’. However in most cases both input reduction and model reduction concepts are applied.
Another issue in process-based long-term morphological modeling is how to couple the basic modules of different processes in a model, to reach the result with desired accuracy in a reasonable computational time. Roelvink (2006) summarized different techniques which are developed in this regard.

As Roelvink and Reniers (2012) indicated, the other advantage of the process-based models is that not only these models try to reproduce and predict the reality "Virtual reality", but also they can be used as a numerical lab to examine the effect of different processes and find the physical processes which play the main role in different morphological behavior and answer more fundamental equations "Realistic analogue".

In recent years, process-based models have been used in different studies to simulate the morphology of tidal basins and estuaries for different scales, such as Wang et al. (1995), Marciano et al. (2005), Van Leeuwen et al. (2003), Van der Wegen and Roelvink (2008), Van der Wegen et al. (2008, 2010, 2011), Dissanayake et al. (2009), Tung et al. (2008, 2009, 2011)

### 1.2.3 Inverse methodology

This technique is mainly used for predicting long-term variations in the morphology of estuaries. In this method a morphological evolution equation is used which isolates diffusive and non-diffusive processes in estuaries. The contribution from non-diffusive processes to the morphological changes of the estuary is incorporated in the governing equation by a source function. The source function is derived by solving an inverse problem using historic data and Empirical Orthogonal Function (EOF) analysis is used to analyze the spatial and temporal variation in the source function (Karunarathna et al., 2008). The disadvantages of this method are mainly the need for a long and large data set. The governing equation of the model is case limited and can not be adopted for other cases.

### 1.2.4 Formally integrated, long-term models

Another way to model the long-term evolution of a tidal basin is to formally integrate the mathematical equations of physical processes over the time and space domain. Since these equations are normally nonlinear, the closure terms should be involved. The closure terms have to be modeled in terms of large-scale dependent variables, empirically or based on a theoretical analysis of the relevant interaction processes (De Vriend 1996).

This approach is used by Krol (1990) to integrate a simple 1D morphological model of a tidal estuary. Later Schuttelaars and De Swart (1996) followed the same approach.

### 1.3 Goal of this study

Many efforts have been made during the last decades in the long-term morphological modeling of tidal basins. These studies are mainly based on the use of ‘behavior oriented models’. This kind of models usually cannot describe the underlying processes and mechanisms of morphological evolutions; hence process-based models may provide better understanding of the morphological behavior of the tidal basins. On the other hand our ability of using process-based models for long-term simulations should also improve. These two goals go parallel to each other, therefore following the hypothesis that 'If you put enough of the essential physics into the model, the most important features of the morphological behavior will come out, even at longer time scales' (Roelvink, 1999) the main goal of this study is to:
Use process-based models to simulate the large scale morphological behavior of a tidal basin in order to gain more understanding of the physical processes governing the long-term morphological evolution of large tidal basins.

The goal of this study is chosen to challenge the ideas such as: Process-based models are designed to represent typical short-term processes and are validated against data concerning those processes; long-term developments are governed by other, more subtle processes, which can be dominated by the short-term 'noise', or, if already at short time-scales the process-based models are so sensitive to input parameters and numerical settings, does a long-term application of the same model make any sense? (NWO-ALW, 1999, sub-project 2, Wang et al. 2012)

1.4 Relevance

The main idea of this research was originally triggered by the gap in our understanding of tidal basins morphological behavior in the time scales between engineering time scales (short-term) and geological time scales (very long-term). Later it was felt that some "What if ..." questions, such as (in case of the Dutch Waddenzee) ‘what would happen if the Afsluitdijk was not built?’ need to be answered. Although the ‘behavior oriented models’ can give some answers about what would happen, a process-based model can shed some light on why it would happen. The knowledge which is gained about the processes and mechanisms of long-term morphological behavior of tidal basins provide us with the ability to predict the morphological changes of tidal basins better and can help the decision makers dealing with management of tidal basins to be able to foresee the consequences of their plans and decisions.

1.5 Research questions

Within this study, the following specific research questions are addressed:

To what extent does long-term process-based morphological modeling produce sensible results and which morphological features can be simulated by them?

Using process-based models for longer time scales is a new approach, which should be validated and examined carefully. Also since in tidal basin morphodynamics a wide variety of spatial and temporal scales are involved and various morphological features with different scales respond differently, temporally and spatially, to changes in forcing and human interventions, it is important to have an understanding of the morphological features that can be simulated in a long-term process-based morphological modeling.

What are the most important processes in long-term morphological modeling of tidal basins?

Most of the time using a process-based model means reducing the physical processes to be modeled (‘Model Reduction’) and/or schematizing the input to the model (‘Input Reduction’). In any case it is important to know the most important processes related to the temporal and spatial scales of morphological modeling. Therefore it is essential to distinguish the processes which play the major role in the long-term morphological evolution of the tidal basins and the effect of reducing different processes from the model on the outcome of simulations.
What are the mechanisms governing the large scale morphological changes in tidal basins?

There are some morphological phenomena which can be observed from the historical data in tidal basins, such as the maximum depth of channels, channels migration, formation of new channels, evolution of ebb-tidal deltas, etc. In order to be able to predict the future behavior of a tidal basin it is necessary to understand the physical processes that are responsible for the development of these phenomena.

Can long-term process-based models be used to assess the effect of human interventions on the evolution of tidal basins?

The response of tidal basins such as Waddenzee to human interventions such as sea level rise, sea bed lowering (due to gas extraction) and closure of Zuiderzee is still quite uncertain. Time scale of these reactions and adaptations is in order of decades or centuries, therefore a long-term model can help in investigating these reactions.

1.6 Spectrum of the simulations and the structure of the study

In the first step of this study the performance of the process-based model in long-term simulations is investigated. Choosing the Dutch Waddenzee as the case study, a set of 2100 year long morphological simulations with the simplest possible setups is carried out. Adopting the realistic analogue approach the results of these simulations are compared qualitatively with the real morphology of the Waddenzee, as well as with equilibrium state empirical relationships. The reasonable results from these simulations and their good agreement with the empirical relations show that the process-based models can be used for longer durations (Chapter 2). In the next step the same principle is used to simulate the complete Dutch Waddenzee before the closure of Zuiderzee for 4000 years with a simple setup and the effect of applying the closure at different stages of the evolution of the tidal basins is investigated and compared with the existing conceptual models and hypotheses (Chapter 3). After this step some more complicated simulations with more processes are carried out. The first process which is added to the simulations is the sediment mixture. The effect of considering more realistic bed composition in the simulations is investigated by running 500 year long conceptual simulations as well as 75 years hindcast simulations. The outcome of the hindcast simulations is compared with the available data or in other words the process-based model is used adopting the virtual reality approach (Chapter 4). The next important process to be added to the simulations is the wave action, however the available knowledge and techniques about including wave in long-term morphological simulations is considerably limited. Therefore initially a conceptual model of a smaller tidal inlet system in Dutch Waddenzee (Ameland) is set up and the effect of wave or tide dominancy on the morphological evolution of tidal inlet systems is studied and the existing conceptual models are reproduced and explained by physical processes in the numerical model (Chapter 5). Finally in the last step, by means of 15 year long hindcast simulation of the Dutch Waddenzee the effect of different wave schematization methods for long-term process-based simulations is studied. Then choosing one of the methods, a complete 50 year long hindcast simulation focusing on the largest tidal inlet system in the Dutch Waddenzee (Texel/Marsdiep) is carried out. Overall the range of duration of the simulations in this study varies between 15 to 4000 years, clearly in cases with more processes the computational time per morphological year increases, therefore the simulations with more processes are carried out for shorter durations. Simulations with more processes are expected to reproduce the reality better; therefore the results of these simulations can be compared better with real data. On the other side of the spectrum are the models with longer durations and fewer processes,
which are used to explain the hypotheses and conceptual model. Figure 1-2 shows the spectrum of all the simulations in this study.

![Figure 1 - 2 Spectrum of the simulations in this study](image)

Each chapter of this dissertation is written as a standalone article, consequently the area of the case study and the description of the model which is used are repeated in each chapter but with more emphases on the concepts related to the topic of the each chapter.
CHAPTER 2

So far so good

Long-term process-based morphological modeling of the Marsdiep tidal basin

2.1 Introduction

Barrier islands, tidal inlets and tidal basins are found in many places along the coastlines in the world, and represent 10-13% of the world’s continental coastlines (Schwartz, 1973). The flow through tidal inlets is basically driven by tidal oscillations, leading to periodic flooding and draining of the back barrier basin. Wind-driven currents may also contribute to this flow. The development and evolution of tidal basins is mainly due to the interaction between tidal currents, longshore currents, wave and river flow (if present); the geological features and overall geometry of the basin play their part as well. Tidal basins are very important since these are normally very rich ecosystems, hosting various valuable species. From the socio-economic point of view, tidal basins provide substantial opportunities for different local activities such as fishery, small industries and tourism; some medium size ports are also situated in tidal basins.

Tidal basins all around the world are subjected to different natural disturbances and human interventions, such as sea level rise, sand mining, dike constructions, coastal defense projects, land rejections, basin closures, dredging etc. All these disturbances have some major effects on the morphology of the tidal basin and in turn, these affect the environmental and socio-economical value of the tidal basin. Large-scale human interventions can change the morphological behavior of the whole coastline rather than only the basin (e.g. the closure of Zuiderzee – the southern part of Dutch Waddenzee). Thus, long-term modeling of the morphological changes and evolution of tidal basins is needed to provide essential data for decision makers in coastal zone management.

The morphodynamic behavior of tidal basins is complex, mainly because of the wide variety of spatial and temporal scales involved. The whole basin system (mega-scale), different morphological elements (macro-scale), and various morphological features inside each element (meso-scale) respond differently, temporally and spatially, to changes in forcing (Scale classification from De Vriend 1991). These differences are to such an extent that the whole basin system may be in an equilibrium condition while there are large fluctuations within the elements.

In the last few decades, efforts have been made to identify equilibrium and stability of tidal inlets and to model morphological changes in tidal basins in different temporal and spatial scales using behavior based models (De Vriend et al., 1993). These include empirical relationships, such as tidal prism-cross sectional area relationship, (e.g., O’Brien, 1931; Jarret, 1976) and closure criteria (e.g., Escoffier, 1940); and semi-empirical long-term models such as ASMITA (Stive et al. 1998, Stive and Wang, 2003). With the recent improvement in numerical process-based morphological models, they have been used to simulate the morphological evolution of tidal basins on different time scales (Wang et al. 1995, Marciano et al 2005, Van der Wegen and Roelvink, 2008). These studies show that process-based morphological models, describing flow field, resulting sediment transport and bottom changes perform well in complicated morphological situations in tidal basins, not only in short-term simulations but also in long-term ones.

2.2 Objectives

The aim of this study was to investigate the ability of morphological process-based models to simulate the evolution of the mega and macro-scale morphological features in a tidal basin on a very long time scale. In this study the tidal inlets in the Dutch Waddenzee were used as a case study and the morphological changes of tidal basins in this sea are modeled for a
sufficiently long period for achieving equilibrium (~2000 years) in order to answer the following questions:

- Can a schematized long-term process-based morphological model predict a hypothetical mega-scale stable situation for a tidal basin (the Marsdiep basin, in this case) based on given constant boundary conditions?
- Is the result of schematized long-term morphological modeling of the Marsdiep basin consistent with empirical relations?
- What is the effect of nearby basins in the Waddenzee on the morphology of the Marsdiep basin?

2.3 Study area

The Waddenzee, located at the south east side of the North Sea, consists of 33 tidal inlets system along the approximately 500 km of the Netherlands, Germany and Denmark coastlines. The barrier islands of these tidal basin systems separate the largest tidal flat areas from the North Sea (Elias 2006). The part of the Waddenzee which is along the Netherlands coastline (Dutch Waddenzee) is shown in Figure 2-1. The ebb-tidal delta shoals in the Dutch Waddenzee are relatively large while they are associated with relatively narrow and deep channels; the back barrier basins of these tidal inlet systems consist of extensive systems of branching channels, tidal flats and salt marshes. The main area of interest in the current study is the Western part of the Dutch Waddenzee, especially the Marsdiep basin.

The Waddenzee is a young geological landscape, which has been subjected to numerous large or medium-scale human interventions such as closure of basins, land reclamation, coastal defense structures, sand nourishments etc. The human intervention which had the largest impact on the morphology of the Dutch Waddenzee is the closure of the south part of the
basins, the Zuiderzee. Elias et al (2003) summarized the effect of this construction on the hydrodynamic and morphodynamic behavior of Waddenzee.

It has been shown that with regards to all the interventions and natural disturbances, the Waddenzee in its current situation is not in an equilibrium condition. Stive and Eysink (1989) note that the main cause of large and structural sand losses from the North-Holland coastline is the demand of sand in the Waddenzee tidal basins. Elias (2006) shows that the Marsdiep basin imports a large volume of sediment (3-5 million m$^3$) from the adjacent coast and ebb tidal delta every year. Based on theoretical knowledge and bathymetry data analysis, a conceptual model for the development of Waddenze tidal basins is introduced by Elias et al (2003). This model describes the morphological development of Waddenze in four different stages. In stage one, which is before human interventions, it is assumed that the whole system of Waddenze is in a dynamic equilibrium. In this stage the characteristics of morphological elements of tidal basins can be described with empirical relations. This dynamic equilibrium was disturbed with the closure of the Zuiderzee in 1932. Stage two or ‘adaptation period’ is the period of large changes. In this stage, the natural behavior of the tidal basin systems is dominated by human interventions. Therefore, the empirical relations of equilibrium can not describe the morphological development of the tidal basin systems. This stage has a time scale in the order of several decades, and leads the system to a ‘Near Equilibrium State’. In this stage (stage 3), the adaptation continues but on a long-term time-scale. Finally after centuries, the whole system will gain its new dynamic equilibrium state, clearly different from its original one (Stage 4).

![Conceptual model for Waddenze tidal basins. (Elias et al. 2003)](image)

It seems that the condition of Waddenze now is somewhere at the end of stage two and beginning of stage three.

The Dutch Waddenze is one of the best monitored coastal regions in the world. There are some depth measurements especially in the Marsdiep from the 16$^{th}$ century. Since 1987, Rijkswaterstaat (Directorate-General of Public Works and Water Management of The Netherlands) has frequently measured the bed level in the Waddenze. The ebb-tidal deltas are measured every 3 years, while the basins are measured every 6 years. Rijkswaterstaat, based on the highest level of flat areas between the basins in the 1950’s, has defined borders between different basins and the data for each basin is stored in a 20 x 20 m resolution database called ‘Vaklodingen’. The available data before that time is less frequent and also less accurate; and is stored in a 250 x 250 m grid.
2.4 Model description and setup

2.4.1 Model description

The model which is used in this study is the 2DH version of the Delft3D model, described in Lesser et al. (2004) in detail. Basically, the governing equations of the same model are integrated over depth. The model uses a finite difference-scheme, which solves the momentum and continuity equations on a curvilinear grid with a robust drying and flooding scheme. For this exploratory study, the simplest possible physics (depth-averaged shallow water equations, simple transport formula) is applied. The sediment transport formula of Engelund-Hansen is used. As we are only interested in large scale development, the relaxation effect of suspended (sandy) sediment transport can be neglected, so no distinction needs to be made between bed-load and suspended transport.

\[
S = S_b + S_s = \frac{0.05aU^5}{\sqrt{gC^3\Delta^2D_{50}}}
\]

In which

- \(U\) [m/sec]: Magnitude of flow velocity
- \(\Delta\) [-]: Relative density
- \(C\) [m^{0.5}/sec]: Chézy friction Coefficient
- \(D_{50}\) [m]: Median grain size
- \(a\) [-]: Calibration coefficient (\(O(1)\))

The approach adopted for morphological modeling in this study is called ‘online approach’ (Lesser et al., 2004, Roelvink, 2006). In this approach the flow, sediment transport and bed-level updating run with the same (small) time steps. Since the morphologic changes are calculated simultaneously with the other modules, coupling errors are minimized. But, as described in Lesser et al. (2004), because this approach does not consider the difference between the flow and morphological time step, a ‘morphological factor’ should be applied to increase the rate of depth changes by a constant factor (n) in each hydrodynamic time step. In this model even if a large value is chosen for n, the bed level changes are computed in much smaller time steps than in other approaches, e.g. tide averaging and rapid assessment morphology approach. The drying and wetting areas are also treated in a more straightforward way than e.g. in the classical tide averaged approaches (Roelvink et. al, 1994, Steijn et. al, 1996, Cayocca, 2001, Roelvink, 2006). Examples of the practical application of this approach can be found in Lesser et al. (2003, 2004). This method has also been used for detail event-scale modeling (Roelvink et al, 2003) for the case of breaching of a sand dam or narrow barrier island. For long-term morphological modeling of tidal basins and estuaries this method is used by Van der Wegen and Roelvink (2008) and Van der Wegen et. al (2008). The flow chart of the model is shown in Figure 2-3.
Figure 2 - 3 Model flowchart

Figure 2 - 4 Computational Mesh
2.4.2 Grids

A local model for the Western Dutch Waddenzee (Figure 2-1) was set up. Although the main area of interest is Marsdiep, Eierlandse Gat and Vlie, the model was extended to the tidal divide between Amelander Zeegat and Friesche Zeegat to avoid boundary effects. Our interest was to set up a model with a reasonable computational time that can simulate long-term (~ 2000 years) morphological changes. The grid generated is a compromise between enough resolution in the inlets (at least 10 at the gorge) and having as few cells as possible (~7000 cells in total). The average spacing between grid lines inside the basins is about 350 m. The grid cells are smaller inside the basins and much bigger at the offshore boundary. The grid mesh covers only the area under the high water and the other parts of the barrier islands are excluded from the model, hence the sides of the inlets can not be eroded. Based on these considerations, the mesh shown in Figure 2-4 was generated for the study area.

2.4.3 Forcing

The main forces acting on a hydro-morphological model for coastal regions are tides, wind, waves and gravitational circulations. However, in this exploratory study, we focus on the effect of tidal forcing while ignoring other processes.

In order to determine the boundary conditions of this local model, a calibrated model for the tide in the North Sea, called ‘ZUNO’, is used.

The ‘ZUNO’ model is based on the ‘Zuidelijke Noordzee model’ from the Dutch Ministry of Public Works and was constructed by Delft Hydraulics. A detailed description of the calibration and validation of the model can be found in Roelvink et al. (2001).

The ‘ZUNO’ model has approximately 20,000 computational grids. In the coastal zone the grid sizes are approximately 1.5 km alongshore and 400m cross-shore. The model is forced by the boundary conditions on two open boundaries. The southern boundary is situated south of the Strait of Dover and the northern boundary lies between Scotland and the north of Denmark. At these boundaries, water levels are specified as astronomical components, amplitudes and phases of tidal constituents. The calibration of the model was based on comparing the water levels obtained from the model and observations from 47 locations.

Following Van de Kreeke and Robaczewska (1993), the spring neap cycle is ignored and the dominant forcing by M2 and over-tides is considered. The ZUNO model was therefore run with the forcing boundary conditions of M2, M4 and M6 until a periodic solution was reached. During this run, tidal level variations at the boundaries of the local model were recorded.

From the results of the ZUNO model, recorded tidal variations at local model boundaries were analyzed and M2, M4 and M6 were extracted for these boundaries. These components were used to form boundary conditions for the local model.

The local model has 3 open boundaries: one at the sea side and two lateral boundaries. The sea side boundary is chosen to be a water level boundary, while the lateral boundaries are Neumann boundaries, where the alongshore water level gradient is prescribed (Roelvink and Walstra, 2004). These boundary conditions allow the cross-shore profile of alongshore velocity and water level to develop without disturbances.
2.4.4 Initial bathymetry

In these simulations the geological constraints and variation of sediment grain size are neglected and a uniform grain size is used for the bed material. The other parameters which can affect the hypothetical equilibrium condition of tidal basins in this process-based modeling approach are the sediment thickness and initial bathymetry. The initial bathymetry will affect the evolution of the tidal basins because it affects the competition between tidal basins. If a tidal basin initially has larger area and deeper channels (like Marsdiep), it will keep its dominant role. In addition to the real bathymetry, two other types of schematized bathymetries are also used as initial bathymetry. In order to calculate the sediment thickness in each bathymetry, an arbitrary level was chosen and everything above that level was assumed to be (erodible) sediment. In the model there is no sink or source of sediment; therefore the total amount of sediment during the simulation is constant. It should be mentioned that the amount of sediment exchanged through the lateral open boundaries is negligible.

Real Bathymetry

For runs with real bathymetry, data from 1998 was used. This data was projected on the grid using triangular interpolation. This bathymetry is shown in Figure 2-5.

![Bathymetry of 1998 projected on the grids](image)
Flat bathymetry

An interesting way to model a tidal basin is to use a flat bathymetry inside the basin without any kind of ebb-tidal delta outside the inlet, to allow the model to show the mechanism of building and changing of the ebb-tidal delta outside the basin and the channel and shoal patterns inside. So it was decided to make schematized bathymetries with flat bed inside the Waddenzee. For this purpose the following steps were taken:

- Inside the Waddenzee the bottom was assumed to be flat, including at the inlets
- No ebb-tidal delta or channels were included in the bathymetry outside the basins
- The slope of the coastal shelf was made uniform
- The offshore side of the model was assumed to be flat

A sample of this bathymetry is shown in Figure 2-6.

To determine the depth of the schematized flat Waddenzee, an analysis on the availability and distribution of the sediment inside the basins was carried out and, based on different criteria, different depths were chosen:

- Depth = 3.62: The volume of sediment inside the basins is equal to the combined volume of the three basins plus the volume of sediment in the ebb-tidal deltas.
- Depth = 4.54: The volume of sediment inside the basins is equal to that of the real bathymetry
- Depth = 5.02: The volume of sediment inside the Marsdiep basin is equal to that the real bathymetry plus the amount of sediment in its own ebb-tidal deltas

4.4.3. Sloping bathymetry

In recent studies, sometimes a sloping bathymetry toward the inlet is used as the initial bathymetry while attempting to model the morphological evolution of tidal basins with process-based models (e.g. Wang et al, 1995 Marciano et al, 2005). Similarly in this study, a schematized sloping bathymetry was made for the Waddenzee. The procedure of this schematization is as follows.

The tidal basins are separated based on the borders defined by Rijkswaterstaat in the ‘Vaklodingen’ database.

In each basin, the depth of grid points is determined as a function of the distance of grid point from the center point of the inlet at the basin side. This function is provided by fitting curves on the data from the measured bathymetry of 1998.

- The amount of sediment of each ebb-tidal delta is distributed uniformly inside the corresponding basin.
- The slope of the coastal shelf was made uniform
- The offshore side of the model was assumed to be flat

Figure 2 - 7 Sloping bathymetry
2.4.5 Different Runs

Considering different initial bathymetry conditions, 5 different simulations were carried out, one with the real bathymetry, 3 with flat bathymetry with the depths of 3.62, 4.54 and 5.02 m, and one with sloping bathymetry.

The bed material in all cases consists of uniform sand with D50 = 200 µm. For bottom roughness a Chezy value of 65 m½/s is used.

To choose the morphological factor, reference is made to Van der Wegen and Roelvink (2008). Their study shows that in long-term simulations of tidal basin with tidal forces, the main morphological characteristics of the basin are maintained if high values of morphological factor (up to 400) are used. In this study, the morphological factor of 300 is used and by running the model for 7 years of hydrodynamic time, 2100 years of morphological time is simulated. This period is expected to be sufficiently long for the system to adjust to its morphological equilibrium (Stive and Wang, 2003).

2.5 Model results and discussion

The result of the model in this study is described in three parts: the result of the model for Marsdiep Basin is discussed; the effect of different basins on each other is presented; and finally, the effect of historical background (initial bathymetry in the model) on the evolution of the basins in the multi-inlet tidal system of the Dutch Waddenzee is discussed.

2.5.1 Model result for Marsdiep basin

Morphological evolution

Starting with the schematized bathymetry inside the basin, the model shows the evolution of the ebb-tidal delta and channel and shoal patterns inside the basins. For example, in the run with a flat bathymetry with a depth of 4.54 m inside the basins, during the first 100 years of modeling the ebb-tidal delta in front of the Marsdiep inlet is formed, and also the main entrance channel is developed during this period (Figure 2-8). This is followed by the evolution of the main channel and shoal patterns inside the Marsdiep basin. After almost 400 years, the main channel and shoal pattern inside the Marsdiep basin is almost defined; however, the dynamic behavior of this pattern is obvious (Figure 2-8). The ebb-tidal delta migrates towards the inlet as well as northwards. The main channel inside the basin clearly stretches eastwards and does not change its orientation during this time while other channels show a fractal dynamic behavior till the basin reaches its relatively stable channels with three channels originating from the entrance channel. The same phenomena are observed in all the simulations with flat and sloping bathymetries.

In the simulations, the ebb-tidal delta is generated in the proper location with the asymmetry toward the direction of tide propagation. Also the north-eastward direction of the main channel inside the basin is in good agreement with the bathymetry of Marsdiep in 1998. However, the smaller scale features are not in agreement with reality. The maximum depth of the inlet gorge in the model is more than the actual value, which may be due to neglecting wave forcing or because of our simplified bed composition, which does not take into account geological constraints or armorng. Therefore, the shape of the ebb-tidal delta especially in the outer boundary is different from reality. Also, the coarse grid used in this model limits the width of the channels and shoals in the basin to an average of 500 m and channels less than this width cannot be generated in the model.
Another difference is the channel pattern. The simulated channel pattern is more or less fractal, whereas in reality the main channel pattern is more meandering than branching. This difference is mainly due to the morphological background of the Marsdiep. In reality, the Marsdiep basin including the Zuiderzee, used to be a long basin where the dominant channel pattern is meandering. After the closure of the Zuiderzee, this kind of pattern is still obvious in Marsdiep main channel. But in the model, Marsdiep is simulated after the closure of the Zuiderzee. A tidal basin with this dimension is not a long basin and the main channel pattern in such a basin is more fractal than meandering as shown in the results of the model (see section 5.3). Still, the orientation and location of the main channel are more or less in agreement with the present situation.

![Simulated Evolution of Marsdiep Basin bathymetry and its ebb-tidal delta using Delft3D model from a flat bathymetry inside the basin, in morphological years of 0 (initial condition), 120, 400, 800, 1200, and 2100, compared to real bathymetry of 1998 (Contour lines are presented for -5 and -10 m depth)](image)

**Figure 2 - 8 Simulated Evolution of Marsdiep Basin bathymetry and its ebb-tidal delta using Delft3D model from a flat bathymetry inside the basin, in morphological years of 0 (initial condition), 120, 400, 800, 1200, and 2100, compared to real bathymetry of 1998 (Contour lines are presented for -5 and -10 m depth)**

**Basin Characteristics**

In the literature, characteristics such as relative flat area, flat height, tidal prism, etc are defined for a tidal basin and most of the empirical equilibrium relations are based on these characteristics. In this section, the sediment balance for the Marsdiep basin and a comparison of the model results to empirical relationships are presented.
Sediment balance

One of the most important characteristics of a tidal basin is the amount of sediment which is imported to or exported from it. As mentioned before, at present the Marsdiep basin imports a large amount of sediment (3-5 million m$^3$ per year). The simulated change of the sediment volume in the Marsdiep basin (including the inlets) is calculated based on the sedimentation and erosion in the basin at each time step (Figure 2-9). This shows that in the cases with flat initial bathymetry, the Marsdiep basin first exports some sediment to form its ebb-tidal delta and then imports a large amount of sediment from the delta and the adjacent coastline. In these cases, the rate of sediment transport to the Marsdiep basin even after 2100 years of morphological modeling cannot be neglected, although this rate decreases throughout the simulation time. It is also clear that the final condition of the basin is highly dependent on the initial condition in the model. Simulation with the real initial bathymetry shows that Marsdiep in this model imports about 400 million m$^3$ during 2100 years of simulation. This rate is not constant during the 2100 year period. The main portion of the sediment import takes place in the first 300 years. During the first 300 years about 300 million m$^3$ of sand enters the Marsdiep with a maximum rate of about 3 million m$^3$ per year in the first 40 years. In the last years of modeling, this rate reduces to only 30 thousand m$^3$ per year. So it seems reasonable to claim that from the point of view of sediment exchange, the model reaches a stable condition.

![Figure 2-9 Sediment exchange in Marsdiep Basin in simulations with different initial bathymetry](image)
Relative inter-tidal flat area

The inter-tidal flat area is defined as the area between MLW and MHW. In literature there are suggestions for flat areas in the equilibrium condition. De Vriend et al (1989) showed a general relation between the flat area and the total area of the basin. Renger and Partenscky (1974) worked on the same form of relation for inlets in the German Bight. Later, Eysink (1991) re-wrote their relation (showed in dashed solid in Figure 2-11).

The relative flat area ($A_f/A_b$) during the simulation time for different initial conditions is shown in Figure 2-10 and compared with the value based on the Renger and Partenscky (1974) observations in the German Bight inlets. It shows that the value of $A_f/A_b$ also tends to a stable value. But this stable value is also dependent on the initial condition.

![Figure 2-10 Relative flat area in Marsdiep during the simulation period](image)

Eysink (1991) used the same idea ($A_f/A_b$ as a function of $A_b$) to analyze the available data in tidal inlets and estuaries in The Netherlands. The outcome of his analyses for Waddenzee is presented in Figure 2-11 with solid lines. $A_f/A_b$ during the simulation time is also plotted in this figure. It shows that the results of the simulation for this parameter, for all initial conditions, are in the range that Eysink (1991) suggested for Waddenzee.
Eysink (1990) claims that one of the first parameters that aims for equilibrium in a relatively short time is the height of flats, which is related to the tidal amplitude. Height of flats, which is usually used in the equilibrium situation, is defined as the average height of the flat areas calculated by the following relation:

\[ h_f = \frac{V_f}{A_f} \]

In which,

- \( A_f \) [m\(^2\)] : Flat Area at MLW
- \( V_f \) [m\(^3\)] : Volume of flats, i.e. volume of sediment in the region between LW and HW
- \( h_f \) [-] : Height of flats

To check the Eysink’s hypothesis in the results of process-based modeling, the development of flats in the Marsdiep basin is shown in the Figure 2-12.
Figure 2-12 Development of flat characteristics in Marsdiep from different initial conditions

Figure 2-12 shows that flat characteristics tend towards equilibrium values but the flat height is not adjusted as fast as Eysink (1990) claims. It is also shown that equilibrium values for volume of flats and area of flats are dependent on the initial condition, while the flat height is almost the same for different initial bathymetry. The initial sloping bathymetry forced the model to develop more flat volume and also more flat area. So it can be concluded that the longitudinal distribution of the sediment in initial bathymetry also affects the results for flat characteristics. The final height of flats in all the simulations with flat initial bathymetries is almost the same but far from the equilibrium value suggested by Eysink (1990), which is around 0.4 m in the case of Marsdiep basin. The main reasons for this difference are probably the lack of wave stirring and the absence of horizontal sediment gradation, which leads to deeper channels and higher flats.

**Ebb and Flood Dominance**

Speer and Aubrey (1985) used a 1D numerical model to study the influence of geometry and bathymetry on tidal propagation of short, friction-dominated and well-mixed estuaries. They suggested that two non-dimensional parameters can be used to characterize the tidal basins into ebb or flood dominant. The first one is \( a/h \), the ratio of the tidal amplitude and the depth of the channel with respect to MSL, which shows the relative shallowness of the estuary. The second parameter is the ratio of the volume of inter-tidal storage and channel volume \( (V_S/V_C) \). Larger values of \( a/h \) (shallower basin) means longer ebb duration (due to larger effect of friction and different wave propagation velocity), while increase in inter-tidal storage will decrease the flood propagation and duration. Later, Friedrichs and Aubrey (1988) confirmed the Speer model against measured data along the Atlantic coast of the United
States. Speer et al. (1991) translated the Friedrichs & Aubrey (1988) results into a graph (Figure 2-13) which distinguishes the flood or ebb-dominance. Donkers (1998) suggests that if duration of flood and ebb are equal, the equilibrium of the longitudinal bed profile of tidal basin is reached, which means that the border between the two regions in the graph would represent equilibrium conditions of the basin.

![Figure 2 - 13 Diagram Based on Friedrichs & Aubrey models (Speer et al., 1991)](image)

In this study, the Friedrichs & Aubrey graph is used as an indication for flood or ebb dominance. It should be mentioned that Friedrichs & Aubrey used a highly schematized model, assuming a constant and fixed longitudinal geometry, constant offshore forcing, and basin length of 7 km (Short basin) which are in contrast to the model used in the current study. Recently Van der Wegen and Roelvink (2008) used the same graph to distinguish between ebb and flood dominance in an 80 km long tidal basin model. Provided that the basin evolved towards a state of 90 degree phase lag between velocities and water levels, the graph indeed suggested equilibrium conditions.

In this study, from the results of the model for Marsdiep tidal basin, a/h is calculated by dividing the tidal amplitude by the average channel depth and plotted against ratio of the volume of inter-tidal storage and channel volume with Friedrichs & Aubrey graph (Figure 2-14). This graph shows that initially the basin is flood dominant and in all the simulations, development of the basin is towards the equilibrium line. This development is faster in the early years of modeling. This can be explained by the decreasing sediment import to the basin. The basin initially imports more sediment when it is more flood dominant. When the basin condition is near the equilibrium line, it begins to scatter and develop almost parallel to the line.
This evolution is due to changes in 3 different characteristics of the basin: inter-tidal storage ($V_s$), channel volume ($V_c$) and the average depth of channel ($h$). These changes in the simulation with the real initial bathymetry are discussed in the following paragraph.

In initial bathymetries of the simulations, even the real bathymetry of Marsdiep, the area of flats higher than mean low water is zero or very small, therefore $V_s$ is very small or zero. During the first 700 years, the area of flats increases for the simulation with real initial bathymetry. The sediment needed to produce the flat areas is supplied from both imported sediment and deepening the channels. During this period, channels become narrower and deeper. Because the rate of the narrowing of the channels is higher than the deepening, the channel volume decreases in this period, so the ratio $V_s/V_c$ increases. This trend continues till $V_s$ reaches its maximum value. This maximum value is due to decline of the rate of expansion of flat areas. Meanwhile, the imported sediment slowly decreases the volume of inter-tidal storages. On the X-axis, deepening of the channels during the simulation period decreases the value of $a/h$, which happens at a higher rate in the beginning of simulations.

![Diagram of Friedrichs & Aubrey](image)

**Figure 2 - 14** Friedrichs & Aubrey diagram for modeled Marsdiep with different initial condition, the arrow shows the direction of changes with time

### 2.5.2 The boundary between different basins

The interaction between the adjacent tidal basins in a multi-inlet tidal basin can be interpreted as changing of the boundaries of the area of influence of each tidal inlet or, in other words,
the boundaries of each tidal basin. Looking at the result of the current long-term simulations, especially the morphological development in simulations with real initial bathymetry, it seems that the boundaries which are defined by Rijkswaterstaat in the ‘Vaklodingen’ database for different basins (based on the tidal divides in the 1950’s) in the Western Waddenzee may not be a good choice over long periods and these boundaries or tidal divides are subjected to some changes. Also, the important role of these boundaries in analyses is mentioned in other studies in the same region, but to the best of our knowledge, no extensive study has yet been done on this issue and most of the investigations are based on predefined boundaries. Simulated changes of the boundaries of tidal basins are briefly discussed here.

To study the change of the tidal divides, results of one simulation with real initial bathymetry are used and the resulting bathymetry of morphological modeling is extracted from the results after 0, 200, 700, 1200, and 2100 years. Then, to provide the corresponding flow field for all these years, 5 hydrodynamic simulations for 5 tidal cycles are carried out using the extracted bathymetries. Having the bathymetry and flow field in each case, it is possible to define the boundaries between tidal basins in the model of the Western Dutch Waddenzee.

The physical boundary between the tidal basins is the tidal divide, but to find it in the results of the simulations this definition should be translated to flow field or bathymetry characteristics. In this study, it is suggested that the line of minimum standard deviation over a tidal cycle of (depth averaged) velocities is the tidal divide. This definition is applied to the results of simulation in different years and the boundaries of the basins are defined. The boundaries of the basins thus found are plotted in Figure 2-15 for different years.

Figure 2 - 15 The boundary between the tidal basins in different morphological years: 0, 200, 700, 1200, and 2100
The results clearly show that the boundaries of the basins are stretching eastward; Marsdiep is gaining area from Vlie, while Vlie in turn is extending its boundary into the Amelander Inlet. But in the case of Eierlandse Gat, the boundary of this basin does not expand; this boundary only rotates toward the east. In a parallel study on the measured data during 1926-2006, the same behavior is observed (Van Geer, 2007).

### 2.5.3 Effect of initial bathymetry

The effect of initial bathymetry (or historical background) of the basins on the evolution and interaction between basins is also investigated in this study. Figure 2-16 shows the final bathymetry of the Dutch Waddenzee after a 2100 year simulation with different initial bathymetries compared to the real bathymetry of 1998.

As it is shown in panel (f) of Figure 2-16, in reality the Eierlandse Gat basin is much smaller than Marsdiep and Vlie, and during the evolution of the Waddenzee this basin is dominated by the two other basins. But the model results show that if the evolution of tidal basins begins with the same initial condition (panel a, b, and c), the differences between the sizes of the basins are marginal and all three inlets grow to a more or less similar state. In the simulations with initial sloping and real bathymetry, the Eierlandse Gat basin is much smaller than Marsdiep and Vlie. This shows that the amount of sediment in the basins as well as the historical form of the channels and shoals in tidal basins can affect the evolution of the basins. Moreover, the effect of the historical background of the Waddenzee is pronounced in this comparison. As is clear, the simulated channel and shoal pattern is more fractal in the Marsdiep and Vlie basins in simulations with schematized initial bathymetries, rather than the ones with real initial bathymetry.

### 2.6 Conclusion

In this study it is shown that a process-based model can be used to simulate long-term morphological changes in tidal basins and produces reasonable results. The process-based model which is used in this study does not simulate one single mega-scale stable (equilibrium) condition in the Western Waddenzee including the Marsdiep for all initial conditions for the duration of the simulations, but with each initial condition in many aspects such as sediment exchange and some basic characteristics of tidal basins, a mega-scale stable (equilibrium) condition is simulated, which is dependent not only on the given forcing boundary condition but also on the initial condition.

It is shown in the analyses that the effect of adjacent basins on each other can be interpreted as changes in the boundaries of basins. From this point of view, the Marsdiep basin is stretching eastward and gaining some area from the Vlie, while the Vlie is also expanding towards east. Generally the interaction between different tidal basins in a multi-inlet tidal system such as Dutch Waddenzee plays a significant role in determining the basin characteristics.

In this study it is shown that the results of this process-based model follow the empirical equilibrium equations for flat characteristics and relative flat area qualitatively. Also, it is shown that the Marsdiep tidal basin, during the simulation period, becomes less flood-dominant.
Figure 2 - 16 The resulting bathymetry of Waddenzee after 2100 Morphological years simulation from different initial bathymetries: a) Flat bathymetry, d= 3.62m b) Flat bathymetry, d= 4.54m c) Flat bathymetry, d= 5.02 d) sloping bathymetry e) real bathymetry, compared to bathymetry of 1998 (f)
Long-term process-based morphological modeling of large tidal basins
Turning the tide

Long-term morphodynamic effects of closure dams on tidal basins
3.1 Introduction

Tidal basins are present in many places along the coastline of the world. Long-term morphological evolution of these basins is of a great importance from both scientific and socio-economic points of view. Channels in the basins provide natural, deep-water access to ports, and intertidal flats often form unique ecosystems (Allen, 2000). Man has started to influence the natural evolution of tidal systems since a thousand years ago by land reclamation, dredging and closing of the basins. Closure dams in lowland countries such as The Netherlands are traditionally used to protect tidal inlets from occasional storm surge events, and/or to provide possibilities to reclaim new land from the tidal basin area. Generally it is assumed that the morphology of long existing tidal inlet systems has reached an equilibrium state, which can be described by empirical relations between morphology and tidal motion (Escoffier 1940, O’Brien 1969, Walton and Adams 1976, etc.). Constructing a closure dam often causes an instantaneous change in tidal wave propagation and flow field in the basin which disturbs the existing equilibrium, and triggers extensive morphological changes in the adjacent tidal basin. These morphological changes may continue for decades or centuries before the whole system reaches a new equilibrium state, which can be different from the initial equilibrium before the closure (Figure 3-1). Kagtwijk et al. (2004) and Van de Kreeke (2006) used different aggregate models to explain the long-term morphological response of tidal inlet systems to reduction of the tidal basin area by constructing a closure dam. In recent years advances in the knowledge of numerical modeling of the physical processes together with technological developments, made it possible to use process-based models for long-term morphological simulations. Therefore now it is possible to study the morphological behavior of complex coastal systems such as tidal basins using this type of modeling technique. (Hibma et al 2003, Van Leeuwen et al. 2003, Van der Wegen and Roelvink, 2008, Van der Wegen et. al. 2008, Dissanayake et. al. 2009). Using a process-based model and considering a realistic analogue approach (Roelvink and Reniers, 2012) enable us to select a process that induces morphological changes of tidal basins and provide more insight into the effect of large human interventions such as closure dams on that specific process and consequently on the morphological behavior of the tidal basin.

![Figure 3-1 Schematic description of the effect of human intervention on the morphological evolution of tidal inlet systems from Elias et al (2003)](image-url)
3.2 Aim of Study

The main goal of this study is to investigate the characteristics and time scale of the effects of the construction of a closure dam on the morphodynamics of tidal inlet systems. To achieve this goal we have used a numerical process-based model and have chosen the Dutch Waddenzee tidal basins as the case study.

3.3 Study area

The Dutch Waddenzee is the western part of the Waddenzee on the south-east side of the North Sea along the Netherlands coastline. This part of the Waddenzee consists of five tidal inlets connecting the North Sea to the basins behind the barrier islands (Figure 3-2). Before 1932, the Texel and Vlie inlets covered the south-western part of the Waddenzee and the former Zuiderzee. In 1932 the south part of the basins (Zuiderzee) was closed by a 32 km long dike known as the Afsluitdijk. After the construction of the Afsluitdijk, the area covered by the tidal basins in the Western Dutch Waddenzee decreased from around 4000 km² to 712 km² and as it was predicted the tidal range at the inlet increased by about 15% and the tidal prism by about 20% (Elias et al. 2003). This dramatic change is the main reason for the ongoing morphological changes in the present day Dutch Waddenzee. Using field based evidence, Elias et al. (2003) extensively described the hydrodynamic and morphodynamic changes of the Texel inlet and the Marsdiep basin in the Dutch Waddenzee due to this closure, and suggested a conceptual model that explains the impact of the closure on the tidal basins. It is observed that at present the Texel and Vlie inlets are separated by a tidal divide resulting in minor exchange between the two basins (Ridderinkhof, 1988). Figure 3-3 shows an impression of tidal wave propagation in the Dutch Waddenzee prior to and after the closure (Elias et al. 2003).

Figure 3 - 2 Satellite image of the Dutch Waddenzee: 1- Texel-Marsdiep 2- Eierlandse Gat 3- Vlie 4- Amelander Zeegat 5- Frisian inlet (image courtesy Google Earth).
Elias et al. (2003) compared the bathymetry of the basin just after the closure and the bathymetry 65 years after the closure. They illustrated the drastic changes in the morphology of Texel inlet and Marsdiep basin adapting to the new conditions: large sedimentation in the terminal parts of the channels, lateral channel migration towards the east, separation of the Texel and Vlie sub-basins by a tidal divide, reduction in the volume of ebb-tidal delta and sediment imports into the Waddenzee basin. Elias et al. (2004) used a process-based model and simulated the hydrodynamic and sediment transport of the Texel inlet and Marsdiep basin in various stages of the morphological adaptation and validated the conceptual observation-based ideas of the morphological adaptation.

### 3.4 Model Description

The model which is used in this study is the 2DH version of the Delft3D model of which a complete description is given by Lesser et al (2004). Basically the governing equations of the same model are integrated over depth. This model is a finite difference-scheme model which solves the momentum and continuity equations on a curvilinear grid with a robust drying and flooding scheme. For this study, the simplest possible physics (depth-averaged shallow water equations, simple transport formula) are applied. In this study the empirical relation of Engelund and Hansen (1967) is used for sediment transport.

\[ S = S_b + S_s = \frac{0.05aU^5}{\sqrt{gC^3\Delta^2D_{50}}} \]

In which

- \(U\) [m/sec] : Magnitude of flow velocity
- \(\Delta\) [-] : Relative density
- \(C\) [m^{0.5}/sec] : Chézy friction Coefficient

---

**Figure 3 - 3 Impression of tidal wave propagation in the Dutch Waddenzee prior and after the closure (Elias et al. 2003)**
D50 [m] : Median grain size
\( \alpha [-] : \) Calibration coefficient (O(1))

Following Roelvink (2006) we have used the so called online approach. In this approach the flow, sediment transport and bed-level updating run with the same (small) time steps (Lesser et al, 2004, Roelvink, 2006). Since the morphologic changes are calculated simultaneously with the other modules the coupling errors are minimized. But since this approach does not consider the difference between the flow and morphological time step, a ‘morphological factor’ to increase the depth changes rate by a constant factor \( n \) should be applied. So after a simulation of one tidal cycle in fact the morphological changes in \( n \) tidal cycles are modeled.

3.5 Model Setup

3.5.1 Model Domain

A model for the Dutch Waddenzee before closure is set up. The land boundary of the model is determined using historical maps together with the borders of Dutch new municipalities. In this study we need to approach an equilibrium condition therefore we have to simulate for a very long-term (~ 4000 years) morphological changes, which means that the computational time is a matter of concern. Therefore the grid we generated is a compromise between enough resolution in the inlets (at least 10 grid cells at the gorge) and having overall as few cells as possible to obtain a reasonable computational time. In this study the average spacing between grid lines inside the basins is about 350 m. The grid cells are smaller inside the basins and they are much bigger at the offshore boundary. The computational grid covers only the area under the mean high water line and the other parts of the barrier islands are excluded from the model. Figure 3-4 shows the domain and the computational grid of the model without closure. Since the main interacting inlets are Texel and Vlie and the Eierlandse Gat inlet is confined naturally due to the geological setting, we have closed off the tidal basin of this inlet from the rest of the basins.

Figure 3 - 4 The model domain and the computational grid of the model
3.5.2 Forcing

Similar to Chapter 2, the only hydrodynamic process which is used in the simulations in this study is the tidal forcing. Other forcing mechanisms such as wave and wind climate are not included in the simulations. In order to determine the boundary conditions for this local model, a calibrated model for the vertical tide in the North Sea, called ‘ZUNO’ (Roelvink et al., 2001), is used.

Referring to Van de Kreeke and Robaczewska (1993) and Latteux (1995), we neglect the spring neap cycle and consider M2 and overtides as the morphological tide. Therefore the ZUNO model is run with the forcing boundary conditions of M2, M4 and M6 until a periodic solution was reached. During this run the tidal level variations at the boundaries of the local model are recorded.

From the results of ZUNO model the recorded tidal variations at the boundaries of the local model are analyzed and the M2, M4 and M6 components are extracted for these boundaries using Fourier analysis. These resulting amplitudes and phases are used as boundary conditions for the local Waddenzee model.

The boundaries of the local model consist of 3 segments: one boundary at the sea side and two other lateral boundaries. The sea side boundary is chosen to be a water level boundary, while the lateral boundaries are Neumann boundaries, where the alongshore water level gradient is prescribed (Roelvink and Walstra, 2004). The same boundary conditions have been used for the models both with and without the closure dam. Therefore it is assumed that the offshore boundary of the model is far enough not to be affected by the closure.

3.5.3 Initial Bathymetry

The initial bathymetry which is used in the simulations of this study is a flat bathymetry inside the basins without any kind of ebb-tidal delta outside the inlets. Therefore, based on the applied forcing and the available sediment volume, the model simulates the mechanisms of building and changing the ebb-tidal delta outside the basin and channel and shoal patterns inside the basin. In this case the uniform depth of this flat bathymetry is equal to average depth of the basins (depth of 4.54 m below mean sea level).

3.5.4 Scenario of simulations

In this study a morphological simulation is carried out for 4000 years including the whole domain (Waddenzee together with the Zuiderzee). To achieve a reasonable computational time a morphological factor should be applied, Ranasinghe et al. (2011) suggest that the value for morphological factor should not be more than 100, however. Several other studies have simply concluded that MFs as high as 400 are capable of producing realistic results based on qualitative comparisons with measured bathymetry (Dissanayake et al., 2009; Van der Wegen et al., 2008; Van der Wegen and Roelvink, 2008). In this study we have used the value of 300 for the morphological factor. Using this procedure, the morphological "equilibrium" state which is reached in this simulation is only due to the tidal forcing. To investigate the effect of the closure on the morphology of the basins, in subsequent runs we have applied the closure after 1000, 2000, 3000 and 4000 years and continued the simulation including the closure dam (the same model domain excluding the Zuiderzee) for another 2000 years. Figure 3-5 shows the scheme of these simulations.
3.6 Results and Discussion

3.6.1 Morphological changes

Figure 3-6 shows the 4000 years morphological evolution without the closure and with the closure at simulation year 2000 as well as the resulting bathymetry of the whole domain in simulation year 2000. It is clear that in the first 2000 years the channels in Vlie and especially Marsdiep are penetrating into the Zuiderzee and this procedure continues for the next 2000 years if there is no closure dam, the main channels of Marsdiep are connected to the Zuiderzee and have a south-easterly orientation. However in the case in which the closure is applied after 2000 morphological years, the main channel in Marsdiep reorients and migrates towards the east and the connection between Vlie and Marsdiep is cut. The areas closer to the closure dam get silted up and some flat areas develop in that area. The main channels in the south-west of the Waddenzee lose their importance. In Figure 3-7 we have shown 2 cross-sections for the channels: one in the Marsdiep basin and one very close to the location of the closure dam. After the closure the most western channels in the Marsdiep basin get shallower. Without the closure those channels serve as the main channels of the basin. Further, due to the closure the eastern channel, the main channel of the Marsdiep migrates towards the east (Figure 3-7a). At the cross-section close to the location of the closure dam we can observe that the main channel connecting the Waddenzee to the Zuiderzee is completely silted up, however in the case without the closure dam this channel would increase in depth and play the main role in the exchange of water and sediment between the Waddenzee and the Zuiderzee. At the east side of this cross-section two small channels are generated as a result of the reorientation of the channels of the Marsdiep towards the east. There is also sedimentation taking place due to the closure at this cross-section which leads to generation of intertidal zones at this location (Figure 3-7b). This behavior after the closure is very similar to what Elias et al. (2003) indicated as the effect of the construction of the closure dam (Afsluitdijk).
Figure 3 - 6 From left to right : Resulting bathymetry at the year 2000, at the year 4000 without the closure, and at the year 4000 with the closure dam included in year 2000.

Figure 3 - 7 Resulting channel cross-sections at the year 2000 (Blue), at the year 4000 without the closure (Red), and at the year 4000 with the closure dam included in year 2000 (Green) - location of these cross-sections are shown in Figure 3 - 6 and the distance along cross-sections is measured from the west. (Top: close to the inlet, bottom: close to the closure dam)
3.6.2 Effect of closure on the tidal wave propagation

To identify the effect of the closure on the tidal wave propagation inside the basin we ran hydrodynamic model simulations at the morphological year of 2000 for both cases: with and without the closure. The tidal water levels at the time of high and low water at the Texel inlet together with the envelope of the tidal levels are shown in the Figure 3-8. The horizontal axis in this figure corresponds to the main channel of the Marsdiep basin prior to closure. The tidal wave propagating through the shallow Zuiderzee decreases and deforms by the bottom friction. Therefore the tidal amplitude at the southern boundary is considerably lower than the amplitude at the Texel inlet. Also Figure 3-8a shows that prior to the closure the tidal levels at the Texel inlet and at the southern boundary are out of phase. Due to the closure dam the length of the basin reduces considerably therefore the damping of the tidal wave also reduces. This less damped tidal wave together with the strong reflected wave from the closure dam forms a tidal wave with standing wave character and larger range. The change of the tidal range in the whole domain is shown in Figure 3-8c. As shown in the figure, the effect of the closure on the tidal range is more in the vicinity of the closure dam. The tidal range at this location is almost doubled after the closure.

3.6.3 Import / Export regime

At each closure time (1000, 2000, 3000 and 4000 years) we carried out two hydrodynamic/sediment transport model simulations and compared the discharge of water and sediment passing though the Texel inlet and the water level at the southern boundary of the inlet before and after the closure. Figure 3-9 shows the outcome of this comparison for closure after 1000 years and 3000 years of simulation. We can observe tidal asymmetry in the flood and considerable reduction in ebb-Sediment transport due to the closure. Therefore we can conclude that before the closure, the Texel inlet is ebb-dominant both for tidal-flow and tidal transport, thus, exporting sediment. After the closure Texel is still ebb-dominant for tidal flow but flood dominant for tidal transport, implying sediment transport into the Waddenzee basin. This result is in agreement with the short (1 month) simulations of flow and sediment transport at the time of closure, as reported by Elias et al. (2004). This change from being ebb-dominant to being flood dominant for tidal transport, changes the regime of the tidal basins in Waddenzee from a sediment exporting system to a sediment importing system.

Figure 3-10 shows the sediment exchange between North Sea and Waddenzee through the Texel and Vlie inlets in 4000 years morphological simulation without the closure together with the change of the import/export regime due to the closure at different times. The values are calculated based on the changes in the bathymetry of the basins, where a negative trend indicates export and a positive trend indicates sediment import. The result of the simulation shows that in the case of a Waddenzee without the closure dam, at the same time that the Marsdiep is ebb-dominant both for tidal flow and sediment transport, the whole system exports about 875 Mm$^3$ of sediment. The rate of this export is reducing in the course of time. In the case where the Zuiderzee is closed, regardless of the time of closure, the system starts importing sediment with the average rate of 0.5 Mm$^3$/Yr. over a period of 2000 simulation years without any sign of reaching "equilibrium". Clearly the amount of available sediment and morphology of initial bathymetry of the model has a significant effect on the rate of sediment exchange but the trends stay the same for the four scenarios.
Figure 3 - 8 Simulated tidal water levels at the morphological year of 2000 prior and after closure. top: at the time of high and low tide at the Texel. middle: the envelop of tidal levels. bottom: The changes of the tidal range due to closure (%). (The dark red patches are the intertidal areas)
3.6.4 Intertidal flat characteristics

In literature, characteristics of the tidal basins such as relative intertidal flat area, intertidal flat height, intertidal flat volume, etc. are defined (references) and the evolution of the tidal basins can be seen through the changes in these characteristics. In this section, the changes in some of these characteristics during the 4000 year simulation and the effect of the closure on them are discussed. It should be noted that the domain which is considered to calculate these characteristics is the area covered by Marsdiep and Vlie basin after the closure (figure).

The intertidal flat is defined as the area between MLW and MHW; the existence of these areas in a tidal basin is what distinguishes a tidal basin from a submerged basin and make the tidal basins a unique type of coastal feature. The main characteristics of the intertidal flats are the area that they cover (area between MLW and MHW), the volume of sediment in these areas (volume of sediment between MLW and MHW), and the average height the intertidal flats calculated as:
In which,

\[ h_f = \frac{V_f}{A_f} \]

In which,

\( A_f \quad [m^2] \quad \text{: Area of the intertidal flats} \)
\( V_f \quad [m^3] \quad \text{: Volume of intertidal flats} \)
\( h_f \quad [m] \quad \text{: Height of intertidal flats} \)

Figure 3-11 shows the expansion of the intertidal flats during the 4000 years simulation without the closure and the effect of closure on development of these areas. It is clear that initially, due to the initially flat bathymetry of the model, there are no intertidal flats present and that during the 4000 years of the simulation these areas expand. The rate of the expansion decreases with time which shows that the surface area of intertidal flats tends to reach an "equilibrium" value. At the time of the closure we can observe an initial jump in the value of the intertidal area and volume. This abrupt change is due to the definition of the intertidal flats and the changes in the tidal wave propagation. The intertidal flat is defined as the area between MLW and MHW and the closure causes an instantaneous change in the tidal range at different locations of the basin. Therefore some areas which were under the MLW, after the closure are inside the new tidal range, thus considered as intertidal flats. After this instantaneous change, intertidal flats expand at a higher rate than the rate of expansion before the closure. This new rate of expansion decreases with time. The rate of the expansion of the area of intertidal flats after the closure is dependent on the time of the closure. In the case where the closure happens after 1000 years of simulation, this rate is 3 times higher than the original rate in the simulation without the closure, while in the simulation with later closure times the average new rate of expansion is smaller. This is due to the fact that at year 1000 the intertidal flats are not developed enough and if the closure happens at this time the basin needs follow its natural expansion of intertidal flats and also cope with extra intertidal flats needed due to the closure. Eysink (1990) claims that one of the first parameters that tends to equilibrium on a relatively shorter timescale is the height of the flats, which is related to the tidal amplitude. In the simulation without the closure, the average height of the intertidal flats reaches its "equilibrium" state of about 0.6 m after 2000 years (Figure 3-10, lower panel). After the closure this value also increases with a substantial rate, this increase can be associated to the fact that in our simulations no wave generation takes place inside the basin. De Vriend et al. (1989) argue that the erosion of tidal flats due to these locally generated waves is in dynamic equilibrium with the sediment accumulation due to the tidal flood current. Therefore neglecting wave generation in the simulations leads to a higher sediment volume on the intertidal flats and consequently larger average intertidal flat height.
3.6.5 Texel ebb-tidal delta development

The other part of the tidal inlet system which is influenced by the construction of the closure dam is the ebb-tidal delta. The development of the ebb-tidal delta can be measured based on its volume (Walton and Adams 1976). The changes in the volume of the ebb-tidal delta of the Texel inlet during the different simulations with and without the closure are shown in Figure 3-12. It is clear that in the simulation without the closure, in which the basins continuously export sediment, the ebb-tidal delta gets larger and larger, initially (in the first 700 years) the
expansion rate of the ebb-tidal delta volume is about 1 Mm$^3$/year. Towards the end of the simulation this rate reduces to less than 0.08 Mm$^3$/year. When the closure dam is constructed and the basins start importing sediment, the ebb-tidal delta loses sediment and regardless of the time of closure it reaches a new near equilibrium volume. This new equilibrium volume is dependent on the volume of the ebb-tidal delta at the time of closure.

![Figure 3 - 12 Development of the ebb-tidal delta and the effect of the closure](image)

**Figure 3 - 12 Development of the ebb-tidal delta and the effect of the closure**

### 3.6.6 Boundary of the basins (Tidal divides)

Elias et al. (2003) have observed that the Marsdiep and Vlie basins, which used to be a single tidal basin with two inlets, are acting as almost independent basins after the closure of Zuiderzee. This means that due to the construction of the closure dam a tidal divide should develop between these two basins. In this section we analyze the result of the numerical simulations to show the same behavior in the model outcome. Although the physical boundary between the tidal basins is the tidal divide, the definition should be translated to flow field or bathymetry characteristics to find this divide in the results of the simulations. Following the definition in Chapter 2, we consider the line of minimum standard deviation of (depth averaged) velocities over a tidal cycle as the tidal divide. To study the change of the tidal divides, we followed the scenario in which the closure is applied after 2000 years of morphological evolution. Resulting bathymetry of numerical simulation is extracted:

- a) At the morphological year of 2000 without the closure
- b) At the morphological year of 4000 without the closure
- c) At the morphological year of 2000 at the time of the closure
- d) At the morphological year of 4000 including the closure dam at the year 2000

Then, in order to provide the corresponding flow field for all these conditions, using the extracted bathymetries, hydrodynamic simulations are carried out for 5 tidal cycles. Having the bathymetry and flow field in each case, using the above-mentioned definition it is possible to define the boundaries between tidal basins.

Figure 3-13 shows standard deviation of depth averaged velocities over a tidal cycle for each condition. In this figure it is clear that after 2000 simulation years the two basins are completely connected (Figure 3-13a). In the case without the closure the basins remain connected for the next 2000 years (Figure 3-13b). But at the year 2000 and exactly after the closure the tidal wave inside the basins changes and a wage boundary is established between the basins (Figure 3-13c), because of the instantaneous change in the flow field. This change starts the morphological changes and after the next 2000 years the morphology of the basins...
adapts to the new flow field and a distinguishable tidal divide is formed between the Marsdiep and Vlie basins (Figure 3-13d)

<table>
<thead>
<tr>
<th></th>
<th>2000</th>
<th>4000</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td><img src="image1" alt="Map A 2000" /></td>
<td><img src="image2" alt="Map A 4000" /></td>
</tr>
<tr>
<td>B</td>
<td><img src="image3" alt="Map B 2000" /></td>
<td><img src="image4" alt="Map B 4000" /></td>
</tr>
<tr>
<td>C</td>
<td><img src="image5" alt="Map C 2000" /></td>
<td><img src="image6" alt="Map C 4000" /></td>
</tr>
<tr>
<td>D</td>
<td><img src="image7" alt="Map D 2000" /></td>
<td><img src="image8" alt="Map D 4000" /></td>
</tr>
</tbody>
</table>

Figure 3-13: Standard deviation of depth averaged velocities over a tidal cycle. A. At the morphological year of 2000 without the closure; B. At the morphological year of 4000 without the closure; C. At the morphological year of 2000 at the time of the closure; D. At the morphological year of 4000 including the closure dam at the year 2000.

3.7 Conclusion

In this chapter, we presented a long-term process-based modeling approach to study the effect of building a closure dam on the morphology of a tidal basin. The closure of the Zuiderzee is taken as a case study. The hydro- and morphodynamics for a total of five different scenarios were studied: a base scenario where no closure takes place, and four scenarios corresponding to different times of closure.
The model is capable to reproduce the change in tidal transport regime and the ensuing changes in morphological characteristics of the tidal basins. Furthermore, the model shows that regardless the time of closure, the surface area of the intertidal zones and the volume of the ebb-tidal delta tend to an equilibrium value. Also we have shown that the new "hydrodynamic tidal divide" changes instantaneously and then the "morphological tidal divide will follow".

The results prove that long-term process-based modeling is capable to at least qualitatively assess the long-term impacts of large scale human intervention in a coastal system.
Mixing the soil

Effect of sediment see bed composition in long-term morphological modeling of tidal basins
4.1 Introduction

In recent years process-based models have been used more and more to simulate the morphodynamic behavior of tidal basins at various temporal scales (Wang et al. 1995, Hibma et al. 2003, Marciano et al. 2005, Ganju et al. 2009). These studies show that process-based morphological models, describing in detail the flow field and the resulting sediment transports and bottom changes, perform well in simulating the complex morphodynamics of tidal basins. Later Van der Wegen and Roelvink (2008) and Van der Wegen et al. (2008) showed that by using the ‘online approach’ in morphological modeling it is feasible to use a process-based model for longer-term (~centuries and ~millennia) morphological simulations. This approach is used also in chapter 2 to simulate the long-term evolution of tidal basins. Morphological developments of tidal basins and estuaries in medium or long time scales such as relocation of shoals and channels in response to human interventions (e.g. dredging) or natural disturbances (e.g. sea level rise) are the main input for the decision makers in the fields of coastal zone management. Therefore, considerable efforts are currently being undertaken to hindcast and/or forecast these developments. In addition, ecological and economical values and functions of tidal basins are closely linked to their morphodynamic developments.

In most cases this type of morphological simulations needs considerable computational time (in the order of weeks). Therefore the schematization of model inputs together with acceleration techniques plays a significant role in making these simulations feasible. In recent studies some successful schematization strategies in hydrodynamic boundary forcing are introduced, such as the concept of the morphological tide (Latteux, 1995 later modified by Lesser, 2009) and reducing the number of wave conditions (Lesser, 2009). Also acceleration techniques such as applying a morphological factor (Roelvink 2006) are widely used.

However, the resulting bathymetry of the hindcasting simulations usually does not match the measured data perfectly. In the case of tidal basins these simulations generally result in too deep and narrow channels and too high shoals in tidal basins. This type of shortcomings is due to the sediment characteristics which are introduced in the model. Usually in these simulations one type of sediment is used and the sediment size is represented by a single D50 grain size. Therefore despite their importance in morphological changes, some mechanisms such as armoring of the channel bed due to erosion of finer materials and sediment sorting are systematically neglected. If sediment mixtures are needed to be applied in the model, sediment characteristics and their initial distribution over the model domain are required. However, they are at best measured at yearly or even decadal intervals. This especially holds for data on bed composition and sediment properties, if measured at all. In order to find a solution for this problem, previously we have introduced the concept of ‘morphodynamic spin-up’ as an analogue to the ‘hydrodynamic spin-up’ which refers to the time period that is required for the hydrodynamics within a model domain to adapt to the boundary condition forcing. Similarly, the morphodynamic spin-up describes a time period in which the morphology adjusts itself to forcing conditions of the morphodynamic model (Van der Wegen et al. 2011). This morphodynamic adaptation can be in terms of bed level change but also in terms of bed composition. The time scale of the ‘morphodynamic spin-up’ is considerably larger (up to five orders of magnitude) than the time scale of the ‘hydrodynamic spin-up’. To avoid the unrealistic morphological changes due to ‘hydrodynamic spin-up’ time, usually the bed level updates are frozen during the ‘hydrodynamic spin-up’. Also we have suggested a pre-run called Bed Composition Generation (BCG) run as ‘morphodynamic spin-up’ to redistribute different types of sediment in the model domain without changing the
morphology. The actual morphodynamic calculations are then carried out with the bed composition resulting from the BCG run (Van der Wegen et al, 2011).

4.2 Aim of the study and methodology

The main goal of this study is to show the importance of including sediment mixtures in long-term morphological models, and to develop procedures to compensate the lack of bed composition measurement data. To fulfill the goal of this study, a numerical, process-based model (Delft 3D, Lesser et al (2004)) is used that allows for the definition of different types of sediment (classes of sediment). In the first part of the paper the importance of using different mixtures of sediment in long-term simulations of tidal basins is illustrated. Then by using the outcome of these long-term simulations, different procedures are developed to derive an initial sediment distribution over the model domain. To compare these procedures, we derived initial sediment distributions for the area of interest based on each procedure, and carried out hindcast simulations for 75 years (1930 to 2005). The results of these simulations are compared with each other as well as with the conventional methods of using a single sediment type.

4.3 Area of interest and available data

The area which is chosen as the case study in this research is the Dutch Waddenzee. The Dutch Waddenzee is the western part of the Waddenzee in the south east side of the North Sea along the Netherlands coastlines. This part of the Waddenzee consists of four tidal inlets connecting the North Sea to the basins, behind the barrier islands. (Figure 4-1). The Dutch Waddenzee was subjected to a major human intervention in 1932. In this year the south part of the basins (Zuiderzee) was closed by a 32 km dike known as the Afsluitdijk. Due to this closure, the area of the tidal basin was reduced by around 3300 km2 and the length of the basin by 100 km. This intervention triggered substantial morphological changes in this part of the Waddenzee. Since the Waddenzee is one of the best monitored tidal basins in the world and there are lots of historical data available, it is a very interesting area to be used as a case study for hindcasting simulations.

Figure 4 - 1 Satellite image of Dutch Waddenzee: 1- Texel-Marsdiep 2- Eierlandse Gat 3- Vlie 4- Amelander Zeegat 5- Frisian inlet.
Due to the extensive maritime transport in the Netherlands since the 16th century, there are some historical depth measurements available from that time. After the construction of the Afsluitdijk the depth measurements were carried out more often in this area and since 1987, Rijkswaterstaat (Directorate-General of Public Works and Water Management of The Netherlands) has frequently measured the bed level in the Waddenzee. The ebb-tidal deltas are measured every 3 years, while the basins are measured every 6 years. These data are stored in a 20 x 20 m resolution database called ‘Vaklodingen’. Recently all the available data since 1926 has been collected, processed and made accessible via the OPENEARTH project (www.openearth.nl). Using this set of data it is possible to construct the historical bathymetries for different parts of the Dutch Waddenzee. Figure 4-2 shows the bathymetry of this area in the year 1926 (date of the closure of the basins).

![Figure 4-2 Bathymetry of the Dutch Waddenzee in 1926 (projected on the google earth image using OpenEarth tools)](image)

Also in the period between 1989 and 1997 a total of more than 7000 soil samples were taken from the bottom of the Waddenzee. The soil samples were taken from the upper 10 cm of soil. Initially one sample was taken per square kilometer, but in areas with a rapidly changing morphology a finer grid is used and one sample is taken per half square kilometer. A Malvern Laser Particle Sizer is used to determine the grading of these samples and for each sample a grading curve was produced. All of these data are available in the Sediment Atlas Waddenzee and also via the OPENEARTH project. Figure 4-3 shows the map of the median grain size (D50) distribution in the Dutch Waddenzee. As can be seen in Figure 4-3, a wide range of sediment sizes are present in the area with a maximum of more than 0.5 mm, as expected, in the channels and the a minimum of 0.03 mm on the shoal areas close to the land boundaries of the basins.
4.4 Model Description

The model used in this study is the depth averaged version of Delft3D. This model is extensively described by Lesser et. al. (2004) and Van der Wegen and Roelvink (2008). The model uses a finite difference-scheme, which solves the momentum and continuity equations on a curvilinear grid with a robust drying and flooding scheme the velocity field obtained by solving the equation of continuity and the momentum equations is used to calculate the sediment transport field. Every time step, as a consequence of the divergence of the sediment transport field, the bed level is updated. In this approach the flow, sediment transport and bed-level updating run with the same (small) time steps. Since the morphologic changes are calculated simultaneously with the other modules, coupling errors are minimized. But, as described in Lesser et al. (2004), because this approach does not consider the difference between the flow and morphological time step, a ‘morphological factor’ should be applied to increase the rate of depth changes by a constant factor in each hydrodynamic time step (Lesser et al., 2004, Roelvink, 2006). A bed layer model based on the concept of the active layer (Hirano, 1971) is included in the model, therefore different sediment classes can be defined and different transport formulation can be assigned to each sediment fraction. More details about the bed layer model are described in the following section.

4.4.1 Bed layer model

Blom (2008) describes four different sediment continuity models for non-uniform sediment in comparison with a laboratory flume test. Among them she also discussed the concept of an active layer introduced for the first time by Hirano (1971). The same concept is applied in the current study with a slight adaptation. The grid cells in the bed layer model use the same grid...
cells as the hydrodynamic model in the horizontal direction, dividing the bathymetry into the same number of cells. A thickness of sediment is assigned to each one of these cells representing the initial available sediment in that cell. In each cell there is an active layer with a predefined thickness which moves up and down with the bed level of each cell (in case of deposition and erosion respectively). The bed material, which can be composed of different sediment classes, interacts with the water column through this active layer. Each sediment fraction follows the specified sediment transport relation assigned to that fraction. The model does not consider any physical interaction between different classes. Underneath the active layer, some numerical under-layers can be defined to allow for a varying bed composition with depth. Figure 4-4 shows how the bed layer model works with different sediment classes in the case of deposition or erosion in one cell. In the case of erosion (Figure 4-4a) the composition of the active layer becomes coarser, because the fines are eroded and the coarse material is left behind in the active layer. In case of deposition (Figure 4-4b), the deposited fine material make the composition of the active layer finer. A new under-layer develops with a composition that is finer than the other under-layers, but coarser than the active layer.

![Figure 4-4](image)

**Figure 4-4** (a) Erosion process of bathymetric cell; (b) accretion process of bathymetric cell; Solid line represents active layer. Dotted line represents sediment layer. Darker color indicates coarser sediments and less shading indicates finer sediments.

### 4.5 Long-Term model set up

In order to show the effect of different sediment mixtures on the simulation of the evolution of tidal basins, a long-term model (~500 yrs) was set up. The model used for these simulations is the same model that has been used in Chapter 2. The grid extends from the south of Texel inlet to the tidal divide between Amelander Zeegat and Friesche Zeegat from the other side (Figure 4-5). The average size of grid cells inside the basins is 350 m, with the seaward boundary 46 km offshore. The computational grid does not include the dry part of the barrier islands (areas with an elevation above high water).
In this model we have considered only the tidal forcing by adopting the concept of morphological tide (Latteux, 1995). Therefore the spring neap cycles are ignored and only representative M2, M4, M6 components of the tide are applied on the seaward boundary of the model. The lateral boundaries are Neumann boundaries, that prescribe M2, M4, M6 alongshore water level gradients (Roelvink and Walstra, 2004).

A simplified bathymetry is used as the initial bathymetry of this model. To generate this bathymetry it is assumed that there are no channels and shoal areas inside the tidal basins and the whole area is completely flat with a constant depth of 4.54 m (average depth of the basins). Applying this initial bathymetry allows the model to show the evolution of the basins without being constrained by the initial position of channels or shoals. Therefore the model strives to find a stable solution according to the cycle of hydrodynamic forces, sediment transport and redistribution, and bed level changes. This model is used to carry out simulations with different mixtures of sediment classes.

4.5.1 Selection of sediment classes and bed layer model setup

The long-term simulations include 6 sediment classes. These classes are based on the standard sieve test and are represented within the model by the minimum and maximum grain size of each fraction. It is assumed that the sediment size distribution of each fraction has a log-uniform distribution (Table 4-1). No mud fraction is included in the sediment mixtures.
Table 4 - 1 Sediment grain size in each sediment fraction.

<table>
<thead>
<tr>
<th>Fraction</th>
<th>Minimum size (mm)</th>
<th>Maximum size (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.075</td>
<td>0.150</td>
</tr>
<tr>
<td>2</td>
<td>0.150</td>
<td>0.300</td>
</tr>
<tr>
<td>3</td>
<td>0.300</td>
<td>0.425</td>
</tr>
<tr>
<td>4</td>
<td>0.425</td>
<td>0.600</td>
</tr>
<tr>
<td>5</td>
<td>0.600</td>
<td>1.180</td>
</tr>
<tr>
<td>6</td>
<td>1.180</td>
<td>2.360</td>
</tr>
</tbody>
</table>

These sediment classes are mixed with different percentages to provide a sediment mixture with the D50 similar to the overall measured D50 (0.250 mm). Figure 4-6 shows model input grading curves together with the range of the measured data and the overall grading curve of all the samples in the area.

A simulation is carried out with these sediment mixtures, which initially have a uniform spatial distribution over the domain. Therefore each bed cell consists of all 6 sediment classes with different portions of the bed cell volume. In each cell the sediment is available down to a depth of 65 m below mean sea level. For the sake of comparison, one simulation is also carried out with only one fraction of sediment with the same D50 as the sediment mixtures (0.250 mm).

Blom (2008) suggested that the best results of Hirano (1971) model can be obtained when the thickness of the active layer is similar to the dune height. However when a large morphological factor is applied in the simulation, to ensure the numerical stability of the model other consideration should be taken into account. A primary sensitivity analysis shows
that the available sediment in the active layer should not be entirely replaced in one time step,
therefore the thickness of the active layer should be more than the typical change in bed level
in one time step. Since a relatively large morphological factor (300) is used in these
simulations the active layer thickness of 1.5 m is chosen and 5 underlayers with a maximum
thickness of 2.0 m are defined.

4.5.2 The effect of sediment classes on long-term morphodynamic simulations

Morphological evolution
Starting with the schematized, flat bathymetry inside the basin, the first 100 years of
modeling shows mainly the development of ebb-tidal deltas in front of the inlets and the main
channels in the inlets. Later, after almost 400 years, the main channel/shoal patterns inside
the basins have almost fully evolved; however, the dynamic behavior of channels and shoals
is obvious. This behavior is observed in all the simulations although the channels are
shallower and wider in the simulations with a higher percentage of coarse sand compared to
the simulation with only one fraction of sediment with the same D50. Figure 4-7 shows the
initial condition and resulting bathymetries for two simulations for the Marsdiep tidal basin.
This suggests that we should be able to see the effect of adding coarse sand in the
characteristics of tidal basins such as the hypsometry.

Figure 4 - 7 Simulated Evolution of Marsdiep Basin bathymetry from a flat bathymetry inside the basin,
after 500 years of morphological modeling. (top : initial condition, middle : model with one sediment
fraction, bottom : model with multiple sediment fraction)
Comparing the hypsometry

In order to compare the hypsometry for different simulations, we chose the Marsdiep tidal basin. The hypsometry curve of Marsdiep basin at the end of different simulations is shown in Figure 4-8. As it is shown, by adding more coarse sand to the model the tidal basin will have shallower channels and less high shoals.

![Figure 4-8 Hypsometry of Marsdiep Basin for two simulations](image)

Sediment Distribution

In the simulations with a mixture of sediment classes, the sediments are also redistributed in the domain, so that the sediment composition in each bed cell changes. This change for the finest sand fraction in an arbitrary longitudinal cross-section of the Marsdiep basin is shown in Figure 4-9. It is clear that in the absence of waves, the finer sediments tend to move to the ebb-tidal delta and also the shoal areas inside the basin (increasing the percentage of the fine sediment in the sediment mixture from the initial value of 10 percent all over the domain up to 40 percent), while in the channels most of the fine sediment is eroded (percentage of the fine sediment is decreased to less than 5 percent) and coarse sediment remains there and makes the channel bed less erodible. In turn it leads to shallower and wider channels compared to single fraction runs.
Figure 4 - 9 Percentage of the finest sand fraction in the sediment mixture after 500 years of morphological changes. (The location of the cross-section is shown in Figure 4 -7)

This redistribution of sediment classes can also be seen by the change in the average D50 in each grid cell. Figure 4-10 shows the resulting spatial distribution of the D50 in the Marsdiep tidal basin after 500 years of morphological simulation.

Figure 4 - 10 Spatial distribution of D50 in the Marsdiep tidal basin after 500 years of Morphological simulation. (in mm)
During these long-term simulations the model aims to reach a stable state. The sediment redistribution has a significant effect on the solution. These results show that the presence of different sediment sizes in a morphological model is important to obtain an acceptable result in (long-term) morphological simulations. On the other hand, one could imagine that the initially uniform sediment distribution over the domain has an unrealistic effect on the observed morphological changes. The next question is therefore how a more realistic initial sediment distribution over the model domain can be derived in the absence of adequate data.

4.6 Realistic hindcast with sediment classes

The previous section described the possible effect of different sediment classes on the morphodynamic evolution of the Waddenzee, albeit with a highly schematized, initially flat, bathymetry. The following section focuses on a more realistic hindcast of the morphodynamic developments from 1930 to 2005. Special emphasis is put on a methodology to derive a useful initial sediment distribution over the model domain based on a realistic, measured bathymetry. This methodology makes use of the runs described in the previous section.

The current research applies a new methodology to produce the initial conditions of the 1930 sediment distribution. Main assumption is that the resulting sediment distributions of the long-term simulations described in the previous section are in agreement with the measured data. To reach this similarity different sediment mixtures have been tested and a sediment mixture with 8 different classes has been introduced to the model. This mixture is coarser than the overall sediment mixture in the Waddenzee. However, during the 500 years of morphological developments, some of the coarser sediments are buried under layers of fine sediment. After 500 years the sediment grading curve of the sediment in the top layer is similar to the overall sediment grading curve of the measured data. This comparison is shown in Figure 4-11.

In order to use this long-term model, not only should the sediment grading resemble the measured data, but also the sediment distribution should be similar. To check the changes in sediment distribution, the standard deviation of the median grain size in the top layer is calculated during the 500 years of morphological development (Figure 4-12). The standard deviation is zero at the beginning, since every cell in the model has the same D50 (initial uniform spatial distribution of sediment classes). Due to the erosion, deposition and sediment redistribution, in the first 100 years the standard deviation increases rapidly, after 100 years it increases with a lower rate and finally after 400 years it is stabilizing. This suggests that, although the morphological evolution of basins does not stop after 500 years, the sediment classes are redistributed in such a way that the morphological changes do not have a significant effect on the overall sediment distribution. These results can be used as a proper basis to generate the initial sediment distribution for the hindcasting model.
Figure 4 - 11 Range of measured sediment grading curves with the total grading curve, initial uniform sediment mixture and the resulting, top-layer, grading curve.

Figure 4 - 12 Development of standard deviation of mean grain size in the domain in 500 years of morphological modeling.
4.6.1 Preparing the initial sediment distribution for the hindcasting model

The 500 year model results allow for characteristic relations between hydrodynamic parameters and grain size to be investigated. One of the best parameters that can be related to the grain size at each point is the bed shear stress. We have chosen the variance of depth averaged flow velocity over one tidal cycle as an indicator of the bed shear stress. A hydrodynamic simulation is carried out for the resulting bathymetry of the long-term simulation and the variance of depth average flow velocity is calculated for each point in the model. Figure 4-13 shows that the sediment median grain size is in a fair relation with the variance of velocity. An exponential curve with a maximum is fitted to the data. The maximum value of D50 in this relation is limited to the maximum D50 measured in the field (1.4 mm).

![Figure 4-13 Relation between sediment size in each point and the variance of depth average flow velocity at the same point](image)

Using this relation it is possible to produce an initial sediment distribution for the hindcasting model of the Waddenzee.

4.6.2 Hindcasting Model setup

The domain and forcing of the model which is used for the hindcasting simulation is the same as the model for the long-term simulations. Since more detailed morphological features are important in the hindcast simulation, a finer grid has been used for this model with an average grid cell of 100 m. The initial bathymetry for this simulation is the bathymetry of 1930 and the morphological simulation is of a 75 year period. To decrease the computational time a morphological factor of 75 is chosen, such that the hydrodynamic simulation time is
one year. The model applies the bed layer model. Four different simulations have been carried out.

**Simulation I**

To produce the initial sediment distribution for this simulation, first a hydrodynamic simulation has been carried out for the bathymetry of 1930. For each point in the model, the variance of depth averaged velocity over one tidal cycle is calculated. Using the relation shown in Figure 4-13 the median grain size is determined for all the cells over the model domain. The map of spatial distribution of the D50 determined by this routine is shown in Figure 4-14.

![Map of initial spatial distribution of the D50 in simulations I,II and III](image)

The spatial sediment distribution is considered to be constant over time. This means that in every cell of the bed layer model there is only one fraction of sediment with a constant grain size over time; clearly the cells in the channels contain coarser materials than the ones on the shoals. The shortcoming of this method is that when a sediment grain moves from one cell to another one, for example from a shoal to a channel, the size of the sediment will change automatically. If a channel with coarse sediment migrates to a former shoal area with fine sediment, the sediment size in the channel will become finer. This error will be more pronounced in case of large morphological changes.

**Simulation II**

The procedure which has been used in simulation II is exactly the same as the simulation I, but in order to reduce the effect of the error induced by large morphological changes, the spatial distribution of D50 in the model is updated every 5 years. This means that, at the end of each 5 years simulation intervals (1935, 1940, ...), a hydrodynamic simulation is carried
out over the resulting model bathymetry for that specific year. Then the variance of depth averaged velocity over one tidal cycle is calculated in every grid cell and the median grain size is determined for all the cells in that year. The simulation then continues using the updated spatial distribution of the median grain size.

**Simulation III**

In both simulations I & II each bed layer cell contains only one fraction of sediment, so in principle there is no mixture of different sediment classes and redistribution of the sediment does not occur in the model. In Simulation III we use all the 8 sediment classes which have been used in the long-term model simulation in the model. Thus, each cell contains a mixture of the 8 sediment classes under the condition that the overall D50 of the cell follows the map presented in Figure 4-14. This leads to a more realistic model which allows the sediment to redistribute during the morphological simulation. For this purpose, the result of the long-term simulation is used to check the percentage of different sediment classes in each bed layer cell as a function of its D50 at the end of 500 years of simulation. Clearly larger D50 means higher percentage of coarser sediment classes. The graphs in Figure 4-15 show the percentage of each sediment fraction as a function of D50 for all of the bed layer cells in the model.

![Figure 4-15 Percentage of each sediment fraction in each numerical cell as a function of D50 of that cell](image)
As can be seen in the Figure 4-15, with the exception of finest fraction, there are two distinct parts in the data. To fit a curve to these data one curve is fitted to each part and then by the use of a shape function (Equation 1) both curves are merged into one relation. An example of this method for fraction 5 is shown in Figure 4-16.

\[ f(x) = 1 - e^{-\left(\frac{x}{x}\right)^n} \]  \hspace{1cm} (1)

By using these relations for each fraction, the D50 (Figure 4-16) in each cell is converted to a sediment mixture of all 8 sediment classes. These percentages of sediment classes in each cell are introduced in the model as the initial condition of the third hindcasting simulation.

**Simulation IV**

For the fourth simulation first a Bed Composition Generation (BCG) run (Van der Wegen et al, 2011) was carried out. As described previously, the idea is that, given a set of sediment classes distributed uniformly in the model, a special BCG run generates a stable distribution of sediments that fits the hydrodynamic conditions on a fixed bathymetry. In our case the BCG run was carried out for 500 years, with the same 8 sediment classes as the long-term simulations on the bathymetry of 1930. The result of the BCG simulation is a mixture of sediment classes in each bed layer cell. The outcome of this BCG run presented as the D50 in each cell is shown in Figure 17.
4.6.3 Bench mark simulations

Two bench mark simulations are also carried out to show the effect of considering different sediment classes in this hindcast simulation. One simulation (referred to as B0) applies only one fraction of sediment with a D50 of 0.25 mm (the median grain size in the area) and the second simulation (referred to as B1) includes all 8 classes of sediment with a uniform spatial distribution.

4.7 Results and Discussions

In this part the result of the different simulations are compared with each other and to measurements. First the skill score of the simulations is calculated to show that the skill of the model improves by using different sediment classes and an initial sediment distribution. Later the simulated morphological changes are discussed based on the erosion-deposition patterns in the Marsdiep basin and channel cross-sections. Finally the effect of different sediment classes on better representing other process involved in the model is investigated.

4.7.1 Brier Skill Score (BSS)

The BSS is commonly used in meteorology models and recently has been used in the evaluation of the coastal morphodynamics models by Brady and Sutherland (2001), Sutherland et al. (2001), Van Rijn et al. (2002), Van Rijn et al. (2003) and Sutherland and Soulsby (2003). Sutherland et al. (2004) introduced the following relation to calculate the BSS for morphological models:
In which Y is a prediction, X is an observation, and B is a baseline (either prediction against which the model skill will be evaluated or initial bathymetry). In this relation, \( \langle \cdot \rangle \), means taking an arithmetic average. In other words BSS provides an objective quantification of the skill of a model, where skill is defined to be the accuracy of a model prediction relative to a baseline prediction. The skill score calculated in this manner will have the maximum of 1.0 which means the perfect match between prediction and observation. The lower limit of the skill score is not bounded to any number and the BSS can become negative if the model result is less accurate than the baseline model. The value of zero for BSS indicates that the model prediction is the same as the baseline. In the case that initial bathymetry is considered as the baseline, van Rijn et al. (2003) proposed a qualification of BSS, as repeated in Table 4-2.

![Table 4 - 2 Classification of the morphological models based on the BSS](image)

The BSS is calculated for the resulting bathymetry after 75 years for all six simulations. In this calculation the bathymetry of 1930 (initial bathymetry of the simulations) is considered as the baseline (B) and the measured bathymetry of 2005 projected on the computational grid as the observation (X). Since there is no wave forcing in the model, the results of the simulations for the ebb-tidal deltas and the outer coastline are probably not adequate and these areas are excluded from the calculation of the BSS. The tidal basins are also divided according to the tidal divides and the BSS is calculated for each basin separately. The BSS of the different simulations for each basin is summarized in Table 4-3.

![Table 4 - 3 Brier skill score of each simulation for different tidal basins](image)
Table 4-3 shows the improvement of the model when an initial sediment distribution is considered in the model. Simulations B0 and B1 have a negative skill meaning that the initial bathymetry better resembles the developed bathymetry than the modeled bathymetry. When an initial spatial distribution is introduced in the model (Simulation I-IV) the BSS highly improves and becomes positive for almost all basins. However the BSS value shows that the model results are still poor. Additionally this table shows that regardless of how the initial spatial sediment distribution is provided the skill scores of the simulations are in the same range.

To look into the differences made by using the sediment classes and to explore the reasons for the poor BSS we will discuss the morphological changes in one of the basins (Marsdiep) for the best (III) and the worst (B0) simulations in the next paragraphs.

Figure 4-18, shows the amount of sedimentation and erosion in the Marsdiep basin from 1930 to 2005 in measured data and simulations. This figure shows that the most pronounced difference between the two simulations is in the depth and width of the channels. These differences in the channel shape also become clear by comparing the results for a channel cross-section (Figure 4-19). In benchmark simulations the channels are getting unrealistically deep whereas the sediments from the channels are deposited on the channel banks so that the channels become narrower. The rate of this process is much lower in the simulation with sediment distribution and therefore leads to more realistic prediction of the position and shape of the channels in this simulation and consequently a higher skill score.

However in both simulations the model did not predict the deposition at the end of the old channels, close to the closure dam and south part of the basin. This may be due to two main reasons. First, there is no mud in the model and therefore the suspended sediment transport, which can be responsible for this deposition is neglected in the model; the fact that the deposition in these areas has a high mud content can explain this discrepancy. The second reason may be the absence of waves in the basins. De Vriend et al (1989) suggest that these locally generated waves can have significant effect on the flat areas. Furthermore, due to the outflow of fresh water from the IJssel Lake, vertical recirculation may lead to more fine sediment import and deposition.

The migration of the main channel in the basin to the north is underestimated in the model; this may be due to 3D flow effects such as spiral flow, which were neglected in these simulations.
Figure 4 - 18 Erosion deposition pattern of simulations after 75 years of simulation compared with the measurements between 1930 and 2005
4.7.2 Cross Sections

In the last section we claimed that the simulation with sediment classes and initial spatial sediment distribution predicts the shape of the channels better than a simulation with a single uniform sediment fraction. In this section we choose one cross-section of Marsdiep basin and compare the model results with the measured data of 1930 and 2005. Figure 4-19 clearly shows that the simulation with a single sediment fraction (B0) predicts a much deeper and narrower channel than the other simulations.

Figure 4-19 Resulting cross section after 75 years of morphological simulation for the models with (Blue) and without (Red) initial spatial sediment distribution compared with the measured cross-section in 1930 and 2005

Figure 4-20 shows the result of all simulations with spatial sediment distribution. It can be concluded from this figure that the procedure for producing the initial condition does not have a significant effect on the resulting depth and width of channels.

Figure 4-20 Resulting cross section after 75 years of morphological simulation for the models with different initial spatial sediment distribution simulations compared with the measured cross-section in 1930 and 2005

Figure 4-21a shows the mean sediment size (D50) for simulations B1 and simulation III. Both simulations apply the same sediment classes, however in the first one the sediment mixture is uniform on the whole model domain and in the second simulation an initial distribution is introduced in the model. Clearly the initial value for this parameter is constant (0.25 mm) in simulation B1, after 75 years of morphological simulation, distribution of D50 is following the initial distribution introduced to simulation III. But this adaptation is happening together with the morphological changes and it leads to more than 10 m of unrealistic deepening of the main channels of the basin (Figure 4-21b). Therefore for long-term morphological simulations it is important to cope with the concept of ‘morphological spin up’ by introducing an intelligent guess for the initial distribution of sediment grain size.
4.7.3 Effect of using sediment mixtures on the impact of the bed slope on the adjustment of the sediment transport rate

Another interesting parameter to investigate is the impact of the bed slope on the adjustment of the sediment transport rate. This adjustment is referred to as the ‘bed slope effect’. In order to account for the effect of a transverse bed slope on the rate and direction of bed load sediment transport usually the Ikeda (1982) suggestion is used in the models:

\[ S_n = |S'| \alpha_{bn} \frac{u_{b,cr}}{|u_b|} \frac{\partial z_b}{\partial n} \]

In this relation the \( \alpha_{bn} \) is the tuning parameter with the suggested value of 1.5; however in long-term morphological simulations, to compensate for neglected processes and obtain reasonable results, this value is increased to 10 (Van der Wegen 2011). To check the effect of...
using a mixture of sediment on the value of this parameter, simulation III has been carried out with two different values for $\alpha_{bn}$: 1.5 and 10. The resulting bed levels for the same cross-section as in Figure 4-20 are shown in Figure 4-22. This figure shows that although the value of $\alpha_{bn}$ affects the morphological development, this effect is not considerable when sediment sorting is taken into account.

**Figure 4 - 22 Resulting cross section after 75 years of morphological simulation for different $\alpha_{bn}$**

In this research there are quite a number of processes which are neglected, such as the effect of the wind generated waves inside the basin and the effect of biological processes on the morphology of the tidal basins. Including these processes may increase the skill of the models and needs to be investigated.

### 4.8 Conclusions

This research clearly shows that when we are dealing with long-term morphological simulations the sediment composition plays a significant role. Introducing a logical initial sediment size distribution improves the performance of the model significantly. This initial sediment size distribution is estimated by adapting the sediment distribution to the hydrodynamic condition at the beginning of the simulation and can be produced by relating the sediment size to the bed shear stress as well as carrying out pre-simulation runs to account for the ‘morphological spin-up’ time. Also it is shown that application of this method can reduce the need to artificially enhance coefficients such as the bed slope effect.
Switching channels

The effect of waves and tides on the morphology of tidal inlet systems
5.1 Introduction

Barrier islands and tidal inlets are found along about 15% of the world's coastlines (Davis and Fitzgerald, 2004). Tidal inlets separate successive barrier islands and provide a connection between the tidal (back-barrier) basins and the open sea. Traditionally tidal inlets have played a significant role in the regional socio-economic conditions and in recent decades the new findings about their rich and diverse ecosystems also added to their importance. Therefore there are many management issues on how to maintain, modify and benefit from these systems. In order to address such issues a fundamental understanding of the morphological behavior of these systems is necessary and has been subject of a significant amount of research. De Swart and Zimmerman (2009) summarized the research which has been carried out in this field in the last century.

Escoffier (1940) suggests that a stable tidal inlet is maintained by tidal currents. In principle the tidal currents are determined by tidal prism which is in turn determined by the combination of tidal basin geometry and tidal wave propagation into the basin. The tidal prism is also related to the size of inlet (O’Brien 1931, 1969) as well as the volume of the ebb-tidal delta (Walton and Adams, 1976). The geometry of the inlet gorge and ebb-tidal delta is a function of the ratio of wave and tidal energy (e.g. Hayes, 1975; Oertel, 1975; Hayes, 1979; Davis and Hayes, 1984). Wave energy tends to move sediment shoreward, therefore wave-dominated ebb-tidal deltas are pushed close to the inlet throat, while tide-dominated ebb-tidal deltas extend offshore. Sha and Van den Berg (1993) discuss the role of waves on the direction of the ebb-tidal delta asymmetry. They argue that the main effect of the waves is the net longshore drift, caused by wave-induced longshore current. This longshore drift is able to push the ebb-tidal delta in the direction of the wave-induced current; however this effect is depending on the relative importance of the tidal currents and the wave-induced longshore current.

Bruun and Gerritsen (1959) showed the importance of sediment by-passing. In tidal inlet systems sediment by-passing can be defined as the sediment transport from the up-drift coast to down-drift coast over the ebb-tidal delta. They interpreted the effect of wave and tide to different sediment bypassing mechanisms. They categorized the natural sediment bypassing mechanism with the ratio between longshore sediment transport by waves and tidal inlet currents. If the ratio between longshore sediment transport by waves and tidal inlet currents is high or in other words, the wave action dominates, the mechanism of sediment bypassing is called ‘Bar bypassing’. In this mechanism a sand bar is formed in front of the inlet. The wave generated longshore sediment transport occurs over the bar in the direction of the down-drift coast. The depth of the submerged bar is restricted by the breaker depth of the waves. If the longshore sediment transport increases the submerged bar will get shallower and wider. In contrast, if the ratio between the longshore sediment transport by waves and the tidal inlet currents is low, bypassing occurs by tidal flow action. In this mechanism which is called ‘tidal flow bypassing’ sediment transports through the channels. Since the material is deposited on the up-drift bank of the channels, tidal channels migrate to down-drift. The bars between the channels may also follow this migration and join the down-drift barrier coast. The most recent conceptual model for sediment bypassing are the models proposed by FitzGerald et al. (2000) to explain the sediment bypassing in mixed-energy tidal inlets. Later these models were shown to be valid in a wide range of mixed-energy tidal dominated inlets (Elias 2006). These models are illustrated in Figure 5-1c.
Clearly the ratio between wave and tidal energy and consequently ratio between (longshore) sediment transport by waves and tidal currents is one of the governing parameters in tidal inlet morphology. Therefore tidal inlets can be classified on this basis. Oertel (1975) interpreted this ratio to the ratio of the forces of longshore and cross-shore currents and introduced a classification for ebb-tidal delta morphology (Figure 5-1a). Hayes (1979) also used this principle to classify the tidal basins based on wave height and tidal range. Later Davis and Hayes (1984) showed that tidal prism is more important than tidal range, and modified Hayes (1979) classification. Figure 5-1b shows the Davis and Hayes classification.

Using the available data about the characteristics of tidal inlet systems a few empirical relations are developed; among these relations the most well known ones are such as the relation between tidal prism and inlet cross-sectional area (O'Brien 1931, O'Brien 1939, Jarrett 1976), tidal prism and volume of ebb-tidal delta (Walton and Adams, 1976), and the tidal prism and volume of channels (Eysink, 1992).

Figure 5 - 1 (a) Classification of ebb-tidal delta morphology after Oertel (1975); vector represents relative forces of cross-shore and longshore currents and (b) Hydrodynamic classification of tidal inlet after Davis and Hayes (1984) c. Bypassing model of FitzGerald et al. (2000) as presented in Elias (2006)
Most of the above mentioned descriptions, conceptual models and empirical relations are based on physical observations and empirical data; however in recent years advances in the knowledge of numerical modeling of the physical processes together with technological developments made it possible to use process-based models for mid- and long-term morphological simulations, and to study the morphological behavior of complex coastal systems such as tidal inlets. A process-based model making use of a 'realistic analogue' approach (Roelvink and Reniers, 2012) can identify the responsible processes in morphological changes of tidal inlet systems and give more insight into the behavior of these systems. This approach has been used by Van Leeuwen at al. (2003), Van der Wegen and Roelvink (2008), Van der Wegen et. al. (2008), Dissanayake et. al. (2009), mainly to simulate the evolution of a tidal inlet system during the time under different initial conditions and forcing. They have compared their results with existing conceptual models and empirical relations. Van der Wegen et. al. (2010) tried to clarify the tidal prism - cross-sectional area relation by simulating the morphological evolution of a tidal embayment over millennia under only tidal forces.

Tung et al. (2008, 2009) used process-based morphodynamic simulations to investigate tidal inlet cross-sectional stability under different conditions of waves and tides. Those simulations showed a fair agreement between model results and the Bruun et al. (1978) empirical criterion for location stability. Also he could reproduce the Escoffier (1940) stability diagram using the outcome of the simulations (Tung, 2011 Chapter 4). Finally, Nahon et. al. (2012) carried out morphological simulations for a small schematized tidal inlet system with a 7 km² basin and a 700 m long and 300 m wide inlet under various wave and tide conditions. In those simulations the wave height and tidal range are systematically changed to produce different energy regime for different simulations. The outcome of those simulations is in good agreement with tidal prism-cross-sectional area empirical relation of O'Brien (1931, 1969) and resembles the available conceptual models.

5.2 Aim of the study

Despite all the above-mentioned studies a more systematic analysis of the dynamics of ebb-channel and ebb-tidal delta under different wave-tide conditions is missing. Therefore the main objective of this study is to investigate the effect of the ratio of the tidal energy and the wave energy and related processes on the dynamics of ebb-channel and ebb-tidal delta in a tidal inlet system.

To fulfill the main goal of this study we have made use of a process-based model with a setup very similar to the model used by Dissanayake et al. (2009b), which resembles the overall geometry of the Ameland inlet in the Dutch Wadden Sea. Similar to Nahon et. al. (2012), we systematically changed the tidal amplitude and the wave height in the model and carried out a series of long-term morphological simulations. In these simulations we have used a very schematized bathymetry as initial condition and we let the model develop the ebb-tidal delta and tidal channels in the system. We have analyzed the results by means of calculating tidal prism, sediment transport, sediment by-passing, volume of ebb-tidal delta, and other parameters. Also we have looked at the dynamics of the resulting ebb-tidal delta and related them to wave-tide dominancy of the system and compared them with the empirical relations and conceptual models.

5.3 Model Description

In this study we have coupled two separate numerical modules: one to calculate the water level, flow field, sediment transport and bed level changes (FLOW) and the second one to
determine the wave characteristics such as wave height, spectral period, wave direction, etc. (WAVE)

5.3.1 FLOW module

For the FLOW module we have used a depth averaged (2DH) version of the flow module of Delft3D model. This model is extensively described by Lesser et. al. (2004) and Van der Wegen and Roelvink (2008). The model uses a finite difference-scheme, which solves the momentum equation including the wave generated forces \((F_x, F_y)\) and continuity equations on a curvilinear grid with a robust drying and flooding scheme:

\[
\frac{\partial \bar{u}}{\partial t} + \bar{u} \frac{\partial \bar{u}}{\partial x} + \bar{v} \frac{\partial \bar{u}}{\partial y} + g \frac{\partial \zeta}{\partial x} + c_f \frac{\sqrt{\bar{u}^2 + \bar{v}^2}}{h} \left( \frac{\partial^2 \bar{u}}{\partial x^2} + \frac{\partial^2 \bar{u}}{\partial y^2} \right) - \frac{c_{cor} v - F_x}{\rho h} = 0
\]  

\[
\frac{\partial \bar{v}}{\partial t} + \bar{v} \frac{\partial \bar{v}}{\partial x} + \bar{u} \frac{\partial \bar{v}}{\partial y} + g \frac{\partial \zeta}{\partial y} + c_f \frac{\sqrt{\bar{u}^2 + \bar{v}^2}}{h} \left( \frac{\partial^2 \bar{v}}{\partial x^2} + \frac{\partial^2 \bar{v}}{\partial y^2} \right) + \frac{c_{cor} u - F_y}{\rho h} = 0
\]  

\[
\frac{\partial \zeta}{\partial t} + \frac{\partial [h\bar{u}]}{\partial x} + \frac{\partial [h\bar{v}]}{\partial y} = 0
\]

The velocity field obtained by solving the equation of continuity and the momentum equations is used to calculate the sediment transport field. Every time step, as a consequence of the divergence of the sediment transport field, the bed level is updated. No explicit additional process for cross-shore sediment transport is added to the model. The flow, sediment transport and bed-level updating run with the same (small) time steps. Since the morphological changes are calculated simultaneously with the other modules, coupling errors are minimized. But because this approach does not consider the difference between the flow and morphological time step, a ‘morphological factor’ has been applied to increase the rate of depth changes by a constant factor in each hydrodynamic time step (Lesser et al., 2004, Roelvink, 2006).

5.3.2 WAVE module

For the WAVE module we have used the stationary version of the wave solver of the XBeach model. This solver solves the wave action balance equation with a limited number of physical processes (Roelvink et al., 2009). The XBeach module considers a mean frequency in the directional space, and the spectral evolution is described by: local rate of change of action density in time, propagation of action in space with celerity of \(C_x\) and \(C_y\), depth and current-induced refraction and spatial dissipation of wave energy due to breaking. The wave action balance in its complete form is shown here (In this study the stationary mode is used, therefore the first term is omitted from the equation):

\[
\frac{\partial A}{\partial t} + \frac{\partial C_x A}{\partial x} + \frac{\partial C_y A}{\partial y} + \frac{\partial C_\theta A}{\partial \theta} = -\frac{D}{\sigma}
\]  

Where the action density is \( S_w \), being the wave energy:

\[
A(\theta) = \frac{S_w(\theta)}{\sigma}
\]  

This solver also includes the roller energy equation by including the dissipation of wave energy from the action balance as the source term. Therefore, the wave forces are determined by the wave induced and roller induced radiation stress tensors as described by Roelvink et. al. (2009, 2010).

### 5.3.3 Coupling the Modules

Initially, the WAVE module runs using the initial conditions of bathymetry, water level, etc and forcing boundary conditions. Then the resulting wave characteristics are communicated to the FLOW module. FLOW module includes the wave characteristics mainly in the form of wave generated forces in the flow computation which runs for a given number of time steps. After the FLOW computation is finished for these time steps, the updated bathymetry, water levels, and flow field are fed back to the WAVE module. In theory the exchange of data can occur at every time step of the FLOW computation but the changes of the water level, flow field and bathymetry in one time step usually are very small and also the wave conditions are not changing in such a short time, therefore the waves are updated at a specified frequency. The updated bathymetry is used in the subsequent wave computation. Figure 5-2 shows the scheme of coupling WAVE and FLOW.

![Figure 5-2 Scheme of coupling WAVE and FLOW](image-url)
5.4 Model Setup

5.4.1 Grid and Bathymetry

The model which is used in this study is an adaptation from the schematized model of Ameland tidal basin in Dutch Wadden Sea used by Dissanayake et al. (2009b). In order to get more detailed results in the inlet, the computational grid is 3 times finer and adopted for the XBeach wave module, consequently the bathymetry is slightly different. The grid and the bathymetry of this model are shown in Figure 5-3.

As it is shown in the Figure 5-3, the initial bathymetry of the model is schematized. The bathymetry consists of a 25 x 15 km basin with constant depth of -3. This basin is connected to the open sea via an inlet 3 km long and 1 km wide. The banks of the inlet are erodible therefore the inlet can expand in width. At the sea side the seabed profile is a concave profile from 0 m to -20 m depth.

5.4.2 Sediment and sediment transport relation

In this research, non-cohesive, sediment with a median grain diameter (D50) of 200 μm is used. Therefore the sorting and armoring effects are systematically ignored. All over the
model domain 40 m of sediment is available. The sediment transport relation used in the simulations of this study is based on the Soulsby - Van Rijn relation described by Soulsby (1997). This relation is a semi-empirical relation for the sediment transport in combined wave and current flow field. In this study, we have used this transport relation because it has a relatively simple formulation and the relative influence of wave and current on the total sediment transport can easily be isolated and analyzed separately.

In this relation, the bed-load transport is calculated by

$$\bar{q}_b = A_{cal} A_{sb} \bar{U} \xi$$

(6)

where $A_{cal} = 0.7$ is a calibration coefficient, $A_{sb}$ is the bed-load multiplication factor, and $\xi$ is a factor that represents the stirring of sediment by the waves and the current. Thus, the total bed-load transport is proportional to the current multiplied with the sediment that has been stirred up. The bed-load multiplication factor is given by

$$A_{sb} = 0.05h \left(\frac{p_{sw}/h}{\Delta \rho_{sw}}\right)^{1.2}$$

(7)

with $h$ is the water depth; $\Delta$ is the sediment relative density and $g$ is the gravitational constant. The suspended load transport $q_s$ is calculated by

$$\bar{q}_s = \bar{U}hc$$

(8)

where $\bar{U}$ is the depth-averaged water velocity, $h$ is the water depth, and $c$ is the depth-averaged suspended sediment concentration. This last term is calculated by solving the advection-diffusion (mass-balance) equation. In depth-averaged simulations, the 3D advection-diffusion equation as described by Lesser et al. (2004) is approximated by the depth-integrated advection-diffusion equation

$$\frac{\partial (hc)}{\partial t} + U \frac{\partial (hc)}{\partial x} + V \frac{\partial (hc)}{\partial y} - D_H \left[ \frac{\partial^2 (hc)}{\partial x^2} + \frac{\partial^2 (hc)}{\partial y^2} \right] = h \left( \frac{c_{eq} - c}{T} \right)$$

(9)

Here, $D_H$ is the horizontal sediment diffusion coefficient, and $h$ is the local water depth. The terms on the left-hand side represents the local time evolution, the horizontal advection, and horizontal diffusion of the depth-averaged sediment concentration. The right-hand side represents erosion and deposition of suspended sediment. It depends on the depth-averaged equilibrium concentration, $c_{eq}$, and the sediment concentration adaptation time-scale to the entrainment of the sediment $T$ (Galappatti, 1983). This time-scale depends on the settling velocity of the suspended sediment. The equilibrium concentration is given by

$$c_{eq} = \frac{1}{h} A_{cal} A_{ss} \xi$$

(10)

where $A_{ss}$ is the suspended load multiplication factor, $A_{cal}$ is the calibration coefficient, and $\xi$ is the stirring factor.
In this sediment transport relation, one of the key factors is the sediment stirring term $\xi$. In this study, a general form of this factor is used, which allows us to change the role of waves in this factor and subsequently in the total sediment transport. The generalized form of $\xi$ reads:

$$\xi = \left[ \left( \frac{U_E}{c_D} \right)^2 + \frac{0.018 \alpha}{c_D} U^2_{\text{rms}} \right]^{1/2} - U_{cr} \right]^{2.4}$$  

where $U_{rms} = \sqrt{2} U_{orb}$ is the root-mean-square near bottom wave orbital velocity, $C_D$ is the drag coefficient due to current alone, and $U_{cr}$ is the threshold velocity that is needed to get sediment in motion. We added the new parameter of $\alpha$. The parameter $\alpha$ is used to change the relative importance of the (root mean square of the) wave orbital velocity ($U_{rms}$) to the Eulerian depth averaged velocity ($U_E$). Note that not all wave influences are affected by $\alpha$. The depth averaged velocity still contains the wave-induced longshore current and is subject to enhanced friction due to the presence of the waves. Changing $\alpha$ is, thus, not equivalent to changing all the wave characteristics.

Effectively $\alpha$ changes the calibration coefficient of 0.018. This coefficient is derived from calibrating this sediment transport formulation with the Van Rijn transport relation (Soulsby, 1997). It can be argued, however, that this constant is likely to differ from its current value since it was calibrated on measurements that were done in the shoaling domain with water depths in the order of 5 m and no breaking waves (Soulsby, 1997). It is not straightforward to imply that the resulting calibration coefficient is representative for shallow coastal regions where waves break.

### 5.4.3 Forcing of the model

To fulfill the goal of this research and compare the morphological characteristics of tidal inlet systems under different energy regimes, we used the classification of Davis and Hayes (1984) to determine the corresponding wave height and tidal range for each energy regime. The tidal forcing used in this study, is a simplification of the tidal configuration at Ameland inlet in Dutch Wadden Sea. Following Van de Kreeke and Robaczewska (1993), the spring neap cycle is ignored and the dominant forcing by M2 and over-tides (M4 and M6) is considered. This tidal forcing is applied in the model as a water level boundary at the offshore boundary of the model and Neumann boundaries, where the alongshore water level gradient is prescribed, for lateral boundaries of the model (Roelvink and Walstra, 2004). Details of the tidal forcing are presented in Table 5-1. These tidal components lead to a mean tidal range of approximately 1.7 m at the inlet. In order to carry out simulations with different values of the tidal range corresponding to different energy regimes, all amplitudes of the tidal components in Table 5-1 are multiplied by a constant factor (0.5, 1.0 and 1.5). For the waves also we have used the representative wave condition for the same area of Dutch coast; this representative wave is northwesterly wave (330 Deg) with the wave height of 1.4 m (Dissanayake 2011). To move in the energy domain we simply multiply this wave height with 0.5, 1.0 and 1.5 for different cases.
Table 5.1 Tidal constituents at the boundaries of the model without multiplication factor (Based on Dissanayake et al. 2009)

<table>
<thead>
<tr>
<th>Tidal component</th>
<th>Frequency (deg/hr)</th>
<th>West</th>
<th>East</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Amplitude (m)</td>
<td>Phase (deg)</td>
</tr>
<tr>
<td>M2</td>
<td>28.9933</td>
<td>0.8450</td>
<td>20.2</td>
</tr>
<tr>
<td>M4</td>
<td>57.9866</td>
<td>0.0938</td>
<td>259.5</td>
</tr>
<tr>
<td>M6</td>
<td>86.9799</td>
<td>0.0625</td>
<td>119.5</td>
</tr>
</tbody>
</table>

5.5 Different simulations

Based on the abovementioned forces including 3 different wave heights and 3 tidal ranges plus 3 case without wave, 11 different cases has been determined (Due to too much morphological activity the case with highest tidal range and highest wave height is omitted). In Figure 5.4 different forcing conditions for all the simulations are shown on the energy regime classification of Davis and Hayes (1984). Nahon et al. (2012) also used the same classification to determine the forcing of their idealized model, however they have carried out short time morphological simulations for a small tidal inlet system and they analyzed the outcome of the models only in terms of tidal prism/inlet cross-sectional area.

Figure 5.4 Forcing conditions for different simulations on classification of Davis and Hayes (1984)
5.6 Results and Dissuasions

5.6.1 Morphology of ebb-tidal delta

The resulting bathymetry of different cases shows that the morphology of the ebb-tidal delta as it is expected is highly dependent on the relative energy of tides and waves. Figure 5-5 shows the resulting bathymetry of all the cases after 20 years of morphological simulation.

In these simulations the tidal wave is propagating from west to east. In the tide dominated cases the main ebb-channel is rotating towards the up-drift coast, and the ebb-tidal delta is extending more seaward. This rotation is less pronounced in the case of larger tidal range; this is due to the fact that the higher tidal range leads to stronger cross-shore ebb-flow perpendicular to the coastline. In the cases with more wave action the offshore extension of the delta is reduced. In the most wave-dominated case the effect of the waves is so extreme that the orientation of the channel at this specific time is changed toward the down-drift coastline; however it should be mentioned that in the wave-dominated cases there is a cyclic behavior in the channel orientation which is discussed in the next section. Also higher waves push more sediment towards the coastline and this leads to reduced sand volume of ebb-tidal delta. The same features can be seen in Oertel (1975) classification as well as the conceptual models of Sha and van den Berg (1993).
The size of an ebb-tidal delta is measured by its total sand volume. Walton and Adams, (1976) used the available data to develop a relation which relates this volume directly to the mean tidal prism of the corresponding tidal (back-barrier) basin:

\[ V = cP^{1.23} \]  

(12)

Where \( V \) is the volume of the ebb-tidal delta, and \( P \) is the mean tidal prism. \( c \) in the equation depends on the wave energy. The value of 6.6e^{-3} is suggested as an average value for \( c \) (Dean, 1988; Walton and Adams, 1976). Dean (1988) shows that, for constant tidal prism, total volume of the ebb-tidal delta will decrease when it is exposed to higher wave energy. This is because there is more available wave energy to drive the sand back to shore in high energy environments.

Figure 5-6 shows the changes of the ebb-tidal volume, calculated based on Walton and Adams (1976), for different cases. As expected the simulations with larger tidal range produce larger ebb-tidal deltas. But, as it is clear in this figure, in simulations with lower tidal range, interestingly adding wave action initially increases the volume of ebb-tidal delta but with larger waves this volume reduces significantly. This is due to the fact that initially adding wave increases the bed shear stress and more sediment is stirred in the water and more sediment is available to form the ebb-tidal delta and the presence of the small wave keeps the sediment close to the inlet and in the area of ebb-tidal delta. But when the wave height increases the wave induced current erode the forming ebb-tidal delta and transport the sediment towards the down-drift coast. In the case with the largest tidal range since the share of wave in the resulting bed shear stress and consequent sediment stirring is not significant, the initial increase of ebb-tidal delta volume by adding waves does not exist and adding waves reduces the ebb-tidal volume.

![Figure 5 - 6 Ebb-tidal volume, calculated based on Walton and Adams (1976), after 20 years of morphological simulation](image-url)
In Figure 5-7, the relation between tidal prism and the ebb-tidal volume for all the 11 simulations after 10 (gray circles), 20 (gray squares), 30 (black circles) and 40 (black squares) years of morphological simulation is shown and the general relation of tidal prism and the ebb-tidal volume (Equation 12) is fitted to all the data of each year to find the corresponding coefficient of c. The fitting lines are also shown in Figure 5-7. This figure shows that in the cases with higher tidal range the effect of different wave heights on this relation is reduced. Also it is obvious in this figure that the value of c increases with time and gets closer to the metrical value of $6.6 \times 10^{-3}$. Van der Wegen (2010) showed the same time dependency for the relation between tidal prism and cross-sectional area.

Figure 5 - 7 Changes of the tidal prism ebb-tidal delta volume relation in time

### 5.6.2 Sediment bypassing and cyclic behavior of main channel

Sediment bypassing is the key mechanism governing the inlet morphology and the effect of the inlet on the adjacent coastlines. To investigate sediment bypassing and cyclic behavior of main channel we have chosen 5 of the abovementioned 11 simulations. The wave height and the tidal range for these runs together with their energy regime is summarized in Table 5-2.

<table>
<thead>
<tr>
<th>Energy regime</th>
<th>Tidal range (m)</th>
<th>Wave height (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>wave dominated (high)</td>
<td>0.86</td>
<td>2.1</td>
</tr>
<tr>
<td>wave dominated</td>
<td>1.72</td>
<td>2.1</td>
</tr>
<tr>
<td>Mixed energy, wave dominated</td>
<td>1.72</td>
<td>1.4</td>
</tr>
<tr>
<td>Tide dominated (low)</td>
<td>2.58</td>
<td>0.7</td>
</tr>
<tr>
<td>Tide dominated (high)</td>
<td>1.72</td>
<td>0.0</td>
</tr>
</tbody>
</table>
As it is shown in Table 5-2, each of these simulations belongs to a different energy regime; here we have tried to check the condition of each simulation with respect to the conceptual bypassing model of Fitzgerald et al. (2000).

The evolution of tidal inlet system in the highly wave dominated regime is shown in Figure 5-8. In this simulation we can observe the cyclic ebb-tidal delta breaching; initially the inlet is generated in about 6 years and then, due to sediment accumulation at the up-drift side of the ebb-delta, the main ebb channel migrates towards the down-drift coast. These shoals deflect the main ebb-channel in down-drift direction and due to the shoreward component of the horizontal circulation behind these shoals, some of these shoals land at the down-drift coast. But at this time the curved channel is hydraulically less efficient; therefore at year 10 the ebb-channel breaches the ebb-tidal delta and a more competent, seaward-directed channel through the ebb-tidal delta forms. The same cycle of ebb-channel migration to the down-drift coast and seaward breach of ebb-tidal delta repeats two more times in the 50 years duration of the simulation, the time scale of each cycle is about 15-20 years. It is also clearly shown that when the volume of sediment in the ebb-tidal delta is larger, the morphological cycle is longer. This type of cyclic behavior corresponds with the first type in the conceptual model of FitzGerald et al. (2000) shown in Panel C of Figure 5-1.

Moving from the highly wave dominated to the wave dominated (Figure 5-9) and wave dominated mixed energy (Figure 5-10) regimes we can see a similar behavior as in the previous condition, but the cyclic channel migration is limited to the outer part of the channel while the inner part remains stable and the main channel always bends toward the up-drift coast, which is due to the direction of tidal wave propagation. This behavior corresponds with the second type in conceptual model of FitzGerald et al. (2000) shown in Panel C of Figure 5-1. Also the abandoned part of the outer channel migrates towards the offshore and in wave dominated case disappears in the deeper areas. There are, on the other hand, differences between these two simulations. In the wave dominated regime (Figure 5-9) we can see another cyclic behavior; a secondary channel is developed at the east side of the channel and silted up due to the shoal migration and landing on the down-drift coast. In the wave dominated mixed energy regime (Figure 5-10) the outer channel shifting is more limited and happens at a larger distance from the inlet; the secondary channel is more stable and gets larger to the extent that after 34 years the inlet has two channels with a bar in between.

In tide dominated regimes (Figures 11 and 12), the ebb-tidal delta and the main ebb-channel remain stable and bend towards the up-drift coast. Bar complexes are formed and grow offshore, in the case with waves (Figures 11) the offshore growth of the bar is limited and some bars migrate onshore due to the dominance of landward flow created by waves.

The above-mentioned simulations reproduce and explain the different conditions of the conceptual model of FitzGerald (2000), and relate them to the energy classification of Davis and Hayes (1984). Although the inlets in the same regime show similar behavior, the observed differences suggest that boundaries between the energy classes of Davis and Hayes (1984) are not clear cut. For example, in the highly wave dominated cases the cyclic behavior and ebb-tidal delta is clearly present; however with the increasing of tidal range while still remaining in the wave dominated regime, the cyclic behavior of the main ebb-channel takes place at a larger distance from the inlet, and inside the inlet a cyclic secondary channel develops. In the mixed energy regime, only at the far end of the main ebb-channel we can observe a changing in the orientation of the channel. Therefore as FitzGerald (1996) also indicates, the dynamics of tidal inlets at decadal time scales cannot be described in sufficient detail by a general classification based on wave and tidal energy. There are many parameters
and processes that influence the inlet behavior, such as available sediment, basin geometry and geology and freshwater inflow when present.

<table>
<thead>
<tr>
<th>6</th>
<th>7</th>
<th>10</th>
</tr>
</thead>
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<tr>
<td>14</td>
<td>19</td>
<td>23</td>
</tr>
<tr>
<td>27</td>
<td>30</td>
<td>33</td>
</tr>
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<td>39</td>
<td>46</td>
</tr>
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</table>

Figure 5 - 8 Morphological evolution of the inlet system in the extremely wave dominated case with wave height of 2.1m and tidal range of 0.86m. (Numbers on top of each panel is the morphological year rounded to a complete year)
Figure 5 - 9 Morphological evolution of the inlet system in the wave dominated case with wave height of 2.1m and tidal range of 1.72m. (Numbers on top of each panel is the morphological year rounded to a complete year)
Figure 5 - 10 Morphological evolution of the inlet system in the mixed energy (wave dominated) case with wave height of 1.4m and tidal range of 1.72 m. (Numbers on top of each panel is the morphological year rounded to a complete year)

Figure 5 - 11 Morphological evolution of the inlet system in the case of tide dominated (low) with wave height of 0.7m and tidal range of 2.58m. (Numbers on top of each panel is the morphological year rounded to a complete year)
Also in the case of the highly wave dominated regime, we established a control area in front of the inlet (shown in the first panel of Figure 5-8). At the boundary of this control volume we have recorded the total cumulative sediment transport throughout the 50 years of simulation and calculated the changes of the sediment inside the control area (Figure 5-13). This figure clearly shows the cyclic behavior of the sediment by passing in front of the inlet, in the first 10 years a large amount of sediment, mainly exported from the inlet, is accumulated in the control area. Then some part of the sediment leaves the control area towards the down-drift coast. From this point onward the control area in front of the inlet acts as a buffer area and sediment coming from the up-drift coast and inlet is stored there for a while and then moves toward the down-drift coast.

Figure 5-12 Morphological evolution of the inlet system in the case of Tide dominated (high) without Wave and tidal range of 1.72 m. (Numbers on top of each panel is the morphological year rounded to a complete year)

Figure 5-13 Change of the volume of sediment in the control area in front of inlet in the case of the highly wave dominated regime
5.6.3 Hydrodynamic and sediment transport patterns

To show the hydrodynamic and sediment transport patterns for different energy regimes, we have chosen 3 different conditions: highly wave dominated with the ebb-channel toward the down-drift coast (after 23 year in Figure 5-8); highly wave dominated with the ebb-channel extending seaward (after 30 years in Figure 5-8); and highly tide dominated with a stable channel (after 25 year in Figure 5-12). For these conditions separate hydrodynamic/sediment transport simulations were carried out and the residual flow and sediment transport patterns were computed as shown in Figure 5-14.

It is shown that in the highly wave dominated regime with the ebb-channel bending toward the down-drift coast (Figure 5-14 upper panel) the residual flow and sediment transport has different distinctive areas. The first one is an east-ward long-shore current parallel to the up-drift coast; this residual current is mainly due to the strong wave driven current combined with flood flow. This current also brings sediment and pushes the ebb-channel towards the east. The second area is the ebb-channel itself; the residual current in the ebb-channel shows that the basin is exporting sediment and part of this exported sediment lands on the south of the ebb-tidal delta. The third zone is the area of ebb-tidal delta, in this area a combination of the ebb-flow and the wave force on the north side of ebb-tidal delta generates a relatively strong residual current over the ebb-tidal delta; the sediment transport caused by this current is the main reason of bar migration towards the down-drift coast ("Bar bypassing"). In this case the shallow area between the ebb-channel and the down-drift coast is protected from waves by the ebb-tidal delta; therefore the main current here is the flood flow towards the inlet. Another interesting morphological aspect of this condition is the separation point the down-drift coast, at this coast line there is a point where the direction of both residual flow and residual sediment transport changes from west to east. This point is the border of the area protected against the waves by the ebb-tidal delta.

The second case has the same energy regime as the above-mentioned case but now the breach in the ebb-tidal delta has occurred and the seaward-directed channel through the ebb-tidal delta is formed (Figure 5-14 middle panel). In this case the major residual flows are the eastward long-shore current parallel to the up-drift coast and the ebb-flow seaward jet. Most of the sediment carried by the long-shore current is flushed out by the ebb-flow and deposited at the far end of the ebb-channel, gradually causing the channel to rotate eastward. In this case the flood residual flow exists only on the shallower areas of the inlet.

In the last case with highly tide dominated energy regime (Figure 5-14 lower panel), the ebb-tidal delta and ebb and flood channels are fully developed and the residual currents are mainly in these channels. The residual sediment transport in the channels is negligible. This is the main reason of the stability of the channels. The residual flow and sediment transport on the shoals only reshape the shoals but, the overall shape of the delta remains the same.
Figure 5 - 14 Residual flow (left panels) and residual sediment transport (right panels) fields for highly wave dominated (upper and middle panels) and highly tide dominated (lower panel) energy regimes.
5.6.4 Effect of wave stirring

As mentioned before, in this study we have used a general form of the stirring term $\xi$, in Soulsby - Van Rijn sediment transport relation. In this section, we have changed the importance of the wave and current in the stirring term by changing $\alpha$ in the equation (11).

Figure 5-15 shows the ebb-tidal delta for the mixed energy (wave dominated) regime for different values of $\alpha$ after 30 years of morphological simulation. It is shown that in the case of $\alpha=0$, the developed ebb-tidal delta is more similar to tide dominated ebb-deltas, with stable channels, shallower bars and more offshore extension. By increasing the value of $\alpha$ the wave dominated features appears in the ebb-tidal delta. The volume of ebb-tidal delta shows a small decay by changing $\alpha$ from 0.0 to 0.3 but later it increases significantly, this trend is the exact opposite of the trend which was observed by adding waves to simulation (Figure 5-6). These two different trends can be explained as follows. Waves introduce two main processes into the model: wave induced current and additional bed shear stress. A zero value for $\alpha$ only omits the share of the wave orbital velocity in the bed shear stress and not the wave induced current. Therefore from Figure 5-15 it can be concluded that the role that waves play in increasing the bed shear stress has a more significant role in the wave dominated behavior than the wave induced currents.

![Figure 5-15 Ebb-tidal delta for the mixed energy (wave dominated) regime for different values of $\alpha$ after 30 years of morphological simulation](image)

5.7 Conclusion

In this study we compared the outcome of morphodynamic simulations with conceptual models and empirical relations in the case of a medium size tidal basin with different wave and tide conditions. In view of the simplicity and ease of reproduction we chose to carry out these simulations with the Soulsby-van Rijn formula, which gave qualitatively realistic and robust results. A good agreement between the morphological models and conceptual models on a decadal time scale is observed in this study. Therefore we can conclude that this type of
simulation can give more insight into the processes involved in the morphological behavior of tidal inlets. We could simulate the cyclic behavior of the ebb-channel in the wave dominated regime and show that this behavior can be explained independent of the changing wave direction and without explicitly considering cross-shore transport effects, e.g. due to wave skewness and asymmetry. Our simulations support the Fitzgerald et al. (2000) conceptual model of the behavior of ebb-tidal delta and show qualitatively similar behavior for tidal inlets in the same energy regime based on Davis and Hayes (1984). However the distinctions between different energy regimes are not completely straightforward. We have shown that the result of the model depends on the formulation of the wave current interaction effect on the sediment transport.
Unleashing the waves

Wave schematization approaches for long-term morphological modeling of tidal basins
6.1 Introduction

Since 1990, the Netherlands has adopted the policy of “Dynamic Conservation”, aiming to maintain the coastline position, and avoiding any systematic landward retreat. Additional goals of this policy concern the preservation of valuable dune areas and of the natural dynamic character of the coast (van Koningsveld and Mulder, 2004). The Dutch Waddenzee forms one the three distinct coastal systems which also includes the Delta and the Holland Coast. Considering the complex morphodynamic of the Dutch Waddenzee, the challenges in maintaining this area and protect it from drastic changing such as drowning due to sea level rise, are among the first priorities of the coastal zone managers in the Netherlands. Therefore there is a need for better understanding and assessing the qualitative and quantitative coastal developments that will occur in response to changing environmental conditions and/or human measures in shape of coastal management scenarios (Wang et. al 2011). Therefore in recent decades many different research lines have been established in the field of morphodynamics of the Dutch Waddenzee, such as large-scale sediment budget studies, short term process-based simulations of hydrodynamic and sediment transport, investigating morphodynamic behavior of smaller scale features, semi-empirical modeling of the effect see-level rise, etc (Eysink and Stive, 1989, Mulder 2000,Elias et al. 2004, Walburg 2006, de Ronde, 2008, Van Koningsveld et al., 2008, Elias et al. 2008, Elias et al. 2009, Dissanayake, 2011, Dissanayake, 2012, Elias et al. submitted) providing a wide range of knowledge about morphodynamics of the Dutch Waddenzee. However a process-based model has not been used to try to hindcast the morphological changes of the area on a large scale and for a long duration. Using a process-based model for a long-term hindcast simulation confronts us with a wide range of challenges, but the most important challenge in this regard is to schematize the input to the model in most realistic and meanwhile efficient way. This is more challenging when the important processes and forcing in the study area are numerous and interacting. Therefore the first objective of this study is to review the input reduction techniques and investigate the effect of different wave schematization approaches on long-term process-based morphological simulation of the Dutch Waddenzee and describe different methodologies for applying schematized inputs in long-term morphological simulations. The second objective is to carry out a 50 years hindcast simulation of the Dutch Waddenzee.

6.2 Area of interest and available data

The Waddenzee is located at the south east side of the North Sea, and consists of 33 tidal inlets system along approximately 500 km of The Dutch, German and Danish coastlines. The barrier islands of these tidal basin systems separated the largest tidal flat area from the North Sea (Elias, 2006). The part of the Waddenzee which is along The Netherlands coastline (Dutch Waddenzee) is shown in Figure 6-1. The ebb-tidal delta shoals in Dutch Waddenzee are relatively large while they are associated with relatively narrow and deep channels, the back barrier basins of these tidal inlet systems consist of extensive systems of branching channels, tidal flats, and salt marshes. The tidal basins in the east and west of Dutch Waddenzee differ in different aspects : in the eastern part (Ameland and Frisian ) the back
barrier area is shallower including large flat areas and small channels, while in the Western part, mainly in Marsdiep and Vlie, channels are much deeper and flat areas are relatively small (Elias 2006). Continuous sedimentation in the tidal basins is one of the characteristic features of Waddenzee. This sediment demand is fed by sediment supply from the barrier coastline, ebb tidal deltas and the adjacent North-Holland coastline. As it is mentioned by Elias (2006), this problem is addressed by Stive and Eysink (1989); they note that the cause of structural large sand losses from the North-Holland coastline is mainly the demand of sand in the Waddenzee tidal basins. Therefore morphological developments, stability, and changes of tidal basins and tidal inlets in Dutch Waddenzee have a huge influence on the Dutch coastline mainly in terms of extensive erosion (need for nourishment) of the barrier islands and adjacent coasts. The main area of interest in the current study is the Western part of Dutch Waddenzee.

Figure 6 - 1 Configurations of the main inlets, channels and shoals in the Dutch Waddenzee representative for the barrier 1925-1935 (large figure) and 2005 (insert) (Elias et al, submitted)

6.2.1 Wave data

In general, the dominant waves affecting the Waddenzee are the wind generated waves in the North Sea while the swells have relatively minor contribution (Elias, 2006, Roskam, 1988; De Ronde et al., 1995; Wijnberg, 1995). There are nine stations for wave observation spread along the coast of the Netherlands. The data of these stations are made available by KNMI (www.watermarkt.nl). The closest wave measurement station to our area of interest is the one close to the Eierlandse Gat inlet. The wave data of this wave observation station are analyzed and used in this study. The mean significant wave height at this station is about 1.3m coming from south-west with a period of 5 seconds. However, within the observation period the wind generated waves can reach the height of 6m causing storm surges of up to 2m.
Table 6-1 summarizes the wave conditions. The wave directions have been classified into twelve directional bins where each bin covers 30 degrees; The wave height is classified into eight bins with one meter increments. The complete wave rose of the data is shown in Figure 6-2. The dominant wave directions are South West and North. The majority of the waves (about 40%) are less than one meter high while only 20% of the wave observations exceed the 2m wave height. The highest waves come from the North West direction.

Table 6 - 1 Probability of occurrence of different wave conditions

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0-1</td>
<td>7.20</td>
<td>4.88</td>
<td>2.27</td>
<td>1.02</td>
<td>0.74</td>
<td>0.83</td>
<td>1.17</td>
<td>3.33</td>
<td>4.81</td>
<td>3.69</td>
<td>4.38</td>
<td>6.33</td>
</tr>
<tr>
<td>1-2</td>
<td>6.09</td>
<td>2.79</td>
<td>1.92</td>
<td>0.75</td>
<td>0.43</td>
<td>0.35</td>
<td>0.81</td>
<td>4.79</td>
<td>5.80</td>
<td>4.06</td>
<td>4.52</td>
<td>7.12</td>
</tr>
<tr>
<td>2-3</td>
<td>1.35</td>
<td>0.51</td>
<td>0.38</td>
<td>0.07</td>
<td>0.01</td>
<td>0.03</td>
<td>0.11</td>
<td>1.89</td>
<td>2.89</td>
<td>2.04</td>
<td>1.93</td>
<td>2.88</td>
</tr>
<tr>
<td>3-4</td>
<td>0.25</td>
<td>0.08</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.02</td>
<td>0.39</td>
<td>0.99</td>
<td>0.78</td>
<td>0.79</td>
<td>0.97</td>
</tr>
<tr>
<td>4-5</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.18</td>
<td>0.31</td>
<td>0.29</td>
<td>0.30</td>
</tr>
<tr>
<td>5-6</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.10</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>6-7</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>7-8</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Figure 6 - 2 Wave rose for the wave data of Eierlandse Gat (cm)

Also analyzing the wave data shows that the wave climate in the area can be divided into two distinct seasons: summer lasting for six months from April till end of September with average wave height of about 1.0m and winter also for six months, from November till end of March with higher wave heights. The wave climate characteristics of the two seasons are presented
as wave-roses in Figure 6-3. The effect of such seasonality on morphological change is investigated in this research as well.

6.2.2 Tides

The vertical tidal motion along the coast of The Netherlands as well as in the Waddenzee is generated from the tidal wave from the Atlantic Ocean, entering the North-Sea from North (between Norway and Scotland) and from the south west (through the Calais Strait). These two waves interfere with each other and under the effect of Coriolis force and bottom friction, generate a complicated tidal flow pattern in the south of North-Sea. As it is shown in Figure 6-4, tides in the south of North Sea propagate from west to east rotating counter-clock wise around their amphidromic points.
Along the Dutch coast the tide is a composition of a standing and a progressive wave, propagating from south to north. With a tidal current velocity of 0.5-1.0 m/sec this wave meets the second tidal wave near the Marsdiep inlet (Texel). The merged tidal wave moves to the east along the islands of the Waddenzee. The amplitude of the tide decreases along the Dutch coast until its minimum at Den Helder (the tidal observation point at the Marsdiep inlet) and then increases again along the Waddenzee barrier islands. At the Marsdiep inlet, the dominant tidal component is M2 and the maximum tidal current velocity in the Marsdiep is between 1.0 to 2.0 m/sec. The tidal asymmetry in Marsdiep is mainly due to distortion of the M2 by M4. The tidal range varies between 1.0 to 2.0 m with the mean value of 1.38m at Den Helder. The tidal range increases to the mean value of about 2.0m at the Vlie inlet.

6.2.3 Bathymetry

The Dutch Waddenzee is one of the best monitored coastal regions in the world. There are some depth measurements especially in Marsdiep from the 16th century. Since 1987 Rijkswaterstaat (Directorate-General of Public Works and Water Management of The Netherlands) frequently measures the bed level in the Waddenzee. The ebb-tidal deltas are measured every 3 years, while the basins are measured every 6 years. These data are stored in a 10 x 12.5 m resolution database called ‘Vaklodingen’. Recently all the available data since 1926 has been collected, processed and made accessible through the OPENEARTH project (www.openearth.nl). Using this set of data it is possible to construct the historical bathymetries for different parts of the Dutch Waddenzee for different years.

6.2.4 Wind and surge

The wind and surge data used in this study was taken from one of the stations close to the Eierlandse Gat. These data cover the period of 1996 till 2001. The Wind rose is shown in Figure 6-5. The dominant wind is from the south-westerly to north-westerly directions with the average velocity of about 7 m/s.

![Figure 6-5 Wind rose (m/s)](image-url)
6.3 Model Description

The model which is used in this study is a 2D (depth-averaged) version of Delft3D (Lesser et al., 2004), in which there are two numerical modules interacting with each other: FLOW and WAVE. The FLOW module is a numerical solver which is based on finite differences and solves the unsteady shallow-water equations. The system of equations consists of the horizontal momentum equations, continuity equation, transport equation and a turbulence closure model. The resulting velocity field is then fed to a sediment transport relation and then morphological changes are determined based on the mass-balance for sediment in each computational grid. Since the time scales for the hydrodynamics and morphology differ, multiplying the bed level changes in each computational grid at each time step by certain scaling-up morphological factor (MorFac) bridges the gap between these two scales. This makes it possible for long-term morphological simulations to be achieved by using hydrodynamic simulations which are just a fraction of the required duration for morphological simulations (Roelvink, 2006). In order to add the wave forcing to the shallow water equations of the FLOW module, this module interacts with the WAVE module. The Delft3D WAVE module (third generation SWAN - Simulating WAVes Nearshore - model (Booij et al., 1999)) is used to simulate the evolution of random short-crested waves in coastal zones. This module interacts with the FLOW module in an online manner meaning that initially, the WAVE module runs using the initial conditions and forcing boundary conditions. Then the resulting wave generated forces are communicated to the FLOW module. FLOW module including these wave generated forces runs for a given number of time steps. After the FLOW computation is finished for these time steps, the updated bathymetry, water levels, and flow field are fed back to the WAVE module. The exchange of data between these two modules can be done every time step but if the changes of the water level, flow field and bathymetry in one time step is very small then the data can be exchanged between the modules less frequently.

6.4 Schematization of forces

6.4.1 Tide

Since we are using the morphological factor (MorFac) for the morphological simulation we have to use a schematized tide in the model. To schematize the tide, a complex time series of tidal water level and induced currents, is replaced by a simple "morphological tide". The "morphological tide" should have the same morphological effect as the real tide, i.e. it should produce the same residual sediment transport and morphological change for the duration of the simulation. The techniques used in the literature for producing representative morphological tide are based on the idea of Latteux (1995) and modified by Lesser (2009). Lesser (2009) claims that in the case of semi-diurnal tide, a M2 tide with 7-20% larger amplitude can be considered as the morphological tide. However, in shallower areas such as Waddenzee M2 tide is distorted by M4 and M6 constituent, so these two constituents should be used in producing the "morphological tide" (Chapter 2, Van de Kreeke and
Robaczewskam 1993). Based on Lesser's (2009) suggestion for "morphological tide" if the diurnal components (O1 and K1) of the tide are considered to be important in the morphological simulation, these components can be taken into account by adding an artificial diurnal component (C1). The amplitude and phase of C1 is computed by using the following relations given that O1 and K1 are the amplitudes, and $\phi_{O1}$ and $\phi_{K1}$ are the phases of O1 and K1 respectively.

Amplitude: $C_1 = \sqrt{2} O_1 K_1$

Phase: $\phi_{C1} = \frac{\phi_{O1} + \phi_{K1}}{2}$

The morphological tide which is used in this study is derived from the ‘ZUNO’ model which is a calibrated model for the vertical tide in North Sea (Roelvink et al., 2001). The model is run for one year and the tidal variation is recorded at the boundary of the Waddenzee model. These recorded tidal variations are analyzed to obtain M2, M4, M6, O1 and K1. Combination of these constituents forms the morphological tide for this study.

6.4.2 Wave

The wave climate also should be schematized to limited number of representative wave conditions as the input of the long-term process based morphological model. Lesser (2009) identified two main questions which should be answered for wave schematization:

1. At what scale does the chronology of waves become important? and
2. At scales in which the chronology of wave events can be assumed to be unimportant, what representative set of wave classes can be used to produce the same residual sediment transport and morphological change patterns over the area of interest as the full wave climate?

He mentioned that in order to have the same morphological changes, the pattern and the rate of residual sediment transport due to the whole wave climate should be the same as the schematized wave conditions, therefore these parameters can be used as the schematization criteria.

In this study we have omitted the waves coming from 45-195 Deg. (10% of the waves in total) and used three different approaches for wave schematization:

- Potential sediment transport method,
- Energy flux method,
- and "Opti" Method.

**Potential sediment transport approach**

In this approach the wave climate is divided manually into a number of wave classes and directional bins. the representative wave condition of each cluster of conditions is determined based on the potential of sediment transport of those selected wave conditions.

The representative wave height for each cluster is calculated using the principle of CERC formula in which the potential of sediment transport is related to the wave height to the power
of 2.5. Therefore the representative wave height is calculated using the following relations. It means that the representative wave height has the same potential sediment transport as the whole wave cluster

\[
H_{rep} = \left( \sum P_i H_i^{2.5} \right)^{1/2.5}
\]

\[
H_{rep} = \frac{\sum P_i H_i^{2.5}}{\sum P_i}
\]

In which

\( H_i \): the significant wave height in the bin “i”

\( P_i \): the probability of wave height in the class

The representative wave period and direction are calculated as follows:

\[
Dir_{rep} = mean(dir_i), \quad T_{rep} = mean(T_i)
\]

In which

\( dir_i \): wave direction in bin i calculated based on the statistical analysis,

\( T_i \): wave period in bin i calculated based on the statistical analysis

In total 4 different scenarios of clustering of wave conditions are used to schematize the wave climate using this method.

For the first scenario we have chosen two different clusters for calm period and storm conditions. For the waves up to 3 meters, the wave conditions are divided into three wave height classes of one meter interval and two directional bins: 195 to 285 and 285 to 45 degrees nautical. The storms with wave height of 3 meter and higher are clustered into one wave height class and three directional bins: 315 to 45, 195 to 255, and 255 to 285.

In the second scenario, the wave conditions are divided into three directional bins; 315 to 45, 195 to 255, and 255 to 315 and two wave height classes. Because about 80% of the wave observations do not exceed two meter height, this value is chosen as the border of the wave height classes. Therefore the wave climate is schematized to 6 wave conditions.

Also in the third scenario, the whole wave climate is schematized in 6 wave conditions but with only one wave height class and 6 directional bins with 30 degree intervals.

To investigate the effect of seasonality on the morphological changes of the area of interest, we decided to develop a scenario in which the wave schematization includes two distinct seasons. Each season includes six months and alternating in each year of simulation. The schematization is the same as the aforementioned scenario one but for two different seasons. All the representative wave conditions for this approach are summarized in Appendix.
Wave Energy Flux Approach

The concept of the wave energy flux is applied in this approach of wave schematization. This method was used by Dobrochnski (2009) for short term morphological modeling of a coast stretch in Brazil.

In this approach, the energy flux of each wave in the data set is calculated using the following equation:

\[ E_f = \left( \frac{\rho g H_s^2}{8} \right) C_g \]  

(4)

In which

- \( \rho \) : water density
- \( g \) : gravitational acceleration
- \( H_s \) : significant wave height
- \( C_g \) : wave group velocity

Then the numbers of the directional bins and wave height classes are chosen. First the directional bins are determined in a way that the sum of the energy fluxes of waves within each bin is equal. After determining the limits of directional bins, using the same principle of having equal energy flux the wave height classes in each directional bin is determined. Therefore the sum of energy fluxes in all cluster of waves are equal.

The representative wave height in this approach is calculated based on the average energy flux in each cluster using the following equation.

\[ H_s = \sqrt{\frac{8E_f}{\rho g C_g}} \]  

(5)

Three scenarios are chosen for this approach. In first scenario the whole wave climate is schematized into nine representative wave conditions including three directional bins and three wave height classes, in the second scenario it is schematized in six wave conditions with three directional bins and two wave height classes. Also in the third scenario, the schematized wave climate includes six wave conditions but with six directional bins and one wave height class. Figure 6-6 shows a schematic plot for the wave schematization based on the energy flux for 3 directional bins and 3 wave height classes. All the representative wave conditions for this approach are summarized in Appendix.
"Opti" Approach
The wave climate can also be schematized using the so called optimal or ‘Opti’ approach. This approach aims to select an optimum subset of wave conditions that contribute more to the bottom change or residual sediment transport by elimination race algorithm. Initially starting with a broad range of wave conditions and carrying out a short morphological simulation for each wave condition, a map of erosion/deposition or residual sediment transport is produced for each wave condition. Then a target map is produced by computing a weighted average of these maps on the basis of the weighted sum of all of the wave conditions, each weighted by its probability of occurrence in the wave climate. A loop is then performed where wave classes are progressively omitted by dropping the condition which contributes the least to the resulting erosion/deposition or residual sediment transport. The weight (probability of occurrence) of the dropped condition is added to the most closely correlated remaining condition, and an inner loop is performed where random factors between zero and two are applied to the weightings of up to 3 of the most closely correlated remaining conditions and the RMS error between the new weighted sum of erosion/deposition or residual sediment transports, and the target result is computed. This loop is iterated many times and the randomly assigned class of weights which minimizes the RMS error is chosen. Again the condition which contributes least to the result is then dropped, and the outer loop repeats.

At each step the statistical parameters computed are as follows:
- rms, the root-mean-square error;
- stdc, the standard deviation of the approximating pattern;
- corr, the correlation coefficient between both patterns;

Figure 6 - 6 Representative wave conditions for scenario one of Energy Flux Approach (three directional bins and three wave height classes); border of the bins (red lines), all wave records (blue dots), and representative wave conditions (green dots)
Based on these parameters and the acceptable rms, the modeler can choose the number of wave conditions for the simulation.

In this study we started the Opti procedure with 48 wave conditions (Table 6-1) and used the deposition/erosion maps as the criteria for the target solution. The statistical parameters computed by Opti method as a function of number of wave conditions is shown in Figure 6-7. The error increases with reducing the representative wave conditions, simply because there is no combination of remaining wave conditions that can produce the same pattern as the target map. Based on outcome of the algorithm we have chosen the last 9 remaining wave conditions to be as the schematized set of wave conditions.

![Figure 6 - 7 Statistical parameters of optimization as function of number of wave conditions](image)

Summary of the representative nine wave conditions with the related weighted average obtained from ‘Opti’ is shown in Table 6-2.
Table 6 - 2 Representative wave conditions of 'Opti'

<table>
<thead>
<tr>
<th>No. conditions</th>
<th>Dir. Range</th>
<th>Rep. dir. (°)</th>
<th>Rep. Hs (m)</th>
<th>Rep. Tp (s)</th>
<th>occ.%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-15-15</td>
<td>359</td>
<td>0.642</td>
<td>5.48</td>
<td>14.2</td>
</tr>
<tr>
<td>2</td>
<td>-15-15</td>
<td>357</td>
<td>1.399</td>
<td>6.42</td>
<td>32.7</td>
</tr>
<tr>
<td>3</td>
<td>195-225</td>
<td>213</td>
<td>0.716</td>
<td>4.49</td>
<td>1.1</td>
</tr>
<tr>
<td>4</td>
<td>195-225</td>
<td>217</td>
<td>2.404</td>
<td>6.46</td>
<td>11.0</td>
</tr>
<tr>
<td>5</td>
<td>225-255</td>
<td>239</td>
<td>0.671</td>
<td>4.70</td>
<td>2.9</td>
</tr>
<tr>
<td>6</td>
<td>255-285</td>
<td>270</td>
<td>2.418</td>
<td>6.62</td>
<td>10.7</td>
</tr>
<tr>
<td>7</td>
<td>285-315</td>
<td>301</td>
<td>0.622</td>
<td>5.27</td>
<td>15.0</td>
</tr>
<tr>
<td>8</td>
<td>285-315</td>
<td>301</td>
<td>1.452</td>
<td>6.05</td>
<td>9.3</td>
</tr>
<tr>
<td>9</td>
<td>285-315</td>
<td>300</td>
<td>4.390</td>
<td>8.62</td>
<td>3.2</td>
</tr>
</tbody>
</table>

Summary of Wave input Reduction approaches

In total, based on three different approaches, eight scenarios for wave schematization were developed (Table 6-3) These wave conditions are visualized in Figure 6-8.

Table 6 - 3 Summary of all wave conditions applied in the model

<table>
<thead>
<tr>
<th>Potential sediment transport approach</th>
<th>No. of wave height classes</th>
<th>No. of wave direction classes</th>
<th>Total wave conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>3</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>2.</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>3.</td>
<td>1</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>4.</td>
<td>3</td>
<td>2</td>
<td>9(each season)</td>
</tr>
<tr>
<td>Energy flux approach</td>
<td>5</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>6.</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>7.</td>
<td>1</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>‘Opti’ approach</td>
<td>8</td>
<td>-</td>
<td>9</td>
</tr>
</tbody>
</table>
Figure 6 - 8 Visual representation of resulting wave conditions for different schematization approaches based on Table 6-3 (The seasonal schematization is not shown, wave height in cm)
6.4.3 Wind

In this study, based on the available data the wind speed is related to the significant wave height. This data-based relation is shown in Figure 6-9, therefore for each wave condition the wind speed can be determined based on this relation. The determined wind speed for each representative wave condition was also calculated using Brettschneider formula assuming unlimited fetch condition, and both methods gave similar values of wind speed for certain wave height. An example of the calculated wind speed for a specific wave height is shown in the Table 6-4. Also, it was assumed that the direction of the wind is the same as the related schematized wave direction.

Table 6 - 4 Wind speed calculated from Brettschneider and correlation obtained from the data

<table>
<thead>
<tr>
<th>Wave height (m)</th>
<th>Wind speed (m/s)</th>
<th>Brettschneider</th>
<th>Correlation obtained from data, shown in Figure 6-9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.67</td>
<td>4.83</td>
<td>4.99</td>
<td></td>
</tr>
<tr>
<td>1.43</td>
<td>7.04</td>
<td>7.54</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6 - 9 Correlation between wind and wave height
6.4.4 Surge

In a similar approach as with the wind schematization a data-based relation between wind speed, wind direction and surge (wind setup) at Texel inlet is generated. For the determined wind speed and direction in each wave condition the corresponding setup is calculated. This setup is added to the water level boundaries of the model for the duration of the respected wave condition.

6.4.5 Applying schematized wave conditions together with morphological factor

Regardless of which techniques are used to schematize the model inputs, the schematized forces (specifically wave conditions and morphological tide) must be turned into a morphological simulation of the required actual time. In order to combine different wave conditions with morphological tide while using a morphological factor, we have used two different techniques: Variable MorFac and Mor-Merge

**Variable MorFac**

Combining different wave conditions with morphological tide is extremely simple to achieve by changing the morphological factor during the simulation. In order to account for the random phasing between waves and tides that occurs in nature, each wave condition is simulated for the duration of one morphological tide of fixed (hydrodynamic) duration. A morphological acceleration factor specific to the wave condition is applied so that the morphological duration of the wave class matches its probability of occurrence. The MorFac required is computed by

$$ MorFac = \frac{P_c \times T}{T_{\text{mor.tide}}} $$

In which:

- $P_c$ : probability of occurrence of the wave condition
- $T$ : Duration of the morphological simulation
- $T_{\text{mor.tide}}$ : Hydrodynamic duration of morphological tide

The models are set up in a way that a complete set of wave conditions is applied in each simulated morphological year, therefore for example in a 15 year long morphological simulation with 9 wave conditions a complete set of 9 wave conditions is repeated 15 times.

Special care needs to be taken when changing MorFac values between wave classes, especially when simultaneously changing the wave boundary condition, as it is important that approximately the same suspended sediment concentrations exist at the start and end of a MorFac value, otherwise the sediment mass balance will be altered. Therefore we have adopted a similar approach to Lesser (2009):
1. Set MorFac to zero at the end of a morphological tide (this stops the morphological simulation),
2. Change the required hydrodynamic model boundary conditions (wind, waves, surge, etc) over a period of 120 minutes to avoid shocking the models,
3. Allow the hydrodynamic and wave models to stabilize to the new boundary conditions over the rest of the current tidal cycle with MorFac of 0,
4. Set MorFac to the appropriate value for the new wave class, (this restarts the morphological simulation),
5. Compute hydrodynamics, sediment transport, and accelerated morphological change through exactly one morphological tide,
6. Set MorFac to zero to halt the morphological simulation,
7. Repeat the above steps until the end of the simulation.

The above steps ensure that the amount of suspended sediment is similar when changing the MorFac and the related wave conditions thus the discontinuity of mass is minimized. It is preferred to get almost the same average value of MorFac for different wave schematization approaches to avoid the influence of having very different MorFacs when analyzing and comparing different approaches. In the case where the MorFac value of a certain wave condition (with high probability of occurrence) is very high, which in turn makes the average MorFac of overall wave conditions deviate highly from the average in other schematization approaches, this MorFac value is lowered simply by allowing two or more morphological tides for the corresponding wave condition.

Mor-Merge
Mor-Merge is based on the Parallel Online Approach (Roelvink, 2006). The basis of this approach is the difference between the time-scale of hydrodynamic changes and morphology changes. The hydrodynamic conditions vary much faster than the morphology. If all the hydrodynamic conditions may occur during a small time interval compared to the morphological time-scale, they may as well occur simultaneously. Therefore if these conditions share the same bathymetry, they can be modeled in parallel in the morphological model. The bathymetry should be updated according to the weighted average of the changes in the bed level for all the conditions.

Using this approach the different wave conditions together with the morphological tide are simulated with the same constant MorFac on the same bathymetry and in parallel, then the resulting bed level change of all these simulations, are merged by weighted averaging, based on the probability of occurrence of the corresponding wave condition, to one new bathymetry for the next step. In this approach a series of PC’s, a PC with multiple processors, a cluster, or a cloud may be used to model the parallel simulations.

6.5 Effect of Wave Schematization
In this section we have investigated the effect of different wave schematization methods on the morphological simulation of the Dutch Waddenzee by carrying out different hindcasting simulation for 15 years (1991-2005) using different sets of schematized wave conditions.
6.5.1 Model Setup

The main processes considered in the comparison are the tidal currents, waves, sediment transport and morphological change. Based on these processes the following model is set up.

Grid

The computational grid in this model is covering the area of interest, Marsdiep, Eierlandse Gat, Vlie and Ameland inlets. The same grid was used for both the Flow and the Wave model, but the grid of the wave was extended to the north east and to the south west to avoid disturbances at the boundary of the flow model. The main challenge when making the grid was to have grid cells large enough to result in reasonable computational time for the long study period (15 morphological years). On the other hand, the grid should be fine enough to show some details of necessary process especially in the surf zone where most of the wave energy dissipates due to wave breaking. Both grids are shown in Figure 6 -10.

![Figure 6 - 10 Computational grid](image)

Bathymetry

The study period extended over 15 morphological years starting from the year of 1990. The bathymetry of 1990 based on the available data from The National Institute for Coastal and Marine Management (RIKZ) is used as the initial bathymetry of the model (Figure 6-11).
Figure 6 - 11 Bathymetry of the Waddenzee (1990)

Flow boundary condition

This model is forced by three boundaries; one water level boundary at the offshore boundary applied as a set of harmonic functions and two water level gradient boundaries at the lateral boundaries. In this model the only M2, M4 and M6 components are used to form the morphological tide (See section 6.4.1)

Wave boundary conditions

To apply the wave conditions in this model the variable MorFac method has been used and a separate simulation for each set of 8 set of schematized wave conditions is carried out. These simulations are listed in Table 6-5. Also in this table there are 2 additional simulations (9 and 10). These two simulations are carried out without waves. Therefore by comparing the result of the first 8 simulations with these two it is possible to distinguish the effect of the wave in the simulations.
Table 6 - 5 List of the simulations with different schematized waves.

<table>
<thead>
<tr>
<th>No.</th>
<th>Simulation code</th>
<th>Simulation characteristics</th>
<th>No. of wave height classes (Hs)</th>
<th>No. of wave direction classes</th>
<th>Total wave conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SedP9</td>
<td>Potential sediment transport</td>
<td>3</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>SedP6a</td>
<td>Potential sediment transport</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>SedP6b</td>
<td>Potential sediment transport</td>
<td>1</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>SedP9s</td>
<td>Potential sediment transport - with seasons</td>
<td>3</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Eflux9</td>
<td>Energy flux</td>
<td>3</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>6</td>
<td>Eflux6a</td>
<td>Energy flux</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>Eflux6b</td>
<td>Energy flux</td>
<td>1</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>Opti</td>
<td>‘Opti’</td>
<td>-</td>
<td>-</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>TavgMf</td>
<td>Only tide with average morfac (Mf=78.4)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>TvarMf</td>
<td>Only tide with variable morfac</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Erosion of dry cells

One of the main problems facing the traditional numerical morphological models is the bank erosion. A simple approach is used in Delft3D Flow to solve the problem. This approach is called “dry cell erosion” as described by Roelvink et al. (2006). The parameter in Delft3D Flow; the factor for erosion of adjacent dry cells is set to 1.0 meaning that all erosion that would occur in the wet cell is assigned to the adjacent dry cells.

Sediment properties

In this model one fraction of non-cohesive sediment with D50 of 0.250 mm was applied to the model.
Sediment transport formula

The sediment transport relation used in the simulations of this study is based on the Soulsby - Van Rijn relation described by Soulsby (1997). This relation is a semi-empirical relation for the sediment transport in combined wave and current flow field.

6.5.2 Impact of waves

The influence of introducing waves in the model can be shown by comparing a simulation including both waves and tide with the one including only tides. In other words the simulation with tidal forcing is considered as the reference simulation. Simulations; SedP6a and TvarMf are compared because both of them have the same variable Morfac so the effect of applying different morphological factors does not affect the comparison.

Marsdiep basin and Texel inlet

Figure 6-12 shows the comparison between the resulting bathymetry from simulation with and without wave. It show that not only the wave action has a prominent effect on the ebb-tidal delta, but also the waves penetrated into the basin together with the waves generated by wind inside the basin affect the inter-tidal flats.

---

Figure 6 - 12 Resulting bathymetry of the Marsdiep basin in simulation with wave (c) and without wave (d) compared with the bathymetry of 1990 (a) and 2005 (b)
Sediment transport pattern

Figure 6-13 shows the net sediment transport through different inlets in both cases. The same pattern of sediment transport is still valid after implementing the waves, where the Texel inlet imports sediment while Eierlandse and Vlie export sediment. As a result of adding waves the amount of sediment transported through Texel increases by 5%. Also, it decreases in Eierlandse and Vlie by 29% and 47% respectively, which indicates that more sediment is transported towards the inlet due to the wave forcing. Implementing wave forcing has more influence on the sediment transport through Vlie inlet with the maximum relative difference compared to the simulation without wave.

![Graph showing net sediment transport through inlets](image)

<table>
<thead>
<tr>
<th></th>
<th>Texel</th>
<th>Eierlandse Gat</th>
<th>Vlie</th>
</tr>
</thead>
<tbody>
<tr>
<td>with wave</td>
<td>16.2</td>
<td>-6.3</td>
<td>-1.3</td>
</tr>
<tr>
<td>without wave</td>
<td>15.4</td>
<td>-8.9</td>
<td>-2.5</td>
</tr>
</tbody>
</table>

Net sediment transport patterns for both simulations are shown in Figure 6-14. The net amount of sediment transported along the coast is much larger in case of simulations with waves. This is mainly due to wave driven longshore currents. The direction of the sediment transport at the shoreline of the islands in the simulations with waves is mainly northward, except at the southern tip of Texel Island because the sediment transport in that location might be influenced by the hydrodynamic pattern of the inlet and this area is protected from the winds from south-west by the ebb-tidal delta of the Texel inlet. The sediment transported along the shoreline of the islands in the simulation including only tide is very small and negligible comparing to the case with waves, except directly at the south of the Vlie inlet. There it is even larger than in the case with waves and it has a southward direction, due to the strong ebb-current at the Vlie inlet, when there is no wave forcing.
**Interaction between tidal basins**

The magnitude of sediment transported is varying spatially, thus the amount of transported sediment is different over the different sections of a tidal divide depending on the location, but our concern is the direction of net sediment transport over each tidal divide. The direction of net sediment transport has not changed when the wave forcing was applied (Figure 6-15), but the amount of net sediment transport has changed. This difference is very small except for the net sediment transport from Eierlandse to Marsdiep which got much larger (4 times more) with the waves. In spite of such increase, this amount is still considerably small.

After calculating the net sediment transport through the inlets and over tidal divides for both simulations, the sediment change in each basin can be calculated. Figure 6-16 presents the amount of sediment change in each basin. Positive values mean that the basin is gaining sediment while negative values means that the basin is losing sediment. The Marsdiep tidal basin imports a substantial amount of sediment through the Texel inlet and a small amount from Eierlandse Gat basin. Part of the imported sediment is exported to the adjacent Vlie inlet. In the case of the simulations with waves the Marsdiep basin gains 11.6% more sediment comparing to the simulation without waves. Eierlandse Gat basin exports more sediment than what it imports, thus it loses sediment, but the amount of sediment lost decreased by about 25% when the wave forcing is included.
Figure 6 - 15 Net sediment transport between the basins in 15 years (over tidal divides)

<table>
<thead>
<tr>
<th>Section</th>
<th>With Wave</th>
<th>Without Wave</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eierlandse Gat to Marsdiep</td>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>Marsdiep to Vlie</td>
<td>2.5</td>
<td>2.8</td>
</tr>
<tr>
<td>Vlie to Eierlands Gat</td>
<td>0.4</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Figure 6 - 16 Net sediment change in the basins in 15 years

<table>
<thead>
<tr>
<th>Basin</th>
<th>With Wave</th>
<th>Without Wave</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marsdiep</td>
<td>14.2</td>
<td>-6.4</td>
</tr>
<tr>
<td>Eierlandse</td>
<td>-6.4</td>
<td>12.7</td>
</tr>
<tr>
<td>Vlie</td>
<td>0.8</td>
<td>-8.5</td>
</tr>
<tr>
<td>Vlie</td>
<td></td>
<td>-0.2</td>
</tr>
</tbody>
</table>
6.5.3 Comparison between approaches of wave schematization

In this section the difference between different approaches of wave schematization is investigated. The comparison is focused on the sediment transport, change of sediment volume each tidal basin and changes of the ebb tidal delta of Texel inlet.

Sediment transport

Figure 6-17 shows the sediment transport through the inlets for different wave schematization approaches. The sediment transport through the Eierlandse Gat inlet in different simulations is almost the same while there is a small change in both Texel and Vlie inlets. Looking closer to the figure, it can be noticed that the amount of sediment transport through Texel and Vlie follows a trend: In Texel inlet, the sediment import through the inlet is more for the wave schematization with more directional bins and less wave height classes. At the Vlie inlet the export of sediment follows the same trend.

The sediment transport through Texel inlet due to wave schematization using ‘Opti’ method is similar to that resulting from wave schematization of more directional bins in potential sediment transport approach and the energy flux approaches. However, in the Vlie inlet it is similar to the approaches with more wave height classes.

The sediment transports between the basins over the tidal divides for different approaches of wave schematization are presented in Figure 6-18. There is no considerable difference between the results of different approaches. Despite the small differences, it can be noticed that the amount of sediment transport for the scenarios having the same number of wave height classes and directional bins regardless of the approach of the schematization is almost the same. And the result of the Opti method is similar to schematization with less directional bins.

Since the transport through the tidal divides is similar and the very small differences are negligible comparing to the total sediment change in the basins, the total sediment change in the basins is highly determined by the transport through the inlets. That is why total sediment change in the basins reveals a similar trend as the amount of sediment transport through the inlets (Figure 6-19).
Figure 6 - 17 Net sediment transport through the inlets in 15 years

Figure 6 - 18 Net sediment transport between basins in 15 years
The change in the volume of the Texel ebb tidal delta due to applying different wave schematizations is presented in Figure 6-20. For the potential sediment transport approach, changes in volume for SedP9 and SedP6a simulations show a similar pattern. In these two simulations, the volume of the Texel delta increased slightly during the first five years, then started to decrease with higher rate. The trend in the simulation SedPg6b is different as Texel inlet gained sediment till the year of 2000 then started to lose sediment and the final volume is almost same as the initial one.

For the Energy flux schematization approach, the Eflux9 and Eflux6a simulations resulted in a similar change of Texel ebb tidal volume. The volume of the delta increased at a low rate during the first ten years, then decreased at higher rate. The volume at the end of the two simulations is 98% of the initial volume. Eflux6b shows a different pattern as the volume increased substantially during the first year then started to lose sediment. Still the final volume is greater than the initial.

Therefore, it can be concluded that amongst the scenarios implemented in the model, the schematization having more wave height classes and less directional bin causes more erosion in the ebb tidal delta. Also overall, Energy flux schematizations results in larger volume of the Texel ebb tidal delta over the simulation period comparing to potential sediment transport approach. The maximum erosion of the Texel ebb tidal delta occurred with the wave schematization using the ‘Opti’ approach. Despite the fact that the wave rose of schematized wave conditions (Figure 6-8) visually has the lease similarity with the measured wave rose (Figure 6-2), the rate of volume reduction in Texel ebb-tidal delta is more similar to the rate computed based on bathymetry measurement data.
Effects of applying different seasons

The same sediment transport values as in the previous section are also compared for the simulations with and without the effect of seasonality (See section 6.4.2). These comparisons are shown in Figures 6-21 to 6-23. In the simulation with the effect of seasonality the sediment exchange at the inlets is more than the simulation without this effect. Also the volume change when the ebb-tidal delta of the Texel inlet is investigated for the effect of seasonality in schematizing wave forcing (Figure 6-24). Including seasonality in the wave schematization has a very clear effect on the inter-annual changes, however as it is clear in the picture, the differences are damped out every two years.

A note on the calculating volume of Texel ebb-tidal delta from measured bathymetry

In this study the bathymetric map for each year is used to calculate the volume of Texel ebb-tidal delta on that specific year, however the accuracy of the data in different years is not the same. The older the data the less accurate they are. But in this calculation the data for different years is assumed to be equally valid. The bathymetry of each year is interpolated on the same computational grid as the morphological model and the volume of ebb-tidal delta is calculated based on Walton and Adams (1976) method. The cross-shore profile of the beach at the Texel Island out of the influence of ebb-tidal delta is considered as undisturbed coastline in the Walton and Adams (1976) method.
Figure 6 - 21 Net sediment transport through the inlets in 15 years

<table>
<thead>
<tr>
<th></th>
<th>Marsdiep</th>
<th>Eierlandse</th>
<th>Vlie</th>
</tr>
</thead>
<tbody>
<tr>
<td>without seasons</td>
<td>14.1</td>
<td>-6.5</td>
<td>-0.3</td>
</tr>
<tr>
<td>with seasons</td>
<td>15.5</td>
<td>-7.1</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Figure 6 - 22 Net sediment change in the tidal basins in 15 years

<table>
<thead>
<tr>
<th></th>
<th>Marsdiep</th>
<th>Eierlandse</th>
<th>Vlie</th>
</tr>
</thead>
<tbody>
<tr>
<td>without seasons</td>
<td>12.1</td>
<td>-6.6</td>
<td>1.8</td>
</tr>
<tr>
<td>with seasons</td>
<td>13.4</td>
<td>-7.2</td>
<td>2.4</td>
</tr>
</tbody>
</table>
Figure 6 - 23 Net sediment transport between tidal basins over the tidal divides in 15 years

<table>
<thead>
<tr>
<th></th>
<th>Eier. to Mar.</th>
<th>Mar. to Vlie</th>
<th>Vlie to Eier.</th>
</tr>
</thead>
<tbody>
<tr>
<td>without seasons</td>
<td>0.51</td>
<td>2.52</td>
<td>0.43</td>
</tr>
<tr>
<td>with seasons</td>
<td>0.48</td>
<td>2.55</td>
<td>0.43</td>
</tr>
</tbody>
</table>

Figure 6 - 24 Change in volume of Texel ebb-tidal delta for the effect of the applying seasonality in the wave schematization
6.5.4 Effect of using variable MorFac comparing to a single MorFac

In section 6.5.2, it was aimed to isolate the effect of waves by comparing two simulations one with both wave and tidal forcing and one with only tide. However, to make them comparable the simulation without wave was also carried out with the same variable MorFac as the simulation with wave. But there is a need to pinpoint the effect of applying variable MorFac in the simulations, therefore in this section we compared two simulations; the first is $T_{varMf}$ which includes variable MorFac and the second is $T_{avgMf}$ which has one MorFac value, this value is the average of MorFac values in the first simulation. Tables 6 to 8 show that at the time scale of this type of studies there is no remarkable difference between a simulation with variable MorFac and a simulation with constant MorFac with the morphological factor of the same order.

Table 6 - 6 Net volume of sediment transported through the inlets, (+) towards the basin, (-) outside the basin

<table>
<thead>
<tr>
<th>Inlet</th>
<th>Vol. of sed. transport (Mm$^3$)</th>
<th>($T_{avgMf}$)</th>
<th>($T_{varMf}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Texel</td>
<td>15.6</td>
<td>15.4</td>
<td></td>
</tr>
<tr>
<td>Eierlandse Gat</td>
<td>-8.2</td>
<td>-8.9</td>
<td></td>
</tr>
<tr>
<td>Vlie</td>
<td>-0.2</td>
<td>-0.2</td>
<td></td>
</tr>
</tbody>
</table>

Table 6 - 7 Net sediment transported between the basins in 15 years (over tidal divides)

<table>
<thead>
<tr>
<th>Direction of net sediment transported</th>
<th>Vol. of sed. transport (Mm$^3$)</th>
<th>($T_{avgMf}$)</th>
<th>($T_{varMf}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eierlandse Gat to Marsdiep</td>
<td>0.11</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>Marsdiep to Vlie</td>
<td>2.87</td>
<td>2.87</td>
<td></td>
</tr>
<tr>
<td>Vlie to Eierlandse Gat</td>
<td>0.57</td>
<td>0.55</td>
<td></td>
</tr>
</tbody>
</table>

Table 6 - 8 Net sediment change in the basins in 15 years

<table>
<thead>
<tr>
<th>basin</th>
<th>Vol. of sed. (Mm$^3$)</th>
<th>($T_{avgMf}$)</th>
<th>($T_{varMf}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marsdiep</td>
<td>12.9</td>
<td>12.6</td>
<td></td>
</tr>
<tr>
<td>Eierlandse Gat</td>
<td>-7.7</td>
<td>-8.5</td>
<td></td>
</tr>
<tr>
<td>Vlie</td>
<td>1.8</td>
<td>1.8</td>
<td></td>
</tr>
</tbody>
</table>
6.6 Hindcasting

The morphological evolution of the Dutch Waddenzee since the closure of the Zuiderzee can be divided roughly into two different periods. The first period, roughly between 1930 and 1980, is the period in which the morphological changes are mainly driven by the effect of the construction of the closure dam and these effects dominate the natural evolution. In the second period starting around 1980, the effect of the closure of the basin is damped to a large extent and the morphological evolution follows more natural course. In this section we have tried to use the techniques and knowledge developed in this dissertation to hindcast the first period of this morphological evolution.

6.6.1 Model setup

Grid

Figure 6-25 shows the wave grid and flow grid used in the models. The grid cells have an average resolution of about 298m x 509m but are refined with a resolution of 34m x 66m in and around the Texel-Marsdiep channel.

![Flow and Wave grids applied in models](image)
Bathymetry

For the hindcast simulations, the bathymetry of 1930 (Figure 6-26) from the National Institute for Coastal and Marine Management (RIKZ) is used as the initial bathymetry of the simulations.

Figure 6 - 26 Initial bathymetry of the hindcasting simulations (year 1930) with close view of the ebb-tidal delta of the Texel and the basins of the Western Dutch Waddenzee
Flow boundary condition

This model is forced along three boundaries; one water level boundary at the offshore boundary applied as a set of harmonic functions and two water level gradient boundaries at the lateral boundaries. In this model the only M2, M4, M6, and the artificial tidal constituent C1 components are used to from the morphological tide (Section 6.4.1).

Wave Boundary Condition

To apply the wave conditions in this model both the variable MorFac and the Mor-Merge method have been used and a separate simulation for each method is carried out. The schematized wave conditions including 6 wave conditions based on wave energy flux approach are chosen for the hindcast simulations, with 3 directorial bins and two wave height classes.

Sediment Properties

As it was shown in chapter 4, if only one single sediment size is used in the model, mechanisms such as the armoring of the channel bed due to the erosion of finer materials and sediment sorting are systematically neglected in long-term morphological simulations. Therefore for the simulations a spatial distribution of eight sediment fractions is used based on the methodologies introduced in chapter 4.

6.7 Results and Discussions

Figure 6-27 shows the measured bathymetry of the Texel ebb-tidal delta (Noordinhaaks) and the adjacent channels in comparison with the result of both approaches of the simulations, as it is clear in the picture the ebb-tidal delta is not reproduced well enough. Especially the model is not able to reproduce the dry part of the ebb-tidal delta. In the model results only in the case of Mor-Merge in the year of 1940 and 1950 there are some very small areas with the elevation of more than 0. These areas are also eroded later during the remaining time of the simulation. This difference between the simulations is mainly due to the use of dry cell erosion technique in the simulations. However if this technique is not used in the simulations, the migration of the shoals inside the basin will be much limited. Therefore using the dry cell erosion technique should be based on the features which are the main interest of different simulations. The behavior of the channels however is reproduced better in the simulations, especially with the Mor-Merge approach. The main ebb-channel in front of the inlet is bending toward the south and a smaller channel is produced at the north side of the ebb-tidal delta. Overall it seems that the model shows a more diffusive sediment transport comparing to the reality. The developing shoal at the southern tip of the Texel Island (Hors) is simulated better in the model with the Variable MorFac approach. Both simulations are showing more or less the same end results but in different time scales : the Variable MorFac approach seems to reach some degree of stability in the year 1960, with a resulting bathymetry similar to the resulting bathymetry of the Mor-Merge approach but in the year 1970. This suggests that the Variable MorFac in this case has a higher speed of morphological changes than the Mor-
Merge approach. Looking at both Figures 6-27 and 6-28, it is obvious that the resulting bathymetry of the Variable MorFac approach produces more sediment deposition on the shoal areas especially in the Eierlandse Gat basin. This over estimation of sediment deposits can be due to the time of changing the MorFac in Variable MorFac approach. In this approach the MorFac should change at the time with the lowest concentration of suspended sediment, however due to the propagation of tidal wave in and outside of the Dutch Waddenzee tidal basins, the minimum concentration of suspended sediment in different tidal basins does not coincide. In this simulation the condition of lowest concentration of suspended sediment is fulfilled for the Marsdiep basin which does not necessary mean that it is the same in Eierlandse Gat basin. On the other hand the Mor-Merge approach produces shallower shoals than the measured data. This smaller deposition can be caused by over-estimation of the wave action inside the basins. The same concept is shown in the resulting erosion sedimentation patterns as well (Figure 6-29).

Figure 6-30 shows the change in volume of Texel ebb-tidal delta for different modeling approaches and the measured data. It shows that in the first 5 years in both methods the volume of ebb-tidal delta is reducing unrealistically, but in the Mor-Merge this volume stabilizes and reaches the same value of measured data. Also figure 6-31 shows the changes of the skill of the simulations with different approaches based on the Brier skill score. Despite the fact that based on this skill score all the results of the simulations are considered bad, interestingly this figure demonstrates that in the simulation with the Mor-Merge approach the skill of the simulation increases with time and finally gets to positive values at the year of 1980. The increase of the skill score does not appear in the simulation with the Variable MorFac, which may be due to the higher speed of morphological changes in this approach. Therefore from these two figures we can conclude that although a lot of effort has been done to reduce the spin-up time of the model, the morphological simulation during the early times of the run is adjusting the bathymetry to the numerical parameters of its equations rather than the natural physical processes.
Figure 6 - 27 Comparing the measured bathymetry of the ebb-tidal delta of the Texel inlet with the model results.
Figure 6 - 28 Comparing the measured bathymetry of the Western Dutch Waddenzee with the model results.
<table>
<thead>
<tr>
<th></th>
<th>Texel Ebb-tidal Delta</th>
<th>Basins</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data</strong></td>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
</tr>
<tr>
<td><strong>Mor-Merge</strong></td>
<td><img src="image3" alt="Image" /></td>
<td><img src="image4" alt="Image" /></td>
</tr>
<tr>
<td><strong>Variable MorFac</strong></td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
</tr>
</tbody>
</table>

Figure 6 - 29 Comparing the measured erosion deposition patterns with the model results
A note on the computational time in Mor-Merge and Variable MorFac approaches.

The main difference between Mor-Merge and Variable MorFac approaches in the sense of computational efficiency is the fact that the simulations with the Variable MorFac approach can be carried out on a single processor PC but the simulations with Mor-Merge approach need more computational nodes (No. of simulations for different forcing conditions + 1). However in the case that there is a limited number of computational nodes available for the simulation, a simulation with Variable MorFac approach can make use of all the nodes simultaneously, but in a simulations with Mor-Merge approach each simulation will use one (or one cluster of) node(s) for the simulation of each forcing condition and these simulations should wait for each other at each time step to be able to merge the bathymetry correctly. Therefore the Variable MorFac approach uses the computational power more efficiently. On the other hand, since we need to have tidal cycles with MorFac of zero, if the average MorFac of Variable MorFacs is equal to the one used in Mor-Merge, for the same morphological time the Variable MorFac approach needs two times more hydrodynamic time.
6.8 Conclusions

The conclusion of this chapter can be divided in three parts: The first part includes the influence of adding waves to the simulations with only tidal forcing, the second part is related to the effect of different wave schematization approaches, and the third part deals with the hindcast simulation and the approaches used for that purpose:

Adding wave forcing has a substantial effect on the entire tidal inlet system and the main changes can be represented by:

- The ebb tidal delta experienced big changes compared to the simulation with only tide: Volume of Texel ebb-tidal delta decreased to about 65% as a result of implementing waves;
- Longshore sediment transport along the outer coast of the barrier islands increased to a large extent;
- The waves push more sediment towards the inlets. Therefore Texel inlet imported more sediment with the waves while both the Eierlandse Gat and Vlie inlets exported less sediment. The change is quite obvious in Vlie inlet where the difference reached about 48%;
- As the result of waves Texel and Vlie basins gained more sediment, either through the inlets or from the tidal divides;
- Also given the size of the basins in the Dutch Waddenzee the waves generated by wind inside the basin have an important effect on the behavior of the shoals inside the basins.

The main findings from the different wave schematization approaches are:
• Though the difference in sediment transport through the inlet is relatively small, a trend can be noticed. The sediment transport through Texel inlet is higher for the wave schematization with more wave height classes and fewer directional bins. On the other hand, sediment transport through Vlie inlet is more for the schematized waves with more directional bins and less wave height classes. However, the result of applying schematized waves using the ‘Opti’ method is similar to schematization with more directional bins in Texel inlet and similar to schematization with more wave height classes in Vlie inlet.

• The total sediment changes in the Marsdiep and Vlie basins follow the same trend as the transport through their inlets.

• The resulting volume of Texel ebb-tidal delta is larger when implementing wave conditions with same directional bins and the wave height classes in Sediment transport potential and Energy flux approaches resulted in similar pattern of volume change. However waves schematized by the ‘Opti’ method caused the maximum erosion in Texel ebb-tidal delta.

• In addition, taking two seasons of summer and winter in the wave schematization did not cause a meaningful difference in the result of simulations on the time scale of the simulations.

The outcome of the hindcasting attempt can be summarized as:

• The current simulation with the schematization methods and modeling approaches are performing better in reproducing the behavior of the channels rather than that of the shoals, however the skill score of the simulation both inside the basins and on the ebb-tidal delta is considered bad.

• The simulated morphological evolution in the Variable MorFac approach is faster than in the Mor-Merge approach as well as the natural evolution.

• The result of the simulation with the Mor-Merge approach improves with time, suggesting that the model initially is adjusting to the numerical parameters of its equations rather than the physical processes.

• Although both hydrodynamic and morphological spin-up are considered in the simulation the model still spends some spin-up time overruling the natural physical processes by numerical processes.
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Conclusions and recommendations
Long-term process-based morphological modeling of large tidal basins

This study is a part of a collective effort to bridge the existing gap of our understanding of morphological behavior of tidal basins between engineering and geological time scales by extending the use of coastal engineering tools (process-based models) to geological time scales (Figure 1-1). The hypothesis that 'If you put enough of the essential physics into the model, the most important features of the morphological behavior will come out, even at longer time scales' (Roelvink, 1999) is examined. This study shows that this hypothesis is valid and makes the relation between 'most important features' and 'the essential physics' more clear.

7.1 Response to research questions

To what extent does long-term process-based morphological modeling produce sensible results and which morphological features can be simulated by them?

In this study it is shown that a process-based model can be used to simulate long-term morphological changes in tidal basins and produce reasonable results. In chapter 2, the result of a very simplified model of the Dutch Waddenzee shows a good qualitative agreement with current pattern of channels and shoals of the Dutch Waddenzee, and also the morphological features of the basins such as area, volume and height of the inter-tidal flats follow the data-based equilibrium equations. However all of the simulations do not result in one single mega-scale stable (equilibrium) for all initial conditions, but with each initial condition in many aspects such as sediment exchange and some basic characteristics of tidal basins, a mega-scale stable (equilibrium) condition is simulated, which depends not only on the forcing boundary conditions but also on the initial condition. In chapter 2, we have also shown that such a simple process-based morphological model can reproduce some observed long-term morphological behavior of the Dutch Waddenzee mainly in the case of the effect of adjacent basins on each other and movement of tidal divides (tidal basin boundaries). In chapter 3, we demonstrated that the process-based morphological model is capable to qualitatively assess the long-term impacts of large scale human intervention in a coastal system, such as reproducing the change in tidal transport regime and the ensuing changes in morphological characteristics of the tidal basins due to extreme changes like the closure of the Zuiderzee in the case of the Dutch Waddenzee. In chapter 4 we compared the outcome of long-term morphodynamic simulations with conceptual models in the case of a medium size tidal basin with different wave and tide conditions. A good agreement between the morphological simulations and conceptual models on a decadal time scale is observed. However although adding processes to simulations and make them more complex helps the hindcasting simulations to perform better, hindcast simulation in chapter 3 and 6 did not reach high quantitative skill scores. These simulations were able to reproduce the behavior of main morphological features qualitatively well. Therefore we can conclude that this type of simulations at their present stage and our current knowledge is more helpful when used as realistic analogue rather than producing virtual reality and using them as realistic analogue can lead us to a better prediction of the future morphological state of the system in question.
What are the most important processes in long-term morphological modeling of tidal basins?

This research starts with a very simple simulation with only tidal forcing, geometry, and the simplest form of sediment transport. This simulation produced qualitatively good results, but also it revealed the need of more processes to obtain more realistic results (Chapter 2). The first step was to add the sea bed sediment composition and distribution to the model clearly it showed that when we are dealing with long-term morphological simulations the sediment composition plays a significant role. Introducing a logical initial sediment size distribution improves the performance of the model significantly. However we are confronted with very limited available data in most of the cases. So, we suggested a few methodologies to generate this initial sediment size distribution by simply adapting the sediment distribution to the hydrodynamic condition at the beginning of the morphological simulation and introduced the concept of ‘morphological spin-up’ (Chapter 4). The next logical step was adding wave action to the model (Chapters 5 and 6). It is shown that not only the wave is an important process outside the inlet and at the location of the ebb-tidal delta, but also in the large tidal basins like the Dutch Waddenzee, the wind generated waves inside the basins are as important. In this study we introduced and examine different methodologies to schematize the wave climate for a long-term morphological simulation and showed that although the waves are very important, at the larger scale the chronology and the wave schematization approach are of less importance (Chapter 6).

What are the mechanisms governing the large scale morphological changes in tidal basins?

A morphological mechanism is defined as a (non-linear) interaction of different processes causing changes in a morphological feature. This study (chapter 2) shows that the mechanisms of generation of channel and shoal patterns and ebb-tidal deltas are mainly governed by the interaction of tidal forces with available sediment and geometrical boundary and an intervention can affect this mechanism through one of the processes and change or even reverse the trend of this mechanism. For example, closure dams can change the flow field due to tidal movement in a way that an exporting system become an importing system and a growing ebb-tidal delta starts shrinking in volume and in this scale the changes can be explained by only this mechanism (chapter 3). But some other more detailed features such as the maximum depth of channels and channel migration in the basins are governed by armoring of the channel bed and sediment sorting (chapter 4). Outside the basins the mechanisms which develop and re-shape the ebb-tidal delta and ebb and flood channels such as sediment by-passing and breaching and rotating of the channels includes the wave action as well. However the variation of wave directions is not an essential ingredient of these mechanisms but the relative importance of wave and tidal forces is a determining parameter (chapter 5).
Can long-term process-base models be used to assess the effect of human interventions on the evolution of tidal basins?

In this research (Chapter 3) a long-term process-based modeling approach is used to study the effect of one of the largest human intervention in tidal basins, The closure of the Zuiderzee, on the morphology of the adjacent tidal basin. The hydro- and morphodynamics for a total of five different scenarios were studied: a base scenario where no closure takes place, and four scenarios corresponding to different times of closure. The study shows that the model is capable to reproduce the change in tidal transport regime and proves that long-term process-based modeling is capable to qualitatively assess the long-term impacts of large scale human intervention in a coastal system.

7.2 Recommendations

7.2.1 Input schematization and climate change

In this study all the input schematization are carried out based on the historical measured data, without including any effect climate change. Arguably the climate change influences the key processes in the morphological evolution of tidal basins including but not limited to wave-wind climate, extreme storms, storm surge, sea level rise etc. (Nicholls, 2007). These influences should be accounted for in the input schematization for process-based simulations especially if they are used for forecasting (virtual reality). Although there have been some global and local studies to identify the influences of climate change on these processes, the predictions of the changes are significantly uncertain. Therefore a logical method for examining these effects is to develop some scenarios of these influences for the area of interest and include those scenarios in the input schematization (Bruneau et al. 2011, Dissayanake et al. 2012, Doung et al. 2012).

7.2.2 Sensitivity analyses for virtual reality simulations

A process-based morphological model, like the one which is used in this study, includes numerous numerical and physical parameters, most of these parameters are traditionally set for short term simulation and the available sensitivity analyses on these parameters are also limited to short term simulations. However a long-term simulation may be more sensitive to some of these parameters and default values of those parameters may not be suitable for longer simulations. Therefore there is a need for a systematic sensitivity analyses for long-term simulation which needs a considerable amount of computational time. To make the sensitivity analyses feasible a tidal inlet with small scale, such as the scale of the tidal basin in Chapter 5 of this study, can be used for sensitivity analyses in a hindcasting exercise. In the Dutch Waddenzee the Ameland inlet can be a good option.

7.2.3 Three dimensional processes

In this study all the simulations are carried out in the depth averaged fashion, therefore the three dimensional processes are neglected and the possible effect of these processes in the long-term morphological developments is not considered. In the Dutch Waddenzee the fresh water discharge to the basins and the salinity and concentration differences between inside the basins and the North Sea can cause stratification. Elias and Stive (2005) demonstrated the effect of stratification on the residual flow at the Texel Inlet based on some ADCP measurements. They showed a typical density-driven distribution of ebb-dominant flow in the top-layers and flood-dominant flow in the near-bed regions. The main challenge is how to
evaluate the long-term effect of this type of processes and include them in a long-term simulation.

7.2.4 Fine and cohesive sediment

Since the percentage of fine and cohesive sediment is very low in the western Dutch Waddenzee, this type of sediment is not included in the simulations of the current study. However, especially at the inter-tidal areas in which the mud content is larger than 20% this type of sediment can influence the morphological development, therefore a future study on the effect of this type of sediment on the long-term morphological development is necessary.

7.2.5 Evaluation of morphological simulations

As process-based models are able to simulate long-term morphological evolutions, there is a need for methods and tools to evaluate the performance of the simulations against observed data. In this research, conceptual models, empirical equilibrium relationships, volumes, hypsometry and visual patterns (qualitative method) together with Brier Skill Score (quantitative method) are used to evaluate the simulations. But each of these parameters has its own limitations, on one hand qualitative methods lack some degree of objectivity and on the other hand quantitative methods may easily neglect skill of a simulation in reproducing expected morphological features but in slightly different location. Therefore better pattern recognition algorithms that are able to classify and compare model results with observations, can help to evaluate the morphological simulations more comprehensively.
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APPENDIX

Schematized wave conditions for different approaches
### Table A - 1 Clusters of wave conditions selected for scenario 1 of Sediment transport potential approach (three dir. bins and three wave height classes)

<table>
<thead>
<tr>
<th>%</th>
<th>N</th>
<th>NNE</th>
<th>ENE</th>
<th>E</th>
<th>ESE</th>
<th>SSE</th>
<th>S</th>
<th>SSW</th>
<th>WSW</th>
<th>W</th>
<th>WNW</th>
<th>NNW</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-1</td>
<td>7.19</td>
<td>4.87</td>
<td>2.26</td>
<td>1.02</td>
<td>0.74</td>
<td>0.83</td>
<td>1.17</td>
<td>3.33</td>
<td>4.81</td>
<td>3.69</td>
<td>4.38</td>
<td>6.33</td>
</tr>
<tr>
<td>1-2</td>
<td>6.09</td>
<td>2.78</td>
<td>1.91</td>
<td>0.75</td>
<td>0.43</td>
<td>0.35</td>
<td>0.81</td>
<td>4.79</td>
<td>5.80</td>
<td>4.06</td>
<td>4.52</td>
<td>7.12</td>
</tr>
<tr>
<td>2-3</td>
<td>1.34</td>
<td>0.51</td>
<td>0.38</td>
<td>0.07</td>
<td>0.01</td>
<td>0.03</td>
<td>0.11</td>
<td>1.89</td>
<td>2.89</td>
<td>2.04</td>
<td>1.93</td>
<td>2.88</td>
</tr>
<tr>
<td>3-4</td>
<td>0.24</td>
<td>0.07</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.02</td>
<td>0.39</td>
<td>0.99</td>
<td>0.78</td>
<td>0.79</td>
<td>0.97</td>
</tr>
<tr>
<td>4-5</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.18</td>
<td>0.31</td>
<td>0.29</td>
<td>0.31</td>
</tr>
<tr>
<td>5-6</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>6-7</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>7-8</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### Table A - 2 Wave climate schematization for scenario 1 of Sediment transport potential approach

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>195-285</td>
<td>241</td>
<td>0.67</td>
<td>4.71</td>
<td>13.3</td>
<td>4.99</td>
<td>241</td>
<td>93.8</td>
</tr>
<tr>
<td>2</td>
<td>285-45</td>
<td>346</td>
<td>0.64</td>
<td>5.41</td>
<td>25.6</td>
<td>4.86</td>
<td>346</td>
<td>180.7</td>
</tr>
<tr>
<td>3</td>
<td>195-285</td>
<td>239</td>
<td>1.46</td>
<td>5.60</td>
<td>16.4</td>
<td>7.64</td>
<td>239</td>
<td>116.1</td>
</tr>
<tr>
<td>4</td>
<td>285-45</td>
<td>340</td>
<td>1.43</td>
<td>6.31</td>
<td>23.0</td>
<td>7.54</td>
<td>340</td>
<td>162.6</td>
</tr>
<tr>
<td>5</td>
<td>195-285</td>
<td>241</td>
<td>2.42</td>
<td>6.55</td>
<td>7.6</td>
<td>10.55</td>
<td>241</td>
<td>54.1</td>
</tr>
<tr>
<td>6</td>
<td>285-45</td>
<td>332</td>
<td>2.40</td>
<td>7.13</td>
<td>7.4</td>
<td>10.51</td>
<td>332</td>
<td>52.8</td>
</tr>
<tr>
<td>7</td>
<td>195-255</td>
<td>234</td>
<td>3.59</td>
<td>7.46</td>
<td>1.8</td>
<td>13.59</td>
<td>234</td>
<td>12.9</td>
</tr>
<tr>
<td>8</td>
<td>255-315</td>
<td>284</td>
<td>3.95</td>
<td>7.95</td>
<td>2.6</td>
<td>14.44</td>
<td>284</td>
<td>18.9</td>
</tr>
<tr>
<td>9</td>
<td>315-45</td>
<td>337</td>
<td>3.85</td>
<td>8.64</td>
<td>1.9</td>
<td>14.21</td>
<td>337</td>
<td>13.4</td>
</tr>
</tbody>
</table>
Table A - 3 Clusters of wave conditions selected for scenario 2 of Sediment transport potential approach (three dir. Bins and two wave height classes)

<table>
<thead>
<tr>
<th>%</th>
<th>N</th>
<th>NNE</th>
<th>ENE</th>
<th>E</th>
<th>ESE</th>
<th>SSE</th>
<th>S</th>
<th>SSW</th>
<th>WSW</th>
<th>W</th>
<th>WNW</th>
<th>NNW</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-1</td>
<td>7.19</td>
<td>4.87</td>
<td>2.26</td>
<td>1.02</td>
<td>0.74</td>
<td>0.83</td>
<td>1.17</td>
<td>3.33</td>
<td>4.81</td>
<td>3.69</td>
<td>4.38</td>
<td>6.33</td>
</tr>
<tr>
<td>1-2</td>
<td>6.09</td>
<td>2.78</td>
<td>1.91</td>
<td>0.75</td>
<td>0.43</td>
<td>0.35</td>
<td>0.81</td>
<td>4.79</td>
<td>5.80</td>
<td>4.06</td>
<td>4.52</td>
<td>7.12</td>
</tr>
<tr>
<td>2-3</td>
<td>1.34</td>
<td>0.51</td>
<td>0.38</td>
<td>0.07</td>
<td>0.01</td>
<td>0.03</td>
<td>0.11</td>
<td>1.89</td>
<td>2.89</td>
<td>2.04</td>
<td>1.93</td>
<td>2.88</td>
</tr>
<tr>
<td>3-4</td>
<td>0.24</td>
<td>0.07</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.39</td>
<td>0.99</td>
<td>0.78</td>
<td>0.79</td>
<td>0.97</td>
</tr>
<tr>
<td>4-5</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.18</td>
<td>0.31</td>
<td>0.29</td>
<td>0.31</td>
</tr>
<tr>
<td>5-6</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.18</td>
<td>0.10</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>6-7</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>7-8</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table A - 4 Wave climate schematization for scenario 2 of Sediment transport potential approach.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>315-45</td>
<td>355</td>
<td>1.11</td>
<td>5.88</td>
<td>38.6</td>
<td>6.49</td>
<td>355</td>
<td>272.5</td>
</tr>
<tr>
<td>2</td>
<td>195-255</td>
<td>228</td>
<td>1.21</td>
<td>5.14</td>
<td>21.0</td>
<td>6.84</td>
<td>228</td>
<td>148.4</td>
</tr>
<tr>
<td>3</td>
<td>255-315</td>
<td>286</td>
<td>1.16</td>
<td>5.52</td>
<td>18.7</td>
<td>6.68</td>
<td>286</td>
<td>131.9</td>
</tr>
<tr>
<td>4</td>
<td>315-45</td>
<td>343</td>
<td>2.91</td>
<td>7.60</td>
<td>7.3</td>
<td>11.89</td>
<td>343</td>
<td>51.5</td>
</tr>
<tr>
<td>5</td>
<td>195-255</td>
<td>231</td>
<td>2.79</td>
<td>6.75</td>
<td>7.2</td>
<td>11.57</td>
<td>231</td>
<td>50.8</td>
</tr>
<tr>
<td>6</td>
<td>255-315</td>
<td>284</td>
<td>3.13</td>
<td>7.20</td>
<td>7.1</td>
<td>12.48</td>
<td>284</td>
<td>50.4</td>
</tr>
</tbody>
</table>
### Table A - 5 Clusters of wave conditions selected for scenario 2 of Sediment transport potential approach (six dir. Bins and one wave height class)

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>NNE</th>
<th>ENE</th>
<th>E</th>
<th>ESE</th>
<th>SSE</th>
<th>S</th>
<th>SSW</th>
<th>WSW</th>
<th>W</th>
<th>WNW</th>
<th>NNW</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1</td>
<td>7.19</td>
<td>4.87</td>
<td>2.26</td>
<td>1.02</td>
<td>0.74</td>
<td>0.83</td>
<td>1.17</td>
<td>3.33</td>
<td>4.81</td>
<td>3.69</td>
<td>4.38</td>
<td>6.33</td>
</tr>
<tr>
<td>1-2</td>
<td>6.09</td>
<td>2.78</td>
<td>1.91</td>
<td>0.75</td>
<td>0.43</td>
<td>0.35</td>
<td>0.81</td>
<td>4.79</td>
<td>5.80</td>
<td>4.06</td>
<td>4.52</td>
<td>7.12</td>
</tr>
<tr>
<td>2-3</td>
<td>1.34</td>
<td>0.51</td>
<td>0.38</td>
<td>0.07</td>
<td>0.01</td>
<td>0.03</td>
<td>0.11</td>
<td>1.89</td>
<td>2.89</td>
<td>2.04</td>
<td>1.93</td>
<td>2.88</td>
</tr>
<tr>
<td>3-4</td>
<td>0.24</td>
<td>0.07</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.02</td>
<td>0.39</td>
<td>0.99</td>
<td>0.78</td>
<td>0.79</td>
<td>0.97</td>
</tr>
<tr>
<td>4-5</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.18</td>
<td>0.31</td>
<td>0.29</td>
<td>0.31</td>
</tr>
<tr>
<td>5-6</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.10</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>6-7</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>7-8</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### Table A - 6 Wave climate schematization for scenario 1 of Sediment transport potential approach

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-15-15</td>
<td>358</td>
<td>1.43</td>
<td>6.07</td>
<td>18.5</td>
<td>7.54</td>
<td>358</td>
<td>13.9</td>
</tr>
<tr>
<td>2</td>
<td>195-225</td>
<td>215</td>
<td>1.71</td>
<td>5.40</td>
<td>12.9</td>
<td>8.43</td>
<td>215</td>
<td>9.7</td>
</tr>
<tr>
<td>3</td>
<td>225-255</td>
<td>239</td>
<td>1.91</td>
<td>5.65</td>
<td>18.2</td>
<td>9.05</td>
<td>239</td>
<td>13.7</td>
</tr>
<tr>
<td>4</td>
<td>255-285</td>
<td>270</td>
<td>2.08</td>
<td>5.86</td>
<td>13.6</td>
<td>9.56</td>
<td>270</td>
<td>10.2</td>
</tr>
<tr>
<td>5</td>
<td>285-315</td>
<td>301</td>
<td>1.98</td>
<td>6.10</td>
<td>14.8</td>
<td>9.28</td>
<td>301</td>
<td>11.1</td>
</tr>
<tr>
<td>6</td>
<td>315-345</td>
<td>331</td>
<td>1.90</td>
<td>6.62</td>
<td>21.9</td>
<td>9.02</td>
<td>331</td>
<td>16.4</td>
</tr>
</tbody>
</table>
Table A - 7 Wave climate schematization for scenario 4 (summer) of Sediment transport potential approach

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>195-285</td>
<td>243</td>
<td>0.66</td>
<td>4.64</td>
<td>16.3</td>
<td>4.94</td>
<td>243</td>
<td>113.9</td>
</tr>
<tr>
<td>2</td>
<td>285-45</td>
<td>347</td>
<td>0.62</td>
<td>5.21</td>
<td>34.6</td>
<td>4.81</td>
<td>347</td>
<td>241.0</td>
</tr>
<tr>
<td>3</td>
<td>195-285</td>
<td>240</td>
<td>1.40</td>
<td>5.45</td>
<td>12.8</td>
<td>7.46</td>
<td>240</td>
<td>89.5</td>
</tr>
<tr>
<td>4</td>
<td>285-45</td>
<td>341</td>
<td>1.40</td>
<td>6.18</td>
<td>25.1</td>
<td>7.47</td>
<td>341</td>
<td>175.3</td>
</tr>
<tr>
<td>5</td>
<td>195-285</td>
<td>243</td>
<td>2.36</td>
<td>6.41</td>
<td>3.2</td>
<td>10.38</td>
<td>243</td>
<td>22.3</td>
</tr>
<tr>
<td>6</td>
<td>285-45</td>
<td>333</td>
<td>2.37</td>
<td>6.99</td>
<td>5.7</td>
<td>10.42</td>
<td>333</td>
<td>39.9</td>
</tr>
<tr>
<td>7</td>
<td>195-255</td>
<td>233</td>
<td>3.40</td>
<td>7.22</td>
<td>0.2</td>
<td>13.14</td>
<td>233</td>
<td>1.7</td>
</tr>
<tr>
<td>8</td>
<td>255-315</td>
<td>289</td>
<td>3.64</td>
<td>7.67</td>
<td>0.6</td>
<td>13.73</td>
<td>289</td>
<td>4.7</td>
</tr>
<tr>
<td>9</td>
<td>315-45</td>
<td>334</td>
<td>3.75</td>
<td>8.38</td>
<td>1.1</td>
<td>13.99</td>
<td>334</td>
<td>8.0</td>
</tr>
</tbody>
</table>

Table A - 8 Wave climate schematization for scenario 4 (winter) of Sediment transport potential approach

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>195-285</td>
<td>239</td>
<td>0.70</td>
<td>4.82</td>
<td>9.9</td>
<td>5.10</td>
<td>239</td>
<td>68.9</td>
</tr>
<tr>
<td>2</td>
<td>285-45</td>
<td>345</td>
<td>0.67</td>
<td>5.90</td>
<td>15.6</td>
<td>5.00</td>
<td>345</td>
<td>108.8</td>
</tr>
<tr>
<td>3</td>
<td>195-285</td>
<td>238</td>
<td>1.49</td>
<td>5.71</td>
<td>20.4</td>
<td>7.76</td>
<td>238</td>
<td>142.1</td>
</tr>
<tr>
<td>4</td>
<td>285-45</td>
<td>340</td>
<td>1.46</td>
<td>6.47</td>
<td>20.6</td>
<td>7.64</td>
<td>340</td>
<td>143.9</td>
</tr>
<tr>
<td>5</td>
<td>195-285</td>
<td>241</td>
<td>2.44</td>
<td>6.58</td>
<td>12.6</td>
<td>10.60</td>
<td>241</td>
<td>87.7</td>
</tr>
<tr>
<td>6</td>
<td>285-45</td>
<td>331</td>
<td>2.43</td>
<td>7.22</td>
<td>9.4</td>
<td>10.57</td>
<td>331</td>
<td>65.5</td>
</tr>
<tr>
<td>7</td>
<td>195-255</td>
<td>234</td>
<td>3.60</td>
<td>7.47</td>
<td>3.6</td>
<td>13.62</td>
<td>234</td>
<td>24.9</td>
</tr>
<tr>
<td>8</td>
<td>255-315</td>
<td>284</td>
<td>4.00</td>
<td>7.99</td>
<td>4.9</td>
<td>14.53</td>
<td>284</td>
<td>34.2</td>
</tr>
<tr>
<td>9</td>
<td>315-45</td>
<td>338</td>
<td>3.89</td>
<td>8.71</td>
<td>2.9</td>
<td>14.30</td>
<td>338</td>
<td>20.4</td>
</tr>
</tbody>
</table>
Figure A - 1 Representative wave conditions for scenario 1 of Energy flux approach (three directional bins and three wave height classes): border of the bins (red lines), all wave records (blue dots), representative wave conditions (green dots)

Table A - 9 Wave climate schematization for scenario 1 of Energy Flux approach

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>195-265</td>
<td>234</td>
<td>2.54</td>
<td>6.61</td>
<td>5.2</td>
<td>10.89</td>
<td>234</td>
<td>37.1</td>
</tr>
<tr>
<td>2</td>
<td>195-265</td>
<td>296</td>
<td>1.35</td>
<td>5.74</td>
<td>21.3</td>
<td>7.30</td>
<td>296</td>
<td>150.7</td>
</tr>
<tr>
<td>3</td>
<td>195-265</td>
<td>358</td>
<td>1.07</td>
<td>5.82</td>
<td>33.3</td>
<td>6.38</td>
<td>358</td>
<td>235.6</td>
</tr>
<tr>
<td>4</td>
<td>265-324</td>
<td>232</td>
<td>1.31</td>
<td>5.20</td>
<td>25.1</td>
<td>7.16</td>
<td>232</td>
<td>177.2</td>
</tr>
<tr>
<td>5</td>
<td>265-324</td>
<td>349</td>
<td>2.27</td>
<td>7.10</td>
<td>6.1</td>
<td>10.11</td>
<td>349</td>
<td>43.3</td>
</tr>
<tr>
<td>6</td>
<td>265-324</td>
<td>294</td>
<td>2.95</td>
<td>7.26</td>
<td>3.5</td>
<td>12.00</td>
<td>294</td>
<td>25.0</td>
</tr>
<tr>
<td>7</td>
<td>324-45</td>
<td>239</td>
<td>3.75</td>
<td>7.54</td>
<td>2.1</td>
<td>13.96</td>
<td>239</td>
<td>14.9</td>
</tr>
<tr>
<td>8</td>
<td>324-45</td>
<td>294</td>
<td>4.52</td>
<td>8.58</td>
<td>1.3</td>
<td>15.64</td>
<td>294</td>
<td>9.0</td>
</tr>
<tr>
<td>9</td>
<td>195-265</td>
<td>342</td>
<td>3.81</td>
<td>8.56</td>
<td>1.8</td>
<td>14.11</td>
<td>342.53</td>
<td>12.7</td>
</tr>
</tbody>
</table>
Figure A - 2 Representative wave conditions for scenario 2 of Energy flux approach (three directional bins and two wave height classes): border of the bins (red lines), all wave records (blue dots), representative wave conditions (green dots).

Table A - 10 Wave climate schematization for scenario 2 of Energy flux approach

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>195-265</td>
<td>232</td>
<td>1.49</td>
<td>5.3</td>
<td>28.3</td>
<td>7.74</td>
<td>232</td>
<td>199.5</td>
</tr>
<tr>
<td>2</td>
<td>195-265</td>
<td>237</td>
<td>3.33</td>
<td>7.2</td>
<td>4.2</td>
<td>12.98</td>
<td>237</td>
<td>29.7</td>
</tr>
<tr>
<td>3</td>
<td>265-324</td>
<td>296</td>
<td>1.56</td>
<td>5.9</td>
<td>23.6</td>
<td>7.97</td>
<td>296</td>
<td>166.3</td>
</tr>
<tr>
<td>4</td>
<td>265-324</td>
<td>294</td>
<td>3.99</td>
<td>8.1</td>
<td>2.6</td>
<td>14.53</td>
<td>294</td>
<td>18.4</td>
</tr>
<tr>
<td>5</td>
<td>324-45</td>
<td>357</td>
<td>1.23</td>
<td>5.9</td>
<td>37.3</td>
<td>6.91</td>
<td>357</td>
<td>262.9</td>
</tr>
<tr>
<td>6</td>
<td>324-45</td>
<td>345</td>
<td>3.23</td>
<td>7.9</td>
<td>4.0</td>
<td>12.72</td>
<td>345</td>
<td>28.7</td>
</tr>
</tbody>
</table>
Figure A - 3 Representative wave conditions for scenario 3 of Energy flux approach (six directional bins and one wave height class): border of the bins (red lines), all wave records (blue dots), representative wave conditions (green dots)

Table A - 11 Wave climate schematization for scenario 3 of Energy flux approach

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>195-235</td>
<td>220</td>
<td>1.84</td>
<td>5.49</td>
<td>18.0</td>
<td>17.40</td>
<td>220</td>
<td>127.1</td>
</tr>
<tr>
<td>2</td>
<td>235-265</td>
<td>249</td>
<td>2.02</td>
<td>5.70</td>
<td>14.5</td>
<td>17.72</td>
<td>249</td>
<td>102.1</td>
</tr>
<tr>
<td>3</td>
<td>265-296</td>
<td>280</td>
<td>2.13</td>
<td>5.92</td>
<td>12.6</td>
<td>18.05</td>
<td>280</td>
<td>88.6</td>
</tr>
<tr>
<td>4</td>
<td>296-324</td>
<td>310</td>
<td>1.99</td>
<td>6.24</td>
<td>13.6</td>
<td>18.49</td>
<td>310</td>
<td>96.0</td>
</tr>
<tr>
<td>5</td>
<td>324-343</td>
<td>333</td>
<td>1.94</td>
<td>6.67</td>
<td>13.4</td>
<td>19.03</td>
<td>333</td>
<td>94.7</td>
</tr>
<tr>
<td>6</td>
<td>343-45</td>
<td>7</td>
<td>1.43</td>
<td>5.87</td>
<td>27.9</td>
<td>17.98</td>
<td>7</td>
<td>196.9</td>
</tr>
</tbody>
</table>
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The study presented in this book is part of a collective effort to bridge the existing gap of our understanding of morphological behavior of tidal basins between engineering and geological time scales, by extending the use of coastal engineering tools (process-based models) to geological time scales. The Dutch Waddenzee is chosen as the case study and the working hypothesis that ‘If you put enough of the essential physics into the model, the most important features of the morphological behavior will come out, even at longer time scales’ is examined. Through a number of steps, this study shows that the working hypothesis is valid and provides a clearer picture of the relation between ‘most important features’ and ‘the essential physics’.

In this study it is shown that a process-based model can be used to simulate long-term morphological changes in tidal basins and produce reasonable results. The result of a very simplified model of the Dutch Waddenzee shows a good qualitative agreement with current pattern of channels and shoals of the Dutch Waddenzee. Also the morphological features of the basins in the simulations follow the data-based equilibrium equations and conceptual models.