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LIST OF SYMBOLS

a  
  radius of ring centerline
A  
  cross-sectional area of stringer
$\text{a}_{ij}$  
  stiffness coefficients in Eqs. 16, 17 and 18
$\text{b}_{ij}$  
  flexibility coefficients in Eqs. 19, 20 and 21
$B_1$, $B_i$  
  Coefficients in Eqs 24 and 25, respectively
$c$  
  \[ \frac{\sqrt{3(1-v^2)}}{4} \]
C  
  ring size parameter, see figure 10
D  
  $= E t^3/(4c^2)$, bending stiffness of shell wall
$\bar{D}_{ij}$  
  nondimensional effective bending stiffness
E  
  Young's modulus
$e_x$, $e_z$  
  eccentricity of ring centroid, see figure 7
$F_{x_i}$  
  Airy stress functions (i=0,1,2)
$F_x$, $F_y$, $F_z$  
  force resultants on the ring
G  
  shear modulus
$H_0$, $H_1$, $H_{xx}$  
  generalized tranverse shear resultants, see Eqs. (6, 9) and figure 7
$\bar{H}_{xx}$  
  nondimensional effective stretching stiffness
$I_x$, $I_z$  
  moment of inertia of the endring
$I_{xz}$  
  product of inertia of the endring
J  
  torsional constant
n  
  number of full waves in the circumferential direction
$N_o$  
  applied compressive line load (N/mm)
$N_x$, $N_y$, $N_{xy}$  
  stress resultants (N/mm)
$N_{xM}$  
  perfect shell buckling load using membrane prebuckling analysis
$M_x$, $M_y$, $M_{xy}$  
  moment resultants (mm * N/mm)
$M_t$  
  torsional moment resultant on the ring
$\bar{Q}_{xx}$  
  nondimensional effective torsional stiffness
q  
  load eccentricity from shell wall midsurface positive inward
$\bar{q}$  
  $= \frac{4cR}{t^2}$, dimensional load eccentricity
R  
  radius of schell
$t$  
  wall thickness of shell
$u$, $v$  
  in-plane displacements
radial displacement, positive inward
radial imperfection from perfect cylinder
Poisson's expansion \( = -\frac{\nu}{c} \frac{\dddot{u}_{xx}}{(1+\mu)} \lambda \)
normalized buckling modes, figures 12, 13 and 14
axial and circumferential coordinates on the middle surface of the shell, respectively
nondimensional coordinates \( \frac{x}{R} \) and \( \frac{y}{R} \), respectively
unified vector variable, eq. (26)
radial coordinate, positive inward
rotation of ring coordinates
nondimensional loading parameter \( = \frac{CR}{Et^2} N_o \)
value of \( \lambda \) at the limit point
Poisson's ratio
normalized nondimensional loading parameter \( (N_x/N_x^M) \) where \( N_x^M \)
depends on the boundary condition used
normalized nondimensional collapse load parameter of the imperfect shell (value of \( \rho \) at the limit point)
normalized nondimensional experimental collapse load parameter
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SUMMARY

A rigorous solution is presented for the case of axially compressed stiffened cylindrical shells with general imperfections, where the edge supports are provided by symmetrical or unsymmetrical elastic rings. The circumferential dependence is eliminated by a truncated Fourier series. The resulting nonlinear 2-point boundary value problem is solved numerically via the 'Shooting Method'. The changing deformation patterns resulting from the different degrees of interaction between the given initial imperfections and the specified end rings are displayed. Recommendations are made as to the minimum stiffnesses required for optimal load carrying configurations.

INTRODUCTION

Since thinwalled structures exhibit very favorable strength over weight ratios the design of stiffened or unstiffened shells continue to play an important role in modern engineering. Unfortunately, thinwalled shells are prone to buckling instabilities.

In the last decades initial geometric imperfections [1]-[2] and general elastic supports [3] have been widely accepted as the explanation for the wide experimental scatter and the poor correlation between the predictions based on a linearized small deflection theory with SS-3 ($N_x = v = w = M_x = 0$) boundary conditions and the experimental values.

The effect of different combinations of in-plane boundary conditions on the stability of axially compressed perfect shells or shells with axisymmetric imperfections have been studied analytically and numerically by Hoff [4] and Almroth [5]. Recently Singer and his coworkers [3] have developed an experimental technique which makes it possible to estimate the degree of elastic support present in a particular test set-up.

Despite all these theoretical and experimental results the shell design manuals in use at the present time adhere to the so-called 'Lower Bound Design Philosophy', which involves the use of a so-called 'knockdown factor'. The empirical 'knockdown factor $\gamma$' is so chosen that when it is multiplied with the
buckling load of the perfect structure $P_c$ a lower bound to all available experimental data is obtained.

It has been hoped that with the large scale introduction of computer codes with advanced nonlinear capabilities an alternate design procedure could be developed which would no longer penalize innovative shell design because of the poor experimental results obtained elsewhere.

As a step towards this goal Arbocz [6] in 1984 published the results of an extensive numerical study of the well characterized stringer stiffened shell AS-2, which has been tested at Caltech in 1970 [7].

Using an early finite difference version of the well known nonlinear shell code STAGS [8] the complete shell was modeled. The measured initial imperfections were fitted by a bivariate cubic spline fit. This model was then used to compute the first derivatives of the measured initial imperfections with respect to $x$ and $\theta$ at all nodal points. Employing $C-4$ ($u = v = w = w_x = 0$) boundary conditions an iterative step-by-step procedure then located the limit point of the prebuckling states. The calculated collapse load of $\rho_S = 0.8563$ has been normalized by $-320.8$ N/cm, the buckling-load of the perfect shell using membrane prebuckling and the same $C-4$ boundary conditions. The calculated collapse load is unexpectedly high since the shell AS-2 buckled at $\rho_{exp} = 0.715$.

In looking for an explanation, a comparison of the calculated prebuckling deformation for $C-4$ boundary conditions (see Fig. 1) with the experimentally measured prebuckling deformation (see Fig. 2) is helpful.

![Diagram](image)

**Fig. 1.** Calculated prebuckling growth of the stringer stiffened shell AS-2 at $\rho_S = 0.8563$ (41 x 161 = 6601 mesh points).

(Boundary conditions: $u = v = w = w_x = 0$).
Fig. 2. Measured prebuckling growth of the stringer stiffened shell AS-2 at \( \rho = 0.629 \) (21 x 49 = 1029 data points).

After looking at these figures it is obvious that the two deformation patterns are strikingly different. Since the measured initial imperfections are modeled quite accurately by the bivariate cubic spline fit used, therefore the answer must be sought in a possible difference between the C-4 boundary conditions used with the numerical calculations and the actual elastic boundary conditions present at the experimental set-up.

This statement is reinforced by the results shown in Figures 3 and 4 of rerunning the current discrete model using the same spline fitted initial imperfections as input but changing the boundary conditions successively to C-3 \( (N_x = v = w = w_x = 0) \) and to SS-3 \( (N_x = v = w = M_x = 0) \).

It must be mentioned here that for the C-3 boundary conditions the limit load \( \rho_S = 0.8153 \) is normalized by -256.9 N/cm, whereas for the SS-3 boundary conditions the limit load \( \rho_S = 0.8095 \) is normalized by -229.8 N/cm. These normalizing factors are the bifurcation buckling loads of the perfect AS-2 shell using membrane prebuckling and the indicated boundary conditions.

From a comparison of the calculated prebuckling deformations using the same initial imperfections but different boundary conditions with the experimentally measured prebuckling growth it appears that the best agreement occurs for the SS-3 boundary conditions.
Fig. 3. Calculated prebuckling growth of the stringer stiffened shell AS-2 at 
\[ p_s = 0.8153 \] (41 x 161 = 6601 mesh points).
(Boundary conditions: \( N_x = v = w = M_x = 0 \)).

Fig. 4. Calculated prebuckling growth of the stringer stiffened shell AS-2 at 
\[ p_s = 0.8095 \] (41 x 161 = 6601 mesh points).
(Boundary conditions: \( N_x = v = w = M_x = 0 \)).
Thus it is clear that in order to reproduce the buckling behaviour of the imperfect shell AS-2 accurately one must not only include the measured initial imperfections but also model the experimental boundary conditions more realistically.

THEORETICAL ANALYSIS

In an effort to gain insight into the possible nonlinear interaction between elastic boundary conditions and the initial imperfections the following analytical investigation is carried out, whereby the elastic boundary conditions are modeled by attaching rings of general cross-sectional shape eccentrically at the shell edges. The sign convention used for shell and ring analysis is shown in Fig. 5. For the shell analysis the Donnell type nonlinear shell equations from Ref. [9] are used, whereas the ring analysis is based on Cohen's ring equations [10]. Whenever necessary the corresponding variables will be distinguished by superscripts ( )$^S$ for shell variables and by superscripts ( )$^F$ for ring variables.

---

Fig. 5. Sign convention used for shell and ring analysis.
In order to be able to satisfy the displacement compatibility conditions between the end-rings and the edges of the shell, one must express the ring displacements in the same form as the one assumed for the shell displacements. Further the expansion assumed for the load terms must not only be consistent with the terms assumed for the displacements but they must also form a self-equilibrating force system. Thus the Fourier decomposition of the ring equations will be based on the following expressions

\[ u^r = u_0^r + u_1^r \cos n\theta + u_2^r \cos 2n\theta \]
\[ v^r = v_1^r \sin n\theta + v_2^r \sin 2n\theta \]
\[ w^r = w_0^r + w_1^r \cos n\theta \]
\[ \beta_y^r = \beta_{y0}^r + \beta_{y1}^r \cos n\theta \]

and

\[ F_x = F_{x1} \cos n\theta + F_{x2} \cos 2n\theta \]
\[ F_y = F_{y1} \sin n\theta + F_{y2} \sin 2n\theta \]
\[ F_z = F_{z0} + F_{z1} \cos n\theta \]
\[ M_t = M_{t0} + M_{t1} \cos n\theta \]

(1)

(2)

See Figure 6 for the sign convention used.

Fig. 6. Forces acting on a ring segment.
Substituting these expressions into Cohen's ring equations and equating coefficients of like terms results in the following separated set of Cohen's ring equations:

For \( n = 0 \)
\[
\frac{1}{a^3} \begin{bmatrix}
  a^2 E A & 0 \\
  0 & a E I_z
\end{bmatrix} \begin{bmatrix}
  w_0 \\
  \beta y_0
\end{bmatrix} = \begin{bmatrix}
  a F_{z_0} \\
  M_{t_0}
\end{bmatrix} \tag{3}
\]

For \( n \neq 2 \)
\[
\frac{1}{a^3} \begin{bmatrix}
  n^2 (n^2 E I_z + GJ) & -n^3 E I_{xz} \\
  -n^3 E I_{xz} & n^2 (E I_x + a^2 E A) \\
  n^4 E I_{xz} & -n (n^2 E I_x + a^2 E A) \\
  n^2 (E I_x + GJ) & -n E I_{xz}
\end{bmatrix} \begin{bmatrix}
  u_1 \\
  v_1 \\
  w_1 \\
  \beta y_1
\end{bmatrix} = \begin{bmatrix}
  a F_{x_1} \\
  a F_{y_1} \\
  a F_{z_1} \\
  M_{t_1}
\end{bmatrix} \tag{4}
\]

and
\[
\frac{1}{a^3} \begin{bmatrix}
  4n^2 (4n^2 E I_z + GJ) & -8n^3 E I_{xz} \\
  -8n^3 E I_{xz} & 4n^2 (E I_x + a^2 E A)
\end{bmatrix} \begin{bmatrix}
  u_2 \\
  v_2
\end{bmatrix} = \begin{bmatrix}
  a F_{x_2} \\
  a F_{y_2}
\end{bmatrix} \tag{5}
\]

Next one must express the line loads and the torsional moment acting at the ring centroid in terms of the stress- and moment resultants of the shell edge attached to it. Considering the free body diagrams at \( x = 0 \) shown in Fig. 7 one obtains the following relationships

\[
\begin{align*}
F_{x}^r &= N_x^R + N_o (R-q) \\
F_{y}^r &= N_y^R \\
F_{z}^r &= H_y^R \\
M_{x}^r &= M_x^R + e_x H_y^R - e_z N_x^R + (q-e_z) N_o (R-q)
\end{align*} \tag{6}
\]
Fig. 7. Determination of forces and moments at the ring centroid.

At the upper edge (at $x=L$) one obtains the same expressions except for a minus sign in front of the terms on the right hand side. Notice that $N_o$ is the external compressive line load applied at a distance $q$ from the shell mid-surface.

Considering now the compatibility at the ring centroid of the ring and shell displacements and rotations yields the following expressions at the lower edge (at $x=0$)

\[
\begin{align*}
u^r &= u^s - e_z w^s_x \\
v^r &= \frac{a}{R} v^s - e_x u^s_y - e_z w^s_y \\
w^r &= w^s + e_x w^s_y \\
\theta^r_y &= -w^s_x
\end{align*}
\] (7)

Notice that at the upper edge (at $x=L$) identical expressions are obtained.

Using the previously shown Fourier decomposition of the ring variables (Eqs. 1-2) and the following Fourier decomposition of the shell variables

\[
\begin{align*}
u^s &= t(u^s_o + u^s_1 \cos n\theta + u^s_2 \cos 2n\theta) \\
v^s &= t(v^s_1 \sin n\theta + v^s_2 \sin 2n\theta) \\
w^s &= t(w^s_v + w^s_0 + w^s_1 \cos n\theta) \\
w^s_{,x} &= t(w^s_{0,x} + w^s_{1,x} \cos n\theta)
\end{align*}
\] (8)
\[ N_s^x = \frac{Et^2}{cR} \left( -\lambda + N_{x_1}^s \cos n\theta + N_{x_2}^s \cos 2n\theta \right) \]
\[ N_s^{xy} = \frac{Et^2}{cR} \left( N_{xy_1}^s \sin n\theta + N_{xy_2}^s \sin 2n\theta \right) \]
\[ H_s = \frac{t}{R^3} D (H_{0}^s + H_{1}^s \cos n\theta) \]
\[ M_s^x = \frac{t}{R^2} D (M_{x_0}^s + M_{x_1}^s \cos n\theta) \]

where

\[ D = \frac{Et^3}{4c^2} \quad \text{and} \quad c = \sqrt{\frac{3}{1-\nu^2}} \]

One obtains upon substitution and equating coefficients of like terms the following separated form of the forces and moments at the ring centroid at the lower edge (at \( x=0 \))

For \( n=0 \)

\[ aF_{z_0}^r = \frac{t}{R^2} D H_{0}^s \]
\[ aM_{t_0}^r = e_x \frac{t}{R^2} D H_{0}^s + \frac{t}{R} D M_{x_0}^s + N_{0}^s R_q \]

For \( n \neq 2 \)

\[ aF_{x_1}^r = \frac{Et^2}{c} N_{x_1}^s \]
\[ aF_{y_1}^r = \frac{Et^2}{c} N_{xy_1}^s \]
\[ aF_{z_1}^r = \frac{t}{R^2} D H_{1}^s \]
\[ aM_{t_1}^r = -e_z \frac{Et^2}{c} N_{x_1}^s + e_x \frac{t}{R^2} D H_{1}^s + \frac{t}{R} D M_{x_1}^s \]
and

\[
a_{RF}^{x_2} = \frac{Et^2}{c} N_{x_2}^S
\]

\[
a_{RF}^{y_2} = \frac{Et^2}{c} N_{xy_2}^S
\]

(12)

and the following separated form of the displacement and rotation compatibility conditions

**For n=0**

\[
u_0^r = t(u_0^S - e_z w_0^S, x)
\]

\[
w_0^r = t(w_v^S + w_0^S + e_x w_0^S, x)
\]

\[
\beta_{y_0}^r = -t w_0^S, x
\]

(13)

**For n\geq2**

\[
u_1^r = t(u_1^S - e_z w_1^S, x)
\]

\[
u_1^r = t(n \frac{e_x}{R} u_1^S + \frac{a}{R} v_1^S + n \frac{e_z}{R} w_1^S)
\]

(14)

\[
w_1^r = t(w_1^S + e_x w_1^S, x)
\]

\[
\beta_{y_1}^r = -t w_1^S, x
\]

and

\[
u_2^r = tu_2^S
\]

\[
v_2^r = t(2n \frac{e_x}{R} u_2^S + \frac{a}{R} v_2^S)
\]

(15)

Substituting now in the separated form of Cohen's ring equations (Eqs. 3-5) for the ring displacements and the ring forces their equivalents in terms of the shell variables (Eqs. 10-15) yields the general elastic boundary conditions, which can be expressed in two different forms, namely
the general elastic boundary conditions valid in the limit as $E_r \to 0$ (free edges)

For $n=0$

$$a_{11}^0 (w_0^s + W_v) + a_{12}^0 w_0^s, x = H_0^s$$

$$a_{21}^0 (w_0^s + W_v) + a_{22}^0 w_0^s, x = W_x^s + A_q$$

(16)

For $n \geq 2$

$$a_{11}^s u_1^s + a_{12}^s v_1^s + a_{13}^s w_1^s + a_{14}^s w_1^s, x = N_{x_1}^s$$

$$a_{21}^s u_1^s + a_{22}^s v_1^s + a_{23}^s w_1^s + a_{24}^s w_1^s, x = N_{xy_1}^s$$

(17)

$$a_{31}^s u_1^s + a_{32}^s v_1^s + a_{33}^s w_1^s + a_{34}^s w_1^s, x = H_1^s$$

$$a_{41}^s u_1^s + a_{42}^s v_1^s + a_{43}^s w_1^s + a_{44}^s w_1^s, x = M_{x_1}^s$$

and

$$a_{11}^s u_2^s + a_{12}^s v_2^s = N_{x_2}^s$$

(18)

$$a_{21}^s u_2^s + a_{22}^s v_2^s = N_{xy_2}^s$$

and the general elastic boundary conditions valid in the limit as $E_r \to \infty$ (fully clamped edges)

For $n=0$

$$b_{11}^0 H_0^s + b_{12}^0 (M_{x_0}^s + A_q) = w_0^s + W_v$$

(19)

$$b_{21}^0 H_0^s + b_{22}^0 (M_{x_0}^s + A_q) = w_0^s, x$$

For $n \geq 2$

$$b_{11}^s u_1^s + b_{12}^s N_{xy_1}^s + b_{13}^s H_1^s + b_{14}^s W_x^s = u_1^s$$

$$b_{21}^s N_{x_1}^s + b_{22}^s N_{xy_1}^s + b_{23}^s H_1^s + b_{24}^s W_x^s = v_1^s$$

(20)

$$b_{31}^s N_{x_1}^s + b_{32}^s N_{xy_1}^s + b_{33}^s H_1^s + b_{34}^s W_x^s = w_1^s$$

$$b_{41}^s N_{x_1}^s + b_{42}^s N_{xy_1}^s + b_{43}^s H_1^s + b_{44}^s W_x^s = w_1^s, x$$
\[ b_{11}^2 N_{x_1}^S + b_{12}^2 N_{xy_2}^S = u_2^S \]

\[ b_{21}^2 N_{x_2}^S + b_{22}^2 N_{xy_2}^S = v_2^S \] (21)

The components of the boundary stiffness and of the boundary flexibility matrices are listed in Appendix A. Next these general elastic boundary conditions must be expressed in terms of the variables used in the shell analysis of Ref. [9], where the initial imperfection is given by

\[ \tilde{w} = t A_0(\tilde{x}) + t A_1(\tilde{x}) \cos n\theta \] (22)

the radial displacement \( W \) and the Airy stress function \( F \) are assumed as

\[ W = t W_v + t w_0(\tilde{x}) + t w_1(\tilde{x}) \cos n\theta \]

\[ F = \frac{ER^2}{c} \left[ -\frac{1}{2} \theta^2 + f_0(\tilde{x}) + f_1(\tilde{x}) \cos n\theta + f_2(\tilde{x}) \cos 2n\theta \right] \] (23)

and \( \tilde{x} = x/R, \theta = y/R \). This change of variables results in the following expressions

\[ N_{x_1}^S = -n^2 f_1 \]
\[ N_{x_2}^S = -4n^2 f_2 \]

\[ N_{xy_2}^S = nf_1 \]
\[ N_{x_2}^S = 2nf_2 \]

\[ H_0^S = -\hat{D}_2 \left\{ w''_0 - \hat{B}_2 w'_0 + \frac{1}{2} \hat{B}_3 \left[ (w'_1 + 2A_1)w_1 \right]' + \hat{B}_4 \lambda (w'_1 + A'_1) \right. \]
\[ \left. + \hat{B}_5 \left[ f_1(w'_1 + A'_1) + f_1(w_1 + A_1) \right] \right\} \]

\[ H_1^S = -\hat{D}_{xx'} \left\{ w''_1 - \hat{B}_{12} w'_1 + \hat{B}_{12} f'_1 + \hat{B}_{13} \lambda (w'_1 + A'_1) \right. \]
\[ \left. + n \hat{B}_{23} \left[ (w'_0 + A'_0) f_1 + (w'_1 + A'_1) 2f_2 + (w_1 + A_1) f_2' \right] \right\} \] (24)

\[ M_{x_0}^S = -\hat{D}_2 \left\{ w'_0 - \hat{B}_2 w'_0 + \hat{B}_6 \lambda + \frac{1}{2} \hat{B}_3 (w'_1 + 2A_1) \right\} w_1 \]

\[ M_{x_1}^S = -\hat{D}_{xx'} \left\{ w'_1 - \hat{B}_{11} w'_1 + \hat{B}_{12} f'_1 + \hat{B}_{13} f_1 \right\} \]
further
\[
\begin{align*}
u_1^s &= \frac{\bar{H}}{cn^2} \left[ f''_1 - B_7 f'_1 - B_9 w'_1 + B_9 w'_1 - B_{10} (w_0 w_1 + w_0 A_1 + A_0 w_1) \right] \\
u_2^s &= \frac{\bar{H}}{4cn} \left[ f''_2 - 4B_{14} f'_2 - \frac{1}{2} B_{10} (w_0 w_1 + w_1 A_1 + A_0 w_1) \right] \\
u_3^s &= \frac{\bar{H}}{cn} \left[ f''_3 + B_{14} f'_3 - B_9 w'_1 + B_9 w'_1 \right] \\
u_4^s &= \frac{\bar{H}}{2cn} \left[ f''_4 + 4B_{14} f'_2 + \frac{1}{4} B_{10} (w_0 + 2A_1) w_1 \right]
\end{align*}
\] (25)

where \( ( \cdot )' = d/d\bar{x} \) and the constants \( D_2, \bar{D}_{xx}, \) etc are listed in Appendix B. With the help of these expressions one can write the general elastic boundary conditions derived earlier in terms of the variables used in the shell analysis.

Introducing now the 16-dimensional vector variable \( \mathbf{Y} \) defined as
\[
\begin{align*}
Y_1 &= f_1 & Y_5 &= f'_1 & Y_9 &= f''_1 & Y_{13} &= f'''_1 \\
Y_2 &= f'_2 & Y_6 &= f''_2 & Y_{10} &= f'''_1 & Y_{14} &= f''''_1 \\
Y_3 &= w_0 & Y_7 &= w'_0 & Y_{11} &= w''_0 & Y_{15} &= w'''_0 \\
Y_4 &= w'_1 & Y_8 &= w''_1 & Y_{12} &= w'''_1 & Y_{16} &= w''''_1
\end{align*}
\] (26)

then the system of governing equations and the general elastic boundary conditions can be reduced to the following nonlinear 2-point boundary value problem
\[
\begin{align*}
\frac{d}{dx} \mathbf{Y} &= f(\bar{x}, \mathbf{Y}; \lambda) & \text{for } 0 \leq \bar{x} \leq \frac{L}{R} \\
g(\bar{x} = 0, \mathbf{Y}(0), \lambda) &= 0 & \text{at } \bar{x} = 0 \\
h(\bar{x} = \frac{L}{R}, \mathbf{Y}(\frac{L}{R}), \lambda) &= 0 & \text{at } \bar{x} = \frac{L}{R}
\end{align*}
\] (27)

where the general nonlinear boundary conditions are specified by the 8-dimensional vectors \( g \) and \( h \). The solution of this nonlinear 2-point boundary value problem will then locate the limit point of the prebuckling states. By
definition, the value of the loading parameter \( \lambda \) corresponding to the limit point will be the theoretical buckling load (see Fig. 8).

![Diagram](image)

Fig. 8. Location of the limit point for an imperfect shell.

Using load increments \( \Delta \lambda \) the solution fails to converge close to and beyond the limit point. However, if one switches to using increments in (say) 'end-shortening' \( \Delta \delta \) then one is able to extend the response curve beyond the limit point.

**NUMERICAL ANALYSIS**

Due to the highly nonlinear nature of the above 2-point boundary value problem anything but a numerical solution is out of question. Due to the very satisfactory results obtained in Ref. [9] with the so-called 'Parallel Shooting Method' it was decided to modify it for the present problem. Though the code has been programmed to employ parallel shooting over 8 intervals, for the purpose of describing the method let us consider just 'double shooting' or 'parallel shooting over 2 intervals'.

Initially let us associate the following 2 initial value problems with the above 2-point nonlinear boundary value problem

\[
\frac{d}{dx} \Psi = f (\bar{x}, \Psi; \lambda) \quad \text{for} \ 0 \leq \bar{x} \leq \bar{x}_0 \quad \text{Forward Integration}
\]

\[
\Psi(0) = g
\]  
(28)
and

\[
\frac{d}{dx} Y = f(x, Y; \lambda) \quad \text{for } x_0 \leq x \leq \frac{L}{R} \quad \text{Backward Integration}
\]

\[
Y \left( \frac{L}{R} \right) = \xi
\]

(29)

where \( g = Y(0) \) and \( \xi = Y \left( \frac{L}{R} \right) \) are 16-dimensional initial guess vectors. Under appropriate smoothness conditions on the nonlinear vector function \( f(x, Y, \lambda) \) one is assured of the existence of unique solution of these initial value problems, here denoted by

\[
\bar{Y}(\bar{x}, g, \lambda) \text{ and } \bar{Y}(\bar{x}, \xi, \lambda).
\]

These solutions must satisfy matching conditions at \( \bar{x} = \bar{x}_0 \) (see also Fig. 9).

![Fig. 9. Matching conditions at \( \bar{x} = \bar{x}_0 \).](image)

Introducing the new vector function \( \varphi \) the matching conditions at \( \bar{x} = \bar{x}_0 \) can be written as

\[
\varphi(\bar{s}) = \bar{Y}(\bar{x} = \bar{x}_0, g, \lambda) - \bar{Y}(\bar{x} = \bar{x}_0, \xi, \lambda) = 0
\]

(30)

where

\[
\bar{s} = \begin{pmatrix} \bar{g} \\ \bar{\xi} \end{pmatrix}
\]

(31)

Thus the solution of the nonlinear 2-point boundary-value problem (27) has been transformed to the solution of the two associated initial value problems (28)-(29) and to the finding of the roots \( \bar{s} \) (a 32-dimensional vector) of the following system of simultaneous equations

\[
\varphi(\bar{s}) = \begin{bmatrix} g(\bar{x} = 0, g, \lambda) \\ \xi(\bar{x} = \frac{L}{R}, \xi, \lambda) \end{bmatrix} = 0
\]

(32)
Using Newton's method for finding the roots of \( \hat{\phi}(\mathbf{S}) = 0 \) one has the following iteration scheme

\[
S^{v+1} = S^v + \Delta S^v
\]  

(33)

where \( \Delta S^v \) is the solution of the 32nd-order linear algebraic system

\[
\frac{\partial \phi}{\partial \mathbf{S}} (\mathbf{S}^v) \Delta \mathbf{S}^v = -\hat{\phi}(\mathbf{S}^v)
\]  

(34)

To apply Newton's method one must be able to find the Jacobian \( J \)

\[
J(\mathbf{S}^v) = \frac{\partial \phi}{\partial \mathbf{S}} (\mathbf{S}^v)
\]

(35)

Notice that the components of this Jacobian involving derivatives of the components of the specified boundary vectors \( g \) and \( h \) can be calculated analytically. However, the components involving derivatives of the matching conditions must be obtained by solving the appropriate variational equations. In order to solve for these components let us introduce the following new vectors

\[
\hat{W}_i = \frac{\partial \mathbf{U}}{\partial \mathbf{S}_i} \text{ for } i = 1, 2, \ldots, 16
\]

and

\[
\hat{Z}_i = \frac{\partial \mathbf{V}}{\partial \mathbf{S}_i} \text{ for } i = 17, 18, \ldots, 32
\]

(36)
which are the solutions of the corresponding variational equations obtained by implicit differentiation of the associated initial value problems. Thus for \( i = 1, 2, \ldots, 16 \) one must solve

\[
\frac{d}{dx} \mathbf{w}_i = \frac{\partial f}{\partial \mathbf{u}} (\mathbf{x}, \mathbf{U}, \lambda) \mathbf{w}_i \quad \text{for } 0 \leq x \leq x_0 \quad \text{Forward Integration}
\]

\[
\mathbf{w}_i(0) = \mathbf{i}_i
\]

and for \( i = 17, 18, \ldots, 32 \)

\[
\frac{d}{dx} \mathbf{z}_i = \frac{\partial f}{\partial \mathbf{V}} (\mathbf{x}, \mathbf{V}, \lambda) \mathbf{z}_i \quad \text{for } x_0 \leq x \leq \frac{L}{R} \quad \text{Backward Integration}
\]

\[
\mathbf{z}_i\left(\frac{L}{R}\right) = \mathbf{i}_i
\]

where \( \mathbf{i}_i = [0, \ldots, 0, 1, 0, \ldots, 0]^T \) is the \( i \)-th unit vector in the \( n \)-space. Notice that now the components of the Jacobian matrix \( J' \)

\[
J' = \frac{\partial f}{\partial \mathbf{u}} (\mathbf{x}, \mathbf{U}; \lambda) = \frac{\partial f}{\partial \mathbf{v}} (\mathbf{x}, \mathbf{V}; \lambda) = \begin{bmatrix}
\frac{\partial f_1}{\partial u_1} & \frac{\partial f_1}{\partial u_2} & \cdots & \frac{\partial f_1}{\partial u_{16}} \\
\frac{\partial f_2}{\partial u_1} & \cdots & \frac{\partial f_2}{\partial u_{16}} \\
\cdots & \cdots & \cdots \\
\frac{\partial f_{16}}{\partial u_1} & \cdots & \frac{\partial f_{16}}{\partial u_{16}}
\end{bmatrix}
\]

(39)

can be calculated analytically.

Since the Jacobian \( J' \) is a function of \( \mathbf{U} \) (or \( \mathbf{V} \)), therefore the variational equations (37) depend step-by-step on the results of the associated initial value problem (28) and the variational equations (38) depend step-by-step on the results of the associated initial value problem (29). Thus the variational equations depend on the initial guess \( \mathbf{S}^V \). Also, it is advantageous to integrate the 16 variational equations simultaneously with the corresponding associated initial value problem. This results, for double shooting, in a 272 dimensional, 1st-order, nonlinear differential equation.

Since in the case of an axially compressed imperfect cylindrical shell the nonlinear solution approaches the linearized solution asymptotically as \( \lambda \to 0 \), therefore for sufficiently low values of the axial load parameter \( \lambda \) one can use the linearized solutions as starting values for the nonlinear iteration scheme.
Solutions of the linearized problem are also obtained by the shooting method. It has been shown in the literature [12] that for the linearized 2-point boundary value problem Newton's method yields the correct initial vector $\xi$ directly without the need of iterations. The solution of the associated initial value problems and of the variational equations was done by the library subroutine DEQ from Caltech's Willis Booth Computing Center. DEQ uses the method of Runge-Kutta-Gill to compute starting values for an Adams-Moulton corrector-predictor scheme. The program includes an option with variable interval size and uses automatic truncation error control.

NUMERICAL RESULTS

To investigate the effect of elastic boundary conditions initially the perfect stringer stiffened shell AS-2 has been analyzed. The elastic boundary conditions were modeled by symmetrically placed symmetrical rings of square cross-section. Following an idea by Almroth [5] the ring area is set equal to $Ct^2$ where $C$ is a number and $t$ is the wall thickness of the shell (see Fig. 10). The general elastic boundary conditions in the limit as $E \rightarrow \infty$ (Eqs. 19-21) reduce in this case to

For $n=0$

\[
\begin{align*}
  b_{11}^0 H_0^s &= w_0^s + w_v \\
  b_{22}^0 (M_{x_0}^s + \lambda q) &= w_0, x
\end{align*}
\]

(40)

For $n \geq 2$

\[
\begin{align*}
  b_{11}^s N_1^s + b_{14}^s M_1^s &= u_1^s \\
  b_{22}^s N_{xy_1}^s + b_{23}^s M_{1}^s &= v_1^s \\
  b_{32}^s N_{xy_1}^s + b_{33}^s M_{1}^s &= w_1^s \\
  b_{41}^s N_1^s + b_{44}^s M_1^s &= w_{1, x}^s \\
  b_{11}^s N_{x_2}^s &= u_2^s \\
  b_{22}^s N_{xy_2}^s &= v_2^s
\end{align*}
\]

(41)

and

(42)
It is interesting that even for this symmetrical case the stiffness matrix of the ring does not reduce to a diagonal matrix. Thus using a diagonal matrix to model ring supported elastic boundary conditions may lead to serious inaccuracies in the predicted critical load and buckling mode as has been pointed out in Ref. [13].

![Fig. 10. Symmetrically placed symmetrical end-ring.](image)

![Fig. 11. Critical loads for shell AS-2 with elastic end rings.](image)

Varying the size of the end-rings one can calculate the critical buckling loads of the perfect stringer stiffened shell AS-2 supported by elastic end-rings yielding the results shown in Fig. 11. The properties of the shell AS-2 are listed in Table 1.

Looking now at the buckling mode shapes corresponding to the 3 curves shown in Fig. 11, the variation of the antisymmetric mode shapes with n (the number...
of full waves in the circumferential direction) for \( C=500 \) is displayed in Fig. 12. Notice that for \( n=2 \) the large deformation of the end-ring leads to the inextensional buckling mode at a relatively low buckling load.

Variation of the antisymmetrical mode shapes with the ring size parameter \( C \) for \( n=14 \) is shown in Fig. 13. Whereas Fig. 14 displays the variation of the symmetrical mode shapes with the ring size parameter \( C \) for \( n=11 \). Notice that in both cases weak end-rings result in edge buckling at relatively low buckling loads.

Returning to the results plotted in Fig. 11 it is clear that there is a critical size of the end-ring below which the ring strain energy controls the buckling and the buckling mode is inextensional. This phenomena is governed by Cohen's critical threshold parameter \([14]\)

\[
\Lambda_c = \left[ \frac{(EI_x)^F}{(D L/2)^S} \right]^{*} = 100
\]

(43)

where \( I_x \) is the moment of inertia of the ring cross-section and for stringer stiffened shells

\[
D = \frac{E t^3}{12(1-v^2)} + \frac{E (I_s + A_s e_s^2)}{d_s} \quad (= C_{44})
\]

(44)

the bending stiffness of the shell wall plus stringer combination.

All the buckling load calculations for the 3 curves shown in Fig. 11 were done with the SRA [10] computer code with the exception of the point labeled EBTN8. This point was computed with the program described in this paper. As can be seen from Fig. 15 for vanishingly small initial imperfections the 2 separate branches of the response curve clearly define the location of the bifurcation point. The accuracy of this approach is quite satisfactory.

Table 1. Geometric and material properties of shell AS-2.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t )</td>
<td>( 1.96596 \times 10^{-2} ) cm (( = 0.00774 ) in)</td>
</tr>
<tr>
<td>( L )</td>
<td>13.97 cm (( = 5.5 ) in)</td>
</tr>
<tr>
<td>( R )</td>
<td>10.16 cm (( = 4.0 ) in)</td>
</tr>
<tr>
<td>( d_1 )</td>
<td>( 8.03402 \times 10^{-1} ) cm (( = 0.3161 ) in)</td>
</tr>
<tr>
<td>( e_1 )</td>
<td>( 3.36804 \times 10^{-2} ) cm (( = 0.01326 ) in)</td>
</tr>
<tr>
<td>( A_1 )</td>
<td>( 7.98708 \times 10^{-3} ) cm(^2) (( = 0.1238 \times 10^{-2} ) in(^2))</td>
</tr>
<tr>
<td>( I_{11} )</td>
<td>( 1.50384 \times 10^{-6} ) cm(^4) (( = 0.3613 \times 10^{-7} ) in(^4))</td>
</tr>
<tr>
<td>( I_{11} )</td>
<td>( 4.94483 \times 10^{-6} ) cm(^4) (( = 0.1188 \times 10^{-6} ) in(^4))</td>
</tr>
<tr>
<td>( E )</td>
<td>( 6.89472 \times 10^6 ) N/cm(^2) (( = 10.10^6 ) psi)</td>
</tr>
<tr>
<td>( v )</td>
<td>0.3</td>
</tr>
</tbody>
</table>
Fig. 12. Variation of anti-symmetric mode shapes with $n$ for $C=500$. 
Fig. 13. Variation of anti-symmetric mode shapes with the ring size-parameter C (n=14).
Fig. 14. Variation of symmetrical mode shapes with the ring size-parameter $C$ (n=11).
Fig. 15. Response paths for vanishingly small imperfections.

Finally the effect of varying the size of the end-rings while keeping the initial imperfections constant is investigated. Using the following imperfection

\[ \frac{\bar{w}}{t} = -0.01 \cos \frac{2\pi x}{L} + 0.50 \sin \frac{\pi x}{L} \cos \frac{11\pi y}{R} \]  

(45)

the calculated buckling loads are tabulated in Table 2 for various size end-rings.

Table 2. Calculated buckling loads (n=11, symmetric).

<table>
<thead>
<tr>
<th>C</th>
<th>PERFECT</th>
<th>IMPERFECT</th>
<th>( \rho_S = \frac{N_S}{N_{BIF}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>-226.406</td>
<td>-165.568</td>
<td>0.731</td>
</tr>
<tr>
<td>100</td>
<td>-246.460</td>
<td>-174.520</td>
<td>0.708</td>
</tr>
<tr>
<td>500</td>
<td>-292.408</td>
<td>-195.236</td>
<td>0.668</td>
</tr>
<tr>
<td>1000</td>
<td>-328.610</td>
<td>-215.841</td>
<td>0.657</td>
</tr>
<tr>
<td>C-4</td>
<td>-358.607</td>
<td>-238.868</td>
<td>0.666</td>
</tr>
</tbody>
</table>

C-4: \( u = v = w = w_x = 0 \)
From these results it is evident that increasing the sizes of the end-rings produces an increase of the buckling loads. That the shells with weak end-rings appear to be less imperfection sensitive has a simple explanation. It is well known that imperfections affine to the buckling mode produce the largest decrease in the buckling load. However, since weak end rings result in edge-buckling whereas the initial imperfection used (see Eq. 21) consists of trigonometric functions, therefore in these cases the initial imperfections and the buckling modes are not affine, hence they are less damaging.

![Graph](image)

Fig. 16. Calculated prebuckling growth of the stringer stiffened shell AS-2 at $\lambda_s = 1.0430$

(Boundary conditions: symmetrical end rings - $C=50$).

Figures 16 and 17 display the calculated prebuckling growth at the limit point for a weak end-ring ($C=50$) and a strong end-ring ($C=1000$). Notice that besides increasing the buckling load a stronger end-ring reduces the maximum normal displacement at the limit point.
Fig. 17. Calculated prebuckling growth of the stringer stiffened shell AS-2 at \( \lambda_s = 1.3597 \) (Boundary conditions: symmetrical end rings - \( C=1000 \)).

CONCLUSIONS

The results obtained so far clearly indicate that there exists a critical threshold parameter, consisting of the ratio of the in-plane ring bending stiffness and the bending stiffness of the shell wall-stringer combination, which governs the buckling behaviour of axially compressed stringer stiffened shells with elastic edge supports.

If the end-rings are weaker than the critical value of the threshold parameter then the ring strain energy controls the buckling and the buckling mode tends to be inextensional. That is the end-rings deform and the shell generators remain essentially straight.

If, however, the rigidity of the end-rings exceeds the critical value of the threshold parameter then the ring strain energy is negligible and the buckling mode tends to be sinusoidal. That is, the end-rings remain essentially undeformed.

Finally, as a continuation of the present work it appears necessary to investigate the interaction between the dominant initial imperfection of the shell body with \( n \) full waves in the circumferential direction and an imperfect end-ring with \( n_R \) full waves in the circumferential direction. It is hoped that this addition will make a more reliable modeling of the actual experimental boundary conditions possible.
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Appendix A  The boundary stiffness and boundary flexibility matrices

The components of the boundary stiffness matrices in Eqs. (16), (17) and (18) are respectively

for \( n=0 \)

\[
\begin{align*}
\bar{a}_{11}^0 &= \left(\frac{R}{a}\right)^2 \bar{b}_{11}^0 \\
\bar{a}_{12}^0 &= \left(\frac{R}{a}\right)^2 \bar{b}_{12}^0
\end{align*}
\]

\[
\begin{align*}
\bar{a}_{21}^0 &= -\left(\frac{R}{a}\right)^2 \bar{b}_{12}^0 \\
\bar{a}_{22}^0 &= -\left[\bar{b}_{22}^0 + \left(\frac{R}{a}\right)^2 \frac{e_x}{R} \bar{b}_{12}^0\right]
\end{align*}
\]

for \( n \geq 2 \)

\[
\begin{align*}
\bar{a}_{14}^1 &= \frac{1}{4c} \left(\frac{t}{a}\right)^2 n^2 \bar{b}_{33} \\
\bar{a}_{12}^1 &= \frac{-1}{4c} \left(\frac{t}{a}\right)^2 n^3 \frac{a}{R} \bar{b}_{34}
\end{align*}
\]

\[
\begin{align*}
\bar{a}_{21}^1 &= \frac{1}{4c} \left(\frac{t}{a}\right)^2 n^3 \bar{b}_{43} \\
\bar{a}_{22}^1 &= \frac{1}{4c} \left(\frac{t}{a}\right)^2 n^2 \frac{a}{R} \bar{b}_{44}
\end{align*}
\]

\[
\begin{align*}
\bar{a}_{31}^1 &= \left(\frac{R}{a}\right)^2 n^2 \bar{b}_{53} \\
\bar{a}_{32}^1 &= -\left(\frac{R}{a}\right)^2 n \frac{a}{R} \bar{b}_{54}
\end{align*}
\]

\[
\begin{align*}
\bar{a}_{41}^1 &= \left(\frac{R}{a}\right)^2 n^3 \left(\bar{b}_{63} + \frac{e_x}{a} \bar{b}_{33} - \frac{e_x}{a} \bar{b}_{53}\right) \\
\bar{a}_{42}^1 &= \left(\frac{R}{a}\right) n \left(-\frac{a}{R} \bar{b}_{64} - n^2 \frac{e_x}{R} \bar{b}_{34} + \frac{e_x}{R} \bar{b}_{54}\right)
\end{align*}
\]

\[
\begin{align*}
\bar{a}_{13}^1 &= \frac{1}{4c} \left(\frac{t}{a}\right)^2 n^4 \bar{b}_{35} \\
\bar{a}_{14}^1 &= \frac{1}{4c} \left(\frac{t}{a}\right)^2 n^2 \bar{b}_{36}
\end{align*}
\]

\[
\begin{align*}
\bar{a}_{23}^1 &= \frac{-1}{4c} \left(\frac{t}{a}\right)^2 n \bar{b}_{45} \\
\bar{a}_{24}^1 &= \frac{1}{4c} \left(\frac{t}{a}\right)^2 n \bar{b}_{46}
\end{align*}
\]

\[
\begin{align*}
\bar{a}_{33}^1 &= \left(\frac{R}{a}\right)^2 \bar{b}_{55} \\
\bar{a}_{34}^1 &= \left(\frac{R}{a}\right)^2 \bar{b}_{56}
\end{align*}
\]
\[ a_{43} = \left( \frac{R}{a} \right) \left( n^2 \bar{B}_{65} + n^4 \frac{e_x}{a} \bar{B}_{35} - \frac{e_x}{a} \bar{B}_{55} \right) \]

\[ a_{44} = \left( \frac{R}{a} \right) \left( \bar{B}_{66} + n^2 \frac{e_x}{a} \bar{B}_{36} - \frac{e_x}{a} \bar{B}_{56} \right) \]

and

\[ a_{11} = \left( \frac{t}{a} \right)^2 \frac{n^2}{c} \bar{B}_{77} \]

\[ a_{12} = -2 \left( \frac{a}{R} \right) \left( \frac{t}{a} \right)^2 \frac{n^3}{c} \bar{B}_{78} \]

\[ a_{21} = 2 \left( \frac{t}{a} \right)^2 \frac{n^3}{c} \bar{B}_{87} \]

\[ a_{22} = \left( \frac{a}{R} \right) \left( \frac{t}{a} \right)^2 \frac{n^2}{c} \bar{B}_{88} \]

where the stiffness coefficients \( \bar{B}_{ij} \) are

\[ \bar{B}_{11} = \frac{a^2 E A}{a D} \] (where \( D = \frac{E t^3}{4 c^2} \))

\[ \bar{B}_{12} = \left( \frac{a^2 E A}{a D} \right) \frac{e_x}{R} \]

\[ \bar{B}_{22} = \frac{E I}{a D} \]

\[ \bar{B}_{33} = n^2 \left[ \left( \frac{E I}{a D} \right) - \frac{e_x}{R} \left( \frac{E I}{a D} \cdot \frac{E I x z}{a D} \right) \right] + (G J) \]

\[ \bar{B}_{34} = \left( \frac{E I x z}{a D} \right) \]

\[ \bar{B}_{35} = \left( \frac{E I x z}{a D} \right) \left( 1 - \frac{e_x}{R} \right) \]
\[ \begin{align*}
\delta_{36} &= n^2 \left( \frac{E I}{a D} \right) \frac{e_x}{R} - \frac{E I}{a D} \left( \frac{e_z}{R} + n^2 \frac{e_x}{R} \right) - \frac{G J}{a D} \left( \frac{e_x}{R} + \frac{e_z}{R} \right) \\
\delta_{43} &= \left[ \left( \frac{a^2 E A}{a D} \right) \frac{e_x}{R} + \frac{E I}{a D} \left( \frac{e_x}{R} \right) \right] \\
\delta_{44} &= \left[ \left( \frac{a^2 E A}{a D} \right) \frac{e_x}{R} + \frac{E I}{a D} \left( \frac{e_x}{R} \right) \right] \\
\delta_{45} &= n^2 \left( \frac{E I}{a D} \right) \left( 1 - \frac{e_x}{R} \right) + \left( \frac{a^2 E A}{a D} \right) \left( 1 - n^2 \frac{e_x}{R} \right) \\
\delta_{46} &= \left( \frac{E I}{a D} \right) \left( \frac{e_x}{R} + n^2 \frac{e_x}{R} \right) - n^2 \left( \frac{E I}{a D} \right) + \left( \frac{a^2 E A}{a D} \right) \left( \frac{e_x}{R} \right) \\
\delta_{53} &= n^2 \left[ \left( \frac{E I}{a D} \right) - \frac{e_x}{R} \left( \frac{E I}{a D} \right) \right] - \frac{e_x}{R} \left( \frac{a^2 E A}{a D} \right) \\
\delta_{54} &= n^2 \left( \frac{E I}{a D} \right) + \left( \frac{a^2 E A}{a D} \right) \\
\delta_{55} &= n^4 \left( \frac{E I}{a D} \right) \left( 1 - \frac{e_x}{R} \right) + \left( \frac{a^2 E A}{a D} \right) \left( 1 - n^2 \frac{e_x}{R} \right) \\
\delta_{56} &= \frac{e_x}{R} \left[ n^4 \left( \frac{E I}{a D} \right) + \left( \frac{a^2 E A}{a D} \right) \right] - n^2 \left( \frac{E I}{a D} \right) \left( \frac{e_x}{R} + n^2 \frac{e_x}{R} \right) \\
\delta_{63} &= \left( \frac{G J}{a D} \right) + \left( \frac{e_x}{R} \right) \left( \frac{E I}{a D} \right) \\
\delta_{64} &= \left( \frac{E I}{a D} \right) \left( \frac{e_x}{R} \right) \\
\delta_{65} &= \left( \frac{E I}{a D} \right) \left( 1 - \frac{e_x}{R} \right)
\end{align*} \]
\[ \bar{D}_{66} = n^2 \left( \frac{EI}{aD} \right) \frac{e_x}{R} - \frac{EI}{aD} \left( \frac{a}{R} + n^2 \frac{e_x}{R} \right) - n^2 \left( \frac{GJ}{aD} \right) \left( \frac{a}{R} + \frac{e_x}{R} \right) \]

\[ \bar{D}_{77} = 4n^2 \left( \frac{EI}{aD} \right) - \frac{e_x}{R} \left( \frac{EI}{aD} \right) \left( \frac{xz}{R} \right) + \left( \frac{GJ}{aD} \right) \]

\[ \bar{D}_{78} = \frac{EI}{aD} \frac{xz}{R} \]

\[ \bar{D}_{87} = \left( \frac{EI}{aD} \right) + \frac{a^2 EA}{aD} \frac{e_x}{R} - \left( \frac{EI}{aD} \right) \]

\[ \bar{D}_{88} = \frac{EI}{aD} + \frac{a^2 EA}{aD} \]

and the load parameter is

\[ \lambda = \frac{N_0}{Et^2} \frac{2cR}{cR} \]

\[ \bar{q} = 4c \frac{R}{t^2} q \]

Writing eq.(16) in matrix form the inversion can be done easily in closed form yielding eq.(19), where the components of the flexibility matrix are

for \( n = 0 \)

\[ b_{11}^0 = \left[ \frac{a^2}{R} \bar{D}_{11} \right] + \left( \frac{e_x}{R} \right) \bar{D}_{22} \]

\[ b_{12}^0 = \frac{e_x}{R} \bar{D}_{22} \]

\[ b_{21}^0 = - \frac{e_x}{R} \bar{D}_{22} \]

\[ b_{22}^0 = \frac{1}{\bar{D}_{22}} \]
Writing eq. (17) in matrix form the inversion cannot be done easily in closed form.

The inversion will be done numerically in the computer program. So in general the components of the flexibility matrix will not be written out explicitly as in eq. (20) for \( n \geq 2 \).

Finally, writing eq. (18) in matrix form the inversion can be done once again easily in closed form yielding eq. (21), where the components of the flexibility matrix are

for \( n \geq 2 \)

\[
\begin{align*}
\mathbf{b}_{11}^2 &= \frac{a^2 c}{t^2 \left( \mathbf{B}_{77} \mathbf{B}_{88} + 4n^2 \mathbf{B}_{78} \mathbf{B}_{87} \right)} \\
\mathbf{b}_{12}^2 &= 2 \left( \frac{a}{c} \right) \frac{a^2 c}{n \left( \mathbf{B}_{77} \mathbf{B}_{88} + 4n^2 \mathbf{B}_{78} \mathbf{B}_{87} \right)} \\
\mathbf{b}_{21}^2 &= -2 \left( \frac{a}{c} \right) \frac{a^2 c}{n \left( \mathbf{B}_{77} \mathbf{B}_{88} + 4n^2 \mathbf{B}_{78} \mathbf{B}_{87} \right)} \\
\mathbf{b}_{22}^2 &= \left( \frac{a}{c} \right) \frac{a^2 c}{n^2 \left( \mathbf{B}_{77} \mathbf{B}_{88} + 4n^2 \mathbf{B}_{78} \mathbf{B}_{87} \right)} \\
\end{align*}
\]

In a special case, for a symmetrical ring with \( e_{x} = e_{z} = I_{x} = 0 \) and \( a = R \) these equations become considerably simpler. To start with the constants, the stiffness coefficients are now

\[
\tilde{\mathbf{B}}_{11} = \frac{R^2 EI}{RD}
\]
\[ D_{12} = 0 \]

\[ D_{22} = \frac{E}{R_D} \]

\[ D_{33} = n^2 \left( \frac{E I}{R_D} \right) + \left( \frac{G J}{R_D} \right) \]

\[ D_{34} = 0 \]

\[ D_{35} = 0 \]

\[ D_{36} = - \left[ \left( \frac{E I}{R_D} \right) + \left( \frac{G J}{R_D} \right) \right] \]

\[ D_{43} = 0 \]

\[ D_{44} = \frac{E I}{R_D} + \left( \frac{R E A}{R_D} \right) \]

\[ D_{45} = n^2 \left( \frac{E I}{R_D} \right) + \left( \frac{R E A}{R_D} \right) \]

\[ D_{46} = 0 \]

\[ D_{53} = 0 \]

\[ D_{54} = n^2 \left( \frac{E I}{R_D} \right) + \left( \frac{R E A}{R_D} \right) \]

\[ D_{55} = n^4 \left( \frac{E I}{R_D} \right) + \left( \frac{R E A}{R_D} \right) \]

\[ D_{56} = 0 \]

\[ D_{63} = \frac{E \frac{I}{R_D}}{R_D} + \left( \frac{G J}{R_D} \right) \]

\[ D_{64} = 0 \]

\[ D_{65} = 0 \]

\[ D_{66} = - \left[ \left( \frac{E \frac{I}{R_D}}{R_D} \right) + n^2 \left( \frac{G J}{R_D} \right) \right] \]

\[ D_{77} = 4n^2 \left( \frac{E \frac{I}{R_D}}{R_D} \right) + \left( \frac{G J}{R_D} \right) \]

\[ D_{78} = 0 \]

\[ D_{87} = 0 \]

\[ D_{88} = \frac{E \frac{I}{R_D}}{R_D} + \left( \frac{R E A}{R_D} \right) \]

Now the components of the flexibility matrix in eq. (19) reduce to
for \( n=0 \)

\[
\begin{align*}
 b_{11}^0 &= \frac{1}{\tilde{D}_{11}} \\
 b_{12}^0 &= 0 \\
 b_{21}^0 &= 0 \\
 b_{22}^0 &= -\frac{1}{\tilde{D}_{22}}
\end{align*}
\]

Writing eq. (17) in matrix form and putting in the \( \tilde{D}_{ij} \)'s and zero's for the simple case of the symmetrical ring we arrive at

\[
\begin{bmatrix}
 n^2 \tilde{D}_{33} & 0 & 0 & n^2 \tilde{D}_{36} \\
 0 & n^2 \tilde{D}_{44} & -n \tilde{D}_{45} & 0 \\
 0 & -n \tilde{D}_{54} & \tilde{D}_{55} & 0 \\
 n^2 \tilde{D}_{63} & 0 & 0 & \tilde{D}_{66}
\end{bmatrix} \begin{bmatrix}
 u_1^s \\
 v_1^s \\
 w_1^s \\
 w_{1,x}^s
\end{bmatrix} = \begin{bmatrix}
 4c R^2 \frac{n^2}{t^2} N_x^s x_1 \\
 4c R^2 \frac{n^2}{t^2} N_y^s x_1 \\
 H_1^s \\
 H_1^s x_1
\end{bmatrix}
\]

It must be remarked here that also in the case of a symmetrical ring there are off-diagonal terms, so the first and the last equations and the second and the third equations remain coupled.

The inversion of the stiffness matrix into the flexibility matrix can now be done rather easily yielding eq. (20) where the components \( b_{ij} \) are explicitly for \( n \geq 2 \)

\[
\begin{align*}
 b_{11}^1 &= \frac{4c R^2}{n^2 t^2} \frac{\tilde{D}_{66}}{(\tilde{D}_{33} \tilde{D}_{66} - n^2 \tilde{D}_{36} \tilde{D}_{63})} \\
 b_{12}^1 &= 0
\end{align*}
\]
\[ b_{21} = 0 \]
\[ b_{31} = 0 \]
\[ b_{41} = \frac{4\pi R^2}{n t} \frac{\bar{b}_{53}}{\bar{b}_{33} \bar{b}_{66} - n^2 \bar{b}_{36} \bar{b}_{63}} \]
\[ b_{42} = 0 \]
\[ b_{13} = 0 \]
\[ b_{14} = \frac{\bar{b}_{36}}{\bar{b}_{33} \bar{b}_{66} - n^2 \bar{b}_{36} \bar{b}_{63}} \]
\[ b_{23} = \frac{\bar{b}_{45}}{n (\bar{b}_{44} \bar{b}_{55} - \bar{b}_{45} \bar{b}_{54})} \]
\[ b_{24} = 0 \]
\[ b_{33} = \frac{\bar{b}_{44}}{(\bar{b}_{44} \bar{b}_{55} - \bar{b}_{45} \bar{b}_{54})} \]
\[ b_{34} = 0 \]
\[ b_{43} = 0 \]
\[ b_{44} = \frac{\bar{b}_{33}}{(\bar{b}_{33} \bar{b}_{66} - n^2 \bar{b}_{36} \bar{b}_{63})} \]

and the components of eq. (21) reduce to

\[ b_{11} = \frac{cR^2}{n^2 t^2} \frac{1}{\bar{b}_{77}} \]
\[ b_{12} = 0 \]
Appendix B

The coefficients in eqs. (24) and (25) are:

\[
B_2 = 2c \frac{R \bar{Q}_{xx}}{t \bar{H}_{xx}}
\]

\[
B_3 = cn^2 \frac{\bar{Q}_{xx}}{\bar{H}_{xx}}
\]

\[
B_4 = 4c \frac{R}{t}
\]

\[
B_5 = 2c \frac{R}{t} n^2
\]

\[
B_6 = 2c \frac{R}{t} \frac{\bar{Q}_{xx}}{\bar{H}_{xx}} \frac{(1 + \mu_2)}{v}
\]

\[
B_7 = \left[ 2 (1 + v) - \frac{v}{1 + \mu_1} \frac{\bar{H}_{xx}}{\bar{H}_{xx}} \right] \frac{n^2}{\bar{H}_{xx}}
\]

\[
B_8 = \frac{t}{2R} \frac{\bar{Q}_{xx}}{\bar{H}_{xx}}
\]
\[ B_9 = \left[ c - \frac{t}{2R} \frac{(1 + \mu_1)}{\nu} \tilde{a}_{yy} n^2 \right] \frac{1}{\tilde{H}_{xx}} \]

\[ B_{10} = c \frac{t \eta_1^{2}}{R \tilde{H}_{xx}} \]

\[ B_{11} = \nu (1 + \beta \zeta_1 \chi_2) n^2 \]

\[ B_{12} = 2 \frac{R}{t} \tilde{a}_{xx} \]

\[ B_{13} = \frac{2R}{t} \tilde{Q}_{xx} \frac{(1 + \mu_2)}{\nu} n^2 \]

\[ B_{14} = \frac{\nu}{1 + \mu_1} n^2 \]

\[ B_{15} = (2 - v + \eta_t \eta_{t1} + \eta_{t2} + v \beta \zeta_1 \chi_2) n^2 \]

\[ B_{16} = \frac{B_{15}}{\tilde{a}_{xx}} \]

\[ B_{23} = \frac{4cR}{t} \tilde{a}_{xx} = \frac{B_{4}}{\tilde{a}_{xx}} \]

\[ D_2 = \tilde{D}_{xx} + \frac{\tilde{Q}_{xx}}{\tilde{H}_{xx}} = B_1 \]

\[ \tilde{D}_{xx} = \frac{4c^2}{Et} \tilde{D}_{xx} = 1 + \eta_1 - \frac{(1 + \mu_2) \tilde{a}_{xx}^2}{\nu^2 (1 - \nu^2) \beta} \]
\[ H_{xx} = E \cdot H_{xx} = (1 - v^2) \beta (1 + \mu_1) \]

\[ Q_{xx} = \frac{2c}{t} \cdot Q_{xx} = \nu \cdot \beta \cdot \chi_1 \cdot 2 \cdot \frac{c}{t} \]

With \( \mu_1 = (1 - v^2) \cdot \frac{A_1}{bt} \)

\( \mu_2 = (1 - v^2) \cdot \frac{A_2}{at} \)

\( \beta = \frac{1}{\alpha_1 (1 + \mu_1)} = \frac{1}{\alpha_2 (1 + \mu_2)} \)

\( \chi_1 = \mu_1 \cdot e_1 \)

\( \alpha_1 = \frac{(1 + \mu_1)(1 + \mu_2) - \nu^2}{1 + \mu_1} \)

\( \alpha_2 = \frac{(1 + \mu_1)(1 + \mu_2) - \nu^2}{1 + \mu_2} \)

\( \eta_1 = \frac{EI_1}{bD} \)

(See ref. 15, pages 242 - 243)