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ABSTRACT

The rapid transition from shallow to deep convection is investigated using large-eddy simulations. The role

of cold pools, which occur due to the evaporation of rainfall, is explored using a series of experiments in which

their formation is suppressed. A positive feedback occurs: the presence of cold pools promotes deeper, wider,

and more buoyant clouds with higher precipitation rates, which in turn lead to stronger cold pools. To assess

the influence of the subcloud layer on the development of deep convection, the coupling between the cloud

layer and the subcloud layer is explored using Lagrangian particle trajectories. As shown in previous studies,

particles that enter clouds have properties that deviate significantly from the mean state. However, the dif-

ferences between particles that enter shallow and deep clouds are remarkably small in the subcloud layer, and

become larger in the cloud layer, indicating different entrainment rates. The particles that enter the deepest

clouds also correspond to the widest cloud bases, which points to the importance of convective organization

within the subcloud layer.

1. Introduction

a. Deep convection and the diurnal cycle

The diurnal cycle of cloud development over land in

the tropics is characterized by a rapid development of

large cumulonimbus clouds in the afternoon. During the

morning, deep convection fails to develop, despite the

occurrence of large values of convective available poten-

tial energy (CAPE). As the intensity of parameterized

deep convection in many numerical weather prediction

(NWP) and climate models is largely determined by the

availability of CAPE, deep convection develops too early

in these models, leading to a systematic bias in a too-early

onset of precipitation in the diurnal cycle (Betts and

Jakob 2002; Guichard et al. 2004; Bechtold et al. 2006).

Large-eddy simulation (LES) can be used to study the

diurnal cycle of deep convection in the absence of strong

synoptic forcing. Such conditions have been found, for

example, during the Tropical Rainfall Measuring Mis-

sion Large-Scale Biosphere–Atmosphere (TRMM-LBA)

measurement campaign in Brazil (Silva Dias et al. 2002).

Grabowski et al. (2006) based a model intercomparison

study case on observations from this campaign. This case

has been run in high-resolution LES by Khairoutdinov

and Randall (2006) and Lang et al. (2007). Wu et al. (2009)

used an idealized version of this case to look into the role

of tropospheric temperature and moisture profiles in

the diurnal cycle in a two-dimensional cloud-resolving

model. In these idealized simulations, deep convection

developed gradually over the course of several hours de-

spite the availability of large values of CAPE. A sup-

pressing factor on the development of deep convection

is the occurrence of a convective inhibition (CIN) layer,

where the buoyancy of rising parcels becomes negative.

However, Wu et al. (2009) found the convective in-

hibition to be smallest early in the simulation, when

shallow clouds start to form, rather than during the deep

phase.
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b. Role of the subcloud layer

Once precipitation occurs, liquid water loading and

the evaporation of rain cause the formation of nega-

tively buoyant downdrafts. If these downdrafts reach the

bottom of the subcloud layer, they spread over the sur-

face in the form of a density current that laterally pro-

pagates away from the rainfall. These density currents

often appear in circular patterns, which are known as

cold pools. Although the outflow boundaries of the cold

pools are often associated with high relative humidity,

downdrafts cause the inflow of cold and dry air at the

centers of the cold pools.

After an initial shallow phase, the transition from

shallow to deep convection becomes more rapid (e.g., in

terms of cloud-top height) around the time when pre-

cipitation starts. Khairoutdinov and Randall (2006)

found that in a high-resolution three-dimensional sim-

ulation, the rapid growth of deep convection could be

prevented when the evaporation of rainfall was sup-

pressed in the microphysics scheme. Wu et al. (2009),

however, argue that a rapid transition in cloud height

precedes the formation of cold pools and that rather

than the occurrence of cold pools, mean cloud buoyancy

is crucial for the onset of deep convection. Martins

(2011) found that the growth of length scales in the

subcloud layer is strongly correlated with the pres-

ence of precipitation. Zhang and Klein (2010), on the

other hand, argue on the basis of observations that

the moisture and moist static energy inhomogeneity in

the boundary layer is a good indicator of the transition

to deep convection. In their analysis, the increase of

boundary layer inhomogeneity precedes the formation

of precipitation.

Two mechanisms by which cold pools can accelerate

the transition from shallow to deep convection have been

proposed. Dynamical effects play a key role in the first

mechanism. Forced uplift at the outflow boundary (the

edge of a cold pool), where a gust front occurs, can act as a

catalyst for deep convection (Krueger 1988; Khairoutdinov

and Randall 2006). Initiation of new convection at the

gust front has been observed both in precipitating shal-

low convection over the ocean (e.g., Rauber et al. 2007;

Zuidema et al. 2012), midlatitude continental deep

convection (e.g., Weckwerth and Wakimoto 1992), and

tropical deep convection during TRMM-LBA (Lima

and Wilson 2008). The Lima and Wilson study found

that preferential convective triggering at the interface of

colliding outflow boundaries occurred in the afternoon.

Outflow boundaries can also interact with a sea-breeze

circulation to trigger convection, as was found in studies

of convective initiation over Florida and the Tiwi islands

(Kingsmill 1995; Wilson and Megenhardt 1997; Carbone

et al. 2000). Rio et al. (2009) show how a parameteri-

zation of the dynamic effects of the wake can contrib-

ute to a more realistic timing of parameterized deep

convection.

In the second mechanism, enhanced updraft activity

occurs because of a change in the thermodynamic pro-

perties of the subcloud layer. Although parcels in the

middle of the cold pool tend to be relatively dry and too

cold to act as a source of buoyant updrafts, relatively

warm and moist air may develop at the edge of the out-

flow boundary, for example due to the action of surface

fluxes or simply in contrast to the mean state. Tompkins

(2001a) argues that for deep convection over the ocean,

thermodynamic rather than dynamic forcing plays an

important role.

c. Other factors influencing deep convection

Besides the presence of cold pools, several other fac-

tors are known to play a role in enhancing the strength

of deep convection. First, the relative humidity of the

middle troposphere is crucial for the onset of congestus

clouds. A dry atmosphere suppresses the growth of deep

clouds, and moistening (e.g., by shallow clouds or a reduc-

tion of large-scale drying) is necessary to overcome this

inhibition. This was confirmed in simulations (Derbyshire

et al. 2006; Wu et al. 2009; Waite and Khouider 2010) and

in an observational study (Holloway and Neelin 2009).

Large-scale upward motion helps to premoisten the at-

mosphere and enhance convective activity (Krueger 1988;

Xie et al. 2010).

In addition, wind shear may organize the convection

into squall lines (Rotunno et al. 1988; Robe and Emanuel

2001; Parker 1996). Particularly if the cold pool moves at

the same speed as the convection above, the development

of deep clouds may be enhanced (Moncrieff and Liu

1999).

d. Purpose of the current work

In this study, we will focus on the role of the dynamics

and thermodynamics in the subcloud layer, and confine

ourselves to a case with a prescribed initial relative hu-

midity profile and without wind shear. We use the Dutch

Atmospheric Large-Eddy Simulation (DALES) model

to systematically investigate the mechanisms by which

evaporation in the subcloud layer affects the transition

from shallow to deep convection. We investigate the

role of the positive feedback loop sketched in Fig. 1 in

accelerating this transition. Evaporation in the subcloud

layer leads to the formation of cold pools. Because of

changes in the thermodynamic and/or dynamic pro-

perties of the subcloud layer, wider clouds with lower

entrainment rates (Grabowski et al. 2006) and larger
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excesses of thermodynamic variables (i.e., higher specific

humidity and moist static energy) appear at the outflow

boundaries, as suggested by Khairoutdinov and Randall

(2006). These clouds reach higher into the troposphere,

and a larger fraction of their moisture excess is con-

verted into precipitation, which completes the feedback

loop.

Figure 2 shows another reason to investigate this feed-

back loop in more detail. In the simulation we reduced

the variances of the thermodynamic variables by using a

(variable) damping time scale t. The implementation

details are given in section 2c, but briefly, the smaller t is,

the stronger the damping of the variance. The damping

was applied only to the subcloud layer. As Fig. 2 shows,

the mean rainfall decreases dramatically as a result of

the variance reduction. As such it draws attention to the

subcloud layer and provides a way to disentangle the

feedback loop and learn more about the underlying

mechanism by which subcloud layer (thermo)dynamics

influences the cloud layer.

This paper is organized as follows. In section 2, we will

describe the case setup and the methodology we use to

modify certain aspects of the simulation. In section 3, we

explore how these changes affect the overall properties

of the subcloud layer and the conditionally sampled

cloud core. Section 4 contains the Lagrangian particle

study, which focuses on the mechanism by which wider

clouds form. We will consider both the dynamic and

thermodynamic effects in the subcloud layer (although

these effects are tightly coupled; e.g., the negative buoy-

ancy of downdrafts largely determines the speed at which

the cold pool propagates). Making use of Lagrangian

particle trajectories enables us to study the differences

between deeper and shallower clouds, and allows us to

investigate the coupling between the subcloud layer and

the cloud layer in an intuitive framework. We will relate

our findings to earlier studies in section 5.

2. Method and case

a. Large-eddy simulation model

The DALES model is described in Heus et al. (2010).

It uses a prognostic subfilter-scale turbulent kinetic en-

ergy equation to calculate subgrid-scale transports. To

run deep convective cases, the anelastic approximation

was implemented for the momentum and scalar trans-

port equations. The anelastic approximation follows

Smolarkiewicz et al. (2001) and is extended to the sub-

grid stress scheme. The prognostic variables are total

nonprecipitating water specific humidity (qt 5 qy 1 qc,

where qy denotes water vapor and qc 5 ql 1 qi the sum of

cloud liquid water and cloud ice), total hydrometeor

specific humidity qr and linear liquid water potential

temperature [ul 5 u 2 Lyqc/(cpP)]. This formulation of

ul is an approximation to more elaborate versions (e.g.,

Bryan and Fritsch 2004; Romps and Kuang 2010b), and

quantitative errors may arise at large values of qc, such

as occur in moist adiabats. In the current study, however,

qc is limited by mixing and fallout. The ul sources due to

precipitation are modeled such that temperature is pre-

served in the transition from qc to qr, as if this transition

were reversible:

›

›t
ul

����
microphysics

5 2
L

y

cpP

›

›t
qc

�����microphysics

. (1)

FIG. 1. The feedback loop between rainfall and the subcloud layer

investigated in this paper.

FIG. 2. Domain mean rainfall rate as a function of the time scale

t used for damping the variance in the subcloud layer. The top axis

shows 1/t. The mean rainfall rates during the eighth hour of the

simulation at the surface and at 1200 m, above the subcloud layer, are

plotted. Section 2 mentions the simulation setup.
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As in Grabowski (1998), we ignore the latent heat of

freezing. Taking into account the latent heat of freezing

provides an extra source of kinetic energy for rising up-

drafts and would thus allow for deeper convection, but it

would also create a stronger discontinuity in the devel-

opment of the convection. The melting layer dynamics

are also not taken into account. Melting of precipitation

would generate additional downdrafts around the 5-km

level. A single-moment ice microphysics scheme, based

on the work of Grabowski (1998) and Tomita (2008), is

used to predict specific humidities corresponding to

snow, rain, and graupel. Modifications to the scheme

and its implementation in DALES are summarized in

the appendix.

b. Case and LES setup

We use an idealized version of the intercomparison

case of Grabowski et al. (2006), which is documented in

Wu et al. (2009; their M85 case). No large-scale vertical

wind shear is present and surface sensible and latent heat

fluxes are held constant at 161 and 343 W m22, re-

spectively. These fluxes are representative of the average

fluxes during the morning transition in the TRMM-LBA

case and are much stronger than typical fluxes over the

ocean. We chose to prescribe the fluxes in accordance

with the case setup, rather than use a more detailed in-

teractive land surface scheme. This means the larger

surface fluxes that are triggered at the gust front in an

interactive scheme are not taken into account. Although

the influence of the land surface and its properties would

merit further investigation, our approach allows us to

focus on the internal dynamics of the cold pools. The

initial profiles of potential temperature lapse rate and

relative humidity in this simulation are shown in Fig. 3.

In contrast to Wu et al. we run the simulation in a three-

dimensional model. To accommodate convection reach-

ing up to the tropopause, we extend the temperature

profile using a linearly increasing lapse rate above 14.5 km

(with a slope that matches the intercomparison case

setup). The advantage of the M85 setup is that it allows

us to focus on the intrinsic characteristics of the transi-

tion. A drawback is that both the absence of wind shear

and the absence of strong fluxes at the end of the simula-

tion contribute to a slower development of precipitation.

To obtain convection with a considerable precipitation

rate, the M85 simulation was extended from 6 to 8 h. We

have repeated the simulations in section 3 for the orig-

inal (Grabowski et al. 2006) case and found similar re-

sults, although mesoscale organization due to vertical

wind shear played a larger role for that case.

Doubly periodic boundary conditions were used, with

a domain size of 57 600 m in both horizontal directions

and a grid spacing of 150 m. Previous work (Bryan et al.

2003; Lang et al. 2007; Martins 2011) has shown that

a grid spacing of less than 250 m is needed in order to

obtain the correct timing of the transition from shallow

to deep convection. We repeated the reference experi-

ment with half the horizontal grid spacing, and once

more using twice the domain size. Differences were small,

although the experiments with half the grid spacing had

a somewhat delayed transition to deep convection. In the

vertical, a stretched grid of 256 points was used with a

spacing exponentially increasing from 40 m at the surface

to 195 m at the domain top.

The LES was initialized with random ul perturbations

with a uniform distribution between 60.1 K. The absence

of initial large-scale structures may somewhat delay the

development of deep convection (Stirling and Petch 2004).

c. Subcloud layer modifications in LES

The feedback loop is investigated using several ex-

periments in which we modify particular aspects of the

subcloud layer. In all simulations, the top of the subcloud

layer is identified by the local minimum of the buoyancy

flux that occurs at this level. The following experiments

were conducted:

(i) A reference case in which no modifications to the

subcloud layer are made.

(ii) Evaporation of rain is removed altogether [as in

Khairoutdinov and Randall (2006)]. This modifi-

cation takes place both in the subcloud layer and

above cloud base, hence both the formation of

downdrafts in the cloud layer and cold pools in the

subcloud layer are affected. All of the precipitation

FIG. 3. Initial profiles of (left) potential temperature lapse rate and

(right) relative humidity for the M85 case.
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that forms in these simulations will reach the sur-

face, where it is removed from the simulation.

(iii) The moisture and temperature tendencies due to

evaporation are horizontally homogenized in the

subcloud layer. The microphysics scheme is run

each time step to determine the tendencies due to

evaporation. Yet instead of applying the local

tendency, we apply the horizontally averaged

tendency to the fields of ul and qt. This intervention

does not take place in the cloud layer, and some

of the precipitation is evaporated at higher levels.

Nevertheless, this modification is enough to sup-

press most of the cold pool formation. Although a

negative feedback on evaporation that occurs in the

reference simulation due to the saturation of air

below cloud base is suppressed using this modifi-

cation, the impact of this modification on the mean

properties of the subcloud layer is smaller than when

evaporation is ignored altogether.

(iv) Evaporation is left intact, but fluctuations of the ul

and qt field in the subcloud layer are damped with a

time scale t:

›

›t
ul 5 . . . 2

1

t
(ul 2 ul) if z , zcb, (2)

›

›t
qt 5 . . . 2

1

t
(qt 2 qt) if z , zcb. (3)

This operation conserves the mean values of the ther-

modynamic properties in the subcloud layer, but di-

minishes the variance. By varying t, we can control the

strength of the variance damping. In the current work

we focus on results with t 5 600 s. As we can see in Fig. 2,

at t 5 600 s the domain mean precipitation is largely

suppressed. However, convection will still be able to

generate turbulence in the boundary layer (which acts

on similar time scales as the damping). The experi-

ments with t 5 150 s strongly suppress all fluctuations

in the prognostic variables, also those generated by

convection in the boundary layer.

3. Effects of subcloud layer modifications

a. The transition in the reference and modified runs

Figure 4 shows the development of the maximum

cloud-top height and precipitation rate in the reference

case. Wu et al. (2009) found that after 3–5 h the cloud

center of mass started rising faster than linearly in their

simulations, and they used this to identify the timing of

the transition from shallow to deep convection. Unlike

Wu et al. we find the cloud center of mass to rise linearly

until well after the onset of precipitation. This may be

due to the slower premoistening in three-dimensional

simulations as compared with two-dimensional ones

(e.g., Petch et al. 2008), as well as to differences in mi-

crophysics schemes. Grabowski et al. (2006) show that

there is a wide spread in the development of cloud cen-

ter of mass in the TRMM-LBA intercomparison case. A

rapid transition in maximum cloud-top height, as iden-

tified by a cloud condensate threshold, takes place after

the onset of precipitation (although only small amounts

of precipitation are present when the transition starts).

For the different simulations, the cloud condensate and

hydrometeor specific humidity averaged over the fifth

(240–300 min) and eighth hours (420–480 min) of the

simulation are shown in Fig. 5. Whereas the differences

in cloud condensate are small after 240–300 min, after

420–480 min the profiles have diverged significantly with

anvils forming in the reference case, but not in the other

cases. We will show later that these anvils mainly corre-

spond to the largest clouds in the ensemble. The differ-

ences around cloud base are smaller, with the modified

cases even showing slightly higher cloud condensate

content at cloud base. The difference in hydrometeor

content is up to a factor of 2 and visible throughout the

cloud layer. The experiments where homogenization of

evaporation takes place, or damping is applied to the

thermodynamic variables, show a decrease in qr in and

slightly above the subcloud layer with a slope similar to

the original case. This is related to the strength of evap-

oration, and hence the development of the mean prop-

erties in the subcloud layer, which is discussed below.

The mean virtual potential profile is slightly affected

(Fig. 6) in the damping and homogenized evaporation

experiments, but much less than when ignoring evapo-

ration altogether. Because the mean state is closer to that

of the reference simulation, we will focus on the damping

and homogenized evaporation experiments in this

FIG. 4. Maximum cloud-top height and precipitation rate during the

transition from shallow to deep convection for the reference case.
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paper. In the reference case, there is a cold pool signa-

ture in the lower boundary layer that appears as a weak

mean stratification which does not appear in the other

cases. The moisture content in the subcloud layer also

deviates from the reference simulation for the experi-

ment without evaporation, showing that the net effect of

evaporation is a moistening of the boundary layer in the

present case (Fig. 6). Above the boundary profile, we

found the reference simulation to have deeper clouds

but lower average specific humidity in most of the cloud

layer as compared with the modified cases (this is shown

for the lower cloud layer in Fig. 6 but also holds for higher

levels). The latter is a consequence of the fact that the

surface fluxes are the same for each simulation, but the loss

of moisture due to rainfall is highest in the reference case.

Surface rainfall tends to occur only under the widest

clouds, in columns where the cloud condensate (non-

precipitating liquid water and ice) path is high, as can be

seen in Fig. 7. This figure shows surface rainfall rate and

cloud condensate path after 420 min in the reference

FIG. 5. (a),(b) Cloud condensate and (c),(d) total precipitation specific humidities, mean value of the (a),(c) fifth and (b),(d) eighth

simulation hours. ‘‘No evap’’ indicates evaporation of rain fully left out and ‘‘hevapi’’ indicates evaporation homogenized over horizontal

plane; t is the damping time scale for thermodynamic fluctuations in the subcloud layer.

FIG. 6. (a) Boundary layer mean uy profile in the eighth hour, and boundary layer mean qt profile in the (b) fifth and (c) eighth hours.
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simulation and a simulation with t 5 600 s. The corre-

sponding subcloud layer buoyancy structures at 100 m

are also shown. Cold pool size has decreased dramati-

cally as a result of damping the variance of moisture and

temperature in the subcloud layer, and the magnitude of

both the positive and negative virtual potential temper-

ature extremes has diminished. Damping has apparently

also resulted in the disappearance of large-scale struc-

tures in the cloud layer, as seen in Figs. 7a,b. Cross sec-

tions for the case where evaporation is homogenized or

fully left out are not shown here, but these also indicate

the absence of the widest clouds, with an even stronger

reduction in length scales because the cold pool forma-

tion is fully suppressed in these simulations. We also show

FIG. 7. (a),(b) Cloud condensate path and (c),(d) 100-m buoyancy in (a),(c) the reference simulation and (b),(d) a modified simulation in

which the subcloud variance of the thermodynamic variables (qt and ul) was damped with t 5 600 s. Contours indicate surface pre-

cipitation rate. Cross sections 420 min after the start of the simulation.
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the moisture perturbations with respect to the mean state

at 100 m in Fig. 8. The centers of the cold pools are much

dryer in the reference simulation because of the stronger

downdrafts. Larger positive perturbations in the moisture

field with respect to the mean state occur at the edges of

the cold pools in the reference simulation. This is due to

the cold pool centers being dryer in comparison with the

edges as well as to the air at the gust front being in contact

with the surface for a longer time. The discussion of the

evolution of cold pools is limited in the present work, as

we found similar results to Khairoutdinov and Randall

(2006) in this respect. At the end of the simulation, only

a few cold pools are left. The constant formation of new

cold pools moistens and cools the boundary layer as a

whole (Fig. 6), although the cold pools have relatively dry

centers. Drying may become a dominant effect in simu-

lations with more vigorous rainfall.

Note that the damping method in itself has only a di-

rect effect on the signal amplitude, and not on the spec-

trum of the signal. However, there appears to be a strong

indirect effect on the length scales. The small-scale fluc-

tuations are created on a very short time scale by vertical

mixing in the boundary layer, whereas large-scale fluc-

tuations develop so slowly that damping effectively an-

nihilates them. This result is consistent with earlier LES

studies of transport of a decaying tracer in the boundary

layer by Jonker et al. (2004). The thermodynamic vari-

ables do not merely play a passive role though: as the cold

pools are driven by density currents, the amplitude of the

buoyancy perturbation influences the horizontal spread-

ing rate of the cold pools. This is a second way in which

damping influences the length scales in the boundary la-

yer [see, e.g., Parker (1996) for a simple model of the

spreading cold pool].

In section 4, we will come back to the question whether

local boundary layer extremes in thermodynamic prop-

erties play a role in the initiation of deep convection, or

whether large-scale structures in the boundary layer are

crucial.

b. Cloud core mass flux and cloud size distribution

To reconstruct how the modifications in the subcloud

layer lead to a reduction of precipitation, we first look

into the mass-flux profiles. We focus on the positively

buoyant cloud core (points having u
y
2 u

y
. 0 and ql .

0), rather than all cloudy points, because it appears that

within a (volume-weighted) bulk-plume approach, such

a decomposition more accurately captures the total water

and liquid water potential temperature fluxes. The mass

flux at cloud base is about equal between simulations

(Fig. 9). In the upper troposphere the mass flux is much

higher for the reference simulation. Clouds apparently

reach deeper in this case.

What causes the absence of deeper clouds after modi-

fication? We consider the link between the cloud width

and depth that was found by Grabowski et al. (2006). We

identify individual clouds, as in Siebesma and Jonker

(2001). The area of each of these three-dimensional clouds

FIG. 8. Moisture deviation with respect to horizontal mean at 100 m after 420 min in (a) the reference simulation and (b) a modified

simulation in which the subcloud variance of the thermodynamic variables (qt and ul) was damped with t 5 600 s.
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at each height (in the two-dimensional plane) is plotted

in Fig. 10. This figure is a snapshot of all of the clouds at

the end of the simulation for the reference case and the

case where t 5 600 s. Although clouds here are defined

by the presence of liquid water, results for the cloud core

are similar. Clouds are ordered by volume and their

center is shifted along the x axis accordingly. They are

plotted such that their width at each level in the figure is

proportional to their effective width 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A(z)/p

p
on the

same scale as the height axis [with A(z) being the surface

area of the cloud in the horizontal plane]. Comparison of

the reference case with the modified case clearly shows

that the widest clouds, which are also the deepest, do not

appear in the ensemble of the modified case. This is

compensated by a larger number of smaller clouds (with

a volume between 108 and 109 m3). This confirms the

idea that the widest clouds in the ensemble make up the

deep convection. In Fig. 7, it is shown that the widest

clouds are also responsible for most of the surface

rainfall.

c. Cloud properties

We subsequently investigate whether the condition-

ally sampled properties of the cloud core are different

between simulations. When we consider the cloud core

sampled excesses of qt, uy, ul, and vertical velocity w in

Fig. 11, the largest differences can be found in the uy and

w profiles. All excesses are defined with respect to the

mean state here since this is consistent with the approach

of traditional plume models, but other approaches exist

that distinguish the near and far environment (e.g., Jonker

et al. 2008). The modest differences in vertical velocity

may be due to the strongest updrafts in the reference

simulation being accompanied by a larger number of

cloud elements that are marginally buoyant and rise

slowly at the edges of the larger clouds. The differences

in mass flux at the higher level that we observed in Fig. 9

are mostly determined by differences in the cloud core

area. The differences in qt and ul between simulations

are remarkably small. In the reference simulation, the

cloud cores also feature higher ul in the upper tropo-

sphere, possibly due to stronger rain formation, which

leads to parcels with lower qt and higher ul. Cloud core

volume-mean buoyancy excess remains limited to under

0.5 K in all simulations [as in Kuang and Bretherton

(2006)], but the cloud cores maintain much larger buoy-

ancy in the reference simulation as compared to the

modified ones. We will look into differences in the in-

cloud properties in more detail in the next section,

where we consider the differences between shallow and

deep clouds within the same cloud field.

d. Rainfall extremes

In Fig. 2, we already noticed that the mean surface

rainfall rates are largely affected by reducing the sub-

cloud variance of qt and ul. The difference at 1200 m (above

cloud base) shows that the decrease after modifying the

FIG. 9. Cloud core mass-flux profiles (eighth hour).

FIG. 10. Cloud ensemble at the end of the simulation for (top) the reference simulation and (bottom) a simulation with a damping time

scale of 600 s. The top axis serves as a ruler for the effective cloud width on the same scale as cloud height. See text for details.
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subcloud layer feeds back on rain formation in the cloud

layer itself. A plot of exceedance probabilities of rainfall

rates at the surface (Fig. 12, after Lang et al. 2007) in-

dicates that the decrease in the exceedance probability

in the modified cases is largest for the strongest rainfall

events. Whereas the probability of any rainfall (i.e., the

fractional area where rainfall occurs, mentioned in the

legend) is similar in the simulations with damping, the

probability of rainfall in exceedance of 30 mm h21 drops

by a factor of 10 for the modified simulations. These larger

rainfall rates were shown to correspond to the widest

clouds in Fig. 7. In the simulation where no evaporation

occurs, surface rainfall is found throughout the domain

since there is no removal mechanism except for sedi-

mentation, which is slow for small values of qr.

4. What makes a deep cloud? Lagrangian studies

a. Lagrangian particle routine

Although the previous section shows the tight cou-

pling between the subcloud layer and the cloud layer,

one of the questions that remains open is the relative

role of the local (thermo)dynamic properties of the par-

cels that enter the updrafts after cold pools form versus

the importance of a change in large-scale structures in

the subcloud layer.

To get a better idea of what aspects in the subcloud

layer are really relevant with respect to the formation

of deep clouds, investigation of Lagrangian particle

trajectories may be useful. Lagrangian studies of deep

convection have been performed before by Lin and

Arakawa (1997), who focused on entrainment. The use

of Lagrangian particles has the advantage that it allows

us to study the behavior of the deepest clouds by sam-

pling particles in the highest cloud tops and tracking

some of these particles back to the subcloud layer. We

can look at the properties of the corresponding air when

it entered the cloud, and implicitly take into account

‘‘distortions’’ such as shear and cloud growth.

The particle routine has been used earlier in an in-

vestigation of mixing in shallow cumulus clouds by Heus

et al. (2008). To minimize possible effects of excessive

particle dispersion, the subgrid scheme for particle dif-

fusion has been disabled in the current work.

b. Selection of deep convective trajectories

Initially, 1 000 000 particles are distributed randomly

over the domain below 20 km. The local probability of a

FIG. 11. Cloud-core excesses of (a) total specific humidity qt, (b) liquid-water potential temperature ul, (c) buoyancy

in uy units, and (d) vertical velocity in the cloud core (eighth hour).
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particle being initialized at a location is proportional to

the density of air. Data on the particle trajectories are

collected every 20 s. We will consider the particles that

correspond to trajectories reaching from the subcloud

layer up to a certain level in the cloud field (see Fig. 13).

Four sets of trajectories were selected on the basis of the

height at which they exit the cloud (the first time they are

encountered in unsaturated air). The following ranges of

exit heights are considered:

d 1500–2000 m
d 2000–4000 m
d 4000–6000 m
d .6000 m

Furthermore, all trajectories had to match the following

criteria:

d The particle was below 1500 m when it entered the

cloud (no lateral entrainment).
d The particle was below 750 m at some point in time

during the 20 min before entering this cloud (i.e., the

last time it was unsaturated).

Data of the trajectories between 10 min before cloud

entry and the moment the particle exits the cloud were

used in the analysis. The grid values in the LES are in-

terpolated to the position of the particle. We consider

deviations of qt, ul, uy, and w from the mean horizontal

state and the area of the cloud a particle is in. The data of

the selected trajectories at each time step are binned by

nearest 100-m level in the postprocessing. For the largest

exit heights (.6000 m), we found the smallest dataset,

which consisted of 2077 trajectories out of 1 million. To

see if the results we obtained were reproducible, we re-

peated the experiment several times using different

random deviations in the initial conditions.

c. Results

In this paper, we only discuss results corresponding

to the reference case. The moist static energy (h 5 cpT 1

gz 1 Lyqy), qt deviations with respect to the horizontal

mean, and qt tendencies due to microphysical processes

(autoconversion/accretion rates) corresponding to tra-

jectories with different exit heights are plotted in Fig. 14.

The gray band indicates the spread between the upper

and lower 10% of the trajectories exiting at more than

6000 m and thus shows the spread in individual particle

properties in this exit height category.

The particles that exit at higher levels retain a slightly

higher moist static energy, a variable that is to a good

approximation conserved even in the presence of pre-

cipitation. However, the moist static energy is not con-

stant with height for any of the sets of particles. Rather,

it adjusts toward the mean profile for all sets of particles.

This is in agreement with earlier studies by Khairoutdinov

and Randall (2006), Romps and Kuang (2010a), and Del

Genio and Wu (2010), who showed the absence of air

with the same moist static energy as the air at the cloud

base higher in the cloud layer. For qt, the standard de-

viation of spatial variability over the whole domain and

the volume-mean deviation of the buoyant cloud core

are shown along with the deviations. In the cloud layer,

the qt excesses corresponding to the selected trajectories

are similar to the cloud core excess.

For the total specific humidity, some of the differences

between the trajectories can be attributed to differences

in the rain formation rate, as shown in Fig. 14. The particles

FIG. 12. Exceedance probabilities of surface rainfall rate during

the last hour of the simulation, including a zero rainfall rate. The

legend also displays the domain mean rainfall rate (mm h21) and

the fractional area covered by rainfall arain.

FIG. 13. Illustration of particle data postprocessing routine. Data

of all trajectories exiting between two levels are combined. The

dashed trajectory corresponds to a trajectory that does not origi-

nate from the subcloud layer and is left out of the statistics.
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that exit at a higher level correspond to larger rain for-

mation rates. The differences in moist static energy can

be regarded as a proxy for differences in plume en-

trainment rate. However, the signal of the moist static

energy is more robust than that of the entrainment rate,

as the moist static energy results from integrating the

entrainment along the trajectory. We will come back to

entrainment rates below.

Figure 15 zooms in on the subcloud layer particle

properties. Here, deviations from the horizontal average

at a given height of qt, uy, and w are shown. The devi-

ations look remarkably similar for the different exit

height categories. Below cloud base, the particles were

on average about 0.2 g kg21 moister than their environ-

ment, a value that agrees well with the deviations that

Tompkins (2001b) finds near the outflow boundary. The

uy statistics show positively buoyant areas at the surface

and in the cloud, but even the parcels that reach high into

the troposphere have to ‘‘tunnel’’ through a barrier where

they become negatively buoyant at cloud base. The w

deviation of the particles is much more than the spatial

standard deviation. It shows a slight decrease around cloud

base, corresponding to the CIN layer we observed in uy.

Although all trajectory sets correspond to extreme

subcloud updraft velocities and relatively moist parcels,

the difference between trajectories with different exit

levels is much smaller than the absolute perturbation. In

qt, a modest difference of about 0.1 g kg21 can be iden-

tified (this difference was also found in runs with dif-

ferent initial perturbations). The corresponding latent

heat is equivalent to a temperature difference of 0.25 K.

The band corresponding to particles exiting at more

than 6000 m also shows that there is no one-to-one cor-

respondence between subcloud layer properties and the

height a particle reaches. Romps and Kuang (2010b)

used tracers to show that for shallow convection, the

correlation between subcloud layer properties and cloud

layer properties is also very poor (they found an even

weaker signal).

The modest effects displayed by the Lagrangian par-

ticle analysis in the subcloud layer may seem paradoxi-

cal at first: it appears that the local (thermo)dynamic

properties of the subcloud layer are poorly correlated to

what happens in the cloud layer. On the other hand, the

experiments of section 3 clearly show the variance of the

thermodynamic variables in the subcloud layer was

found to have a strong effect on the cloud layer.

Can we explain how the profiles of moist static energy

evolve for the different exit height categories using an

entraining plume model? Consider two entraining plumes

in which a conserved scalar f changes with height due to

entrainment only:

›

›z
f1 5 2�1(f1 2 fe),

›

›z
f2 5 2�2(f2 2 fe). (4)

FIG. 14. Backtracked particle properties: (a) h/cp, (b) qt de-

viations with respect to the horizontal mean, and (c) tendencies in

qt due to microphysical processes (i.e., rain production rate due to

autoconversion/accretion at the location of the particle, in the

cloud layer. The gray band indicates the spread between the lower

and upper 10% of properties from particles exiting above 6000 m.
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We find that the difference in scalar properties

evolves as

›

›z
(f1 2 f2) 5 2�1(f1 2 fe) 1 �2(f2 2 fe). (5)

This implies that when a fixed entrainment rate �1 5 �2 is

taken for both parcels, the difference in f will decrease

with height, which is contrary to our findings for moist

static energy. However, if the parcels experience a dif-

ferent entrainment rate, the difference in their proper-

ties can increase. If we consider the case where f1 . f2 .

fe, this will happen if

�1 , �2
(f2 2 fe)

(f1 2 fe)
. (6)

Figure 16 shows the backtracked entrainment rate of

each set of particles (using the mean moist static energy

of each set). The exit height categories indeed show

different plume entrainment rates for moist static en-

ergy. This is even the case if we consider only the two

sets with exit heights above 4000 m and look just above

cloud base (the strong increase in entrainment at higher

levels for each exit height category is partly due to par-

ticles that are no longer positively buoyant). Some plume

models can account for a positive feedback between

a stronger thermodynamic excess and a reduced en-

trainment rate, for example by making the entrainment

rate depend on vertical velocity (which in itself depends

on buoyancy; e.g., Neggers et al. 2002).

We investigate whether the entrainment rate could

be related to cloud size, as suggested by Grabowski et al.

(2006). To explore this idea, we combine the Lagrangian

trajectories with Eulerian information on the structures

in the cloud and subcloud layer. First, we observe that

the particles reaching higher levels are already embed-

ded in wider clouds at cloud base (Fig. 17). The dif-

ferences in cloud radius between the particle sets with

different exit heights are of the same order as the vari-

ation within one set (unlike the difference between

subcloud thermodynamic variables, where differences

between sets are much smaller). This implies that, above

cloud base, the wider clouds are on average better at

retaining their thermodynamic excesses. Given the re-

sults from the previous section, we wonder if we can re-

late the wider clouds to the subcloud layer. This inspired

us to look again into the spatial distribution of the dy-

namic and thermodynamic variables, but combined with

the Lagrangian data. We will consider mostly cross sec-

tions in the upper boundary layer, as we expect these to

correlate better with cloud base.

The spatial distribution of the vertical velocity and

specific humidity excess at 840 m together with those

particles that enter the cloud within 20 min are plotted

in Fig. 18. The particles are marked by exit height. A

random subset of the particles exiting at less than 2000 m

is displayed, with an equal number of particles as the

set that exits above 6000 m. The zones where multiple

FIG. 15. Backtracked particle properties. Deviations with respect

to the horizontal mean of (a) qt, (b) uy, and (c) w in the subcloud

layer.
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outflow boundaries intersect appear to be favorable for

the formation of new deep convection [in agreement with

Tompkins (2001b)], whereas shallow convection can be

found at other places as well. The size of the updraft

clusters in the boundary layer is much smaller than the

size of the cold pools. This disparity in length scales was

also found in the convective boundary layer (Jonker et al.

1999) and in other simulations of deep convection

(Moeng et al. 2009). We also find that although moisture

extrema coincide with the location of the edges of cold

pools, the correspondence between the vertical velocity

signal and the location of particles that are about to

enter the cloud is much better (we have also considered

potential temperature excesses and moisture excesses at

a lower level, but vertical velocity appeared the best

indicator). This is in agreement with the observation

that the vertical velocity perturbation of the particles

that enter the cloud is much larger than the standard

deviation of vertical velocity, whereas the moisture

perturbations of the particles are smaller the standard

deviation (Fig. 15).

FIG. 16. Backtracked particle properties. Effective plume en-

trainment rate for moist static energy corresponding to the differ-

ent exit height categories.

FIG. 17. Backtracked particle properties: cloud radius.

FIG. 18. (a) Vertical velocity and (b) moisture anomalies with respect to the horizontal mean at 840 m after 420 min. The markers

indicate random subsets of subcloud layer particle positions for particles that will enter a cloud within 20 min. The marker symbols

indicate different corresponding exit heights.
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The spatial location of particles in the subcloud layer

holds some clues regarding the role of the subcloud la-

yer. In the next section, we will propose two pathways

for further studies of the role of subcloud layer that are

based on this result.

5. Summary and discussion

Through a series of sensitivity experiments, we look

into a feedback loop that rapidly accelerates the for-

mation of deep convective clouds after the onset of

precipitation. In runs where cold pool formation is sup-

pressed, the widest and deepest clouds, which corre-

spond to the heaviest rain rates, are absent. This feedback

loop, which was identified in earlier work of Grabowski

et al. (2006) and Khairoutdinov and Randall (2006), is

shown to depend on the presence of cold pools rather

than differences in the vertical profiles of the mean state

of the subcloud layer. The feedback loop plays a role in

the rapid transition from shallow cumulus convection

to heavily precipitating convection over land and is im-

portant for the timing of precipitation in the diurnal

cycle.

Using Lagrangian particle analysis, we investigate

whether the differences between trajectories corre-

sponding to shallow and deep clouds can be traced back

to subcloud layer properties. There is a small difference

in the mean specific humidity of the different sets of par-

ticles, but a much wider spread in the individual particle

properties occurs within each set.

The distributions of thermodynamic properties are

relatively narrow at cloud base, and these distributions

widen in the cloud layer, which confirms the study of

Kuang and Bretherton (2006). Our findings are also in

agreement with those of Romps and Kuang (2010b), who

found that in shallow convection, subcloud layer prop-

erties are poorly correlated to parcel dilution in the cloud

layer. Romps and Kuang interpreted the effect of mixing

in terms of stochastic entrainment. We argue, however,

that the organization of the subcloud layer plays an im-

portant role.

In contrast to the poor correlation between exit height

and the local properties of the particles in the subcloud

layer, we find a strong correlation between exit height

and cloud size at cloud base. This strong correlation

points to a limitation of models that describe the evo-

lution of an updraft in terms of the properties of the mean

environment and the local updraft properties at cloud

base only. The notion that the cloud size at cloud base is

crucial for cloud depth, but that this dependence is hardly

manifested in the mean cloud-base thermodynamic pro-

perties confirms earlier studies of this relation in shallow

cumulus by Dawe and Austin (2011). The current work

shows that this is also the case in deeper convection. Our

simulations with a modified subcloud layer and the spe-

cific location of particles that form deep clouds in the

subcloud layer (Fig. 18) suggest an active role for the

subcloud layer. We put forward two ideas that may partly

explain the role of the subcloud layer and would merit

future work:

d The near environment hypothesis: Clouds tend to

form along the gust fronts (see also Fig. 7), but the

deepest clouds form at their intersection. This could

be due to the fact that such clouds are surrounded

by other clouds on all sides and will interact less with

‘‘hostile’’ noncloudy air, allowing them to provide for

wider cloud bases. The particle trajectory method does

not pick up the organization when the properties are

concerned because it does not account for the neigh-

boring environment. However, when the particles are

related to spatial information, such as cloud size and the

spatial distribution of the vertical velocity, the signal

can be recovered.
d The time scale hypothesis: The formation of deep

clouds takes place over a much longer time scale than

the time scale of individual parcel uplift. It is not so

much the different nature of the parcels that deter-

mines whether a deep or a shallow cloud starts to form,

but rather the fact that there is a more persistent up-

draft for deeper clouds. Furthermore, once a deeper

cloud exists, it will also cause stronger surface conver-

gence than a shallow cloud, leading to an inflow of air

with less extreme properties associated with parcels

coming from a position farther away from the point

where the cloud is initiated. This helps to mask dif-

ferences in thermodynamic properties between shal-

low and deep clouds. It may be useful to study the life

cycle of the deeper clouds in order to see if this effect

plays a role.

These ideas differ from the mechanism for initiation

of deep clouds proposed by Tompkins (2001b), who in-

vestigated a case over sea. Tompkins also noticed trig-

gering of deep convection at the outflow boundary and

argued that the rate at which fluxes recover temperature

and moisture perturbations plays a major role. Here, we

are limited to a case with constant surface fluxes. How-

ever, we find that in our case the large-scale structures in

the vertical velocity field give a better indication of the

preferential location where deep clouds form than those

in the thermodynamic fields, although both show ex-

tremes at the edges of cold pools.

The difference in conclusions may be due to the method

that was used in the data analysis. Tompkins determines

the statistics as a function of the distance to the center of

the nearest cold pool. The sharp edges of positive vertical

2696 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S VOLUME 69



velocity that occur at the outflow boundary are not very

pronounced in these statistics. By backtracking the par-

ticles in deep convection, we can recover their relation to

the vertical velocity field in more detail.

The current work emphasizes that a coupled model of

the subcloud and cloud layer is needed to obtain a good

representation of deep convection. Such a model can

either be highly idealized in the form of a model of con-

vection with memory (e.g., Mapes and Neale 2011) or can

be rooted in a physical model of the cold pool circulation

(e.g., Grandpeix and Lafore 2010).

Acknowledgments. This work was sponsored by the

National Computing Facilities foundation (NCF) for the

use of supercomputer facilities, with financial support of

NWO. The authors wish to thank Dr. Chien-Ming Wu for

his help in constructing the initial profiles for this case and

three reviewers for their constructive comments.

APPENDIX

Single-Moment Microphysics Scheme

The scheme of Grabowski (1998) serves as the basis

for the one-moment microphysics scheme used in this

study. As in Grabowski (1998), the saturation mixing

ratio is calculated as a linear combination of the satu-

ration mixing over cloud ice and the saturation mixing

ratio over cloud water, where the partitioning depends

on temperature:

qsat(T, p) 5 v(T)qsat,l(T , p) 1 [1 2 v(T)]qsat,i(T, p).

(A1)

Here, v is the relative weight given to saturation with

respect to the liquid and ice phase. Saturation pressure

with respect to cloud water and cloud ice has been tab-

ulated using the equations given in Murphy and Koop

(2005). Rather than using the mean particle size in some

parts of the microphysics scheme, all tendencies were

obtained by integration over the full droplet spectrum

(cf. Tomita 2008). This mitigates the overestimation of

rain evaporation that a one-moment scheme has in com-

parison to double-moment schemes. Also like Tomita

(2008), we have taken into account the dependence of

terminal velocity on air density. As in Khairoutdinov

and Randall (2003), an additional graupel class was used

for precipitation. Mass–diameter and terminal velocity

parameters for graupel have been taken from the work

of Tomita (2008). The diagnostic partitioning of solid

precipitation into snow and graupel is made on the ba-

sis of temperature, following the partitioning given in

Khairoutdinov and Randall (2003).
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