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Abstract—Traditional deterministic robust fault detection threshold designs, such as the norm-based or limit-checking method, are plagued by high conservativeness, which leads to poor fault detection performance. On one side they are ill-suited at tightly bounding the healthy residuals of uncertain nonlinear systems, as such residuals can take values in arbitrarily shaped, possibly non-convex regions. On the other hand, they must be robust even to worst-case, rare values of the modeling and measurement uncertainties. In order to maximize performance of detection, we propose two innovative ideas. First, we introduce threshold sets, parametrized in a way to bound arbitrarily well the residuals produced in healthy condition by an observer-based residual generator. Secondly, we formulate a chance-constrained cascade optimization problem to determine such a set, leading to optimal detection performance of a given class of faults, while guaranteeing robustness in a probabilistic sense. We then provide a computationally tractable framework by using randomization techniques, and a simulation analysis where a well-known three-tank benchmark system is considered.

I. INTRODUCTION

Advanced model-based fault diagnosis methods have emerged in important industrial sectors, such as aerospace, as fundamental tools for guaranteeing high operational readiness levels and reducing unneeded maintenance costs [1]. A key problem to be solved for widespread industrial adoption is the development of robust methods providing satisfactory, and easy to tune performances in terms of the so-called false alarm ratio (FAR) and missed detection ratio (MDR). Ideally a model-based fault diagnosis solution should be robust with respect to the unavoidable model and measurement uncertainties, thus having a zero or very low FAR. At the same time, it should have good fault detection properties, which translates into a negligible MDR.

Unfortunately, in the general case, it is not possible to simultaneously obtain both zero FAR and zero MDR, so existing designs will favor either one or the other, or seek a reasonable trade-off [1]. In the case of linear systems, and under some conditions also for nonlinear ones [2], [3], [4], geometric approaches lead to residuals that are perfectly aligned with respect to the unavoidable model and measurement uncertainties, and thus making the problem of threshold design trivial. For general nonlinear systems, it is customary to assume the existence of a known, static or dynamic upper bound on the uncertainties’ magnitude, thus allowing to obtain a zero FAR by design [1]. Such a powerful property often comes at the cost of very conservative thresholds, which lead to high MDR. Two key reasons stand behind this: the inability of traditional norm-based or limit-checking kind of robust deterministic thresholds to tightly bound the arbitrarily shaped, possibly non-convex regions to which healthy residuals belong; and the need to account also for large, but possibly rare values taken by the uncertainties. This last problem in practical situations is exacerbated by the fact that tight dynamic bounds on the uncertainties are seldom known, thus leading to users choosing excessively high and even static bounds.

This paper aims to address both sources of conservativeness by introducing adaptive, arbitrarily shaped threshold sets and by relaxing the deterministic robust zero-FAR condition, in favour of a more flexible, probabilistic one. Through a set-based approach to threshold design, the probability of false alarms will be defined as a user-tunable design parameter, and the detection with respect to a given class of faults will be simultaneously maximized.

The use of probabilistic thresholds in model-based fault diagnosis has been investigated previously in the literature (see [1] and the references cited therein), and recently the important case of nonlinear uncertain systems has been considered [5], [6], [7]. The use of sets in fault diagnosis has been inspired by the corpus of works on set-membership system identification [8], [9], [10], which initially addressed the inverse problem of finding, at each time step, the set of admissible values of the residual in healthy condition using system parameters that could be able to explain current measurements, and compare it to a nominal one [11], [12]. Other works considered instead the direct problem of describing the admissible values of the residual in healthy condition using a set [13], [14], with [15] being a notable example in the field of active fault diagnosis.

To the best of the authors knowledge, no previous work considered a set-based threshold design problem for fault detection in nonlinear uncertain systems, with the goal of simultaneously guaranteeing robustness to uncertainties in a probabilistic sense, and maximizing detection of a given class of faults. In particular, the main contributions of the present paper are as follows:

• A formal definition of a novel fault detection threshold set design problem, using the concept of probabilistic set approximation through polynomial superlevel sets [16];
• The formulation of a cascade framework for designing threshold sets, through a two-stage chance-constrained optimization problem, in which the first step is aimed
at fulfilling a probabilistic robustness constraint, and the second step maximizes the performance of detection with respect to a given class of faults;

- The introduction of a computationally tractable framework for the solution of the chance constrained problem, through a randomization technique where the results of the so-called scenario approach are extended to the present case, and theoretical guarantees are given;

- An illustration of the applicability of the proposed framework, through a numerical simulation study on a three-tank uncertain nonlinear system.

A distinctive, practical advantage of the proposed randomization technique is that its implementation requires only the availability of a discrete number of samples from the healthy behaviour of the system, which can for instance be obtained from historical data.

This paper has the following structure. Section II describes the nonlinear uncertain system under study and its faults, and provides the formal definition of the proposed threshold set design problem. The proposed framework, probabilistic solution approach, is described in Section III, while the simulation results and concluding remarks are provided in Section IV. Finally, simulation results and concluding remarks are provided in Section V and VI, respectively.

II. PROBLEM STATEMENT

This section provides a formal description of the fault threshold design problem. We first present the general uncertain nonlinear system dynamics, and then introduce a fault detection observer producing a time-varying dynamic residual. Finally we provide a formulation of the problem on which our novel probabilistic framework will be based.

A. System Dynamics

Consider a nonlinear uncertain discrete time system, described as:

\[
\begin{cases}
   x_{k+1} = g(x_k, u_k) + \eta(x_k, u_k, w_k) + \phi(x_k, u_k, f_k), \\
   y_k = x_k + v_k
\end{cases},
\]

where \( k \in \mathbb{N} \) is the generic discrete time index and \( x_k \in \mathbb{R}^n, u_k \in \mathbb{R}^m \) denote the state and input variables, respectively. \( g : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) represents the nominal healthy dynamics, while \( \eta : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^p \rightarrow \mathbb{R}^n \) describes the effect on the system dynamics of the process modelling uncertainties \( w_k \in \mathbb{R}^p, \phi : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^q \rightarrow \mathbb{R}^n \) is the fault function, which is characterized by an unknown time varying fault parameter vector \( f_k \in \mathcal{F} \subseteq \mathbb{R}^q \), such that \( \phi(x_k, u_k, 0) = 0, \forall x_k, u_k \) and the following holds.

**Assumption 1.** No fault acts on the system, that is \( f_k = 0 \), for \( 0 \leq k < k_f \), with \( k_f \) being the fault occurrence time. Moreover, the variables \( x_k \) and \( u_k \) remain bounded before and after the occurrence of a fault, i.e., there exist some stability regions \( S = S_0 \times S_0 \subset \mathbb{R}^n \times \mathbb{R}^m \), such that \( (x_k, u_k) \in S, \forall k \).

**Remark 1.** As in this paper we consider only fault detection, and not fault isolation, it suffices to consider a fault class containing the single fault function \( \phi \) and assume its parameterization is capable of representing any possible fault to which the system can be subjected.

Finally, \( y_k \in \mathbb{R}^n \) is the measurement vector, where it is assumed for the sake of simplicity that the state vector is completely measurable, with the extension to input-output systems being addressable as in [17]. We also assume the presence of a measurement noise \( v_k \in \mathbb{R}^n \).

**Assumption 2.** \( w_k \) and \( v_k \) are random variables defined on some probability spaces \((\mathcal{W}, \mathcal{B}(\mathcal{W}), \mathbb{P}_\mathcal{W})\), and \((\mathcal{V}, \mathcal{B}(\mathcal{V}), \mathbb{P}_\mathcal{V})\), respectively, where \( \mathcal{W} \subseteq \mathbb{R}^p, \mathcal{V} \subseteq \mathbb{R}^n, \mathcal{B}() \) denotes a Borel \( \sigma \)-algebra, and \( \mathbb{P}_\mathcal{W}, \mathbb{P}_\mathcal{V} \) are a probability measure defined over \( \mathcal{W}, \mathcal{V} \), respectively. Furthermore, \( w_k \) and \( v_k \) are not correlated and are independent from \( x_k, u_k \) and \( f_k \).

**Remark 2.** It is important to note that, as in [16], [18], we do not require the sample spaces \( \mathcal{W}, \mathcal{V} \) and the probability measures \( \mathbb{P}_\mathcal{W}, \mathbb{P}_\mathcal{V} \) to be known explicitly, as it will be explained in Section IV.

B. Residual Generator

We will adopt a model-based fault detection approach such as in [19], and will generate a dynamic residual \( r_k := y_k - \hat{y}_k \) as the state measurement error of the following nonlinear estimator

\[
\begin{cases}
   \hat{x}_{k+1} = \tilde{g}(y_k, u_k) + \Lambda (\hat{y}_k - y_k), \\
   \hat{y}_k = \hat{x}_k
\end{cases},
\]

where \( \Lambda \triangleq \text{diag}(\lambda_1, \ldots, \lambda_n) \) is a diagonal matrix, and \( |\lambda_i| \leq 1 \) denotes a filtering parameter chosen to guarantee the stability of the estimator.

By using eqs. (1),(2), we can then compute the residual generator dynamics as

\[
r_{k+1} = \Lambda r_k + \delta_k + \phi(x_k, u_k, f_k),
\]

where we introduced the stochastic process \( \delta_k \), which is the random total uncertainty influencing the residual generator:

\[
\delta_k := g(x_k, u_k) - g(y_k, u_k) + \eta(x_k, u_k, w_k) + v_{k+1}.
\]

Thanks to Ass. 1, 2 and eq. (4), it follows that \( \delta_k \) is a random variable on a probability space \((\Delta_k, \mathcal{B}(\Delta_k), \mathbb{P}_\Delta)\), where \( \Delta_k \) is produced by letting \( w_k \) vary over \( \mathcal{W} \), and \( v_k \) and \( v_{k+1} \) vary over \( \mathcal{V} \). We can now introduce a compact notation for the residual generator described by eqs. (2),(3),(4), through a mapping function \( \Sigma : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) defined as

\[
\Sigma(r_k, \delta_k, \phi(x_k, u_k, f_k)) := r_{k+1}.
\]

**Remark 3.** From (3),(5) it follows that the mapping from the uncertain variable \( \delta_k \in \Delta_k \) to the residual variables \( r_{k+1} \) is measurable, so that the residual signal \( r_{k+1} \) can be viewed as a random variable on the same probability space as \( \delta_k \).

Given these preliminaries, and for analysis purposes, it is now possible to write the following two fundamental concepts (see Fig. 1).
Definition 1. The time varying $\mathcal{F}$-faulty residual set $\mathcal{R}^{\mathcal{F}}_{k+1}$ at time index $k+1$ is defined as the image of the sets $\Delta_k$ and $\mathcal{F}' \subseteq \mathcal{F}$ through $\Sigma$ and $\phi$, respectively, that is

$$\mathcal{R}^{\mathcal{F}}_{k+1} := \Sigma(r_k, \Delta_k, \phi(x_k, u_k, \mathcal{F}'))$$

$$= \{ r | r = \Sigma(r_k, \delta, \phi(x_k, u_k, f)) \}, \delta \in \Delta_k, f \in \mathcal{F}' \}. $$

Consider now a special case of the above definition.

Definition 2. The time varying healthy residual set $\mathcal{R}^0_{k+1}$ at time index $k+1$ is defined as the $\mathcal{F}'$-faulty residual set in the case $\mathcal{F}' = \{ 0 \}$. Furthermore, the notation $r^0_k \in \mathcal{R}^0_k$ denotes the generic element of the healthy residual set. When there is no ambiguity, in the rest of the paper we will drop the index $k$, and instead employ the index “+” to denote the value of a set or variable at next time index, such as in $r_+ = \Sigma(r, \delta, \phi)$. 

C. Fault Detection Threshold Design Problem

Having built a residual generator, the remaining central problem in fault detection is designing a threshold with suitable robustness and detection performance guarantees. Traditional solutions to the deterministic robust threshold design problem (see [20] for a survey) seek a threshold bounding all possible values of the healthy residual $r^0$, thus guaranteeing zero FAR by design. In the norm-based approach, a scalar threshold $\tau$ bounding $\| r^0 \|$ is sought, whereas in the limit checking approach a vector is found such that its $j$-th component $\tau_{(j)}$ bounds $|r^0_{(j)}|$. In order to minimize the MDR, such thresholds should be made as small as possible, a goal which we may express as

$$\begin{cases}
\min_{\tau \in \mathbb{R}} \tau \\
\text{s.t.} \quad ||r^0|| \leq \tau,
\end{cases} \quad \text{(I)}$$

$$\begin{cases}
\min_{\tau_{(j)} \in \mathbb{R}} \tau_{(j)} \\
\text{s.t.} \quad |r^0_{(j)}| \leq \tau_{(j)},
\end{cases} \quad \text{(II)}$$

where problem (II) should be solved for each $j = 1 \ldots n$ independently. If we interpret the thresholds resulting from (I) and (II) in a set theoretic setting, it is easy to see that they lead, respectively, to the smallest ball and axis-aligned box in $\mathbb{R}^n$ containing the healthy residual set $\mathcal{R}^0$ (Fig. 2-a and 2-b). Such solutions are clearly over-conservative, for two reasons. First, they use simple and convex manifolds to bound the set $\mathcal{R}^0$, which in general can have an arbitrary shape and be non-convex, because of the assumed nonlinearity of both the system nominal dynamics $g$ and uncertainty function $\eta$. Secondly, bounding the entire set $\mathcal{R}^0$ does indeed lead to a deterministic guarantee on the FAR, but ignores the fact that in real applications some values of $r^0$ may have a negligible probability of being produced, and as such they could be excluded in the threshold design procedure.

It is the stated objective of the present paper to address both the aforementioned sources of conservativeness. First of all we will introduce an adaptive, parameterized set-based threshold, which could approximate arbitrarily well the shape of the set $\mathcal{R}^0$. In second place we will relax the deterministic, hard constraints of problems (I) and (II) with a probabilistic guarantee, thus reaching a desired level of FAR. Finally, thanks to our assumption on the knowledge of the functional dependence of the fault function $\phi$ on the unknown but bounded fault parameter $f$, we will propose a threshold design framework, which will aim at the same time to reducing the MDR.

In order to formalize the above ideas, we first define $\mathcal{T}_k \subseteq \mathbb{R}^n$ as an adaptive threshold set at time index $k$ for fault detection, and then introduce the following novel concept.

Definition 3. Given the residual generator function $\Sigma$ and a fixed $\alpha \in [0, 1]$, an adaptive threshold set $\mathcal{T}_k$ is said to be probabilistically $\alpha$-robust with respect to the random total uncertainty $\delta \in \Delta$, if

$$\mathcal{V}(\mathcal{T}_+) := P[r_+ \notin \mathcal{T}_+] < 1 - \alpha ,$$

where $\mathcal{V}(\mathcal{T}_+)$ is the violation probability of the healthy residuals $r^0_+ \in \mathcal{R}^0_+$. 

Definition 4. A fault function $\phi$ is said to be detectable over $\mathcal{F}' \subseteq \mathcal{F}$ by an adaptive threshold set $\mathcal{T}_k$ and a residual generator $\Sigma$ if $\forall f \in \mathcal{F}', \exists r \in \mathcal{R}, (x, u) \in \mathcal{S}$ and $\delta \in \Delta$ such that $r_+ \notin \mathcal{T}_+$, with $r_+ = \Sigma(r, \delta, \phi(x, u, f))$.

We now describe the adaptive threshold set $\mathcal{T}_k$, using a generalized indicator function $I_\times(r, \theta_k) : \mathbb{R}^n \times \mathbb{R}^l \rightarrow \mathbb{R}$ parametrized by a time varying vector $\theta_k \in \mathbb{R}^l$, as follows:

$$\mathcal{T}_k := \{ r \in \mathbb{R}^n | I_\times(r, \theta_k) \geq c \} .$$

This yields a $c$-superlevel set [21] of $\mathcal{I}_\times$, for any value of $c$, as the adaptive threshold set $\mathcal{T}_k$, while Def. 3 leads to an expected FAR better then $1 - \alpha$. The following remark describes better our idea into the above definitions and the proposed probabilistic framework.

Remark 4. A fundamental point in understanding Def. 3, is that the probabilistic condition (6) is expressed in terms of the future healthy residual belonging to the future threshold set. In fact, while at a given time the actual residual $r$ is a computable and as such deterministic quantity, its future value $r_+$ is a random variable, as it linearly depends on the random variable $\delta$. It thus makes sense to consider the probability, measured with respect to the probability space on which $\delta$ is defined, that in healthy conditions $r_+$ will belong to the set $\mathcal{T}_+$. The latter is a deterministic set that shall be computed at the current time, as will be highlighted.
in the next sections. We stress again the fact that Def. 3 does not require \( \mathcal{T}_+ \) to be a (proper) subset of \( \mathcal{R}_0^+ \), but only that \( \mathcal{T}_+ \) approximates it in the given probabilistic sense. This distinction will be the key in designing the solution proposed in Sect. III.

### III. PROPOSED PROBABILISTIC FRAMEWORK

This section proposes a unified framework to design a threshold set that is probabilistically \( \alpha \)-robust and at the same time maximizes the detectability over a given fault parameter set \( \mathcal{F} \). The threshold set \( \mathcal{T} \) will be obtained as the solution of the cascade of two chance-constrained optimization problems.

#### A. Probabilistic Threshold Set Design

In the proposed approach we will assume the indicator function \( \mathcal{I}_T(r, \theta) \) to be a polynomial function of given degree \( d \), with \( \theta \) containing the polynomial coefficients in a suitable order. Denoting \( \pi_{\xi}(r) \) a vector of monomials of degree up to \( \xi := \lceil d/2 \rceil \), we can conveniently define \( \mathcal{I}_T(r, \theta) := \pi_{\xi}(r)^T G(\theta) \pi_{\xi}(r) \), where \( G(\theta) \) is a matrix depending on the coefficients contained in \( \theta \), which eventually is the quantity to be solved for during the proposed design procedure.

We first formulate a chance-constrained optimization problem to obtain the minimum volume threshold set \( \mathcal{T} \) that fulfills Def. 3 for a user-designed \( \alpha \):

\[
\begin{align*}
\min_{\theta} & \quad \text{vol} \ \mathcal{T} \\
\text{s.t.} & \quad \gamma(T) < 1 - \alpha ,
\end{align*}
\]

where \( \text{vol} \ \mathcal{T} := \int_{\mathcal{T}} dr \) is the volume or Lebesgue measure of \( \mathcal{T} \). The proposed optimization problem (8) is in general non-convex and hard to solve, due to the numerical complexity arising from the minimum volume objective, and the probabilistic constraint. Following [22] and [23] to proceed further, we restrict the range of our indicator function to be non-negative which yields \( \mathcal{I}_T \) to be a polynomial sum-of-squares (SoS) and \( G(\theta) \) to be a symmetric Gram matrix. We are now able to bound the objective function using the relation:

\[
\text{vol} \ \mathcal{T} = \int_{\mathcal{T}} dr \leq \int_{\mathcal{B}} \mathcal{I}_T(r, \theta) dr = \text{trace}(G(\theta)M) ,
\]

where \( \mathcal{B} \in \mathbb{R}^n \) is an arbitrary compact set so that \( \mathcal{T} \subseteq \mathcal{B} \) and \( M := c^{-1} \int_{\mathcal{B}} \pi_{\xi}(r) \pi_{\xi}(r)^T dr \) denotes the matrix of moments of the Lebesgue measure on \( \mathcal{B} \) in basis \( \pi_{\xi}(r) \). Thanks to (9) and Def. 3, we can reformulate (8) as

\[
\begin{align*}
\min_{\theta, \gamma} & \quad \gamma \\
\text{s.t.} & \quad G(\theta) \succeq 0 ,
\end{align*}
\]

\[
\begin{align*}
\text{trace}(G(\theta)M) \leq \gamma ,
\end{align*}
\]

\[
\mathbb{P} \left[ \mathcal{I}_T(r^0_+\theta) \geq c \right] \geq \alpha .
\]

#### Remark 5

Constraint (10b) imposes the positive semidefiniteness of \( G(\theta) \) in order to constrain \( \mathcal{I}_T \) to be SoS. Moreover, in (10c) we introduced the auxiliary variable \( \gamma \) to allow us to upper bound the objective function, using epigraphical reformulation [24]. Finally note that, as explained in Remark 4 the probabilistic constraint in (10d) is measured with respect to the underlying random variable \( \delta \).

It is intuitive that a minimum volume threshold set is an effective, albeit heuristic strategy for maximizing fault detection. A more rigorous investigation of this problem will be presented in next section.

#### B. Maximization of Fault Detection

By looking at Ass. 1 and at Def. 1 and 4, the following can be shown, justifying the quest for the smallest \( \mathcal{T} \).

**Theorem 1** (Detectability). A necessary condition for the fault function \( \phi \) to be detectable over \( \mathcal{F} \) during the evolution of system (1) is that \( \exists k \geq k_f \) so that \( \mathcal{R}^0_{k+1} \cap \mathcal{R}^0_{k+1} \neq \emptyset \), where \( \mathcal{F} \) denotes the complement of set \( \mathcal{F} \).

Anyway, this is not sufficient, as in general it may still hold \( \mathcal{R}^0_{k+1} \cap \mathcal{R}^0_{k+1} \neq \emptyset \), which means that at least one of the possible realizations of the random variable \( \delta_k \) will keep the residual \( r_{k+1} \) inside \( \mathcal{R}^0_{k+1} \), even for \( k \geq k_f \). Eq. (3) reveals that this can easily happen when the fault and the uncertainty have similar magnitude and opposite direction, as in the trivial case \( \delta_k = -\phi_k \). Our approach in the present paper will be to maximize the probability of a successful detection at each time step \( k \), by making \( \mathcal{T}_k \) as much distant as possible from \( \mathcal{R}^0_{k} \), in the sense that is described next.

We will assume the availability\(^2\) of a description of the set \( \mathcal{R}^0_{k} \) through a polynomial SoS generalized indicator function \( \mathcal{I}_{\mathcal{R}^0_{k}}(r, \psi) := \pi_{\xi}(r)^T G(\psi) \pi_{\xi}(r) \) with the same degree \( d \) and the same monomial basis \( \pi_{\xi}(r) \) as \( \mathcal{I}_T \). By denoting \( \psi \) the actual value of \( \psi \) so that \( \mathcal{I}_{\mathcal{R}^0_{k}}(r, \psi) \geq c \) for all \( r \in \mathcal{R}^0_{k} \), we are now in a position to formulate an optimization problem for maximizing the distance between the threshold set \( \mathcal{T} \) and the faulty residual set \( \mathcal{R}^0_{k} \):

\[
\begin{align*}
\max_{\theta} & \quad \| \mathcal{I}_T(r, \theta) - \mathcal{I}_{\mathcal{R}^0_{k}}(r, \psi^*) \|_\infty \\
\text{s.t.} & \quad \| \theta \|_\infty \leq \bar{c} ,
\end{align*}
\]

where \( \bar{c} \) is a given constant parameter. The objective function aims at maximizing the Chebyshev distance between \( \mathcal{I}_T \) and

\(^1\)⌈·⌉ is the ceiling operator which returns the smallest integer greater than or equal to its argument.
basis used by $\xi$ may, anyway, be limited by the degree $R$ from the set solution of problem (12a), but which is as distant as possible.

new threshold set $T$. The basic idea is very simple: restriction on the probability distribution and geometric information of uncertain variables. The basic idea is very simple: chance constraints are substituted with finitely many hard constraints that correspond to samples from the uncertainty realizations [30]. Using this approach, we are now able to formulate the following tractable optimization problem:

$$
\begin{align*}
\min_{\theta, \gamma} & \quad \gamma \\
\text{s.t.} & \quad G(\theta) \geq 0, \quad \text{trace}(G(\theta)M) \leq \gamma, \quad (12a) \\
& \quad \mathbb{P}\left[I(r^0_+, \theta) \geq c\right] \geq \alpha \\
\max_{\theta} & \quad \|G(\theta) - G(\psi^*)\|_\infty \\
\text{s.t.} & \quad G(\theta) \geq 0, \quad \text{trace}(G(\theta)M) \leq \gamma^*, \quad (12b) \\
& \quad \mathbb{P}\left[I(r^0_+, \theta) \geq c\right] \geq \alpha
\end{align*}
$$

where the quantity $\gamma^*$ is the optimal cost obtained by solving the first stage (12a), while (12) has to be solved sequentially in a lexicographic (multi-objective) sense [26]. Note that the unnecessary constraint in (11) is dropped due to the introduced bound in (12b).

Remark 6. The first stage problem (12a) aims at determining the minimum volume threshold set $T$ subject to the probabilistic $\alpha$-robust constraint, but in doing so is ignoring any information on the faulty residual set $\mathcal{R}^{\varphi}$. This could possibly lead to unsatisfactory detection properties due to a large intersection $T \cap \mathcal{R}^{\varphi}$. The goal of the second stage problem (12b) is then to find a new parameter $\theta$, leading to a new threshold set $T$ with the same robustness guarantee and a volume which is not worse than the one resulting from the solution of problem (12a), but which is as distant as possible from the set $\mathcal{R}^{\varphi}$. The effectiveness of such improvement may, anyway, be limited by the degree $\xi$ of the monomial basis used by $I_T$ and $I_{\mathcal{R}^{\varphi}}$ [23, Lemma 1].

The proposed optimization problem (12) is however non-convex and hard to solve due to chance constraints being in general difficult to enforce. In the following section, we provide a computationally tractable randomized approach, together with a rigorous theoretical analysis of its properties.

IV. COMPUTATIONALLY TRACTABLE METHODOLOGY

Chance-constrained optimization problems are known to be non-convex and hard to solve [27], [28], however they received increasing attention due to recent developments toward computationally tractable approaches [29]. In particular, randomization techniques allow to approximate chance constraints in an equivalent sense without imposing any restriction on the probability distribution and geometric information of uncertain variables. The basic idea is very simple: chance constraints are substituted with finitely many hard constraints that correspond to samples from the uncertainty realizations [30]. Using this approach, we are now able to formulate the following tractable optimization problem:

$$
\begin{align*}
\min_{\theta, \gamma} & \quad \gamma \\
\text{s.t.} & \quad G(\theta) \geq 0, \quad \text{trace}(G(\theta)M) \leq \gamma, \quad (13a) \\
& \quad I_T(r^0_+, \theta) \geq c, \quad i = 1, 2, \ldots, N \\
\max_{\theta} & \quad \|G(\theta) - G(\psi^*)\|_\infty \\
\text{s.t.} & \quad \theta \geq 0, \quad \text{trace}(G(\theta)M) \leq \gamma^*, \quad (13b) \\
& \quad I_T(r^0_+, \theta) \geq c, \quad i = 1, 2, \ldots, N
\end{align*}
$$

where $r^0_+ = \Sigma(r, \delta(i), \phi(x, u, 0))$, and $\delta(i) \in \Delta$ are samples of the random variable $\delta$. We assume to be able to generate samples based on the knowledge of $\eta$, and availability of the uncertainty samples from $\mathcal{W}$ and $\mathcal{V}$. Should this knowledge be not available, samples can still be obtained using historical data recorded in healthy conditions from system (1) and by inverting eq. (3).

The link between the chance-constrained program and the quality of its approximation is the number of samples $N$ that should be considered in order to reach a given level of confidence. This has been rigorously investigated in the scenario approach, a powerful randomized method developed recently (see [31] and the references therein). The crucial requirement to invoke these results is the convexity of the optimization problem in the decision variables, but unfortunately in the present case this does not hold due to use of the Chebyshev distance in the objective (13b).

It is, however, easy to show that (13b) can be transformed into a number of different convex programs. As it has been shown in [5, Lemma 4.3], the set of the solutions of (13b) is equivalent to the union of the solution sets of $\xi$ different convex programs, where we recall that $\mathcal{Z}_\varphi$ is the degree of $I_T(r, \theta)$. The following remark highlights some issues to be addressed in order to extend the theoretical results in [31] and the experimental two-step solution of [32] to the cascade structure of the optimization formulation (13).

Remark 7. Applying the results in [31, Th. 1] leads to computing the number $N$ of samples as a function of the total degrees of freedom of problem (13a) and of the confidence level with which it is desired to approximate (12a). Solving (13a) then yields an optimal solution $(\theta^*_a, \gamma^*)$, the last term of which is used as a fixed constraint for solving (13b). Based on [31, Th. 1], there exists theoretical guarantee for feasibility of solution $(\theta^*_a, \gamma^*)$, however here we compute $\theta^*_a$ which might not be feasible for (12a) together with $\gamma^*$. It is important that the same $N$ is used for both (13a) and (13b); otherwise, there are no guarantees that the program (13b), which is based on the solution of (13a), is feasible. This is due to $\gamma^*$ being a random variable and depend on the specific value of $N$.

In [31] the existence and uniqueness of the tractable program solution is assumed. This was later relaxed by...
Theorem 2. Consider \( \nu := [\theta, \gamma]^T \in \mathbb{R}^d \) to be the augmented vector of all the decision variables of (13). Let \( \beta \in [0, 1] \) and \( N \geq N(\varepsilon, \beta, \ell) \), where

\[
N(\alpha, \beta, \ell) := \min \left\{ N \in \mathbb{N} \mid d \sum_{i=0}^{\ell-1} \binom{N}{i} (1 - \alpha)^i \alpha^{N-i} \leq \beta \right\}.
\]

Then, the optimizer \( \nu^* := [\theta^*_b, \gamma^*_b]^T \) of the randomized cascade convex program (13) is a feasible solution of the chance-constrained cascade optimization problem (12) with confidence level \( 1 - \beta \), in the average.

Proof. Due to the non-convexity introduced by the Chebyshev distance, we have to recast the second stage problem (13b) into \( \xi \) sub-programs. By denoting with \( \Psi_j \) the feasible solution set of the \( j \)-th subproblem it is clear that the optimizer of (13b) can be found in \( \bigcup_{j=1}^\xi \Psi_j \) [5]. For clarity the proof will be broken down into three steps: a) application of the scenario approach of [31] to each individual subprogram; b) extension to the \( \xi \) sub-programs; c) theoretical conditions for the optimizer \( \nu^* := [\theta^*_b, \gamma^*_b]^T \) to be a feasible solution of (12). Let us now denote with \( \mathcal{T}(\theta^*_b) \) the threshold set \( \mathcal{T} \) obtained when \( T \) is parameterized by a given \( \theta^*_b \) and recall that \( \mathcal{V}(\mathcal{T}(\theta^*_b)) \) is the violation probability (Def. 3).

a) Applying the existing results in [31] to each subprogram, we have for all \( j \in \{1, \ldots, \xi\} \):

\[
P^N \left[ \mathcal{V}(\mathcal{T}(\theta^*_b)) \leq 1 - \alpha \right] \leq \sum_{i=0}^{\ell-1} \binom{N}{i} (1 - \alpha)^i \alpha^{N-i}.
\]

b) Considering that \( \mathcal{V}(\mathcal{T}(\theta^*_b)) \subseteq \bigcup_{j=1}^\xi \mathcal{V}(\mathcal{T}(\theta^*_b)) \), we can readily extend the aforesaid results to \( \xi \) sub-programs as follows:

\[
P^N \left[ \mathcal{V}(\mathcal{T}(\theta^*_b)) \leq 1 - \alpha \right] \leq \sum_{j=1}^\xi P^N \left[ \mathcal{V}(\mathcal{T}(\theta^*_b)) \leq 1 - \alpha \right] \leq \sum_{j=1}^\xi P^N \left[ \mathcal{V}(\mathcal{T}(\theta^*_b)) \leq 1 - \alpha \right] < \xi \sum_{i=0}^{\ell-1} \binom{N}{i} (1 - \alpha)^i \alpha^{N-i} \leq \beta.
\]

Notice that the obtained bound is the desired assertion as it is stated in the theorem. However, the most important part of the proof is to extend this result to the cascade setup of the present optimization problem in (13).

c) In order to proceed let us first define an indicator function \( \mathbb{1}_{\cdot} : [0, 1] \mapsto \{0, 1\} \) that indicates whether the inequality in its argument, which is a function of a random variable, holds or not. We now have to provide a new bound for the following \( N \)-fold product conditional probability \( P^N \left[ \mathcal{V}(\mathcal{T}(\theta^*_b)) \leq 1 - \alpha \right] \) which is a random variable with respect to \( \gamma^* \) due to the fact that \( \gamma^* \) is an optimal solution of the first step optimization problem and it depends on specific random samples. To this end consider the following \( N \)-fold product conditional expectation problem:

\[
P^N \left[ \mathbb{1}_{\{\mathcal{V}(\mathcal{T}(\theta^*_b)) \leq 1 - \alpha\}} | \gamma^* \right] = 1 \cdot P^N \left[ \mathcal{V}(\mathcal{T}(\theta^*_b)) \leq 1 - \alpha \right] \gamma^* + 0 \cdot P^N \left[ \mathcal{V}(\mathcal{T}(\theta^*_b)) \leq 1 - \alpha \right] \gamma^*
\]

(14)

The best approximation of \( P^N \left[ \mathcal{V}(\mathcal{T}(\theta^*_b)) \leq 1 - \alpha \right] \) is given by \( E^N \left[ \mathbb{1}_{\{\mathcal{V}(\mathcal{T}(\theta^*_b)) \leq 1 - \alpha\}} | \gamma^* \right] \) which is a function of random variable \( \gamma^* \). The best here means that one cannot do any better than this due to the fact that \( P^N \left[ \mathcal{V}(\mathcal{T}(\theta^*_b)) \leq 1 - \alpha \right] \gamma^* \) is itself a function of random variable \( \gamma^* \). Finally, we calculate the above quantity by the law of the unconscious [33] as follows:

\[
E^N \left[ \mathbb{1}_{\{\mathcal{V}(\mathcal{T}(\theta^*_b)) \leq 1 - \alpha\}} | \gamma^* \right] = \sum_{\nu} E^N \left[ \mathbb{1}_{\{\mathcal{V}(\mathcal{T}(\theta^*_b)) \leq 1 - \alpha\}} | \theta^* = \nu \right] P^N \left[ \theta^* = \nu \right]
\]

(15)

\[
= \sum_{\nu} E^N \left[ \mathbb{1}_{\{\mathcal{V}(\mathcal{T}(\theta^*_b)) \leq 1 - \alpha\}} | \theta^* = \nu \right] = P^N \left[ \mathcal{V}(\mathcal{T}(\theta^*_b)) \leq 1 - \alpha \right],
\]

where the last equation is due to the partition theorem. The proof is completed by noting that the final expression in (15) is already bounded in part (b) of the proof. \( \square \)

V. Simulation Study

In this section a demonstration of the proposed scheme will be given, by using the well known three-tank benchmark system [19]. Using the proposed approach in [23], that translates the problem (13) into linear programs, at each time step the problem (13) will be solved using the Matlab Optimization Toolbox (linprog), and the fault detection condition \( T_T(r, \theta) < c = 1 \) will be tested.

A. Description of system and faults parameters

For simulating the nominal dynamics function \( g \) in the observer (2), the following nominal values have been chosen: \( A = [1 \ 1.3 \ 2] \) m² for the tanks’ cross-section, \( A^p = [0.2 \ 0.1] \) m² with unitary outflow coefficients for the pipes one, and \( A^d = [0.1 \ 0.1 \ 0.1] \) m² with outflow coefficients equal to 0.5 for the drains. Instead, when simulating the physical system (1), we assumed \( w \) and the function \( \eta \) to account for a uniformly distributed uncertainty in the parameters, ranging up to 5% for the tanks’ cross section, 15% for the pipes’ and drains’ cross section and levels, and up to 20% for the pipes’ outflow coefficient. The initial levels
of the tanks were set to \(x(0) = [6\ 7\ 3]\) \(\text{m}\) while the pump inflows were computed as \(u_1(k) = 0.2\cdot \cos(0.5\cdot kT_s) + 0.8\) and \(u_2(k) = 0.1\cdot \sin(0.1\cdot kT_s) + 1\). The sampling time was \(T_s = 0.1\) \(s\), and the filter coefficients \(\lambda^i = 0.85\). A 30\% partial shutdown of pump no. 1 is introduced at time \(T_f = 20\) \(s\), by defining a fault function \(\phi(x, u, f) = [-u \cdot f \ 0\ 0]\) with \(f \in \mathcal{F} = \{0.3\} \).

B. Numerical implementation

A degree \(d = 4\) was chosen for the polynomials \(\mathcal{I}_\tau\) and \(\mathcal{I}_{\mathcal{R}^3}\), and without loss of generality the boundary value of the superlevel set \(c\) was fixed to be one. Following Theorem 2, at each time step, two sets of \(N = 512\) samples of the residual \(r_+\) one step ahead were generated by a Monte Carlo method, one in the healthy \((f = 0)\) and one in the faulty \((f = 0.3)\) hypothesis, using the available information on the function \(\eta\) and on the domains \(\mathcal{W}\) and \(\mathcal{V}\) to which \(w\) and \(v\) belong. In order to approximate an hyper-rectangle deterministic threshold set, against which to compare our results, an additional simulation was run with a higher number \(N^* = 2^{16}\) of samples per each time step.

The faulty samples, denoted by \(r_+^{\mathcal{F},(i)}\), are used to find the parameter \(\psi^*\) needed to describe the faulty residual set \(\mathcal{R}\) (Subsect. III-C), by solving the additional problem:

\[
\min_{\psi, \lambda} \quad \lambda
\]

s.t.

\[
G(\psi) \succeq 0, \quad \text{trace}(G(\psi)M) \leq \lambda, \quad (16)
\]

\[
\mathcal{I}_{\mathcal{R}^3}(r_+^{\mathcal{F},(i)}, \psi) \geq c, \quad \forall i = 1 \ldots N
\]

The healthy samples, denoted by \(r_+^{0,(i)}\), are instead used to solve problem (13). Both (13) and (16) are indeed a semidefinite program on the polynomial coefficients \(\theta\) and \(\psi\), but for numerical efficiency they can be converted to linear programs by introducing an additional set of artificial constraints requiring the polynomials to be positive on a dense grid of points in the integration domain \(\mathcal{B}\), as described in [23]. The moment matrix \(M\) is computed only once for both polynomials, as long as \(\mathcal{B}\) is of a suitable size as to be held constant during the simulation. This is another advantage of having chosen the same monomial basis for both \(\mathcal{I}_\tau\) and \(\mathcal{I}_{\mathcal{R}^3}\).

C. Simulation Results

In Figure 3 it is possible to see an example of the resulting faulty residual set \(\mathcal{R}\) obtained from solving (16), and of the threshold set \(\mathcal{T}\) obtained first from (13a) and then from (13b).

It is very interesting, in order to show the advantage of the proposed scheme with respect to an adaptive, but deterministic approach leading to hyperrectangular sets, to analyze the ratio of the volume of the proposed polynomial superlevel set to a deterministic hyperrectangular one, as mentioned earlier. As it can be seen in Figure 4, before the fault occurrence time on average the obtained probabilistic threshold set volume is always smaller than about 57\% of the hyper-rectangular one, a fact allowing for better detectability performances with all other conditions being kept equal. Finally, the behavior of the polynomial \(\mathcal{I}_\tau(r, \theta_\tau^b)\) applied to the actual computed residual \(r_+\) is shown in Figure 5, where the correctness of the detection decision using the proposed scheme is testified by the polynomial dropping below the boundary value \((c = 1)\) after the fault onset time \(T_f = 20\) \(s\). No false alarms are reported before this time.

VI. CONCLUSIONS

In this paper a novel approach to the design of robust detection thresholds for uncertain nonlinear systems was proposed, leading to theoretically sound probabilistic guarantees on the performance level in terms of expected false alarm ratio and fault detection. This problem was cast as a bi-level cascade convex optimization program, where in the first stage the volume of the resulting polynomial threshold set is minimized while meeting a desired bound on the probability of false alarms. In the second stage, the previous solution is used as a starting point for optimizing the threshold sensitivity to a given class of faults, while maintaining the
desired level of false alarm probability. The complete chance-constrained problem is then solved in a tractable scheme by relying on randomization techniques, while providing theoretical guarantees on the feasibility of the solution with high confidence level in the average. Finally, simulation results on the well known three-tank benchmark are provided along with useful insights on the advantages with respect to established deterministic robust thresholds.
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