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<table>
<thead>
<tr>
<th>Symbols</th>
<th>Definition</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>coefficient</td>
<td>(L)</td>
</tr>
<tr>
<td>a</td>
<td>reference level or bed-boundary level</td>
<td>(L)</td>
</tr>
<tr>
<td>â</td>
<td>amplitude of orbital excursion</td>
<td>(L)</td>
</tr>
<tr>
<td>b</td>
<td>width</td>
<td>(L)</td>
</tr>
<tr>
<td>C</td>
<td>Chézy coefficient</td>
<td>(L^{0.5}S^{-1})</td>
</tr>
<tr>
<td>c</td>
<td>concentration</td>
<td>(M L^{-3})</td>
</tr>
<tr>
<td>c_a</td>
<td>concentration at reference level</td>
<td>(M L^{-3})</td>
</tr>
<tr>
<td>c_c</td>
<td>depth-averaged concentration</td>
<td>(M L^{-3})</td>
</tr>
<tr>
<td>D</td>
<td>sedimentation rate</td>
<td>(M L^{-1}T^{-1})</td>
</tr>
<tr>
<td>D_a</td>
<td>downward sediment transport at reference level</td>
<td>(M T^{-1}L^{-2})</td>
</tr>
<tr>
<td>D_s</td>
<td>particle size parameter</td>
<td>(L)</td>
</tr>
<tr>
<td>d_50</td>
<td>median particle size</td>
<td>(L)</td>
</tr>
<tr>
<td>d</td>
<td>channel depth</td>
<td>(L)</td>
</tr>
<tr>
<td>E</td>
<td>dissipation rate of turbulence energy</td>
<td>(L^2T^{-3})</td>
</tr>
<tr>
<td>E_a</td>
<td>upward sediment flux at reference level</td>
<td>(M T^{-1}L^{-2})</td>
</tr>
<tr>
<td>e</td>
<td>sediment trapping efficiency of dredged channels</td>
<td>(L)</td>
</tr>
<tr>
<td>g</td>
<td>acceleration of gravity</td>
<td>(LT^{-2})</td>
</tr>
<tr>
<td>H</td>
<td>wave height</td>
<td>(L)</td>
</tr>
<tr>
<td>H_s</td>
<td>significant wave height</td>
<td>(L)</td>
</tr>
<tr>
<td>h</td>
<td>water depth</td>
<td>(L)</td>
</tr>
<tr>
<td>K</td>
<td>turbulence energy</td>
<td>(L^2T^{-2})</td>
</tr>
<tr>
<td>k_s</td>
<td>equivalent or effective bed roughness height</td>
<td>(L)</td>
</tr>
<tr>
<td>L</td>
<td>length</td>
<td>(L)</td>
</tr>
<tr>
<td>L_s</td>
<td>significant wave length</td>
<td>(L)</td>
</tr>
<tr>
<td>N</td>
<td>number of time steps</td>
<td>(L)</td>
</tr>
<tr>
<td>n</td>
<td>number of vertical grid points</td>
<td>(L)</td>
</tr>
<tr>
<td>P</td>
<td>mean static fluid pressure</td>
<td>(M L^{-1}T^{-2})</td>
</tr>
<tr>
<td>p</td>
<td>porosity factor</td>
<td>(L)</td>
</tr>
<tr>
<td>Q</td>
<td>discharge</td>
<td>(M L^{-3})</td>
</tr>
<tr>
<td>S</td>
<td>cross-section integrated sediment transport (volume)</td>
<td>(L^3T^{-1})</td>
</tr>
<tr>
<td>s</td>
<td>depth-integrated sediment transport (volume)</td>
<td>(L^2T^{-1})</td>
</tr>
<tr>
<td>T</td>
<td>bed-shear stress parameter</td>
<td>(L)</td>
</tr>
<tr>
<td>T_m</td>
<td>momentaneous value of bed-shear stress parameter</td>
<td>(L)</td>
</tr>
<tr>
<td>T_s</td>
<td>significant wave period</td>
<td>(T)</td>
</tr>
<tr>
<td>t</td>
<td>time</td>
<td>(T)</td>
</tr>
</tbody>
</table>
\( u \) local flow velocity in longitudinal (x) direction

\( \bar{u} \) cross-section averaged flow velocity

\( \hat{u} \) amplitude of orbital velocity

\( u_* \) bed-shear velocity

\( u_h \) flow velocity at water surface

\( u_m \) flow velocity at mid depth

\( \bar{v}_R \) cross-section averaged flow velocity in flow direction

\( w \) local flow velocity in vertical (z) direction

\( w_s \) particle fall velocity

\( x \) longitudinal coordinate

\( z \) vertical coordinate

\( z_0 \) zero-velocity level

\( z_b \) bed level above a horizontal datum

\( \alpha \) coefficient

\( \alpha_0 \) angle of approaching current with channel axis

\( \beta \) ratio of sediment and fluid mixing coefficient

\( \gamma_s \) smoothing coefficient

\( \gamma \) angle of channel side slope

\( \delta \) thickness of mixing layer near bed (for waves)

\( \Delta \) relative density (under water)

\( \Delta t \) time step

\( \Delta x \) space step in longitudinal direction

\( \Delta z \) space step in vertical direction

\( \varepsilon_f \) fluid mixing coefficient

\( \varepsilon_s \) sediment mixing coefficient

\( \eta \) coefficient

\( \kappa \) constant of Von Karman

\( \nu \) kinematic viscosity coefficient

\( \rho \) density

\( \sigma \) standard deviation of bed shear stress

\( \bar{\tau}_b \) time-averaged bed-shear stress

\( \bar{\tau}'_b \) time-averaged effective bed-shear stress

\( \phi \) turbulence-damping factor
**Subscripts**

<table>
<thead>
<tr>
<th>Letter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>at reference level</td>
</tr>
<tr>
<td>b</td>
<td>bed, bottom</td>
</tr>
<tr>
<td>br</td>
<td>breaking conditions for waves</td>
</tr>
<tr>
<td>c</td>
<td>current</td>
</tr>
<tr>
<td>cw</td>
<td>current and waves</td>
</tr>
<tr>
<td>cr</td>
<td>critical</td>
</tr>
<tr>
<td>e</td>
<td>equilibrium conditions</td>
</tr>
<tr>
<td>f</td>
<td>fluid</td>
</tr>
<tr>
<td>h</td>
<td>at water surface</td>
</tr>
<tr>
<td>m</td>
<td>at mid depth</td>
</tr>
<tr>
<td>max</td>
<td>maximum value</td>
</tr>
<tr>
<td>R</td>
<td>resulting, relative</td>
</tr>
<tr>
<td>s</td>
<td>suspended, sediment, significant</td>
</tr>
<tr>
<td>t</td>
<td>total</td>
</tr>
<tr>
<td>w</td>
<td>wave</td>
</tr>
<tr>
<td>0</td>
<td>at inlet boundary (x = 0)</td>
</tr>
</tbody>
</table>
1 Introduction

The construction of a tunnel or a pipeline or a new harbour generally requires the dredging of a channel or trench in a river or estuary. Depending on the geometry of the channel, various morphological problems may arise such as sedimentation and erosion of the channel bed, local erosion near the head of the tunnel elements placed in the channel and local instability of the side slopes of the channel.

Especially of importance for the client as well as the contractor are the morphological changes of the channel bed, which are caused by a local change of the flow velocity and hence the sediment transport capacity resulting in sedimentation in the deceleration zone and erosion in the acceleration zone of the channel.

As a result of serious sedimentation problems which did occur in some large tunnel trenches dredged in the years 1960 to 1970 in the Netherlands, the Dutch Office for Public Works (Rijkswaterstaat) has requested the Delft Hydraulics Laboratory to develop a mathematical model for sedimentation predictions. The purpose of such a model should be the estimation of the sedimentation in relation to the channel geometry. This study, which started in 1972 within the framework of the applied research programme of the Rijkswaterstaat, resulted in a two-dimensional vertical mathematical model for suspended sediment (SUTRENCH-model), as reported by the Delft Hydraulics Laboratory (1975), (1977), (1980a), (1980b), by Kerssens, Prins and Van Rijn, (1979) and by Van Rijn (1980, 1984).

In Chapters 2, 3, 4, 5, 6, and 7 of the present communications report a detailed description of the SUTRENCH-model is given. In chapter 8 the flow field in a channel oblique to the flow is described. In Chapter 9 the influence of the most important hydraulic parameters on the predicted sedimentation rates is shown. Finally, an extensive verification analysis concerning flume experiments and field studies is given (pipe line channel in the Western Scheldt Estuary, the Netherlands; tunnel trench near Rotterdam; navigation channel near Korea).

Future developments will be focussed on quasi-three dimensional modelling of the suspended sediment transport to deal with converging, diverging and reversing flows.
2 Basic equations and simplifications for local suspended sediment

2.1 Continuity equation for constant width

The basic equation for the sediment continuity of the time-averaged variables in the two-dimensional (vertical) plane reads, as follows (van Rijn, 1984):

\[
\frac{\partial c}{\partial t} + \frac{\partial}{\partial x} (uc) - \frac{\partial}{\partial x} \left( \varepsilon_{s, cw} \frac{\partial c}{\partial x} \right) + \frac{\partial}{\partial z} ((w-w_s)c) - \frac{\partial}{\partial z} \left( \varepsilon_{s, cw} \frac{\partial c}{\partial z} \right) = 0
\]  

(2.1)

in which:
- \( c \) = mean local concentration \((kg/m^3)\)
- \( u \) = mean local flow velocity in x-direction \((m/s)\)
- \( w \) = mean local flow velocity in z-direction \((m/s)\)
- \( w_s \) = particle fall velocity \((m/s)\)
- \( \varepsilon_{s, cw} = \varepsilon_{s, c} + \varepsilon_{s, w} \) = sediment mixing coefficient for combined current and wave conditions \((m^2/s)\)
- \( \varepsilon_{s, c} \) = current-related sediment mixing coefficient \((m^2/s)\)
- \( \varepsilon_{s, w} \) = wave-related sediment mixing coefficient \((m^2/s)\)
- \( x \) = longitudinal coordinate \((m)\)
- \( z \) = vertical coordinate \((m)\)

Assuming steady state conditions and neglecting the longitudinal diffusive transport, which usually is an order of magnitude smaller than the other transport terms (van Rijn, 1984), Equation (2.1) reduces to:

\[
\frac{\partial}{\partial x} (uc) + \frac{\partial}{\partial z} ((w-w_s)c) - \frac{\partial}{\partial z} \left( \varepsilon_{s, cw} \frac{\partial c}{\partial z} \right) = 0
\]  

(2.2)

Equation (2.2) can be solved numerically when the flow velocity, the sediment mixing coefficient, the particle fall velocity (assumed to be a constant parameter), the geometrical and physical boundary conditions are known.

For equilibrium conditions \( \left( \frac{\partial u}{\partial x} = 0, \frac{\partial w}{\partial z} = 0, \frac{\partial c}{\partial x} = 0 \right) \) Equation (2.2) reduces to:

\[ \varepsilon_{s, c} w_s + \varepsilon_{s, cw} \frac{\partial c}{\partial z} = 0 \]  

(2.3)
2.2 Continuity equation for varying width

Assuming the local flow velocity and the local sediment concentration to be constant in lateral (y) direction, the suspended sediment transport in a laterally diverging or converging flow can be represented (to some extent) by introducing the width (b) of the flow. A laterally varying flow may either be a laterally-bounded channel with a varying width (river) or a streamtube with a varying width in a two-dimensional horizontal flow field. Integration of Equation (2.2) over the width, yields:

$$\frac{\partial}{\partial x} (buc) + \frac{\partial}{\partial z} (b(w - w_s)c) - \frac{\partial}{\partial z} \left( b \varepsilon_{x,cw} \frac{\partial c}{\partial z} \right) = 0$$

(2.4)

Equation (2.4) is the basic equation of the SUTRENCH-model. The width of the channel or streamtube must be known a priori (field or model measurements, or mathematical model results).
3 Flow velocity profiles

3.1 Introduction

To solve Equation (2.4), the flow velocity profiles along the traject must be known. Various mathematical models can be applied to describe the flow velocity profiles, depending on the degree of perturbation of the flow (large or small bed level gradients).

For complicated flows including those with flow reversal (steep sided channels), a refined mathematical approach is of essential importance. A good representation of the velocity profiles can be obtained by using a K-Epsilon model, which is the most universal and widely used model for complicated flows (Rodi, 1980; Alfrink and van Rijn, 1983; van Rijn 1983b).

For long-term morphological computations, however, the K-Epsilon model is not attractive because of excessive computation costs. Therefore, a more simple model based on flexible velocity profiles and simple first order differential equations was developed (PROFILE-model). A fundamental drawback of this latter model is the need for empirical data over a wide range of conditions to calibrate the applied coefficients. When calibrated properly, however, the PROFILE-model is a powerful method for the engineering practice (reasonable results for low costs).

For gradually varying flows the application of a sophisticated mathematical model is not very efficient because the velocity profiles will be almost equal to those in a horizontal uniform flow. These conditions can be represented sufficiently accurately by logarithmic velocity profiles.

Since the flow conditions in practice may differ widely depending on the bed level gradients, two versions of the SUTRENCH-model have been developed:

- model for complicated flows without waves,
- model for gradually varying flows with waves.

3.2 Velocity profiles for complicated flows (PROFILE model)

Since the application of a K-Epsilon model for long-term morphological computations is not very attractive because of excessive computation costs, a more simple flow
model based on the application of flexible velocity profiles as suggested by Coles (1965), was developed. A major disadvantage of this approach is the need for empirical data over a wide range of hydraulic conditions to calibrate the velocity profiles. However, when calibrated properly, the PROFILE-model is a very powerful method to compute the velocity profiles of complicated flows including those with flow reversal. The PROFILE-model is the basic method of the SUTRENCH-model to compute the velocity profiles.

### 3.2.1 Longitudinal flow velocity

Coles (1965) showed that the velocity profiles in a non-uniform flow can be described by a linear combination of a logarithmic profile representing the law of the wall and a perturbation profile representing the influence of pressure gradients. In the present study a similar approach has been used. The velocity profile is described by (see also Figure 1):

\[
    u = A_1 u_h \ln \left( \frac{z}{z_0} \right) + A_2 u_h F \left( \frac{z}{h} \right)
\]

in which

\begin{align*}
    u & = \text{flow velocity at height } z \text{ above bed} \quad (m/s) \\
    u_h & = \text{flow velocity at water surface } (z = h) \quad (m/s) \\
    z_0 & = \text{zero-velocity level } (z_0 = 0.03 \text{ km}) \quad (m) \\
    k_s & = \text{effective bed roughness} \quad (m) \\
    h & = \text{water depth} \quad (m) \\
    A_1 & = \text{dimensionless variable} \quad (-) \\
    A_2 & = \text{dimensionless variable} \quad (-)
\end{align*}

The perturbation-profile \( F \left( \frac{z}{h} \right) \) is represented by:

\[
    F \left( \frac{z}{h} \right) = 2 \left( \frac{z-z_0}{h-z_0} \right)' - \left( \frac{z-z_0}{h-z_0} \right)^2
\]

![Figure 1: Definition sketch.](image)
The $A_2$ variable can be determined by applying the boundary condition, $u = u_h$ for $z = h$ resulting in:

$$A_2 = 1 - A_1 \ln \left( \frac{h}{z_0} \right)$$  \hspace{1cm} (3.3)$$

Combining Equations (3.1) (3.2) and (3.3) yields

$$u = A_1 u_h \ln \left( \frac{z}{z_0} \right) + u_h \left[ 1 - A_1 \ln \left( \frac{h}{z_0} \right) \right] \left[ 2 \left( \frac{z-z_0}{h-z_0} \right)^t - \left( \frac{z-z_0}{h-z_0} \right) \right]$$ \hspace{1cm} (3.4)$$

The flow velocity profile, as described by Equation (3.4), is completely defined when the unknown variables $A_1$, $t$ and $u_h$ are specified. Therefore, three additional equations must be specified, which are:

- equation of continuity,
- equation for the $t$-parameter,
- equation for the surface flow velocity ($u_h$).

CONTINUITY

The width-integrated discharge can be represented by:

$$Q = b \int_{z_0}^{h} u \, dz$$  \hspace{1cm} (3.5)$$

in which:

$Q = \text{discharge}$ \hspace{1cm} (m^3/s)

$b = \text{width}$ \hspace{1cm} (m)

Substitution of Equation 3.4 in Equation 3.5 and integration yields:

$$Q = A_1 \left[ -1 + \ln \left( \frac{h}{z_0} \right) \right] b h u_h$$

$$+ \left[ 1 - A_1 \ln \left( \frac{h}{z_0} \right) \right] \left( \frac{3t+1}{2t^2+3t+1} \right) b h u_h$$  \hspace{1cm} (3.6)$$
Analysis of flow velocity profiles measured in a channel perpendicular to the flow direction (Delft Hydraulics Laboratory, 1980a) showed that the mid-depth velocity at each location is approximately equal to the mid-depth velocity of a uniform (equilibrium) flow with the same flow velocity and water depth at that location.

Thus:

\[
U_{\text{mid-depth}} = U_{\text{mid-depth, equilibrium}}
\]  

(3.7)

The mid-depth velocity is assumed to be described by Equation (3.4) resulting in:

\[
U_m = A_1 u_h \ln \left( \frac{0.5h}{z_0} \right) + u_h \left[ 1 - A_1 \ln \left( \frac{h}{z_0} \right) \right] \left[ 2(0.5)^t - (0.5)^{2t} \right]
\]  

(3.8)

The mid-depth velocity for an equilibrium flow can be described by (see paragraph 3.3.1):

\[
U_{m,e} = \frac{1}{-1 + \ln \left( \frac{h}{z_0} \right)} \frac{Q}{b \cdot h}
\]  

(3.9)

Combining equations (3.7), (3.8) and (3.9), it follows that:

\[
-1 + \ln \left( \frac{h}{z_0} \right) = \frac{3t + 1}{[2t^2 + 3t + 1][2(0.5)^t - (0.5)^{2t}]} \simeq 0.16t^2 - 0.29t + 1.02
\]  

(3.10)

Figure 2 shows some velocity profiles according to Equations (3.6) and (3.10) for a given \( Q, b, h \) and \( u_h \) indicating that the method is capable of representing a wide range of velocity profiles including those with flow reversal.

**SURFACE VELOCITY**

The spatial variation of the water surface velocity is described by a simple first order differential equation which yields an exponential adjustment of the surface velocity to the equilibrium surface velocity \( U_{h,e} \), as follows:

\[
\frac{du_h}{dx} = \alpha_1 \frac{u_{h,e}}{h} - \alpha_2 \frac{u_h}{h} - \alpha_3 \frac{u_h}{b}
\]  

(3.11)
in which:

\( u_{h,e} = \) surface velocity for equilibrium flow (Equation (3.21)), \( \text{m/s} \)

\( h = \) water depth \( \text{m} \)

\( b = \) flow width \( \text{m} \)

\( \alpha_1, \alpha_2, \alpha_3 = \) empirical (calibration) coefficients

\[ u_h = 0.38 \text{ m/s}, \quad t = 0.36 \quad A_1 = -0.385 \]
\[ u_h = 0.48 \text{ m/s}, \quad t = 0 \quad A_1 = 0.162 \]
\[ u_h = 0.72 \text{ m/s}, \quad t = 1.42 \quad A_1 = -0.0145 \]
\[ u_h = 0.96 \text{ m/s}, \quad t = 1.42 \quad A_1 = -0.118 \]

Figure 2  Velocity profiles according to PROFILE-model.

3.2.2 Computation procedure

Equation (3.11) can be solved numerically by using a simple Runge-Kutta method. The surface velocity at the inlet \( (u_{h,0}) \) must be known. The complete set of Equations (3.6), (3.10) and (3.11) is now defined and can be solved to determine the \( A_1, t \) and \( u_h \) variables. Using Equation (3.4) the velocity profiles can be computed at each location. The input data for the PROFILE-model are: discharge \( (Q) \), width \( (b) \) and depth \( (h) \) along the trajectory, effective bed-roughness \( (k_e) \), Constant of Von Karman \( (\kappa) \) and the surface velocity \( (u_{h,0}) \) at the inlet.

3.2.3 Calibration

The coefficients which have to be calibrated are the \( \alpha_1, \alpha_2 \) and \( \alpha_3 - \) coefficients of Equation (3.11). For that purpose measured velocity profiles in a channel
perpendicular to the flow direction were used (Delft Hydraulics Laboratory, 1980a). Seven experiments with various channel geometries and hydraulic conditions (T1, T6, T7, T8, T13, T14 and T16) were selected. Based on fitting of measured and computed velocity profiles the $\alpha_1$ and $\alpha_2$ coefficients were found to be dependent on the local bottom slope $(dh/dx)$, as follows:

$$\alpha_1 = 0.28 + 0.11 \tanh [6(dh/dx) - 0.15]$$

$$\alpha_2 = 0.235 + 0.065 \tanh [17(dh/dx - 0.035)]$$

The $\alpha_3$-coefficient represents the adjustment of the surface velocity to lateral (width) variations. Since experimental data were not available, the $\alpha_3$-coefficient could not be calibrated. Therefore, an expression is applied which yields a gradual adjustment of the surface velocity, as follows:

$$\alpha_3 = 0.1 \tanh [10(db/dx)]$$

Figure 3 Measured and computed velocity profiles in a channel perpendicular to the flow.
Figure 3 shows computed and measured velocity profiles in a channel perpendicular to the flow (T14). The agreement between measured and computed velocity profiles is reasonably good in the acceleration zone but less good in the declaration zone of the channel. The results of a K-Epsilon model are also shown. The results of the PROFILE-model and the sophisticated K-Epsilon model show similar deviations compared with the measured values. Finally, it may be noted that the experimental results show serious three-dimensional effects, particularly in the deceleration zone. This is indicated by the specific discharge (per unit width) in the centre line of the flume, which is relatively small in the deceleration zone compared with the value at the inlet.

3.2.4 Vertical flow velocity

Applying the (width-integrated) equation of continuity for the fluid:

\[
\frac{1}{b} \frac{\partial (bu)}{\partial x} + \frac{\partial w}{\partial z} = 0
\]  

(3.15)

the vertical flow velocity \( w \) can be computed as (see Figure 1):

\[
w = - \int_{z_b+z_0}^{z_b+z} \frac{\partial u}{\partial x} dz - \frac{1}{b} \int_{z_b+z_0}^{z_b+z} u \, dz
\]

(3.16)

Substitution of Equation (3.4) and integration yields a (complicated) analytical expression for the vertical flow velocity.

3.2.5 Bed-shear velocity

The bed-shear velocity \( u_* \) is determined from the flow velocity computed at a height \( z = 0.05 \, h \) above the bed assuming a logarithmic profile in the near-bed layer \( (z < 0.05 \, h) \) as follows:

\[
u_* = \frac{\kappa u_b}{\ln \left( \frac{0.05 \, h}{z_0} \right)}
\]

(3.17)

in which:

\[-\]

\[
u_b = \text{flow velocity at } z = 0.05 \, h \text{ above mean bed} \qquad \text{(m/s)}
\]

\[
\kappa = \text{Constant of Von Karman} \qquad (-)
\]

\[
h = \text{water depth} \qquad \text{(m)}
\]

\[
z_0 = \text{zero-velocity level } (= 0.03 \, k_s) \qquad \text{(m)}
\]
3.3 Velocity profiles for gradually varying flows with waves

For gradually varying flow conditions (say $dh/dx \leq 0.05$ and $db/dx \leq 0.05$) the application of a sophisticated method to compute the velocity profiles is not very efficient because the velocity profiles will almost be equal to those for a uniform (equilibrium) flow. It is assumed that for these conditions the velocity profiles can be represented sufficiently accurately by simple logarithmic profiles. The influence of the waves on the (time-averaged) velocities is not represented in the present study.

3.3.1 Longitudinal flow velocity

The logarithmic velocity profile is represented by:

$$u = A_1 \, u_{h,e} \ln \left( \frac{z}{z_0} \right)$$

in which:

- $A_1$ = roughness parameter
- $u_{h,e}$ = surface velocity for an equilibrium flow
- $z_0$ = zero-velocity level ($= 0.03 \, k_s$)
- $k_s$ = current-related bed-roughness

Applying the boundary condition: $u = u_h$ at $z = h$, it follows that:

$$A_1 = \frac{1}{\ln \left( \frac{h}{z_0} \right)}$$

Substitution of Equation (3.18) in the continuity Equation (3.5) and integration yields:

$$Q = b \int_{z_0}^{h} u \, dz = A_1 \, b \, h \, u_{h,e} \left[ -1 + \ln \left( \frac{h}{z_0} \right) \right]$$

Substitution of Equation (3.19) in Equation (3.20) yields:

$$u_{h,e} = \frac{Q}{\ln \left( \frac{h}{z_0} \right) - 1 + \ln \left( \frac{h}{z_0} \right)}$$
The bed-shear velocity follows from:

\[
A_1 u_{h,e} = \frac{u_{*,e}}{\kappa}
\]

resulting in:

\[
u_{*,e} = A_1 \kappa u_{h,e} = -\frac{\kappa}{1 + \ln\left(\frac{h}{z_0}\right)} \frac{Q}{bh}
\]

Equation (3.23) yields similar results as the following (well-known) expression:

\[
u_{*,e} = \frac{g^{0.5}}{C} \frac{Q}{bh}
\]

in which:

\(g\) = acceleration of gravity \((m/s^2)\)

\(C = 18 \log\left(\frac{12h}{k_s}\right)\) = Chézy coefficient \((m^{0.5}/s)\)

3.3.2 Vertical flow velocity

Applying the width-integrated equation of continuity:

\[
\frac{1}{b} \frac{\partial (bu)}{\partial x} + \frac{\partial w}{\partial z} = 0
\]

the vertical flow velocity can be computed as:

\[
w = -\int_{z_0}^{z_b+z} \frac{\partial u}{\partial x} dz - \frac{1}{b} \int_{z_b+z_0}^{z_b+z} u dz
\]

Combining Equation (3.18) and (3.26) it follows that:

\[
w = \left[ z - z_0 \ln\left(\frac{z}{z_0}\right) \right] A_1 \frac{du_{h,e}}{dx} + u_{h,e} \frac{dA_1}{dx} - A_1 u_{h,e} \ln\left(\frac{z}{z_0}\right) \frac{dh}{dx}
\]

\[
+ \frac{A_1 u_{h,e}}{b} \left[ z - h - z_0 \ln\left(\frac{z}{z_0}\right) + h \ln\left(\frac{h}{z_0}\right) \right] \frac{db}{dx} - \frac{Q}{b^2} \frac{db}{dx}
\]
in which:

\[
\frac{du_{h,e}}{dx} = \frac{\left[ \tilde{u} \frac{dh}{dx} + \ln \left( \frac{h}{z_0} \right) \frac{d\tilde{u}}{dx} \right] \left[ -1 + \ln \left( \frac{h}{z_0} \right) \right] - \left[ u \ln \left( \frac{h}{z_0} \right) \right] \frac{dh}{dx}}{\left[ -1 + \ln \left( \frac{h}{z_0} \right) \right]^2}
\]

(3.28)

\[
\frac{dA_1}{dx} = -\frac{1}{h} \frac{dh}{\left[ \ln \left( \frac{h}{z_0} \right) \right]^2}
\]

(3.29)

\[
\frac{d\tilde{u}}{dx} = \left[ -\frac{1}{bh^2} \frac{dh}{dx} - \frac{1}{b^2h} \frac{db}{dx} \right] Q
\]

(3.30)

\[
\tilde{u} = \frac{Q}{bh}
\]

(3.31)

In case of a varying width but a uniform depth \((dh/dx = 0)\) Equation (3.27) yields a zero vertical velocity.
4 Fluid and sediment mixing coefficient

4.1 Introduction

The sediment mixing coefficient is related to the fluid mixing coefficient as follows:

\[ \varepsilon_s = \beta \phi \varepsilon_f \]  

(4.1)

in which:

- \( \varepsilon_s \) = sediment mixing coefficient  
- \( \varepsilon_f \) = fluid mixing coefficient  
- \( \beta \) = ratio sediment mass mixing and fluid momentum mixing coefficients  
- \( \phi \) = turbulence damping factor

The \( \beta \)-factor represents the difference in the diffusion (or mixing) of a fluid 'particle' (or small coherent fluid structure) and a discrete sediment particle and is assumed to be constant over the water depth. Based on experimental data of Coleman (1970), the \( \beta \)-factor was found to be in the range 1 to 3 (van Rijn, 1982a). The \( \phi \)-factor expresses the damping of the turbulence by the sediment particles resulting in a reduction of the fluid mixing coefficient. This effect was studied by van Rijn (1982a). For concentrations smaller than 10.000 mg/l the influence of the \( \phi \)-factor is relatively small and may, therefore, be neglected for most practical cases.

4.2 Mixing coefficients for complicated flows (PROFILE-model)

Since the computation of the fluid mixing coefficient by a sophisticated mathematical model (K-Epsilon turbulence model) is not attractive for long-term morphological computations because of excessive computation time, a more simple method based on the application of flexible profiles was developed. Fluid mixing coefficients computed by a K-Epsilon turbulence model for a limited set of hydraulic conditions were used for calibration of the simple profile-method.

4.2.1 Vertical distribution of fluid mixing coefficient

In vertical direction a parabolic-constant profile is used which means a constant
(maximum) value in the upper half of the depth and a parabolic distribution in the lower half of the depth, as follows (see Figure 4):

\[
\varepsilon_f = \varepsilon_{f,\text{max}} - \varepsilon_{f,\text{max}} \left(1 - \frac{2z}{h}\right)^2 \quad \text{for } \frac{z}{h} < 0.5
\]

(4.2a)

\[
\varepsilon_f = \varepsilon_{f,\text{max}} \quad \text{for } \frac{z}{h} \geq 0.5
\]

(4.2b)

\[
\varepsilon_x = \beta \varepsilon_f
\]

(4.2c)

Figure 4  Vertical distribution of fluid mixing coefficient.

The reason for applying a constant \(\varepsilon_f\)-value in the upper half of the depth is that it yields a finite concentration at the water surface and more realistic concentrations in the upper part of the depth (van Rijn, 1982a). The parabolic-constant distribution was introduced by Kerssens (1977).

4.2.2 Longitudinal distribution of fluid mixing coefficient

The variation of the mixing coefficients in longitudinal direction is effectuated by varying the \(\varepsilon_{f,\text{max}}\)-value applying a simple first order differential equation, as follows:

\[\begin{align*}
\frac{d\varepsilon_{f,\text{max}}}{dx} &= \left[\frac{\alpha_4}{h} (\varepsilon_{f,\text{max},e} - \varepsilon_{f,\text{max}}) - \alpha_5 h \frac{d(u_h - \bar{u})}{dx}\right] e^{-15 \frac{dh}{dx}} \\
\end{align*}\]

(4.3)

in which:

\[
\varepsilon_{f,\text{max},e} = 0.25 \kappa u_{*,e} h = \text{maximum fluid mixing coefficient for equilibrium (uniform) conditions} \quad (\text{m}^2/\text{s})
\]

\[
u_h = \text{surface velocity according to Equation (3.11)} \quad (\text{m/s})
\]

\[
\bar{u} = \text{cross-section averaged velocity} \quad (\text{m/s})
\]
\( u_{*_{e}} \) = bed-shear velocity for equilibrium conditions according to Equation (3.23) (m/s)
\( \kappa \) = Constant of Von Karman (-)
\( h \) = water depth (-)
\( \alpha_4, \alpha_5 \) = empirical coefficients (-)

Term I represents the decrease of the \( \varepsilon_{f,\text{max}} \)-value towards its equilibrium value.
Term II represents the increase of the \( \varepsilon_{f,\text{max}} \)-value after a change of the flow velocity profile. Term III is a stabilizing term acting at steep sloping bottoms.

Equation (4.3) can be solved numerically for a given \( \varepsilon_{f,\text{max}} \)-value at the inlet \( (x = 0) \).

4.2.3 Calibration

The \( \alpha_4 \)- and \( \alpha_5 \)-coefficients were determined by calibration using mixing coefficient distributions computed by the K-Epsilon model for various channel geometries, yielding:

\[
\begin{align*}
\alpha_4 &= 0.05 \\
\alpha_5 &= 0.015
\end{align*}
\]

Figure 5 shows some calibration results for a channel perpendicular to the flow. Generally, the values of the K-Epsilon model are somewhat smaller in the upper half of the depth and somewhat larger in the lower half of the depth, particularly in the acceleration zone. These deviations do not seriously influence the predicted sedimentation rates of dredged channels (van Rijn, 1984).

Figure 5 Computed fluid mixing coefficients for a channel perpendicular to the flow
4.3 Mixing coefficients for gradually varying flows with waves

In case of a gradually varying flow \((dh/dx < 0.05, \text{db}/dx < 0.05)\) it is assumed to be acceptable to use simple mixing coefficient distributions, as used for equilibrium (uniform) conditions.

4.3.1 Current alone

For equilibrium conditions the sediment mixing coefficient usually is represented by a parabolic distribution:

\[
\varepsilon_{s,c} = \beta \kappa u_{*,c} z \left(1 - \frac{z}{h}\right)
\]

in which:

\[u_{*,c} = \text{bed-shear velocity for a current alone according to Equation (3.23)}\] (m/s)

Equation (4.4) yields a zero-concentration at the water surface, which is not very realistic. Therefore, in the present study a parabolic-constant mixing coefficient distribution, introduced by Kerssens (1977), is applied:

\[
\varepsilon_{s,c} = \varepsilon_{s,c,\text{max}} - \varepsilon_{s,c,\text{max}} \left(1 - \frac{2z}{h}\right)^2 \quad \text{for} \quad \frac{z}{h} < 0.5
\]

\[
\varepsilon_{s,c} = \varepsilon_{s,c,\text{max}} = 0.25 \beta \kappa u_{*,c} h \quad \text{for} \quad \frac{z}{h} \geq 0.5
\]

Equation (4.5) is shown in Figure 6.

The \(\varepsilon_{s,c,\text{max}}\)-value is equal to the maximum value of the parabolic distribution according to Equation (4.4).

![Figure 6 Current-related mixing coefficients.](image-url)
4.3.2 Waves alone

Based on the analysis of concentration profiles generated by waves, the wave-related sediment mixing coefficient was found to be (van Rijn, 1985):

\[
\varepsilon_{s,w} = \varepsilon_{s,w,bed}, \text{ for } z \leq \delta \quad (4.6a) \\
\varepsilon_{s,w} = \varepsilon_{s,w,max}, \text{ for } z \geq 0.5 h \quad (4.6b) \\
\varepsilon_{s,w} = \varepsilon_{s,w,bed} + (\varepsilon_{s,w,max} - \varepsilon_{s,w,bed}) \left( \frac{z - \delta}{0.5 h - \delta} \right), \text{ for } \delta < z < 0.5 h \quad (4.6c)
\]

in which:

- \(\varepsilon_{s,w,bed}\) = wave-related sediment mixing coefficient close to the bed (m\(^2\)/s)
- \(\varepsilon_{s,w,max}\) = wave-related sediment mixing coefficient in upper half of depth (m\(^2\)/s)
- \(\delta\) = thickness of near-bed mixing layer (m)

Equation (4.6) is shown in Figure 7.

![Figure 7 Wave-related sediment mixing coefficient.](image)

Measured concentration profiles were analyzed to relate the characteristic parameters of the sediment mixing distribution to general wave parameters yielding (van Rijn, 1985):

\[
\varepsilon_{s,w,bed} = 0.00065 D_s \sigma_{br} \delta \bar{u}_{b,w} \\
\varepsilon_{s,w,max} = 0.035 \sigma_{br} \frac{h H_s}{T^r} \\
\delta = 0.06
\]
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in which:

\[ D_* = d_{50} \left( \frac{\Delta g}{v^2} \right)^{1/3} \] = particle size parameter

\[ \hat{u}_{b,w} = \frac{\pi}{T_s \sinh (2\pi h/L_s)} \] = peak value of orbital velocity at bed

\[ \alpha_{br} = \text{breaking coefficient representing the influence of breaking} \]

waves on the sediment mixing process

\[ H_s = \text{significant wave height} \]

\[ L_s = \text{significant wave length} \]

\[ T' = \text{significant wave period (relative to moving coordinate system)} \]

\[ \Delta = \frac{(\rho_s - \rho)}{\rho} = \text{relative density} \]

\[ g = \text{acceleration of gravity} \]

\[ v = \text{kinematic viscosity coefficient} \]

The breaking coefficient \( \alpha_{br} \) was found to be dependent on the relative wave height (van Rijn, 1985), as follows:

\[ \alpha_{br} = 5 \left( \frac{H_s}{h} \right)^{-2}, \quad \text{for } \frac{H_s}{h} \geq 0.6 \quad \text{(breaking waves)} \] (4.10a)

\[ \alpha_{br} = 1, \quad \text{for } \frac{H_s}{h} < 0.6 \quad \text{(non-breaking waves)} \] (4.10b)

4.3.3 Current and waves

When a wave field is superimposed on a current, the overall sediment mixing is represented by a linear addition of the wave-related and current-related mixing coefficients (van Rijn, 1985), as follows:

\[ \varepsilon_{s, cw} = \varepsilon_{s, c} + \varepsilon_{s, w} \] (4.11)

in which:

\[ \varepsilon_{s, cw} = \text{sediment mixing coefficient for current and waves} \]

\[ \varepsilon_{s, c} = \text{current-related sediment mixing coefficient} \]

\[ \varepsilon_{s, w} = \text{wave-related sediment mixing coefficient} \]

WAVE-RELATED MIXING

It is assumed that the wave-related mixing is not modified by the presence of a current. Therefore, Equation (4.6) is applied (see also Figure 7).
Because of the presence of waves, the mean current velocity profile is modified (van Rijn, 1985). Therefore, it is logical to assume that the current-related mixing is also modified. This effect has been represented by adjusting the mixing coefficient (in the lower half of the depth) of a current alone, as described by Equation (4.5), as follows:

\[
\varepsilon_{s,c} = \varepsilon_{s,c,\text{max}} - \varepsilon_{s,c,\text{max}} \left(1 - \frac{2z}{h}\right)^\eta \quad \text{for } \frac{z}{h} < 0.5
\]

\[
\varepsilon_{s,c} = \varepsilon_{s,c,\text{max}} = 0.25 \beta \kappa u_{\ast,c} h \quad \text{for } \frac{z}{h} \geq 0.5
\]

in which:

\[\eta = \text{coefficient} \quad (-)\]

\[u_{\ast,c} = \text{bed-shear velocity for equilibrium conditions according to Equation (3.23)} \quad (\text{m/s})\]

The \(\varepsilon_{s,c,\text{max}}\) value is not supposed to be modified. The \(\eta\)-coefficient is assumed to be in the range \(\eta = 1\) (linear) to \(\eta = 2\) (parabolic) depending on the relative strength of the wave motion \((\hat{u}_{b,w})\) and the mean current \((\bar{u})\). Equation (4.12) is shown in Figure 6.

Based on the analysis of measured concentration profiles, it was found (van Rijn, 1985):

\[
\eta = -0.25 \frac{\hat{u}_{b,w}}{|\bar{u}|} + 2, \quad \text{for } 0 \leq \frac{\hat{u}_{b,w}}{|\bar{u}|} \leq 4
\]

\[
\eta = 1, \quad \text{for } \frac{\hat{u}_{b,w}}{|\bar{u}|} > 4
\]

### 4.4 Equilibrium concentration profiles

Applying Equation (2.3) and the proposed expressions for the mixing coefficient, a concentration profile for equilibrium conditions can be computed analytically or numerically (van Rijn, 1984).
5 Boundary conditions

5.1 Flow domain

The following specifications are required:

- Initial \( (t = 0) \) bottom-level profiles along the trajectory: \( z_b = f(x, t = 0) \)
- Water depth along the trajectory: \( h = f(x, t = 0) \)
- Flow width along the trajectory: \( b = f(x) \)

The water surface is assumed to be horizontal. Water level variations due to acceleration and deceleration effects are neglected.

5.2 Inlet boundary

The inlet boundary should be selected at a location where no or minor morphological changes are to be expected. For unidirectional flow this location should be chosen as close as possible to the area of interest. In case of tidal flow the inlet boundary should be far away from the area of interest.

The following specifications are required:

- Discharge: \( Q = f(t) \)
- Flow velocity distribution: \( u = f(z, t) \)
- Mixing coefficient distribution: \( \varepsilon_s = f(z, t) \)
- Sediment concentration distribution: \( c = f(z, t) \)

Preferably, measured concentration profiles should be used at the inlet \( (x = 0) \). Special cases are an equilibrium concentration profile or a zero-concentration (no initial load) profile specified at the inlet.

5.3 Outlet boundary

The location of the outlet boundary should always be far away from the area of interest. As the water surface is assumed to be horizontal, no additional specifications are required.
5.4 Water surface

The net vertical sediment transport is assumed to be zero, resulting in:

\[
(w_sc + \varepsilon_s \frac{\partial c}{\partial z})_{z=z_b+h} = 0
\]  

(5.1)

5.5 Bed boundary

- flow velocity: \( w = 0 \) at \( z = z_0 \)  
- concentration: \( c_a \) specified at \( z = z_b + a \), or

\[
E_a = \left( -\varepsilon_a \frac{\partial c}{\partial z} \right)_a \text{ specified at } z = z_b + a
\]

(5.4)

The bed concentration \( (c_a) \) as well as the upward sediment flux \( (E_a) \) are specified by functions which relate those variables to local near-bed flow, wave and sediment parameters. The applied functions are presented in paragraphs 5.5.1 and 5.5.2.

When the flow is varying rapidly, the application of a bed-concentration type of boundary condition may result in a positive concentration gradient near the bed (see Figure 8) which is physically not realistic. In that case the concentration at that location \( (x_i) \) is recomputed applying a zero-concentration gradient as bed-boundary condition \( (\partial c_a/\partial z = 0) \).

![Figure 8 Positive bed-concentration gradient.](image)

The bed-boundary condition is specified at an arbitrary level \( (a) \) above the mean bed level. It is attractive to apply a bed-boundary level close to the bed, because in that case the bed concentration (or the flux) can be represented by their equilibrium values assuming that there is an almost instantaneous adjustment to equilibrium conditions close to the bed. Detailed experimental research has shown
that these assumptions are reasonable (Delft Hydraulics Laboratory, M1531-I, 1981a; M1531-II, 1981b; M1531-III, 1983a and M1531-IV, 1983b).

5.5.1 Bed concentration function

GRADUALLY VARYING FLOWS WITH WAVES

For these conditions a simple deterministic function, as proposed by van Rijn (1982a, 1985) for sand particles, is used. This function relates the equilibrium bed concentration \(c_{a,e}\) to local flow, wave and sediment parameters, as follows:

\[
c_{a,e} = 0.015 \frac{d_{50}}{a} \frac{T^{1.5}}{D_*^{0.3}}
\]

in which:

\[
D_* = d_{50} \left( \frac{\rho_s - \rho}{\rho} \frac{g}{v^2} \right)^{1/3}
\]

= particle size parameter

\[
T = \frac{\bar{\tau}_{b,cw} - \bar{\tau}_{b,cr}}{\bar{\tau}_{b,cr}}
\]

= shear-stress parameter

\(\bar{\tau}_{b,cw}\) = effective bed-shear stress for flows with waves (van Rijn, 1985)

\(\bar{\tau}_{b,cr}\) = critical bed-shear stress for initiation of motion according to Shields

\(d_{50}\) = median particle size

\(a\) = reference level

\(\rho_s\) = sediment density

\(\rho\) = fluid density

\(g\) = acceleration of gravity

\(v\) = kinematic viscosity coefficient

Equation (5.5) specifies a dimensionless concentration. Multiplying by \(\rho_s \cdot 10^3\) yields a concentration in mg/l.

COMPLICATED FLOWS WITHOUT WAVES

For complicated flows where flow separation and flow reversal may occur, a deterministic approach as expressed by Equation (5.5) does not yield realistic
results. In such flows the (effective) bed-shear stress in or near the separation and reattachment point may approach zero resulting in a zero-bed concentration or flux (applying a deterministic equation), which is not realistic in a physical sense. Therefore, a stochastic approach is introduced to represent the influence of the velocity fluctuations close to the bed which have a dominating effect on the pick-up of sediment particles near the separation and reattachment points.

Applying a stochastic approach (van Rijn, 1984), the time-averaged bed concentration \( c_a \) can be expressed as:

\[
c_a = 0.03 \frac{d_{50}}{a} \frac{T_m^{1.5}}{D_*^{0.3}}
\]

where:

\[
T_m^{1.5} = \frac{1}{(2\pi)^{0.5}} \left[ \left( \frac{\sigma'}{\tau_{b,cr,1}} \right)^{1.5} |J_1| + \left( \frac{\sigma'}{\tau_{b,cr,2}} \right)^{1.5} |J_2| \right] = \text{stochastic shear-stress parameter}
\]

\[
\sigma' = \text{standard deviation of effective bed-shear stress} \quad (N/m^2)
\]

\[
\tau_{b,cr} = \text{momentaneous critical bed-shear stress} \quad (N/m^2)
\]

The \( J_1 \) and \( J_2 \) integrals as well as expressions for the critical bed-shear stress are given by van Rijn (1984).

### 5.5.2 Sediment flux function

Applying Equation (2.3), it follows for equilibrium conditions that:

\[
E_a = -w_s \ c_a
\]

It is assumed that the upward sediment flux at the bed in non-uniform \( \partial \tilde{u} / \partial x \neq 0 \) conditions will be approximately equal to its equilibrium value for uniform conditions.

### Gradually Varying Flows

Substitution of Equation (5.5) in Equation (5.7) yields:

\[
E_a = \left( -\varepsilon_s \frac{\partial c}{\partial z} \right)_a = -0.015 \ w_s \frac{d_{50}}{a} \frac{T_m^{1.5}}{D_*^{0.3}}
\]
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COMPLICATED FLOWS

\[ E_a = \left( - \epsilon_s \frac{\partial c}{\partial z} \right)_a = -0.03 \, w_s \frac{d_{50} \, T_m^{1.5}}{a \, D_*^{0.3}} \]  \hspace{1cm} (5.9)

For hydraulic conditions below those for initiation of motion, Equations (5.8) and (5.9) yield a zero-upward sediment flux which is specified as a zero-concentration gradient \( (\partial c_u/\partial z = 0) \).
6 Bed level changes

6.1 Equations

After computation of the concentration field the bed level changes are computed using the cross-section-integrated continuity equation, which reads as follows:

\[
\frac{\partial b z_b}{\partial t} + \frac{1}{\rho_s(1-p)} \left[ \frac{\partial b h \bar{c}}{\partial t} + \frac{\partial S}{\partial x} \right] = 0
\]  

(6.1)

in which:

\(z_b\) = bed level with respect to reference datum  
\(t\) = time  
\(p\) = porosity factor  
\(b\) = width  
\(h\) = water depth  
\(\bar{c}\) = depth-averaged concentration  
\(S\) = cross-section integrated total load  
\(S_s\) = cross-section integrated suspended load  
\(S_b\) = cross-section integrated bed load  
\(\rho_s\) = sediment density

Assuming quasi-steady flow conditions, the storage term \(\partial b h \bar{c}/\partial t\) can be neglected.

6.2 Suspended load transport

The suspended load transport is computed as:

\[
S_s = b \int_{z_b+a}^{z_b+h} u c \, dz
\]

(6.2)
in which:

- \( c \) = local concentration \((\text{kg/m}^3)\)
- \( u \) = local flow velocity \((\text{m/s})\)
- \( a \) = reference level \((\text{m})\)
- \( z \) = vertical coordinate \((\text{m})\)

6.3 Bed-load transport

The transport of sediment particles below the bed-boundary level \((z_b + z_0 < z < z_b + a)\) is represented as bed-load transport using a simple formula. This schematization implies the selection of a bed-boundary level \((a)\) close to the bed. In the present study this level is assumed to be located at the top of the bed forms. Thus \( a \approx \frac{1}{2} A_b \) \((A_b = \text{bed-form height})\) with a minimum value of \( a = 0.01 h \) for reasons of accuracy (van Rijn, 1982a).

This approach requires information of the bed-form height, which can be obtained by measurements (echo soundings) or predictions (van Rijn, 1982b). Finally, it is noted that the computed bed-load transport may be rather inaccurate. This, however, does not seriously effect the overall results of the SUTRENCH-model, when the model is applied for conditions with a dominating suspended load.

6.3.1 Gradually varying flows with waves

For a current alone the bed-load transport can be represented by a simple formula, as follows (van Rijn, 1982a):

\[
S_b = 0.053 b (A g)^{0.5} d_{50}^{1.5} T^{2.1} \frac{D_s^{3.3}}{D_s^{0.3}}
\]

in which:

- \( S_b \) = bed-load transport \((\text{m}^3/\text{s})\)
- \( A = (\rho_s - \rho)/\rho \) = relative density \((-\text{)}\)

Gravity effects at sloping bottoms resulting in an increased bed-load transport rate at a downward sloping bottom and a reduced value at an upward sloping bottom are taken into account via the \( T \)-parameter.

In case of hydraulic conditions with currents and waves a generally accepted formula for the bed-load transport is not available. Therefore, the following approach is used:

\[
S_b = a b c_a u_a
\]
in which:

- $a$ = thickness of bed-load layer (m)
- $b$ = flow width (m)
- $c_a$ = (volume) concentration at reference level ($z = a$) (-)
- $u_a$ = flow velocity at reference level ($z = a$) (m/s)

The thickness of the bed-load layer is assumed to be equal to the distance between the reference level and the mean bed level. The concentrations in this layer are assumed to be constant and equal to the concentration ($c_a$) computed at the reference level. It is realized that this schematization is rather crude, but since the bed-load transport is small compared with the suspended load transport possible errors do not have a significant effect on the accuracy of the total load transport.

6.3.2 Complicated flows

The bed-load transport is represented by a stochastic version of Equation (6.3), as follows (van Rijn, 1984):

$$S_b = 0.1 b (Ag)^{0.5} d_{50}^{1.5} \frac{T_m^{2.1}}{D^0.3}$$

(6.5)
To solve Equation (2.4), a finite element method based on weighted residuals according to the (modified) Galerkin-method is used. The continuous solution (two-dimensional) domain is divided into a system of quadrangular elements. The vertical dimensions of the elements decrease towards the bed to provide a greater resolution in the zone where large velocity and concentration gradients exist. Between the nodes of the elements the unknown variable is represented by a linear function. Then, for each element the coefficients corresponding to the unknown variable at each node are determined. Finally, the (tri-diagonal) coefficients matrix for the complete solution domain is determined, from which the coefficients can be solved (Vreugdenhil, 1982). A detailed accuracy analysis shows that in vertical direction at least 10 grid points should be used for

---

**Figure 9** Comparison of analytically and numerically computed concentrations.
conditions with a current alone and at least 20 points for currents superimposed by waves. In longitudinal direction at least 10 element lengths should be used over the characteristic length scale of the bottom profile (side slope length of a dredged channel).

For a horizontally uniform flow (without waves) the results of the numerical solution method can be compared with an analytical solution. Hjelmfelt and Lenau (1970) presented an analytical solution of Equation (2.2) assuming a:

- parabolic sediment mixing coefficient (Equation (4.4)),
- constant flow velocity in vertical direction and
- constant bed concentration in longitudinal direction.

Figure 9 shows the results of the analytical solution and the (present) numerical solution for a specific case \( \frac{w_s}{\beta \kappa u_*} = 0.5 \). The numerical solution is based on 15 grid points in vertical direction, \( \Delta x = 0.2 \, h \) and a bed concentration specified at \( a = 0.05 \, h \). The numerical inaccuracy increases towards the water surface which is caused by the variable element size in vertical direction yielding relatively large vertical element sizes near the water surface. The maximum error is about 5 to 10\%, which is quite acceptable for engineering purposes.

### 7.2 Bed level changes

Bed level changes are computed from the cross-section integrated sediment transport (Equation (6.1)).

For the computation of the new bed level at time \( t + \Delta t \) from the known bed level at time \( t \) the following numerical scheme (\( LAX \)-scheme) is used:

\[
z_{b,x}^{t+\Delta t} = z_{b,x} - \frac{N \, \Delta t}{2(1-p)\rho_s b \, \Delta x} (S_{x+\Delta x} - S_{x-\Delta x}) + \frac{1}{2} \gamma_s (z_{b,x+\Delta x} - 2z_{b,x} + z_{b,x-\Delta x}). \tag{7.1}
\]

The \( \gamma_s \)-factor in Equation (7.1) determines to what extent the bed levels of the surrounding points of \( z_{b,x} \) are taken into account for the computation of the new bed level \( z_{b,x} \) at time \( t + \Delta t \). This causes numerical smoothing at sharps transitions of the bed level profile. Numerical inaccuracy is minimal for a proper selection of the (numerical) \( \gamma_s \), \( N \) and \( \Delta t \) parameter.
Generally, sedimentation predictions are to be made for channels and trenches which are oblique (at an angle) to the approaching current (see Figure 10).

The streamlines are refracted at the upstream and downstream side slopes of the channel. The refraction effect is largest near the bed and smallest near the water surface. Because of the refraction effect, there is an increase of the current velocity within the channel (converging streamlines). For a channel at a small angle ($\alpha_0 < 20^\circ$) the current velocity in the channel may become larger than that outside the channel.
The depth-averaged current velocity in an oblique channel of infinite length in (y-direction) can be described by the following equations:

**CONTINUITY** \( \frac{\partial (h \vec{u})}{\partial x} = 0 \) (8.1)

**MOTION**

\[
\begin{align*}
\frac{u}{\rho} \frac{\partial \vec{u}}{\partial x} + \frac{1}{\rho} \frac{\partial \rho}{\partial x} - g s_x + \frac{\vec{\tau}_{b,x}}{\rho h} &= 0 \\
\frac{u}{\rho} \frac{\partial \vec{v}}{\partial x} - g s_y + \frac{\vec{\tau}_{b,y}}{\rho h} &= 0
\end{align*}
\] (8.2)

in which:

\( \vec{u} \) = depth-averaged velocity in x-direction (m/s)
\( \vec{v} \) = depth-averaged velocity in y-direction (m/s)
\( \rho \) = depth-averaged fluid pressure (N/m\(^2\))
\( \vec{\tau}_b \) = bottom shear stress \( (= \rho g h^2 / C^2) \) (N/m\(^2\))
\( s \) = bottom gradient (–)
\( h \) = water depth (m)
\( \rho \) = fluid density (kg/m\(^3\))
\( g \) = acceleration of gravity (m/s\(^2\))

Boer (1984) has shown that both the convection and friction terms are of essential importance for a good representation of the flow field.

A numerical solution of Equations (8.1), (8.2) and (8.3) is also given by Boer (1984). Applying this approach the \( \vec{u} \) and \( \vec{v} \)-variables as well as the local current direction can be computed.

The current velocities along the refracted streamline can be represented in the SUTRENCH-model by varying the width (b) of the flow.
9 Sensitivity analysis of controlling parameters of SUTRENCH-model

9.1 Introduction

A detailed sensitivity analysis of the controlling parameters of the SUTRENCH-model is given by van Rijn (1984). In this report only the influence of the most essential parameters, is given which are:

- the flow, wave and sediment transport conditions at the inlet \((x = 0)\)
- the direction of the approaching current and the streamline refraction effects in the dredged channel,
- the particle fall velocity of the suspended sediment.

These controlling parameters should be based as much as possible on reliable and accurate measurements (field survey).

9.2 Influence of hydraulic conditions at the inlet

Generally, the inaccuracy of the sediment concentration profiles to be used as boundary conditions at the inlet \((x = 0)\) is rather large because of inadequate

\[ w_s = 0.015 \text{ m/s} \]

Figure 11 Influence of suspended load at the inlet on computed bed level (tidal flow).
measuring methods, tidal (neap-spring) and/or seasonal (summer-winter) fluctuations. Variations of a factor 2 are commonly observed values. When detailed measurements are not available, the flow and sediment transport conditions at the inlet \((x = 0)\) have to be estimated. In that case the inaccuracy may be much larger than a factor 2.

Figure 11 shows the influence of the suspended sediment transport at the inlet for a channel perpendicular to the (tidal) flow conditions in the Eastern Scheldt Estuary (The Netherlands). The variation of the suspended load is assumed to be a factor 2. As can be observed, the influence of variations of the suspended load on the computed bed level profiles is rather large. The amount of deposited material is almost linearly dependent on the value of the incoming suspended load.

Figure 12 shows the influence of the ratio of the suspended \((S_s)\) and total load \((S_t = S_s + S_b)\) at the inlet \((x = 0)\). The total load is \(S_t = 0.04\) kg/sm for all three computations. A large value of the suspended load \((S_s/S_t = 0.9)\) yields the largest sedimentation in the middle of the channel, but a less rapid migration of the upstream side slope. These results emphasize the importance of a correct estimation of the suspended and bed load at the inlet boundary.

Finally, the influence of the wave height on the sediment transport at the inlet is presented. Generally, wave propagation models starting at deep water (boundary conditions) are used to predict the local wave height, when local measurements are not available. Depending on the complexity of the bed topography, the inaccuracy of the predicted local wave height may be as large as 20\%. Figure 13 shows the computed bed levels for a 20\% variation of the wave height at the inlet. The wave height in the channel is assumed to be equal to that at the inlet \((x = 0)\). A change of the incoming wave height results in a change of the incoming sediment transport and hence a change of the sedimentation rate in the channel.
Figure 13 Influence of wave height on computed bed level (unidirectional flow).

9.3 Influence of streamline refraction

To investigate the influence of the refraction effects on the sedimentation in a channel oblique to the approaching flow, SUTRENCHE-computations were carried out along refracted and unrefracted streamlines. The boundary conditions at the inlet were the same for all computations. The wave height was assumed to be constant. The streamline refraction was computed numerically (see chapter 8).

Figure 14 shows the current direction ($\alpha$), the current velocity ($\vec{u}_R$), the suspended load transport ($S_s$) integrated over the width of the streamtube, and the bed levels for an approach angle of $\alpha_0 = 10^\circ$. The bed levels have been computed for an unidirectional flow and for a symmetrical tidal flow. The tidal flow is represented by two quasi-steady periods of 4 hours each.

Firstly, the computation along the refracted streamline is discussed. The mean current velocity along the refracted streamline shows an increase from 1 m/s to 1.35 m/s at the downstream side slope. Because of the increasing velocities the reduction of the suspended load (resulting in sedimentation), which is mainly caused by contraction of the streamtube, is relatively small and confined to a region upstream of the channel axis. Downstream of the channel axis the suspended load transport increases resulting in erosion. This is clearly demonstrated by the computed bed level for unidirectional flow showing sedimentation upstream of the channel axis and erosion downstream of the channel axis. Similar patterns were observed in model tests carried out at the H.R.S. Wallingford (1973). Experiments with polystyrene particles (in suspension) in a channel with a rigid bottom showed sedimentation upstream of the channel axis while the region downstream of the channel axis remained free of polystyrene particles.

In case of symmetrical tidal flow the computed bed level shows erosion in the middle of the channel; the sediment material deposited during flood is removed
Figure 14 Influence of streamline refraction on sedimentation in a channel oblique to the flow (α₀ = 10°).
during the ebb flow. Erosion can also be observed on both ends of the side slopes. Based on the above-given computation (along the refracted streamline), it seems that a channel inclined at an angle of 10° would not only be self-cleansing but self­-deepening as well. This is not credible because man-made channels always show sedimentation of material. This must be attributed to secondary effects such as infill of bed-load particles due to the gravity component causing the particles to be deflected towards the channel axis, lateral diffusion and asymmetrical tidal flow. However, the overall sedimentation rate will be rather small because of the effect of increasing velocities in case of a small approach angle (\(\alpha_0 = 0\) to 20°).

The computation along the unrefracted streamline shows a decrease of the mean current velocity because the current velocity is inversely proportional to the flow depth resulting in a considerable sedimentation (Fig. 14). Comparing the results for refracted and unrefracted streamlines, it is evident that the refraction effect cannot be neglected for an approach angle of \(\alpha_0 = 10°\).

Similar computations have been carried out for an approach angle of 45° and 60° (van Rijn, 1984). Based on these results, it seems acceptable to neglect the refraction effect for an approach angle between \(\alpha_0 = 60°\) and \(\alpha_0 = 90°\).

### 9.4 Influence of particle fall velocity of suspended sediment

Usually, the representative particle fall velocity is determined from suspended sediment samples using a (laboratory or in-situ) settling tube method. For sand

![Figure 15](image_url)  
**Figure 15** Influence of particle fall velocity on computed bed level (tidal flow).
particles the overall inaccuracy may be as large as 25%. For silt particles the inaccuracy may be much larger (say 50%). Figure 15 shows the influence of a 25% -increase of the particle fall velocity on the computed bed level for a channel perpendicular to the (tidal) flow conditions. The increase of the total amount of deposited material is about 25%.

Figure 16 shows the influence of a 20%-increase of the particle fall velocity on the computed bed level for a channel in an unidirectional flow. A larger particle fall velocity yields a smaller value of the suspended load in the channel and hence a larger sedimentation rate resulting in a more rapid migration of the upstream side slope.

![Figure 16 Influence of particle fall velocity on computed bed level (unidirectional flow).](image)

### 9.5 Influence of other parameters

Variations (within reasonable physical ranges) of other hydraulic parameters such as the bed roughness, mixing coefficients, standard deviation of the effective bed-shear stress and the angle of internal friction of the bed material particles donot seriously effect the long-term morphological changes. This is also valid for the type of bed-boundary condition (bed-concentration or sediment flux) and the reference level at which the bed-boundary condition is applied (van Rijn, 1984). The influence of wave height variations (due to depth variations; shoaling effect) on the sedimentation rate has also been investigated. The effect on the long-term morphological changes is relatively small and may, therefore, be neglected.
10 Verification of SUTRENCH-model

10.1 Introduction

A comprehensive verification analysis of the SUTRENCH-model has been carried out for various hydraulic conditions (van Rijn, 1984). Herein, the most important results for sedimentation in dredged channels are given. The following cases are considered:

- migration of a channel in a flume,
- sedimentation in a trial dredge channel in the Western Scheldt, The Netherlands,
- sedimentation in a tunnel trench in a tidal river near Rotterdam, The Netherlands,
- sedimentation in a trial dredge channel in Asan Bay, Korea.

10.2 Migration of a channel in a flume

HYDRAULIC CONDITIONS

The migration of a channel with steep side slopes of 1:3 was studied in a flume (length = 30 m, width = 0.5 m, depth = 0.7 m). The sand bed with a thickness of 0.2 m consisted of medium fine sand with a $d_{s0} = 160 \mu m$ and a $d_{s9} = 200 \mu m$. In the measuring section a small channel was excavated (see Figure 17). To maintain equilibrium conditions upstream of the channel (no scour or

![Figure 17 Migration of a channel in a flume.](image)
deposition), sand of the same size and composition as the bed material was supplied at a constant rate of 0.04 kg/sm (Delft Hydraulics Laboratory, 1980b). The water depth at the inlet was 0.39 m. The current velocity at the inlet was 0.51 m/s. Measurements of the current velocities and sediment concentrations upstream of the channel were used to compute the suspended load resulting in a value of about 0.03 kg/sm. Hence, the bed-load transport was about 0.01 kg/sm (sand feed = total load = 0.04 kg/sm).

Based on the analysis of suspended sediment samples, the representative size of the suspended sediment was estimated to be 130 μm resulting in a particle fall velocity of $w_s = 0.013$ m/s (temperature of 15°C). Small-scale bed forms with a height in the range 0.015 to 0.035 m and a length in the range 0.10 to 0.25 m were present upstream of the channel. The effective roughness of the movable bed was estimated to be $k_s = 0.025$ m (from velocity profiles).

**COMPUTATIONS**

The SUTRENCH-model for complicated flows was used to compute the migration of the channel. At the inlet boundary ($x = 0$) the equilibrium concentration profile (based on measurements) was specified. The velocity profile at $x = 0$ was described by a logarithmic profile. For these conditions the maximum value of the mixing coefficient at $x = 0$ is $c_{max,0} = 0.00155$ m²/s (Equation (4.5)). The bed-boundary condition was specified at a level of $a = 0.0125$ m applying the $E_a$-method (Equation (5.9)). The coefficient of Equation (5.9) was adjusted somewhat to give a suspended load of $s_s = 0.03$ kg/sm at $x = 0$ (as measured). The coefficient of the bed-load formula (Equation (6.5)) was also adjusted to give $s_b = 0.01$ kg/sm at $x = 0$. The porosity factor of the bed material was assumed to be 0.4. The numerical parameters were: $\Delta x = 0.25$ m, 10 grid points in vertical direction, $\Delta t = 900$ s, and $\gamma_s = 0.8$.

**RESULTS**

Figure 17 shows the migration of the channel after 15 hours. The agreement between measured and computed values is rather good.

10.3 Sedimentation in a trial dredge channel in the Western Scheldt, The Netherlands

**HYDRAULIC CONDITIONS**

In 1965 a pipe line channel was dredged across the Westerschelde (Western Scheldt), a tidal estuary in the southwest part of the Netherlands. The channel axis
was almost perpendicular to the flow. To estimate the sedimentation rate, a trial channel was dredged perpendicular to the tidal flow. A typical cross-section with measured bed-level profiles is shown in Figure 18.

Figure 18 Trial dredge channel in Western Scheldt, The Netherlands.

The local hydraulic conditions during the mean tide are shown in Figure 19.

Figure 19 Hydraulic (tidal) conditions.
The bed material consisted of sand \((d_{50} = 180 \mu m, \ d_{90} = 220 \mu m)\). The representative particle diameter of the suspendent sediment was estimated to be about 140 \(\mu m\) resulting in a particle fall velocity of \(w_s = 0.015 \text{ m/s} (\text{temperature } 15^\circ \text{C})\). The effective bed roughness was estimated to be \(k_s = 0.2 \text{ m}\) (local bed-form height \(\approx 0.2 \text{ m}\)).

Flow velocity and sand concentration measurements were carried out to determine the suspended load transport.

The inaccuracy of the suspended load may be rather large (say \(\pm 50\%\)) because of seasonal variations, inaccuracy of measuring methods and systematic errors (lag effects). The bed-load transport was not measured.

**COMPUTATIONS**

The SUTRENCH-model for complicated flows was used to compute the bed level profiles at various times. The neap-spring tidal cycle was represented by the mean tide. The mean tidal cycle was schematized to 4 quasi-steady flow periods of 2 hours each (Figure 19). The periods with small velocities (below initiation of motion) near slack tide were neglected.

To represent the sediment transport during the neap-spring cycle correctly, the current velocities of the mean tidal cycle should be increased slightly (5 to 10\%). In this way the relatively large contribution to the sediment transport by the springtide velocities can be accounted for, as shown by Van Rijn (1984). Assuming a power-law relationship with an exponent of 3 \((s \sim \bar{u}^3)\) between the sediment transport \((s)\) and the mean current velocity \((\bar{u})\), the velocities of the mean tide should be multiplied by a factor 1.05. Usually, this effect is negligibly small compared with the inaccuracy of the incoming sediment transport. Equilibrium concentration profiles are specified at the inlet \((x = 0)\). The velocity profiles at \(x = 0\) are assumed to have a logarithmic distribution. As bed-boundary condition the \(E_{a}-\text{method}\) (Equation 5.9)) has been used at a level of \(a = 0.1 \text{ m}\) above the bed. The coefficient of Equation (5.9) has been adjusted to give the correct measured suspended sand transport at \(x = 0\). The bed-load transport is computed by Equation (6.5). The porosity factor of the bed material is assumed to be 0.4.

The numerical parameters are, as follows: \(\Delta x = 5 \text{ m}\), 10 grid points in vertical direction, \(\Delta t = 7200 \text{ s}\), \(\gamma_s = 0.2\).

**RESULTS**

Figure 18 shows measured and computed bed levels. The computed sedimentation rates are reasonably good. It may be noted that the measured profiles do not show erosion at the banks.
10.4 Sedimentation in a tunnel trench in a tidal river near Rotterdam, The Netherlands

HYDRAULIC CONDITIONS

In 1978 a tunnel trench was dredged perpendicular to the flow in a small tidal river near Rotterdam (Botlek-tunnel in Oude Maas). A typical cross-section in the middle of the river is shown in Figure 20.

![Figure 20: Tunnel trench in a tidal river near Rotterdam.](image)

The hydraulic conditions are dominated by the river flow resulting in a dominating ebb period of about 6 hours (current velocity of about 0.9 m/s, water depth of about 11 m). The effective flood period is about 4 hours (current velocity of about 0.6 m/s, water depth of about 10 m). The bed consisted of fine sandy material ($d_{50} = 200 \mu m$, $d_{90} = 300 \mu m$). Based on suspended sediment samples, the representative particle diameter of the suspended sand was estimated to be about 110 $\mu m$ resulting in a particle fall velocity of 0.01 m/s (temperature of 15° C). The effective bed roughness was estimated to be about 0.15 m. Flow velocity and sediment concentration measurements were carried out to determine the suspended sediment transport. The bed load was not measured.

COMPUTATIONS

The SUTRENCH-model for complicated flows was used to compute the sedimentation in the trench. The applied boundary conditions are similar to those reported in paragraph 10.3. The wash or silt load was not taken into account because its contribution to the sedimentation process was assumed to be of minor importance. The numerical parameters are, as follows: $Ax = 5$ m, 10 grid points in vertical direction, $At = 7200$ s, $\gamma_s = 0.05$. 

51
RESULTS

Figure 20 shows the computed bed level after 14 days. The sedimentation in the deepest part of the trench (over a length of about 25 m on both sides of the axis) is about 25 m$^3$ per unit width. This value can be compared with the maintenance dredging volume of about 10 to 20 m$^3$ per unit width during a period of 14 days in the same part of the trench.

10.5 Sedimentation in a trial dredge channel in Asan Bay, Korea

HYDRAULIC CONDITIONS

To obtain information of the annual sedimentation rate in a (planned) shipping channel in the Asan Bay of Korea, a trial dredge channel (length of about 750 m, width of about 150 m, Figure 21 A) was dredged in the summer period of 1983. The initial bed profile along the (refracted) streamline in the channel is shown in Figure 21 D.

To determine the streamline pattern in the channel, a physical scale model (fixed bed) as well as a mathematical model was operated. Based on the model results, the approach angles of the currents were found to be $\alpha_0 = 20^\circ$ for the flood phase and $\alpha_0 = 15^\circ$ for the ebb phase. The current direction in the channel was found to be $\alpha = 10^\circ$ for the flood as well as the ebb phase. Analysis of tide data showed a semi-diurnal type with a small diurnal inequality. The mean tidal range is about 6 m. Maximum current velocities were in the range 0.6 to 1.2 m/s during the neap-spring tidal cycle.

Analysis of wave data for the summer period showed a significant wave height of about 0.5 m for the flood phase and of about 0.25 for the ebb phase. The wave period was about 4 s.

Analysis of various bed material samples showed the presence of medium fine sand with a median ($d_{50}$) particle diameter of 200 $\mu$m. Data of suspended sand concentrations were not available. Analysis of echo soundings showed the presence of bed forms with a length of about 25 to 50 m, and a height of about 0.25 to 0.50 m. Detailed information is reported by the Ministry of Construction of the Republic of Korea (1983).

COMPUTATIONS

The SUTRENCH-model for current and waves was used to compute the bed level changes of the trial dredge channel over a period of 100 days. The mean tidal cycle
Figure 21 Trial dredge channel in Asan Bay, Korea.
was schematized to 2 quasi-steady flow periods of 6 hours each. The characteristic approach current velocities were 0.78 m/s for the flood phase and 0.66 m/s for the ebb phase. The water depth at the inlet during flood was about 11 m and about 6.7 m during ebb.

Because the channel is oblique to the approaching flow field, streamline refraction in the channel will occur. The direction of the refracted streamlines and the magnitude of the current velocities along the refracted streamlines were computed by applying a two-dimensional horizontal mathematical model for an oblique channel of infinite length (see chapter 8).

The predicted velocities were reduced slightly (10\%\%) to account for the finite length of the trial dredge channel. The SUTRENCH-model was applied along a refracted streamline. The current velocities were represented by varying the width of the flow (streamtube approach). The computed current velocities, presented in Figure 21B, show a small increase of the velocities in the channel.

At the inlet boundary \( (x = 0) \) equilibrium concentration profiles were specified. Standard coefficients were used. Data for calibration were not available. The representative particle diameter of the suspended sand material was estimated to be about 150 \( \mu m \) resulting in a fall velocity of abut \( w_s = 0.016 \) m/s \( (Te \sim 20^\circ C) \). As bed-boundary condition the \( E_a \)-method was used, applied at a level of 0.15 m above the mean bed. The effective roughness was assumed to be \( k_s = 0.15 \) m.

The bed-load transport was computed by Equation (6.4). Sedimentation of bed-load particles by gravity infill from the side slopes was neglected.

The numerical parameters are: \( \Delta x = 25 \) m, 10 grid points in vertical direction, \( \Delta t = 21600 \) s, \( \gamma_s = 0.1 \).

RESULTS

Figure 21C shows the width-integrated suspended sand transport (at \( t = 0 \)) for the flood and ebb phase of the tide. The flood phase is the dominant period for the sediment transport. Figure 21D shows measured and computed bed levels after a period of 100 days. The agreement is rather good, particularly at the banks of the channel where erosion can be observed. In the middle of the channel there is also a small region with erosion, probably caused by relatively large current velocities. This effect was not predicted by the SUTRENCH-model. The reason for this may be an underprediction of the current velocities in the channel.
11 Sediment trapping efficiency of dredged channels and trenches

11.1 Introduction

To obtain simple rules for sedimentation predictions, the SUTRENCH-model has been applied to determine the trapping efficiency of dredged channels with various dimensions and approach angles, as shown schematically in Figure 22. The channel is assumed to be infinitely long (along the axis). Streamline refraction in the channel has been computed numerically, as presented in chapter 8, resulting in the magnitude and direction of the current velocity vector at each location. These

Figure 22  Definition sketch for sediment trapping efficiency of dredged channels.
results have been specified to the SUTRENCH-model (streamtube approach). Based on this, the SUTRENCH-model computes the suspended sediment transport along the streamtube.

11.2 Computations

In all, 300 computations have been executed using the following data (see also Figure 22):

- approach current velocity: \( \bar{v}_{R,0} = 1 \text{ m/s} \)
- approach water depth: \( h_0 = 5 \text{ m} \)
- approach angles: \( \alpha_0 = 15^\circ, 30^\circ, 60^\circ \text{ and } 90^\circ \)
- channel depth: \( d = 2, 2.5, 5 \text{ and } 10 \text{ m} \)
- channel width (normal to axis): \( b = 50, 100, 200 \text{ and } 500 \text{ m} \)
- channel side slope (normal to axis): \( \tan \gamma = 1:5, 1:10 \text{ and } 1:20 \)
- particle fall velocity: \( w_s = 0.0021, 0.005, 0.0107, 0.0142, 0.025 \text{ and } 0.036 \)
- effective bed roughness: \( k_s = 0.2 \text{ m} \)

11.3 Results

The trapping efficiency \( (e) \) is defined as the relative difference of the incoming suspended sediment transport and the minimum value of the suspended sediment transport in the channel:

\[
e = \frac{b_0 s_0 - (b_1 s_1)_{\text{minimum}}}{b_0 s_0}
\]

in which:

- \( b_0 \) = approach width of streamtube \( (\text{m}) \)
- \( b_1 \) = width of streamtube in channel \( (\text{m}) \)
- \( s_0 \) = incoming suspended sediment transport per unit width \( (\text{kg/sm}) \)
- \( s_1 \) = suspended sediment transport per unit width in channel \( (\text{kg/sm}) \)

The basic parameters which determine the trapping efficiency are: the approach angle \( (\alpha_0) \), approach velocity \( (\bar{v}_{R,0}) \) and depth \( (h_0) \), approach bed-shear velocity \( (u_{*,0}) \), particle fall velocity \( (w_s) \), channel depth \( (d) \), channel width \( (b) \) and channel side slope \( (\tan \gamma) \).

The functional relationship is:

\[
e = F(\alpha_0, \bar{v}_{R,0}, \frac{w_s}{u_{*,0}}, \frac{d}{h_0}, \frac{b}{h_0}, \tan \gamma)
\]
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Figure 23 presents the results for a channel perpendicular ($\alpha_0 = 90^\circ$) to the flow direction. These results show that the influence of the side slope angle ($\gamma$) is negligibly small.
Additional results for oblique channels are given by van Rijn (1984). The sedimentation rate (in kg/sm) per unit channel length (along the axis) immediately after dredging can be computed by (see Figure 22):

\[ D = e s_0 \sin \alpha_0 \]  \hspace{1cm} (11.3)

Finally, it is noted that this simple approach only yields a rough estimate of the sedimentation rate, which should not be used for detailed feasibility and economical studies of shipping channels.
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