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Preface

Electronic government and electronic participation are continuously transforming the public sector and society worldwide and are constantly being transformed themselves by way of emerging information and communication technologies.

The International Federation for Information Processing Working Group 8.5 Information Systems in Public Administration (IFIP WG 8.5) organizes every year two leading conferences in the field.

The international conference on electronic government (EGOV) is one of the first conferences focusing on electronic government. Since 2001, it provides a forum for scholars to present and discuss their research work.

The international conference on electronic participation (ePart) is probably the only scientific conference focusing exclusively on electronic participation. Since 2009, ePart has emerged from the strand of EGOV as a sister conference.

Through the years both conferences established themselves as leading scientific events in their fields. At the same time, they continue innovating in an attempt to increase the value each provides to its attendees. In this respect, this year, for the first time, the conferences are organised around tracks.

More specifically, five tracks were introduced, namely:

- The General E-Government Track
- The General eParticipation Track
- The Open Government & Open and Big Data Track
- The Policy Modelling and Policy Informatics Track
- The Smart Governance, Smart Government, & Smart Cities Track

The five tracks of the dual IFIP EGOV and ePart conference highlight core areas of importance for the domains of study. The overall objective of the dual conference remains to attract scholars coming from different academic disciplines to present and discuss their latest research and to shed light on advancements in the field from different, sometimes even diverse, perspectives. With the introduction of a new organisational model of the dual conference, we are also happy to have in the co-chairing a number of distinguished scholars who provide fresh insights to the conferences and who bring in new relevant communities.

Papers at IFIP EGOV and ePart aim to combine scientific credibility and rigor with high relevance to practice. Likewise, the keynote speakers come from both practice and academia, which presents a fruitful combination as practice can drive research, and research is needed by practice.

The dual IFIP EGOV and ePart 2015 “Call for Papers” for all five tracks attracted a wide range of topics with 117 submissions, which included 37 accepted completed research papers (published in separate EGOV and ePart volumes of Springer Lecture Notes in Computer Science), 31 accepted ongoing research papers, 5 accepted posters, 3 workshops, 6 PhD colloquium papers and 1 PhD presentation. The latter are being included for the first time in the IOS Press proceedings along with the ongoing research papers, workshops and posters. The papers of this volume were grouped under the following headers:
The Paper Awards Committee of IFIP EGOV and IFIP ePart was again led by committee chair Olivier Glassey of IDHEAP, Lausanne/Switzerland. The organizing Committee carefully reviewed the accepted papers and granted outstanding paper awards to the winning authors. The winners were awarded in the ceremony during the conference dinner, which has become a highlight of each year’s conference. The names of the award winners can be found on the conference web page: http://www.egov-conference.org/egov-conf-history/egov-2015/.

This year, EGOV and ePart were organised in Thessaloniki, Greece under the aegis of the University of Macedonia. The University of Macedonia has long been active in research in the areas of eGovernment and eParticipation. However, the success of a conference takes much more. We would therefore like to thank the team of the University of Macedonia and particularly Eleni Panopoulou but also Maria Zotou, Elina Nanopoulou and Eleni Kamateri for their efforts in the excellent organisation of the dual conference.

The University of Macedonia is a relatively new and small university. Its departments of Applied Informatics and Business Administration have worked together for these conferences. The University of Macedonia is located in Thessaloniki, Greece; a city with 2,500 years of history and at the same time a lively, artistic city and one of the largest student centres in South-Eastern Europe. The conference dinner was held at the Byzantine museum and was preceded by an exclusive museum tour especially organised for conference participants. It could not have been more appropriate!
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The Role of Trust in E-Participation: Predictors, Consequences, and Design

Maria A. WIMMER a,1, Sabrina SCHERER a, Markus APPEL b

a University of Koblenz-Landau, Faculty of Computer Science, Institute for Information Systems Research, Germany
b University of Koblenz-Landau, Faculty of Psychology; Institute of Communication Psychology and Media Education, Germany

Abstract. E-participation has become subject of considerable research over the past decade. However, trust as a pre-condition and result of e-participation has not yet been extensively investigated in e-participation research. In literature, trust is perceived as a complex construct studied in distinct research disciplines. To identify and implement measures for increasing trust as well as for minimising distrust in e-participation endeavours, a trust model helps to explain the full scope of the trust construct in the context. This contribution introduces a research design that aims on the one hand to analyse predictors and consequences of trust in e-participation based on a trust model for e-participation. On the other hand, a 'trust-by-design' approach for designing and implementing e-participation projects is aimed at. The approach combines empirical research to 'understand' trust factors with design science research for 'innovating' in regards to improving the design of e-participation endeavours by the lessons and insights of the empirical research. Both strands of research also contribute to theory building of trust in e-participation. This paper aims to set the scope of the research, to introduce the research questions and to present the research design with the multidisciplinary setting.

Keywords. E-participation, Trust, Trust model, Multidisciplinary research, Research design

1. Introduction

Citizen participation is a key to a healthy democracy [2], [7]. Roberts defines citizen participation "as the process by which members of a society […] share power with public officials in making substantive decisions and in taking actions related to the community” [24]. With the wide diffusion of the Internet, the concept of e-participation arose, which refers to citizen participation by means of innovative Information and Communication Technologies (ICT) (see e.g. [15], [16], [26]). ICT provides intriguing opportunities for citizen participation ([12], [15], [18], [22]), yet e-participation projects are not always successful [27]. Panopoulou et al investigated and identified 21 success factors in designing e-participation initiatives, ranging from strategic aspects over capacity building and organisational aspects to integration, project management, value propositions and sustainability [23]. Interestingly, trust is mentioned only in relation to security and privacy, derived from [1] and [17].
In literature, citizens’ trust is conceived as a variable that predicts whether or not, and to what extent citizens engage in participatory initiatives more generally, and in e-participation specifically (e.g. [31]). To understand trust, several models exist, such as the integrative model of trust by Mayer et al, which conceives trust as a predictor of a risk-taking relationship between the trustor (the citizen as the trusting person or entity) and the trustee (to whom or to which trust is addressed, e.g. an individual, a group, an institution or even an ICT tool). In this model, the link between trust and the risk-taking relationship is influenced (moderated) by the perceived risk that is accompanied by the risk-taking relationship. The risk-taking relationship may yield more or less desired outcomes, which in turn influence the future trustworthiness perceived by the trustor towards a trustee [19]. Another trust model is proposed by McKnight & Chervany. Their interdisciplinary model of trust construct combines different perspectives and interrelations between these perspectives, which classify five trust types (disposition to trust, institution-based trust, trusting beliefs, trusting intentions, and trust related behaviour) [20]. In his conceptualisation, Blind identifies five types of trust in e-government, which are also relevant in e-participation contexts: political trust, social trust, technological trust, moral trust and economic trust [4]. An extensive literature review on trust and e-participation is already carried out by the authors, and the findings are summarised in [29]. The literature review shows that the concept of trust is not extensively researched in the context of tools and processes to support citizen participation. Empirical research is needed to better understand the predictors and consequences of trust in e-participation contexts. Furthermore, research needs to go beyond sole investigation of understanding influence factors. Multidisciplinary research is needed to combine the analytical and empirical investigations with design sciences, i.e. the insights and lessons of empirical research should be incorporated in the design of future e-participation solutions to increase trust and citizen participation.

In this paper, we present a multidisciplinary research design to combine investigations on 'understanding' phenomena of trust in e-participation with research on 'innovating' solutions based on the insights provided by the empirical research. Both strands of research are complemented with research to embark on and to contribute to theory building in the field.

The paper is structured as follows: Section 2 introduces the underlying trust model informing the research. The research design with research questions and the methods to be applied are described in section 3. Section 4 concludes with a discussion of some challenges of such kind of research as well as an outlook on current and further work.

2. Trust model for e-participation

As already outlined in the introduction, different models exist to explain the concept of trust. In an earlier publication, we developed a trust model for e-participation [28], which embarks on the Integrative Model for Trust in Organisational Settings by Mayer et al [19] and extends this model with facets of the Interdisciplinary Model of Trust Constructs by McKnight and Chervany [20]. It also adds elements to the integrative model of Mayer et al that are based on findings of own experiences in e-participation research and on literature review [29], including insights from information systems research (e.g. [13]), e-participation research (e.g. [17]), e-government research (e.g. [4]) and information technology research (e.g. [32]).
The trust model for e-participation is the foundation for the research work introduced in this paper. It is presented in Figure 1 in an abstract view. Subsequently, the main elements of the model are outlined:

**Influencing factors of trust** suggested in literature such as:

- **Trustor’s propensity / disposition to trust** refers to the willingness of the trustor to trust others, as „some parties are more likely to trust than are others“ ([19] pp. 714-715). McKnight and Chervany ([20], p. 38f) suggest to incorporate ‘faith in humanity’ and ‘trusting stance’.
- **Trustor’s trust in situation and structures** covers ‘institution-based trust’ suggested by McKnight & Chervany [20], which includes trustors' trust in protective structures “that are conducive to situational success” such as legal and technological measures to protect from privacy loss ([20], p. 37).
- **Factors of perceived trustworthiness of e-participation** covers trustworthiness of other actors, of ICT tools and other relevant concepts in e-participation contexts (e.g. processes). Mayer et al. propose ability, benevolence, and integrity as variables to measure trustworthiness of actors ([19], p. 717ff). Lankton & McKnight propose functionality, reliability, and helpfulness as the factors to assess trustworthiness of tools [13]. Own e-participation research indicates that trusting the process of participation might be another facet of trust to measure. Söllner et al suggest performance and purpose of e-participation projects as factors [32].

**Trustor’s trust in e-participation in the specific context** is a function of all above influencing factors of trust.

**Perceived risks and/or benefits** involves "trustor's belief about likelihoods of gains or losses outside of considerations that involve a relationship with the particular trustee" ([19], p. 726). It also includes trustor's belief about advantages and positive outcomes.

**Participation** refers to the action taken by the trustor as a result of trust, i.e. whether or not a trustor will engage in a RTR (Risk-taking-relationship, [19], p. 726).

**Outcomes** correspond to the concept in Mayer et al.'s model ([19], p. 728) that reflect positive or negative impact on influencing factors of trust in a next iteration of trust and RTR; in which form this impact can happen is still subject of research.
E-participation project interventions refer to characteristics that might influence factors of perceived trustworthiness of e-participation due to different design and implementation choices, settings of an e-participation project (cf. "Web Vendor Interventions" cited in [20], p. 44), or key e-participation dimensions ([15], p. 6).

The trust model for e-participation as presented here provides the foundation for our research, whose research design is introduced next.

3. Research Design

3.1. Research objectives and research questions

The overall scope and research design is depicted in Figure 2, showing in the grey box an abstract view of the trust model for e-participation introduced in the previous section.

The research involves four specific objectives and related research questions; the first three objectives support "understanding" of phenomena through empirical studies and incorporate four research questions (RQ 1 to RQ 4 within the grey box labelled "Survey and experimental research"). The fourth objective contributes to "innovating" through design guidelines for e-participation solutions and is reflected with RQ 5 (in the turquoise box labelled "Design science research"). The objectives are informed by - and likewise feed back findings to - theory (the bluish box) as is indicated with the arrows in the figure. The interplay between "understanding" and "innovating" is displayed with arrows, too. Next, the four specific objectives and research questions are introduced.

The first objective is to identify predictors of trust and risk-taking relationships in the e-participation context. These predictors reflect variables of the potential users (the
trustors) such as general propensity to trust, attitudes towards e-participation, self-efficacy, digital literacy, media use, etc. (cf. [6]; [33]). They also reflect variables of the e-participation actors, processes and ICT tools that may affect perceived trustworthiness and - in turn - trust and actual behaviour of a trustor in e-participation offers. The research question (indicated with RQ 1 in the figure) is: Which factors influence trust of potential participants (trustors) in e-participation in a specific context?

The second objective is to examine the interplay between trust and participation given variations in citizens’ perceptions of risks and benefits of engaging in e-participation. The research question (RQ 2) is: Which risks and benefits influencing the decision to participate are perceived by trustors, based on the trust in e-participation in the specific context? The dotted grey arrow from the ‘influencing factors of trust’ box to the ‘perceived risks and/or benefits’ box is also labelled with RQ 2 as the influencing factors may directly moderate perceived risks and/or benefits outside the trust function.

The third objective is to examine the consequences of taking (or not taking) part in an e-participation. We aim to get an understanding and shed light on how patterns of a participation experience (the RTR) relate to immediate outcomes (e.g., evaluations of the experience) and more long-term changes in trustor's variables (like attitudes towards e-participation, attitudes towards the trustee, self-efficacy). Two research questions embody this objective: RQ 3 - What potential outcomes may the trust relation of a participation (RTR) deliver? RQ 4 - How does the (non-)participation of trustors in e-participation endeavours affect the influencing factors of trust? (trustor’s propensity, trust in situation and structures, and perceived trustworthiness of e-participation (tools, actors, process, etc.)).

Based on a better understanding of the antecedents and consequences of e-participation, the fourth objective is to develop guidelines for designing and implementing e-participation tools and processes that receive higher trust (i.e. contributing to realise trust-by-design). The research question (RQ 5) is: Based on insights of RQs 1-4 determining causal relationships within the e-participation initiatives, how should e-participation initiatives be designed to positively influence the factors of perceived trustworthiness of e-participation?

3.2. Methods employed in the research

To investigate the five research questions, a three-fold methodological approach is chosen, based on the three types of research as indicated in Figure 2:

1) Theory building by studying and reviewing existing theory and empirical literature on trust, trust and e-participation, and related contexts from different disciplinary perspectives. The study of theory contributes to extend the body of theoretical knowledge through findings of the review and of the other two types of research (the dependencies are in both directions and are realised over time). Based on such review, the underlying trust model for e-participation (cf. section 2) will be validated and developed further. The literature review will unveil a number of variables already studied conceptually or empirically. Relationships between variables that have attracted substantial attention by empirical research will be evaluated by means of a quantitative meta-analysis. For the meta-analysis, empirical literature on e-participation (e.g. [11]) as well as literature on other risk-taking online behaviours (e.g., in the field of e-commerce, [3]) and on participatory behaviour in the political realm will be inspected (without violating a need for homogeneity among studies, [14]). Theory
building will support the investigation of the five research questions by providing underlying theoretical models and by identifying variables influencing trust that have been studied in literature before (empirically, conceptually and theoretically).

2) Empirical research (longitudinal and experimental studies) to gather insights and evidence to better understand which factors influence trust in e-participation endeavours, and under what conditions. The integrative model for trust [19] as well as the trust model for e-participation (cf. section 2) include relationships that can be examined empirically. A longitudinal study using surveys allows to investigate the perception of trust along citizen participation in an online participatory budgeting project. Participatory budgeting involves citizens in the planning of the annual budget of a municipality or city. Citizens who engage in such an e-participation project will be followed at different points in time. Psychometrically pre-tested scales to assess the key variables will be used. The data will be analysed using structural equation modelling (SEM, [5]; [9]). Citizens who do not participate in the participatory budgeting project will be surveyed through paper-based questionnaires and/or interviews. These data will supplement the findings of the online surveys. To strengthen the assumption of causal relationships, selected relationships will be examined in a laboratory environment, where experimental methods will be used. The research in this strand will help to answer research questions 1 to 4, which focus on "understanding" phenomena that influence trust in e-participation contexts.

3) Design science research to develop guidelines and a trust-by-design development framework / engineering approach. Insights derived from the previous research activities will be used to inform guidelines to design and implement trustworthy e-participation processes and tools. These processes and tools are supposed to help overcoming current obstacles in e-participation success by increasing trust in tools, processes and actors. The guidelines will enrich the reference framework for e-participation projects [30] and will support the development of a "trust by design" approach for e-participation similar to Keen [10] who put forward such a concept for e-commerce. With this, RQ 5 will be answered. Design science research [8] guides this research. In line with Hevner et al ([8], p. 77), the design and evaluation of guidelines as well as the extension of the reference framework and the development of the "trust-by-design" approach will rely on findings generated by activities in 1) and 2) above and on experiences collected in previous research activities. Likewise, activities in this strand of research will provide new grounds for empirical research to understand influence factors changing after application of a new "trust-by-design" approach of design science research, and it will also contribute to theory-building as aimed at in 1).

The ultimate principle in this research design is that teams from social sciences, communication studies and psychology collaborate with information systems and e-government researchers to ensure an effective complementarity and transition of research findings from one strand of research to the other. In the figure, these interrelations across disciplines and demands for collaboration are indicated with the dark-grey shaded arrows.

4. Discussion and Outlook

As outlined before, the nature of the research questions raised in the research design requires cooperation across different research disciplines. First results of a fertile interdisciplinary cooperation have already been demonstrated in the drafting of the trust
model for e-participation. In the current project, researchers from psychology and communication studies collaborate with information systems and e-government researchers. The research presented in this paper will continue this successful collaboration in a more structured, systematic and three-fold methodological approach as presented before.

Different challenges have to be borne in mind and resolved in such an interdisciplinary research cooperation as e.g. different understandings of terms, different schools and methodical approaches, different publication outlets, or different value propositions and perceptions of what rigorous research is. A major challenge has been so far the difference in the research methods applied. Exploratory and descriptive qualitative research is identified as valuable research to construct “definitions and productions of typologies, driving subsequent quantitative research” ([25], p. 552). Difficulties of evaluating e-participation initiatives are e.g. that only few quantitative results are available that can be compared with each other ([26], p. 420). Traditionally, psychology bases on quantitative research approaches ([21], p. xvii) – even if mixed-method approaches are also applied in psychology nowadays (see e.g. [21]) – while in design science research and in research closer to technical disciplines, engineering approaches and conceptual modelling are crucial and well accepted methods, besides empirical methods (both, qualitative and quantitative). The tree-fold approach suggested in this paper tries to overcome this challenge by integrating different research methods. It also better ties theory and empirical / conceptual research together.

Current work of this research investigates literature of different disciplines on trust theories and empirical studies as described in the first methodical outlet of the research design section. Findings will inform the empirical research and design sciences research. Besides the literature analysis, we will elaborate a questionnaire for the longitudinal study of trust in participatory budgeting. The research work in the multidisciplinary team is planned to continue for several years. Besides the objectives of the research as presented in this paper, insights will be gained on factors impacting the success of multidisciplinary collaborations as well as on the triangular composition of the research design, involving theory building as well as empirical research for gathering understanding of trust in e-participation and design science research for innovating e-participation designs towards more trustworthy solutions.
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The Communities of Practice model for understanding digital engagement by hyperlocal elected representatives
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Abstract. There has been much research into citizens’ engagement with their representatives. This paper offers an approach to understanding sustained take-up of internet technologies by these representatives in a (hyperlocal) democratic context using Community Councils in Scotland a case study. A Community of Practice model was developed and initial data collected to evaluate whether the model can be adapted for contexts where community boundaries are not clear. The focus is the community of users of technology: representatives as primary content creators as a necessary first stage before higher levels of engagement and participation are possible. The CoP model is found to have potential, even in a context of weak, dispersed and non-self-aware communities. The importance of understanding transitions and level of engagement is highlighted and another avenue for further research identified.
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1. Introduction

1.1. Motivation

Research has generally focused on citizens’ online engagement with government and their elected representatives, e.g. [1]–[4], and has focused on success, though the occasional failure is acknowledged [5]. But there has to be something to engage with. This article is about the other end of engagement – the (hyperlocal) governments that citizens engage with at community level. At larger government levels there may be resources and paid professionals; at the hyperlocal or community level there is a dependency on the representatives themselves to create and curate content, and to carry out the engagement as part of their role in the participative process. There is some evidence that at this level of democracy, engagement is erratic, inconsistent and often short-lived [6]. Many local groups rely on small groups of volunteers, leading to dependency and vulnerability. Yet some groups succeed nevertheless.

The motivation for this paper is to explore a framework for understanding representatives’ use of technology. It evaluates the extent to which knowledge management approaches can contribute to an understanding of why some actors at the

\textsuperscript{1} Corresponding Author: Peter Cruickshank, Edinburgh Napier University, 10 Colinton Road, Edinburgh EH10 5DT, Scotland, UK. E-mail: p.cruickshank@napier.ac.uk
lowest level of representation succeed in creating sustained engagement with citizens while others fail, by applying a Communities of Practice (CoP) model. It reviews some of the relevant literature and contrasts different models of hyperlocal government to contextualize the Scottish experience that was the basis for this study.

1.2. Hyperlocal government in Scotland: Community Councils

The UK is currently experiencing a cycle of constitutional change, with forms of government under scrutiny: in particular the balance of centralized/local control (the so-called localism agenda) and even after the independence referendum of 2014, the extent to which the power should or could be devolved to its constituent nations, including Scotland. (Much has been written on this subject; [7] provides one overview).

In the Scottish context, the tiers of government are the UK Government, the Scottish Government, 32 Local Authorities and potentially 1370 Community Councils. Community Councils (CCs) are the smallest, most local units of democracy in Scotland. They consist of unpaid, nominally elected citizens who live in the communities they represent. Their statutory duty is to ascertain, co-ordinate and express community opinions. CCs also have the right to be consulted on licensing and spatial planning.

The first three tiers, along with government-associated public bodies, are responsible for almost all service provision in Scotland: we therefore use ‘hyperlocal government’ [8] to refer to the smallest elected units of government because it fits better than ‘municipality’ which implies responsibility for service delivery. Another issue is the low level of interest in CCs as democratic structures. Currently, 16% of potential CCs do not exist [9], [10] while there is a paucity of candidates for those that do exist: two thirds of elections are uncontested, meaning that CC membership is essentially self-selecting. This has contributed to a history of challenges starting with establishing their legitimacy in reflecting public opinion in their own areas [8].

Despite increasing use of online communications by other tiers of government in the UK, recent research has shown that very few CCs effectively use online techniques: just 27% have up to date online presences. Further, the proportion using social media is very small (less than 10%) [9], in great contrast to the Austrian and Norwegian examples discussed below. Worse, there was significant churn between on- and off-line status between 2012 and 2014: 1129 CCs existed in both years but 34% changed status in this period [9]. For instance 68 CCs moved from ‘exists, not online’ to ‘online, out of date’: they must have gone online since summer 2012 but let their presences lapse in under two years. Overall, 45% of viable presences have failed: at the least, this is likely to lead to significant self-efficacy issues to overcome if these CCs are to return to the internet.

Previous research into the drivers and inhibitors of individual CC internet use suggested that the major barriers were cost (particularly time-costs), factors related to the digital divide and lack of support for CC ‘digital engagers’ by their peers [9]. On the other hand, the support of community volunteers who carry out hyperlocal news reporting can provide can be vital.

1.3. Government digital engagement: the European contrast

The general pattern across Europe is for a bottom tier of elected government to represent small areas: villages and environs, individual neighborhoods and suburbs and similar. In contrast to Scotland, they can provide services, enabled through local taxes and charges supplementing government grants. For example, Austria’s Gemeinden provide services
such as water, sewerage and recreation facilities and have consistently punched above their weight [11]. Similarly, Norwegian kommuner provide services from education to transport, and work on agricultural and environmental issues [12].

Table 1. Summary of population and municipal data for the three countries discussed

<table>
<thead>
<tr>
<th>Country</th>
<th>Population</th>
<th>Hyperlocal governments</th>
<th>Population / unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>8,375,000</td>
<td>Gemeinden 2,354</td>
<td>3,558</td>
</tr>
<tr>
<td>Norway</td>
<td>4,986,000</td>
<td>kommuner 432+</td>
<td>11,542</td>
</tr>
<tr>
<td>Scotland</td>
<td>5,538,000</td>
<td>community councils 1,369</td>
<td>3,892</td>
</tr>
</tbody>
</table>

These local government units use the internet to communicate with their citizens. In 2009, 98% of Gemeinden had websites. As early as 2003, 90% of kommuner had websites [13] and by 2011, 58% had social media presences [14].

To summarize, Scottish Community Councils are an edge case – officially representative bodies of comparable size to equivalents across Europe (see Table 1) but with negligible budgets and powers. This raises interesting and relevant questions around how the low level of online engagement arose: is it purely down to the lack of powers? How much can be attributed to socio-technical challenges?

2. Literature review

2.1. E-participation and digital engagement

There is a large body of published research on the effectiveness of e-engagement, often showing that its importance has been overstated [1]; even so it is clear that digital communication is growing in importance, at least as one channel of many for reaching and interacting with citizens [15]. Much e-participation research has focused on citizen learning or engagement [16], rather than learning by the content creators. An online presence is more than simply about marketing – it is potentially about two-way communication, but the reality is that levels of citizen engagement are low [10] and having a simple but current online presence is a start. More positively, at the community level, there is some evidence that online conversations can support deliberative democracy in the medium to long terms, based around single communities or a dispersed network of sites [17], but that is only possible once a critical mass of participants is present. There has been some work in the past on the technology needs of community councils [18] but in the context of the development of specialist digital tools to support engagement.

2.2. Communities of Practice

Communities of Practice (CoPs) are characterized by Wenger [19] by their collective learning in a shared domain. They have three defining characteristics: a domain of interest (collective knowledge and competence is valued by members); a community (relationships involving joint activities and knowledge-sharing, even though members may work alone); a practice (including shared repertoires of experiences, tools and methods). A CoP is a social construction and social learning system which drives mutual

---

2 Defined here as conversations and human interaction via the internet – posting a document to a hyperlocal government or community website would not be included but disseminating links about it would, as would online conversations about its content.
learning and knowledge exchange, and as such CoP studies are most significantly found in Knowledge Management literature [20]. As the idea has evolved, it has broadened to include learning mechanisms and using a social dimension [21].

A CoP is also characterized by a clear boundary and by boundary objects, which are defined as the entities that can link communities together as they allow different groups to collaborate on a common task [19]. More simply, boundary objects can communicate to large numbers of people, potentially in different ways. As such, they have different meanings to CoP members and the general public [22]. Knowledge-transfer occurs within CoPs [23] but explicit knowledge may cumulate in an ad-hoc fashion [24], so that significant knowledge remains tacit. Motivation to join CoPs may come from expectation of access to knowledge and rewards of various kinds [24]. The presence of a ‘cognitive pressure’ (i.e. knowledge needs experienced within an organization) is a necessary condition for the emergence and survival of CoPs [20]. In a business context, CoPs often need to be intentional: that is they can require management to plan make the learning points explicit [20] and have to be deliberately designed, managed and cultivated [25]. Legitimate peripheral participation is also an important concept as it recognizes that the boundary of a community may be present, but unclear – and that peripheral participation may be denied by existing members who feel disadvantaged by new entrants[26].

2.3. Conclusion

The relevance of CoPs to e-participation has been noted before [27] but the concept has not often been used to evaluate actual behaviors or elected representatives: it could be used as an analytic tool to understand the role of knowledge sharing networks in creating sustainable online presences. The expectation is that self-efficacy and sustainability of online presences would be higher and churn in online presences lower for CC members who are embedded in a CoP.

One possible challenge to the formation of a CoP here is that the barriers to exit are so low: in other cases there is an assumption that there is a cost of leaving the community (e.g. loss of salary or access to information) – this may not be the case for a CC member. If CoPs are characterized by conflict while learning (or learning to become a CoP member is inherently problematized) [26], the temptation is to leave rather than work through the conflict (and learn). Related to this is the question of whether non-CC members can be considered members of a CoP here at all.

3. Pilot study and research subjects

3.1. Background and use of digital engagement

A pilot project ran in 2014 with the aim of validating a methodology for identifying, creating and supporting a CoP for digital engagement by Scottish CCs. Objectives included characterizing the digital presence and potential boundary objects acting as markers of a CoP and identifying the impact of interventions.

The project investigated the potential existence of a CoP around three neighboring CCs in a distinct area of a Scottish city. These CCs are connected by a similar social context (notably highly multicultural communities, drug abuse and planning blight). CC1
has long had an active blog and a Twitter account; its blog had been auto-tweeting links to new posts for about 18 months before this project began. However, ‘organic’ tweets were rare until it ran a debate on the Scottish Independence Referendum in summer 2014. Thereafter, CC1 started to use its Twitter account actively to communicate with citizens. CC2 also had a long-standing blog. CC3’s blog, modelled on CC1’s, was created about a year before this research began.

3.2. Data gathering

A complete social network analysis (SNA) was judged infeasible, most significantly because at this stage a boundary could not be identified: for instance it was known that CC activity is often supported by non-members. Instead, the three neighboring CCs were studied using mixed methods focused on qualitative data, using interviews with members who undertook their CCs’ digital communication to gather data on how knowledge around digital engagement was acquired, shared and managed. Several types of knowledge were considered, including (i) the technical skills of creating online content (ii) skills around digital communication and engagement, namely how to write and work out what to say (iii) knowledge around how CCs work and what they do, (iv) knowledge of local news and developments. The focus for research was technical and digital knowledge.

A sociogram of the knowledge sharing was used to visualize and understand the knowledge sharing ties between the identified actors. This data was augmented with personal knowledge and reviews of online presences. Information about citizens who communicate digitally with CCs was not gathered unless citizens were explicitly part of knowledge-sharing links. These methods yielded rich data on the relationships between actors dispersed between units of hyperlocal government.

4. Results

4.1. Impact on participants

As would be expected in a project such as this, the research made an impact on the participants. The research in CC1 had been structured around addressing the perceived needs of participants, and their skills and availability. However, many interviews turned into ad-hoc one-to-one coaching sessions, where explicit and tacit knowledge was shared. This may best be summed up by a quote from an interviewee: ‘serendipity and discovery happen when not working in isolation’.

The rewards for participation were most often personal satisfaction at fulfilling ‘democratic duties’ and helping neighbors, although satisfaction also arose from successful use of new software and building personal relationships. New and existing CC digital engagers increased self-efficacy thanks to emotional and technical support from other community members. For newer members, there was increased sense of their roles as representative of their CCs, learning more about what is ‘out there’, conveying this back to CCs, and understanding that others are interested in CC’s work. Other interviewees confirmed these benefits, acknowledging that their role includes emotional support as well as teaching know-how.
4.2. Identifying communities

The data gathered showed that there are citizens within each CC who are interested in and do CC digital engagement, and who communicate with each other to share relevant knowledge. There are a number of citizens who contribute knowledge and have interests in CC digital engagement but do not currently tweet or post on behalf of CCs, that is they facilitate but do not directly create boundary objects. Recalling Wenger’s defining characteristics, they could be classed as members of a Community of Learning around the putative CoP. Others, including representatives of bodies who have interests in CC digital engagement, could be members of a Community of Interest. Figure 1 below illustrates how the main communities identified may interrelate.

Creation of boundary objects such as tweets might be used to distinguish those who practice and hence ‘truly’ are in the CoP from those who do not practice. Of course there may well be people who have the skills to produce tweets and posts but currently do not do so; although they are CC members and help or advise on tweet/post creation it still remains to be established whether they should be counted as being part of the CoP.

![Diagram showing communities of practice and interest]

**Figure 1:** Sharing skills around CC digital engagement

4.3. Revisiting the method

This analytical approach has the potential to enable practitioners to move from analysis to interventions supporting vulnerable peers. A challenge is to keep the work focused on creators of digital content. It is also important to be clear about what level of knowledge is being exchanged (technical, communications skills, domain procedural knowledge or news on local developments).

As is often the case with pilot projects one of the aims was to refine the data collection process; we can draw the following lessons for improving the method. First: The importance of being clear about whether technical, communications or procedural knowledge is being exchanged (and being clear whether the relationship is perceived as teaching, sharing or learning). Second: Being clear about the relationship between roles and individual: those who communicate digitally do so in dialogue with their offline colleagues. Third: The most interesting data might relate to the people who are not (yet)
part of any CoP. It is therefore important to ensure the research method is open to identifying boundary objects and ‘boundary people’ as part of the characterisation of the community. Fourth: The interview format is essential because respondents may not understand the distinctions between technical skills and writing content skills. Also, semi-structured interviews can be used to gather important qualitative data about how knowledge-sharing takes place, what inspires it, whether it is valued, how and why the various actors became involved and so on. It is important that the learning impact of this research on participants is acknowledged.

5. Conclusions and issues for further research

As a small, time-limited pilot project, the results are constrained in a number of ways, particularly the small number of people who could be interviewed or provide data. However, the tentative results show that there is value in using the CoP model as a lens for analyzing the sustainability of online activity: it provides a framework for putting sustained technological acceptance by hyperlocal democratic practitioners into a social context. Refining the data has given an abstract model (Figure 1) for visualizing the sharing the technical skills of creating online content and skills around digital communication. Membership of this CoP, whether conscious or not, does appear to increase self-efficacy in the participants.

This research has uncovered a number of overlapping communities in one city. However, this project was not able to conclusively establish whether there is a core CoP of community councilors practicing digital engagement, or whether one could be intentionally constructed. A crucial test for further research would be to evaluate the extent (legitimated) peripheral participation can be observed and to do more to identify boundary objects. This is challenging because it seems a boundary between any CoP and the peripheral actors has not (yet) been formed, defined or recognized: members may not be aware they are in a CoP. A related challenge is understanding transitions into (and out of) a community such as this with its blurred or transient boundaries – where individuals move between practice, learning and interest. It would be interesting to investigate whether and how community councils with stable and churning online presences differ.

The work can be extended through the identification of similar communities elsewhere: geographically and on other platforms, Facebook in particular.

The question remains as to whether this will lead to sustained engagement: this would require a sustained study.

Finally, we look forward to applying this approach in a larger context and to evaluating the method in similar contexts across the UK and Europe. As well as allowing for wider sharing of good practice, this would allow a more rigorous model to be constructed.
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Abstract. In this paper, we present a concept prototype for a socio-technical assistant (s.TAS) as a collaborative problem-solving approach to support the regional development in a selected rural district. The presented concept considers insights from citizen participation as an open government instrument and strongly incorporates collaborative value creation to address regional development issues. The presented approach incorporates citizens and other regional stakeholders (e.g., companies, organizations, associations) as problem-solvers and strongly enables regional stakeholders and the public administration to develop solutions jointly as an ongoing learning process. In this sense, s.TAS addresses participation approaches and elaborates participation to collaboration. For the development of this participatory problem-solving approach, we conducted (1) a broad literature review on participatory approaches and (2) we implemented a qualitative, collaborative research approach with participants from different stakeholder groups. In several workshop rounds, supported by interviews and surveys we developed a concept prototype for the socio-technical assistant s.TAS, which is a technical, smart system, which supports information, communication, participation and collaboration in the selected region.

Keywords. Participatory approach, socio-technical assistant, open government, regional development, collaboration

1. Motivation

This paper presents an ongoing research project about the development of a collaborative problem-solving tool, which should support rural areas, regions or communities to deal with challenges provoked by the demographic change and its consequences for rural areas. The research project is conducted collaboratively with a selected rural district in Germany, research institutions, companies and citizens.

“Demographic change in Germany is marked by low birth rates and a declining population size. Increased life expectancy, the resulting ageing of the population and the growing proportion of the population with an immigrant background affect Germany more than other industrial countries. Demographic change impacts almost every area of life and will significantly influence our society and economy in the coming decades.”[1]
With regard to demographic change, we very often problematize higher costs in terms of care and mobility, the necessity of technical assistant systems to compensate physical detracting, the (social) isolation of rural areas and the overpopulation of urban cities. In our research, we address the aging society with its professional and life experiences as a chance and potential to participate in the solution of demographic change induced challenges. We address a generation of elderly people, who are longer in good health conditions, active and already experienced with technical systems. From our perspective, this generation is able and willing to participate in a collaborative development of the region they live in by using a socio-technical assistant. Furthermore, we aim to introduce a participatory instrument, which supports collaborative problem solving, which is not limited to information delivery or communication tools for public administrations only.

2. Theoretical Considerations

In order to explore new instruments of participation and collaborative problem-solving approaches a common understanding of open government, and public participation as an open government instrument is necessary. The term “open government” contains a variety of nuances of meanings [2]. Open government is used as synonym for open data (see IT-Planungsrat 2010), other authors rather link open government to open innovation (Noveck 2011) or emphasize citizen participation (Bauer/Seckelmann 2012) or a comprehensive integration of all societal stakeholders (Krabina/Lutz/Prorok 2012) [2]. Other sources link the “open government” movement to the memorandum of the US-President Barack Obama (McDermott, 2010) [3], who defines in the memorandum in 2009 open government as a triad of transparency, participation and collaboration [4]. In our research, we follow this understanding of open government in terms of transparency, participation and collaboration. In this sense, transparency includes the delivery of data and public operations, while participation and collaboration address the integration of citizens in decision-making and service provision processes of the public administration [5]. Through this, on the one hand, the public administration operations are legitimized; on the other hand, information, knowledge and citizens competencies are incorporated into the administration.

2.1. Citizen Participation as an Open Government Instrument

The participation of citizens allows partaking in political decision-making processes in several forms and on different political levels. The instruments of citizen participation have been developed continuously over the last years. Beside rather traditional instruments, which are incorporated in administrative proceedings or building legislations and obligatory, a variety of new facultative participatory instruments can be implemented [6]. Two forms of citizen participation can be distinguished: (1) direct-democratic and (2) deliberative forms of citizen participation. In terms of direct-democratic forms of participations, citizens vote directly for or against certain issues. In terms of deliberative forms of participation, citizens participate by exchange of arguments in discussions. Citizen participations are also characterized by the elements information, communication, and participation and consulting. Nowadays, there is a variety of different citizen participation instruments (e.g., wikis, scenario workshops, forums, open space conferences, bar camps, deliberative polling, citizens’ panels, citi-
zens’ jury), with different aims, number and kind of participants, duration, costs, expected outcomes and not every instrument suits certain issues and conditions. Each citizen participatory instrument must be chosen carefully due to the intended aims, costs and benefits [7]. Nevertheless, there are obstacles to overcome when it comes to proper implementation of citizen participation on a regular basis. Opinions, arguments and participations of citizens have to be taken seriously and there is a need for proper conflict moderation. Following decisions need to be transparent and comprehensible, especially in terms of contrary decisions. The value of citizen participation for public administrations and politics is obvious; decisions are legitimised and information can be delivered in an appropriate way. If public administration take citizens seriously, positive image effects for the public administration can be a consequence [8]. To sum it up, the discussion of citizen participation instruments indicates that information, communication and participation are key elements of existing participatory instruments while the problem-solving itself by citizens is not in the centre of participatory instruments. There is a need for collaborative problem-solving approaches, which allow a joint development of solutions by all stakeholder groups as well as the implementation of solutions. Furthermore, in our approach problem-solving is an ongoing process or cycle rather than a selective implementation of individual participatory instruments.

2.2 Technical Assistant Systems for Problem Solving

Technical Assistant Systems as a human-technical interaction approach, with interdependent effects of technical processes and social behavior [9], are still addressed as future issues, which needs to be further explored [10]. In some learning, working and living environments, assistant systems are already implemented, e.g., in the area of welfare-technologies [10], in terms of systems for the preservation of qualifications and competencies of employees [11], systems for driver assistance or systems for decisions making support, and the development of alternatives [12]. The status of marketability and implementation differs significantly between the different areas of application. While driver assistance is widely accepted, welfare technologies are still confronted by a low level of marketability [10]. In our study, we address a technical assistant system, which should not be focusing on the support of individuals or organizations, like driver assistance. The system aims to support the solving of comprehensive, societal problems with regard to demographic change on the level of regions.

3. Object of Investigation

In order to further explore new participatory approaches, the role of citizens and their ability to solve regional development problems collaboratively with the public administration and other regional stakeholders (e.g., companies in the regions, non-profit and private organizations), we address a rural district in Germany confronted with specific regional development problems. The selected district with 160.000 inhabitants is highly affected by demographic change and its consequences, like an aging society with 43.2% of inhabitants over the age of 50 [13], the isolation of rural areas, corresponding new requirements for infrastructure, mobility concepts and logistics. On the other hand, the selected region also encompasses “hot spot areas” characterized by a significant growth in terms of society and economic development with a high demand for a skilled workforce, living spaces and other needs of infrastructure. Overall, there
are several burning issues to address and to solve by the affected stakeholder groups and a need for collaborative problem-solving approaches.

4. Methodological Approach

For the development of a participatory problem-solving approach, we conducted (1) a broad literature review on participatory approaches and (2) we implemented a qualitative, collaborative research approach with participants from different stakeholder groups. In several workshop rounds, supported by interviews and surveys we developed a concept prototype for a socio-technical assistant (s.TAS), which enables and supports citizens to solve regional development problems collaboratively with the public administration and other regional stakeholders. In this iterative process, we included two research institutes, representatives from the public administration, citizens as well as companies and organizations with different perspectives on the topic. During idea workshop rounds, we involved 29 people (17 from the rural district administration; two persons as city representatives; 5 company partners with technical background and 5 members from the responsible research group). We implemented creativity techniques, design thinking [14], [15] and other user centric approaches for the generation and assessment of ideas for the development of a participatory tool. The aim of the workshop rounds was to explore requirements and use cases for a new problem-solving approach. For this purpose, we introduced and explored different personas (user-centric approach) and the workshop participants developed jointly ideas to deal with the persona’s circumstances and requirements.

The idea generation was supported by key questions in order to trigger and to guide the idea generation during several brainstorming sessions. Sub-groups collected 147 rough ideas by answering several key questions: e.g. “Which issues has s.TAS to address in order to encourage persona 1 to participate enthused?” or “What has s.TAS to address in order to make Persona 2 telling his friends about s.TAS?” or “How can the public administration supported by s.TAS help Persona 2 to develop leisure facilities in his home town?” or “How can s.TAS support Persona 3 to develop a small and desolated village into a mobility hot spot with attractive new transport solutions?”

In further rounds, the workshop participants and the facilitator clustered, evaluated and consolidated the outcome of the idea generation. As a key result, the discussion was centered around three main topics for s.TAS. (1) easy handling, (2) contact, information and participation and (3) rules. A multitude of participants emphasized the need for an easy-to-use intuitive approach for s.TAS. Under this point, the participants discussed certain requirements like multilingualism, easy access possibilities via internet, mobile devices and other forms like terminals in appropriate areas. Furthermore, participants emphasized the necessity for s.TAS to act as a contact and knowledge broker. In this sense, s.TAS should deliver information, provide solutions, and enhance citizen participation and joint problem solving. Workshop participants also agreed that s.TAS has to have rules. For example, the users of the system should have profiles, clearly indicating the competencies, skills or experiences of the user with explicit rights to read and write or administrate. In another workshop round the s.TAS system was roughly sketched by the involved participants. In that way, first ideas for its technical implementation could be collected and discussed as a fundament for the development of a first concept prototype.
5. New Problem-Solving Approach with s.TAS

In this section, we present the derived conceptual prototype and the key functions of a socio-technical assistant (s.TAS) for collaborative problem solving. s.TAS is conceptualized as an action system, in which different human and technical subsystems are integrated comprehensively [16]. In general, s.TAS is a technical, smart system, which supports information, communication, participation and collaboration in the selected region. Furthermore, s.TAS is supported by “face-to-face” participatory instruments with linkages to the technical system and vice versa. s.TAS is open for all stakeholder groups and has to meet the needs for several stakeholders (“design for all”) in terms of accessibility and usability. s.TAS will be supported by an internet website, mobile applications via smartphone or tablet, but s.TAS should be also available on an appropriate terminal in public areas. s.TAS allows three key functions (1) information and communication platform, (2) participation and (3) collaboration.

As an information and communication platform, s.TAS allows the public administration to present information in an appropriate way; citizens, companies, and other stakeholder groups receive information; questions and answers; ongoing discussions will be supported as well.

As a participation assistant s.TAS will coordinate participatory processes and moderate collaborative approaches between different stakeholder groups. In terms of collaboration s.TAS allows the joint development and implementation of solutions between relevant stakeholder groups. A key element within the s.TAS approach is the learning, dynamic knowledge base (see figure 1), which contains data and information (statistics, videos, data etc.). Furthermore, knowledge regarding certain issues, best practice solutions or any problem-solving information will be contained as well. In this sense, the system learns continually. This knowledge is based on the knowledge of all stakeholder groups who are willing to support and enrich a certain issue. Solutions can be delivered by experts (public administration, companies, and research institutions) but also by laypersons with creative input. Each stakeholder has its own profile and competencies. Supported by a messenger system, stakeholders receive enquiries or invitations to participate in the problem-solving process.

For each problem-solving process, a task force is formed and moderated. This procedure allows to collect and present necessary information for a certain problem-solving process and it allows to bring together an appropriate set of people as a task force. The problem-solving process itself will be supported by the s.TAS but also by offline instruments.

The technical system provides tools for orchestrating the collaboration process as well as for editing and managing the various kinds of artefacts arising out of the solution-finding process, like sketches, text documents, tables, technical specifications, audio or video files, mathematical models, construction plans etc. s.TAS will also provide methods for a collaborative evaluation of contributions and (partial) solutions by means of innovative interactive visualization techniques as well as collaborative virtual and augmented reality technologies. Generated solutions will be implemented in the real world and the developed solutions will enrich the knowledge base for similar or related issues.
6. Conclusion and Further Research

In this paper, we present a concept prototype for a socio-technical assistant as a collaborative problem-solving approach to support the regional development in a se-
lected rural district. The concept considers insights from citizen participation as an open government instrument and strongly incorporates collaborative value creation to address regional development issues. This approach incorporates citizens and other regional stakeholders (e.g., companies, organizations, associations) as problem-solvers and strongly enables regional stakeholders and the public administration to develop solutions jointly as an ongoing learning process. In this sense, the approach addresses participation approaches and elaborates participation to collaboration. In this paper, we shortly present key results of ongoing research, which has to be deliberated further in the future. Future research will emphasize several research questions. Firstly, we have to explore how stakeholders can be motivated to contribute in the problem-solving process. Secondly, we have to consider possible barriers within the public administration and corresponding measure to address and conquer identified barriers. Thirdly, we have to design a development process, which allows regional stakeholders to accompany the technical development of s.TAS in a systematic way in order to ensure implementation and usage.
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Abstract. Assessing the influence that socio-economic characteristics have on the division between traditional voters and those who choose to vote via the internet is crucial to political debate as well as for the future development of democracies. Does the introduction of internet voting technology simply widen the divide between voters and non-voters, further isolating the part of the electorate already underrepresented in the political process? We address these issues by reviewing the current state of research in 22 empirical studies relating internet voting to socio-economic variables. The results are not homogeneous but suggest that although socio-economic factors do play an important role in explaining the choice of voting channel, they are strongly moderated by the general use of and trust in the internet.
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1. Introduction

Internet voting (i-voting) has been considered, discussed and implemented in several countries since the late 1990s [26]. The development and success of i-voting in each country differs greatly. For instance, while the experience in the USA has been limited to individual trials in primary elections [30], [38], in Estonia, or 'E-stonia' as it has been named, the entire electorate can vote online in national elections [39]. In Switzerland, pilot projects have been carried out in Cantons Geneva, Zurich and Neuchâtel, beginning in 2003 in the Geneva municipality of Anières. Since then, other cantons have also introduced i-voting [36]. In some countries such as Norway, i-voting projects have been stopped completely after several trials [4].

Although the introduction of this additional voting channel clearly has some advantages, such as reducing costs and simplifying the voting and vote counting processes [22], i-voting undeniably raises various technical, legal and especially political questions. One such question is that of the socio-economic characteristics of i-voters. I-voting is perceived as offering a new way to reach the population and involve those underrepresented in the electorate in the political process. This argument is based primarily on the hope for increased participation of younger voters as they have a higher affinity for the internet compared to other age groups [20], but a generally low turnout rate [22].

Increasingly, there is also a fear that socio-economic groups that are already underrepresented in the electorate would be further disadvantaged in the political process. It is argued that i-voting would predominantly be utilised by those groups who
already exhibit a high participation rate without the introduction of this additional voting method. Well-educated, affluent citizens are more likely to have access to the internet and the knowledge required to navigate it than the less well-educated, low income socio-economic groups [23], a phenomenon often referred to as the digital divide. What is pivotal is that according to [28] the digital divide runs alongside existing socio-economic cleavages and can therefore exacerbate existing inequalities. It must be noted that in the long term the existing distortion can be changed or at least softened, and in the best case scenario corrected altogether [6]. Using data from the USA, [1] illustrates that the digital divide tends to diminish over time. Among other things, the data refers to the percentage of households in certain income brackets that own a computer. While in households with an income of under US$25,000 p.a. there was an increase of 80.3 percent between 1977 and 2000, the increase was only 15.7 percent in households with a yearly income of over US$75,000.

Aside from the much discussed and argued digital divide, the sociological explanatory model for voting behaviour, developed by researchers at the University of Columbia in the 1940s, remains one of the main theories in this field. It is based on an analysis of interviews of 600 people during the 1940 presidential election campaign by a research team led by Paul F. Lazarsfeld to document the opinion-forming process of the interviewees. The principal argument of their analysis was that a person's vote is highly dependent on their socio-economic characteristics. The ensuing criticism, that the theory lacked a causal connection or had its own social determinism, led to the advancement of the ideas of the Lazarsfeld group in the following decades. For example, [24] developed a macro-sociological approach explaining the party systems as well as the party affiliation of individuals on the basis of four conflict structures in society arising from national revolutions and the industrial revolution: centre and periphery as defined by ethnicity and language; State and church; city and country; and labour and capital. Today the socio-economic composition of the electorate is still considered relevant to the election result [32].

For various reasons the socio-economic profile of i-voters is also of interest. Compared to existing voting channels like ballot or post, are certain population or age groups over or underrepresented among i-voters? Do certain socio-economic characteristics have a detectable influence on the choice of voting channel? I-votes conducted so far in Switzerland and Estonia, but also in the USA, United Kingdom, Norway and Canada, have allowed for these questions to be empirically explored.

This paper summarises the current state of research by analysing and comparing the 22 known studies with reference to underlying methods and results. The focus is on the socio-economic dimensions of age, gender, income and education and how these dimensions influence the choice of voting channel. Though several studies examined a multitude of additional information, these four variables were included in enough of the studies to compile a meaningful comparison.

The fundamental methodology and variables examined vary from analysis to analysis. In most of the studies, i-voters are compared with voters using other channels. Only a few isolated studies limit their analysis to the profile of i-voters without any comparison. Central to the interpretation and structuring of the results is the methodology used in each study. This paper differentiates between bivariate and multivariate analyses, each made up of two categories respectively. Not all studies refer to the models using our terminology, however every analysis can be grouped into one
of the four categories. The bivariate studies are limited to the relationship between a specific socio-economic variable and the choice of voting channel and in most cases also describe the frequency distribution. Rarely, an additional chi-squared test is carried out to test the significance of the differences found. The multivariate models consider multiple independent variables. They therefore answer questions such as: Does age have a significant influence on the choice of voting channel when the influence of gender, income and education is taken into account at the same time? Again, this category of analyses differentiates between socio-economic and global models. In the first, only socio-economic information is included.

Variables such as marital status or social class are also examined in some studies. The global models consider above all variables that relate to politics and IT such as political orientation, computer knowledge or trust in the internet. Although this paper does not focus explicitly on these variables, the corresponding results are included as they can provide indications for further explanatory approaches for the choice of a specific voting channel. Certain coefficients that show significant values in socio-economic models can lose their significance in global models. For example, it is obvious that better computer knowledge and a higher trust in the internet are typical for the younger population. This means that they do not use i-voting because they are young but rather because compared to other age groups they have a higher affinity to the internet. The global models can therefore put the significance of socio-economic dimensions into perspective and provide new explanatory approaches.

2. Switzerland

Who uses i-voting in Switzerland? What are their socio-demographic characteristics? Six studies have been conducted so far for the Swiss case. They give a first indication as to whether the variables age, gender, income and education have an impact on the use of i-voting. Table 1 gives an overview of these studies.

2.1. Age

The studies reveal by and large a uniform picture regarding age. According to bivariate measures, younger voters tend to use i-voting in greater numbers than older voters. Interestingly, it is not the youngest voters (18-29 years) who use i-voting most often but rather voters in the 30-49 years age group [10, 34]. The oldest age group, in turn, only rarely makes use of i-voting. Likewise, a multivariate analysis [34] shows that it is the second youngest electorate group that uses i-voting most frequently. Crucially, age loses its statistical significance when controlling for the frequency of internet usage and trust in the internet. This indicates that younger voters tend to use i-voting more frequently because they currently show a greater affinity for the internet. Consequently, differences between age groups with regard to i-voting usage could fade over time as it depends not on age itself but rather on affinity for the internet.

2.2. Gender

All analyses which are limited to the description of frequencies conclude that men are overrepresented among i-voters [10, 11], [33, 34], [37]. [37] shows that 35.7 percent of
men use i-voting compared to merely 16.4 percent of women, whereas [34] demonstrates with 36.7 percent to 30.2 percent respectively, a less stark contrast between the genders. Performing a chi-squared test, however, [18] finds no statistically significant effect for gender. Similarly, multivariate analyses [11], [33] show no significant effect of gender once the variables computer skills and frequency of internet usage are controlled for.

Table 1. Overview of studies examining socio-demographic characteristics of i-voters in Switzerland.

<table>
<thead>
<tr>
<th>Study</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Christin and Trechsel [10]</td>
<td>Based on <strong>bivariate</strong> analysis <strong>younger</strong> (under 40, although not the youngest), <strong>male</strong> and <strong>higher educated</strong> voters are overrepresented among i-voters.</td>
</tr>
<tr>
<td>Christin and Trechsel [11]</td>
<td>Based on <strong>bivariate</strong> analysis i-voting is used more frequently by <strong>younger</strong>, <strong>male</strong> voters with a <strong>high education</strong> level and a relatively <strong>high household income</strong>. The <strong>multivariate</strong> model including socio-demographic and ICT variables produces significant results only for the latter variables.</td>
</tr>
<tr>
<td>Serdült and Trechsel [37]</td>
<td>The following results are found based on <strong>frequency distributions</strong>: voters aged <strong>40-49</strong> followed by voters aged <strong>18-39</strong> are overrepresented among i-voters. <strong>Men</strong> and voters with a <strong>higher education</strong> and an above <strong>average income</strong> are also overrepresented.</td>
</tr>
<tr>
<td>Serdült [34]</td>
<td>Based on <strong>bivariate</strong> analysis, <strong>30-39</strong> year old voters most often choose to use i-voting, followed by the <strong>40-49</strong> year old group. <strong>Men</strong> and the <strong>better educated</strong> are overrepresented among i-voters.</td>
</tr>
<tr>
<td>Sciarini et al. [33]</td>
<td><strong>Frequency distributions</strong> show that voters between <strong>25 and 34</strong> more frequently use i-voting. <strong>7%</strong> more <strong>men</strong> than women chose to vote online. <strong>Better educated</strong> (university degree) voters and voters living in <strong>high income households</strong> are overrepresented. <strong>Multivariate</strong> models show significant effects of <strong>age</strong>, <strong>gender</strong> and <strong>education</strong> on i-voting. However, the model including frequency of internet use and <strong>trust in the internet</strong> explains away effects of all socio-demographic variables.</td>
</tr>
<tr>
<td>Germann et al. [18]</td>
<td>Based on <strong>chi-squared tests</strong> age appears unrelated to i-voting use. <strong>Men</strong> are more likely to vote via the internet. I-voters are significantly more tech-savvy (<strong>IT-skills</strong>).</td>
</tr>
</tbody>
</table>

2.3. Income

Bivariate results show that higher income voters more frequently use the internet to vote [11], [33], [37]. As [37] shows, the share of i-voters grows as income increases, but at the same time the share of voters who use the two established voting channels (postal and ballot voting) decreases. Similarly, [33] observes greater shares of i-voters compared to postal or ballot voters among middle and higher income households. Although [11] finds a general positive association between income and i-voting, no clear impact of income on the use of the traditional voting channels is observed. In a multivariate analysis, income proves to be positively related to the probability to vote via the internet, but loses its significance as soon as IT-variables such as frequency of internet usage or trust in the internet are controlled for.

2.4. Education

Similar to age and income, education is found to be positively related to i-voting in bivariate analyses. Among i-voters, the highly educated are clearly overrepresented.
For instance, [37] found only 2.8 percent of i-voters indicated compulsory education as their highest education level, whereas 29.5 percent indicated they had a higher vocational education and 36.1 percent a university degree. In a comparison of voting channels (internet or postal) used by Swiss living abroad from the cantons Aargau, Basel-City, Graubünden and St. Gallen, a chi-squared test produces no significant results for education [18]. Finally, a multivariate analysis results in a familiar pattern: as soon as the frequency of internet usage and trust in the internet are introduced into the analysis, education loses its effect [11], [33]. When looking at frequency distributions therefore, i-voters display distinct socio-demographic characteristics. They are generally more highly educated, between 30 and 49 years old, male and have an above average income. However, as the multivariate models show, possible effects of socio-demographic variables on i-voting are all explained away by measures of internet usage and attitudes towards the internet.

3. Estonia

Since 2005, i-voting has been available to the entire Estonian electorate, not only at a local level but also for national and European parliamentary elections [26], [39]. Five studies were conducted: [39] and [6] examined data from the 2007 parliamentary election; [8] focused on the 2005 local elections; [2] considered both of the abovementioned elections; [40] relied on data from five different elections: local elections from 2005 and 2009, the 2007 and 2011 national elections and the 2009 European parliamentary election. [2] was limited to bivariate analyses, [6] and [40] to multivariate analyses. [8] and [39] first undertook bivariate analyses, followed by multivariate analyses. Table 2 gives an overview of these studies. The studies all compared i-voters with traditional voters. Only [2], in a section examining electoral roll data, limited the analysis to i-voters.

3.1. Age

The results for age support those produced in the Swiss studies - that it is generally younger voters, though not the youngest, who choose to use i-voting. The bivariate studies, which describe the distribution of this variable, point out that younger voters tend to be overrepresented amongst i-voters. [8] and [2] show that the percentage of i-voters increases from the youngest age category (18-29) to the second youngest (30-39 (25-29 for [2])), and then decreases. [39] also describes the relationship between i-voting and age as a curve. The turning point appears to be the 40-49 age group. Both [8] and [39, 40] all generated a multivariate socio-economic model and a second multivariate global model. In the first model, all results produced a negative
coefficient; that the probability of using i-voting decreases with age. The global models give conflicting results: [8] and [40] found a positive coefficient. [40] deduces for all five models in the global evaluations (one for each election studied), that age, as soon as control variables such as trust in the internet are considered, has no significant influence on the choice of voting channel. The studies conclude that although i-voters are predominantly young, the reason for the increased use of i-voting is not due to age but rather to a greater affinity for the internet that is typical for the younger generation.

3.2. Gender

While the bivariate analyses [2], [8], [39] identify that men are overrepresented (slightly) amongst i-voters, the multivariate study results [6], [8], [39], [40] conclude that gender has no significant influence over the choice of voting method. The results from [8] and [39] show that the percentage of men voting online is significantly greater than those voting by ballot. [2] first limited its study to i-voters and found that 48.24 percent were female and 52.76 percent were male. [2] compares traditional voters with i-voters and confirms that the gender distribution for the two voting channels is identical. Socio-economic and global multivariate analyses [6], [8] and [39] conclude that gender has no statistically significant influence on the choice of voting method. While for [40] gender is insignificant overall, there are some exceptions. The authors apply both a socio-economic and global model for each of the analysed elections. In the first model, two of the five elections show that men tend to use i-voting more. The application of the global model for the 2011 parliamentary election likewise shows that men are overrepresented among i-voters.

In most cases there is therefore either no or very minimal indication of a gender gap. Although the bivariate analyses often determine a varying distribution, the multivariate models (with few exceptions) do not confirm this significance. In those studies where there are slight differences between the genders, it is always men who are overrepresented.

Table 2. Overview of studies examining socio-demographic characteristics of i-voters in Estonia.

<table>
<thead>
<tr>
<th>Study</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trechsel et al. (2007) [39]</td>
<td>Bivariate results show that i-voters are young (but not the youngest), well-educated and high earning. It is the tech-savvyness of the young that explains their use of i-voting. Males are overrepresented but the gender bias is not significant. Based on the multivariate socio-economic model, young, well-educated, high earning voters are overrepresented among i-voters. Trust in the internet increases the likelihood of i-voting. In the multivariate global model income and education cease to be significant. IT skills, rather than age increase the likelihood of i-voting. Gender plays no significant role in either of the multivariate results.</td>
</tr>
<tr>
<td>Bochsler (2010) [6]</td>
<td>Based on multivariate analysis middle-aged (40-50 years), well-educated, high earning voters are overrepresented among i-voters. Gender is not significant.</td>
</tr>
<tr>
<td>Breuer and Trechsel (2006) [8]</td>
<td>Bivariate results show that younger (under 40, although not the youngest), male, well-educated voters with very high incomes are overrepresented among i-voters. It appears to be the tech-savvyness of the young that explains their use of i-voting. Trust in the internet voting procedure has a strongly significant impact in both bivariate and multivariate results.</td>
</tr>
</tbody>
</table>
Based on the multivariate socio-economic model, i-voters are younger, high earning and well-educated. Gender is not significant. Based on the multivariate global model gender, education and income lose their significance. Young voters are overrepresented due to their IT skills.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Methodology</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alvarez et al. (2009) [2]</td>
<td>Based on bivariate analysis young, tech-savvy voters are overrepresented among i-voters.</td>
<td>Trust in the internet voting procedure is highly significant. Gender, income and education have little or no significance.</td>
</tr>
<tr>
<td>Trechsel and Vassil (2011) [40]</td>
<td>Based on multivariate socio-economic analysis, i-voters are young, well-educated and high earning. Gender is not significant.</td>
<td>Based on multivariate global analysis, age (as soon as control variables such as trust in i-voting are considered), education and gender have no significant influence on choice of voting channel.</td>
</tr>
</tbody>
</table>

3.3. Income

[2] is the only study to find no difference in the choice of voting method between high and low income earners. The general tone of the other studies is that the probability of using i-voting increases as income increases. [8] and [39] find a similar distribution among ballot voters and i-voters in relation to income, though very high earners are overrepresented among i-voters. Interestingly, [39] finds that voters in the highest income bracket (over 10,000 Estonian crowns) are not overrepresented. The multivariate socio-economic models consistently show a positive correlation between income and i-voting [6], [8], [39, 40]. As shown with the age and gender variables however, this trend changes as soon as political or IT-variables are included. Only in [40] are positive significant coefficients delivered in three of the five models. The remaining two studies do not provide any statistically significant values with regard to income.

3.4. Education

The education variable delivers similar results to income. [2] again finds that there is no difference between i-voters and traditional voters. Bivariate analyses [8], [39] highlight that well-educated voters are overrepresented among i-voters. [8] finds that the most well-educated make up 60 percent of i-voters but only 30 percent of ballot voters. Results from [39] show a somewhat lower percentage for well-educated i-voters (50 percent). The multivariate studies that limit their models to socio-economic variables find a positive correlation between education and i-voting [6], [8], [39, 40]. The multivariate global models give, as in previous cases, less significant results. In [8] and [39] education loses all significance. It is the same for [40] in four of its five models, though in respect of the model based on the 2011 election, there is a negative coefficient for compulsory schooling and i-voting.

4. United States of America

The United States has had limited experience with i-voting. The four studies analysed here relate to two Democratic Party primary elections. One took place in Arizona in 2000 and [3] and [38] based their analysis on data from this election. [30] and [31] examined the profile of voters in the Democratic Party primary in Michigan in 2004.
Table 3 gives an overview of these studies. All four studies incorporate multivariate models. Only [38] also examines bivariate relationships. [3] defines the dependent variables as a percentage of the electronic votes in 15 districts. The remaining studies compare i-voters with traditional voters.

4.1. Age

Age produces significant results in all studies. [3] divides the variable into two categories: under and over 60 years. The results show that the probability of using i-voting decreases in the higher age group. [38] first undertakes a bivariate analysis through a chi-squared test to test the significance of the recognised differences. This shows that the 36-55 age group (68 percent), followed by the 56-65 age group (55 percent), then the 18-35 age group (44 percent) exhibit the highest percentage of i-voters. It is therefore by far not the youngest who use i-voting most. The chi-squared test and the results from the multivariate analyses that were carried out subsequently, produce significant results. The multivariate model from [30] shows a negative correlation between age and i-voting (compared to ballot box voting). [31] created a two-part model, comparing i-voters with postal voters. A negative coefficient is produced for internet and postal voting methods in the first part of the model and solely for internet in the second part of the model. I-voters therefore tend to be younger than postal or ballot voters.

4.2. Gender

All studies except [31] examine gender but only [30] finds significant results. According to [30] men exhibit a higher probability of voting online. [3] finds no statistically significant values. [38] is the same, although bivariate results show that only 42 percent of women, but 51 percent of men who took part in the study use i-voting. However the chi-squared test produces an insignificant result and the multivariate analysis therefore does not include this variable.

<table>
<thead>
<tr>
<th>Study</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alvarez and Nagler (2001) [3]</td>
<td>Based on multivariate analysis, i-voters are young. Gender has no influence.</td>
</tr>
<tr>
<td>Solop (2001) [38]</td>
<td>Based on bivariate analysis (chi-squared tests) i-voters are young (though not the youngest), male and well-educated with high incomes. Based on multivariate analysis, young, well-educated voters are overrepresented among i-voters. Income is not significant.</td>
</tr>
<tr>
<td>Prevost and Schaffner (2008) [31]</td>
<td>Based on multivariate selection model analysis, i-voters are young and well-educated with high incomes. Based on multivariate outcome model analysis, young voters are overrepresented among i-voters. Income and education had minimal effect.</td>
</tr>
<tr>
<td>Prevost (2008) [30]</td>
<td>Based on a two-part multivariate analysis, young, male voters with high incomes are overrepresented among i-voters. Education is not significant.</td>
</tr>
</tbody>
</table>
4.3. Income

Three of the four studies examined income. According to the bivariate analysis [38], in which the chi-squared test also produces significant results, high earners are overrepresented among i-voters. While i-voters make up only 21 percent of voters with the lowest income, the percentage is 69 percent for the top earners. The multivariate logistical regression, that includes age, income and education variables, does not confirm this result however. Only age and education provide significant values. [30] also finds a positive correlation between income and i-voting compared to ballot voters who tend to earn less. [31] finds, in the first part of their model, that i-voters and postal voters have higher incomes than ballot voters. However, a comparison of internet and postal voters produces a negative coefficient for i-voting.

4.4. Education

Three of the four studies examine this variable. According to [30], education has no influence on the choice of voting method, while [31] produces a positive correlation. [38] also confirms the significance of this relationship. According to the bivariate study of [38], well-educated voters are overrepresented among i-voters. While lowest income earners make up 17 percent of i-voters, 69 percent come from the highest income earners. The chi-squared test confirms the significance of this difference. As previously mentioned, the multivariate analysis also produces a significant result. According to [31], a university degree increases the probability of voting via the internet or by post (compared with ballot voting). If postal voting and i-voting are compared with one another, a university degree increases the probability that voting will be online.

5. Canada

In the last decade, i-voting has been offered for local elections in approximately 60 municipalities in the provinces of Ontario and Nova Scotia [29]. Four studies examine the socio-economic composition of i-voters and refer to elections in 2003, 2006 and 2010 in Markham, Ontario [12, 13, 14], [19]. Table 4 gives an overview of these studies. The study analyses are bivariate and limited to providing a description of the distribution of the different variables. The statistical significance of the differences found in the distribution is not provided. Only [12] compares ballot voters with i-voters; the other studies focus exclusively on i-voters.

5.1. Age

Age is examined in all the studies. [12], which provides a comparison between different voting channels, shows that i-voters are slightly younger than ballot voters. The percentage of 18-24, 35-44 and 45-54 year olds is about three percentage points higher among i-voters than traditional voters. In contrast, 19 percent of ballot voters and only 8 percent of i-voters are over 65. Since none of the other studies make comparisons to traditional voters, the results are less meaningful for this report. The general tone, however, is that middle-aged voters use i-voting most frequently.
5.2. Gender

Gender is examined in two of the four studies. [12] observes no significant gender bias when it comes to voting method. 51 percent of i-voters and 52 percent of ballot voters are male. [13] likewise concludes that of the sample voters for the 2006 election, approximately the same number of male (52 percent) and female (48 percent) were i-voters.

### Table 4. Overview of studies examining socio-demographic characteristics of i-voters in Canada.

<table>
<thead>
<tr>
<th>Study</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delvinia Report (2004)</td>
<td>I-voters are young and well-educated with high incomes. No significant gender bias amongst i-voters.</td>
</tr>
<tr>
<td>Delvinia Report (2007)</td>
<td>Young, well-educated voters with high incomes are overrepresented among i-voters. No significant gender bias amongst i-voters.</td>
</tr>
<tr>
<td>Delvinia Report (2011)</td>
<td>Middle-aged, well-educated, high earning voters are overrepresented among i-voters. Gender not significant.</td>
</tr>
<tr>
<td>Goodman (2014)</td>
<td>Middle-aged and older voters are overrepresented among i-voters. No information regarding significance of other variables provided.</td>
</tr>
</tbody>
</table>

5.3. Income

All three Delvinia Reports deal with income. [13] regards CAD$99,300 as the average yearly income of i-voters. [14] concludes that i-voters typically earn between CAD$55,000 and CAD$84,999 per annum. Only [13] makes a comparison with traditional voters. It concludes that high earners are overrepresented amongst i-voters when compared with traditional voters. The percentage of i-voters is consistently higher than ballot voters in the income categories above CAD$85,000.

5.4. Education

Education is considered in [12] and [13]. In a comparison between i-voters and ballot voters in [12], it is observed that i-voters are slightly better educated than traditional voters. 42 percent of i-voters and only 36 percent of ballots voters have a university degree. 7 percent of ballot voters and 4 percent of i-voters are in the lowest education category. [13] only examines i-voters and finds that the distribution of the education variable is very similar to [12] and there is therefore a high probability that in this case i-voters are also slightly better educated than traditional voters. However, this is an assumption based on a comparison of the two studies and cannot be conclusively confirmed due to a lack of data regarding traditional voters from 2006.

6. Norway

In Norway i-voting trials were conducted during local elections in 10 municipalities in 2011 and during parliamentary elections in 12 municipalities in 2013. Recently the decision was made not to pursue i-voting [4]. For both studies, data on the socio-economic composition of the electorate was compiled and analysed [5] and [7]. The studies examine electoral roll and survey data. Table 5 gives an overview of these studies. Although multivariate analyses are carried out in the studies, their results have
been excluded from this report because they only compare i-voters to non-voters and ballot voters to non-voters, and make no direct comparison between the two voting methods. The following analysis is therefore limited to bivariate results. It must be noted that the bivariate studies not only compared i-voters with traditional voters, but also often included data from non-voters.

6.1. Age

In relation to age, one can say that i-voters are more evenly distributed across the age groups than ballot voters. The percentage of i-voters is relatively constant up to age 60 and then decreases markedly. In contrast, the percentage of traditional voters increases steadily until age 75 before falling away. A comparison of both voting methods determines that i-voters are most strongly represented among the younger age groups. According to [7] the 21-34 year old group has the same percentage of i-voters and ballot voters. In all the other age categories the percentage of ballot voters exceeds that of i-voters. Likewise in [5], the difference between i-voters and ballot voters is smallest among the youngest voters.

6.2. Gender

Both studies conclude that men are slightly overrepresented among i-voters. [5] shows that the percentage of voters who vote online is 26 percent on average; 25 percent female and 28 percent male. Whether this difference can be seen as statistically significant is not tested.

Table 5. Overview of studies examining socio-demographic characteristics of i-voters in Norway.

<table>
<thead>
<tr>
<th>Study</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bergh and Christensen (2012) [5]</td>
<td>Based on bivariate analysis, younger, male, well-educated, high earning voters are overrepresented among i-voters. The multivariate analysis delivers the same results.</td>
</tr>
<tr>
<td>Bock Segaard et al. (2014) [7]</td>
<td>Based on bivariate analysis, i-voters are younger, male and well-educated with high incomes.</td>
</tr>
</tbody>
</table>

6.3. Income

According to [5], the percentage of i-voters and ballot voters increases as income increases. Compared with non-voters, voters generally have higher incomes. [7] concludes that the percentage of ballot voters up to the third income category (of a total six) increases and thereafter decreases slightly. With i-voters, the percentage decreases from the first to the second income category and then steadily increases. The percentage of non-voters steadily decreases as income increases.

6.4. Education

The results in [5] for education are very similar as for income. While the percentage of voters for both voting methods (ballot and internet) increases as the education level improves, it decreases for non-voters. [7] confirms this, though in the analysis the
increase in the percentage of i-voters is much more prominent than for ballot voters. One can conclude that the well-educated are overrepresented among i-voters.

7. United Kingdom

Initially it seemed that the United Kingdom would be one of the pioneers in the implementation of i-voting. For a number of years pilot projects were carried out at the local level. After a time however, i-voting was no longer pursued [21]. Only one study was carried out that examines the socio-economic composition of i-voters. It relates to local elections in Swindon and in a bivariate analysis compares the profile of ballot voters and i-voters [21]. Of the four variables of interest in this report, [21] only examines age and gender. Table 6 gives an overview of the study.

Table 6. Overview of studies examining socio-demographic characteristics of i-voters in the United Kingdom.

<table>
<thead>
<tr>
<th>Study</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Henry (2003) [21]</td>
<td>Based on bivariate analysis i-voters are young, male and belong to the upper social classes.</td>
</tr>
</tbody>
</table>

7.1. Age

According to [21] i-voters are younger than ballot voters. While the over 60 years category has the highest number of ballot voters (42.6 percent), it only accounts for 2.6 percent of i-voters. 35.9 percent of i-voters belong to the 18-24 years category and 48.7 percent (the highest) to the 25-44 years category. Other than for the over 60 years category, the study does not provide any comparative data concerning ballot voters.

7.2. Gender

[21] finds that 43.3 percent of i-voters and 52.3 percent of ballot voters are female. Whether this difference is statistically significant is not tested in the study.

8. Conclusion

The common assumption of the typical i-voter being relatively young, male, well-educated and having a higher than average income can be partly confirmed by the studies reviewed in this article. Overall, the age variable is the most significant one. All bivariate analyses and multivariate socio-economic models as well as a high proportion of more global multivariate analyses show the importance of age as an explanatory factor for the selected voting channel. In most studies it is the second youngest age group rather than the youngest that proves to be the most frequent user of i-voting. Certainly, the oldest age groups make use of i-voting the least. As a preliminary first result, after i-voting trials in several countries in the last fifteen years, we should therefore refrain from raising the expectation that the i-voting channel will bring the young, underrepresented voters back to the ballots.
The socio-demographic variable with the least clear effect is gender. Although men are overrepresented among i-voters in most cases, the differences are usually not statistically significant. However, it should be noted that in none of the presented studies are women choosing this voting channel more often than men. Regarding income and education we can observe certain similarities in their effect on the choice of the voting channel. Most bivariate and multivariate socio-demographic models show that voters with a higher education and a high income tend to use i-voting more often. Global models integrating variables other than just socio-economic ones still tend to deliver significant effects for income.

In general, the socio-economic analyses show that the significance of the four variables focussed on tends to decrease as soon as the models include the variables of computer literacy and trust in the internet. The strongest moderating effect can be observed for gender and education. As long as variables outside of the socio-economic ambit are not included, most analysis would report that a higher income and a good education would very likely lead to a higher propensity to use i-voting. According to the more encompassing models, the real cause for the divide between i-voters and traditional voters is their affinity to the internet. With time, i-voters will get older and the age gap will disappear. We should therefore consider that socio-economic factors such as age, gender, income and education are only relevant to a certain degree when explaining the choice to vote online and are rather strongly moderated by knowledge and use of the internet.
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Abstract. In this paper, we introduce a new categorisation for innovation tools, which we employed to structure the Toolbox for Open Societal Innovation (TosiT) – a database of innovation software and services, which was developed in the international research project eSociety Bodensee 2020. The suggested categories are designed with the user in mind to make the toolbox easily accessible for interested actors. Open Societal Innovation (OSI) is a concept that combines the notions of open innovation and social innovation, in order to foster innovation from the society for the society.
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1. eSociety Bodensee 2020

In the past years, nearly every aspect of our lives has undergone a radical change. New technologies transform the way we consume, travel, and interact. Our homes become connected, traffic and power grids are becoming responsive, and governments are opening to citizens, making their information transparent and engaging them in their problem solution. With the inter-connectedness of smart cities and smart regions, the problems we face will equally increase in complexity. In order to tackle this challenge, it will be crucial to establish a culture of open societal innovation in order to fully profit from the innovative potential of politics, administration, civil society, and businesses. How exactly can this collaboration be initiated and sustained? Which tools are suitable and available and how can they be introduced into every-day problem solving?

To answer these questions, the Internationale Bodensee Hochschule (IBH) funded the research project eSociety Bodensee 2020. Bridging the Lake Constance’s region short distances between countries, scientists from Zeppelin University in Germany, the University of Liechtenstein and the Swiss University of Applied Sciences in St. Gallen examined how to establish and foster an innovation culture in the region.

The project developed the idea of open societal innovation (OSI), which we will introduce below. It also gathered best-practice examples of OSI in the Lake Con-
stance region and initiated pilot projects in the participating countries, which spanned from innovation in culture to social and political innovation.

Additionally, it created “The Open Societal Innovation Toolbox” (TosiT: http://www.tosit.org) – a database of innovation tools, which is meant to assist administrators, citizens, and project managers to find tools or services to support their OSI projects. The toolbox is freely available and can be expanded by the crowd.

On the subsequent pages, we will shortly introduce and explain OSI, in order to lay the basis for this paper’s main focus: the instrument categories employed to structure TosiT. These categories were developed with the project and the toolbox’s goal in mind: to foster open societal innovation. We hope TosiT’s instrument categories will not only advance OSI around Lake Constance and enable other regions to follow suit. We also think they will add significantly to the body of innovation literature, especially in the context of state and society, as the suggested categories move away from a technology-centric towards a more user-centric point of view, developed to facilitate the use of innovation instruments for OSI actors.

2. Open Societal Innovation

“Open societal innovation (OSI) refers to the adaptation and subsequent sustainable use of appropriate open innovation approaches from business, adapted and utilized by state and society to solve societal challenges” [1]. On the subsequent pages, we will explain in more detail the concept of open societal innovation. In order to do so, we will firstly introduce the ideas of innovation, including social innovation, and open innovation, which all contribute to the concept of OSI.

2.1. Innovation and Social Innovation

Innovation has become an essential topic in business management and product development. Approaches for definitions vary from a resource-centric point [2] to a focus on degree of newness [3]. For this paper, the most important take away from the discussion about innovation in general is that it does not only concern products, but is equally including changing and re-structuring processes. While this might at times be disruptive, it can also be an incremental change or an ever-so-slight improvement.

However, there is also another, non-business side to innovation. Mulgan [4] describes „innovative activities and services that are motivated by the goal of meeting a social need and that are predominantly developed and diffused through organizations whose primary purposes are social” (p. 146). He calls this social innovation. While this definition implies that social innovation can only be brought about by social organization, mostly, the focus is less narrow and centres on the objective of the innovation: Social innovation can be interpreted as innovation with a focus on improving society, e.g. by tackling environmental problems, improving work situations and education or changing social systems to the better [5] [6] [7]. The World Economic Forum understands social innovation as improving the situation of under-privileged groups of society [8].

From this, we can take that social topics can be at the centre of innovation and a diverse array of actors may be involved, exceeding the corporate domain.
2.2. Open Innovation and Open Social Innovation

Companies have started years ago to open their innovation processes for external actors. Companies such as Audi, Adidas, BMW or Procter & Gamble [9] specifically invite customers and suppliers to contribute ideas to the improvement of products and processes. The discussion of open innovation has gained momentum since Henry W. Chesbrough coined the term in 2006 [10]. Additionally, many new possibilities of opening innovation processes arise due to the advances of ICT and the Internet. They enable asynchronous, location-independent communication and the involvement of a large number of people, or the crowd (crowdsourcing, [11]).

Independent of the specific technique that is used, open innovation aims at increasing the variety of ideas and solutions by increasing the number of people involved. This is nicely illustrated by a recent campaign in Vienna\(^3\) that uses the slogan: Vienna has 1.7 million brains, let’s use them!

Not only corporations are starting to understand the potential of opening innovation, but so do administrations. The problems that states face nowadays are increasingly complex [12]. They can greatly profit from the support of external actors [13].

Hilgers and Ilt [14] discuss this in the light of the phrase citizensourcing. They try applying open innovation concepts from the business perspective to the public sector. Similarly, Collin and Schedler [15] examine crowd innovation in public administration and Herzberg [16] discusses state modernisation through open innovation. Chesbrough and Di Minin [17] examine open social innovation, which they define as “the application of […] open innovation strategies, along with innovations in the associated business model of the organization, to social challenges” (p. 3).

As can be seen, opening innovation processes is relevant for both, industry and state. However, we are not satisfied by keeping apart the different actors and foci of innovation. We think society can profit greatly from a culture of innovation that combines all topics and actors. This is why we will now introduce our concept of open societal innovation.

2.3. Open Societal Innovation

The concept of social innovation illustrates that open innovation is not for corporations only. Social issues can be tackled equally and it might very well be employed by state actors or non-state third-sector organisations. However, both aficionados of open innovation and open social innovation tend to confine their efforts to their respective domain.

The British Ordinance Survey offers an admirable counter-example with its Geovation Challenge. In regular intervals, the administration issues challenges that tackle diverse social problems. It publishes the respective geodata, organises workshops and thereby invites innovators to contribute their suggestions. This is paired with an initial project financiation for the winners, which is meant to foster long-term entrepreneurial engagement.

It is the opportunity for this kind of holistic innovation strategy that leads us to suggest the concept open societal innovation (OSI). OSI “refers to the adaptation and

\(^3\) http://digitalcity.wien/die-kreativitaet-und-das-wissen-der-17-mio-gehirne-nutzen
sustainable use of open innovation approaches from business, adapted and utilized by
the state and society to solve societal challenges” [1].

The key element in OSI is that it does not only open the state’s innovation pro-
cesses for external actors (outside-in). It also intends to carry innovation impulses to
the outside (inside-out). The two approaches can also be combined (coupled). The
term ‘societal’ refers to the fact that not only does society participate in the innovation
process (open innovation), or it is the beneficiary of innovation society (social innova-
tion), but these aspects are combined into an open innovation from the society for the
society [1].

While ICTs are not a necessity in open societal innovation, they can act as facili-
tator and significantly simplify and enhance its processes. In order to aid interested
organisations and individuals to develop OSI projects, we deem it a necessity to de-
velop an overview over available ICTs and techniques, to structure and make accessi-
ble the cornucopia of offers. This is why the project eSociety Bodensee 2020 decided
to make one of its main outputs a database of OSI tools, openly and freely available:

3. Instrument Categories for OSI

In the subsequent paragraphs, we will introduce one of the categorisations that we
used to structure TosiT. Typically instrument classes for innovation focus on the type
of tools or service offers: Is it a community, a challenge, a market place [18]? We use
categories that differ significantly from these standard classes for innovation tools.
We deem this necessary, because – in our experience – project initiators do not ap-
proach OSI projects with a specific idea about what kind of tool they need. They start
with an idea about what they want to achieve with a tool, e.g. gather ideas. A toolbox
for open innovation needs to be user-friendly and easily-accessible. Its categories
must thus reflect the mind-set of its users. It might seem unsettling at first that our
categories are not necessarily on the same level. They mix input-orientation (data),
output-orientation (problem identification, ideas, problem solution, design), focus
(future challenges), process-orientation (innovation management), and network (so-
cial media). Additionally, they are not necessarily mutually exclusive, as tools might
very well fit to several categories. 4 However, these categories exactly reflect the con-
cerns that administrators or projects managers have when approaching a database of
ICTs and techniques to use in their innovation processes.

Users might consult TosiT with an output-orientation: We want to publish our
geo-data, where can we do this and how (data)? We want to know where our street
lamps are broken and there are holes in the road (problem identification). We need to
collect ideas for reducing the noise of the new highway for the local residents (ideas).
We need help keeping our senior citizens’ driveways snow free in winter (problem
solution). We need a new logo (design). We want to develop a strategy for our town –
what do we need to consider and where do we want to go for the next 10 years (future
challenges)? We have this new open innovation process planned with our citizens, but

4 This is why we use the term category instead of class.
we somehow need to manage and organise it – are there tools to help us (innovation management)? We want to use facebook/twitter/youtube to engage our citizens and make them share their ideas (social media).

In the subsequent paragraphs, we will explain each category in turn and give examples.

3.1. Data

We start our description with tools that aid in the provision of data – probably the most basic form of OSI. Open Data and the deduced transparency and information are the basis for innovation. Government data portals might be named here. Data.gov in the USA is one of the more prominent examples. We also include repositories that store information such as images or texts or software. This also encompassed cloud services such as Dropbox or Google Drive. Jointly-assembled maps like Open Street Map or Wheelmap might also be considered.

It is important to realise that most repositories or open data portals require technical skills from the participants. Still, the potential they offer is considerable and their reach is theoretically unlimited. Quality of data and the maintenance of individual rights need to be considered.

3.2. Problem Identification

The second category summarises tools to identify, report and collect problems, challenges, and complaints. Famous examples are Fix My Street in the UK, See Click Fix in the USA or Maerker Brandenburg in Germany through which citizens can notify administration about potholes, broken streetlamps or un-emptied garbage containers. The complaints might be mapped or documented with a picture.

Crowdsourcing problem identification has a great potential for steering a city’s maintenance resources to where they are needed. Also, if done correctly, it can increase the transparency of and citizens’ understanding for the underlying processes. In order to achieve this, it is crucial that a problem reporting system is accurately integrated into an administration’s hierarchy and processes. Also, problems must at least be acknowledged and requests must be responded to timely.

3.3. Ideas

Gathering ideas from citizens is probably one of the most straight forward types of OSI. Tools in this category will aid in collaborative brainstorming. Examples are MeetingSphere or IdeaScale. Also included is software to help with developing idea competitions and innovation contests.5

Opening up the idea generation to develop plans for improvements enables the influx of many new impulses and knowledge from outside the core administration/organisation. The heterogeneity of actors might lead to innovative solutions and great creativity. However, the more complex an issue, the more resources need to be

5 For these contests, there is an overlap with the category problem solution. This stems from the fact that innovation competitions might call for both: ideas and fully fledged problem solutions.
invested to draw high-qualitative ideas from the crowd. Also, initiators must be prepared for a multitude of comments and ideas and must be willing to clearly define and explain the project to avoid confusion, centre the ideas, and motivate participants. It might be important in this case, to make sure that the generated ideas can be rightfully used by the initiator to avoid copyright infringements.

3.4. Problem Solution

This category unifies all tools that help organising the actual implementation of problem solutions. They might set-up virtual marketplaces or volunteer portals to distribute task, allocate volunteers or establish relationships. We also consider platforms such as Innocentive.com to be part of this category, because they require users to deliver solutions that can be promptly implemented, as opposed to the joint gathering of ideas that might cover a small aspect of a problem.

The tools in this category can help to solve problems that otherwise would go unsolved. This might range from open source programming to solving scientific problems or securing a new childcare service. However, relying on opening problem solution to the crowd bares the risk of uncertainty. One cannot guarantee that a problem will actually be solved. Copyright, insurance and liability might be critical issues.

3.5. Design

While tools for design innovation could also be considered problem solving tools, opening up design processes places specific challenges on tools, and often is very distinct in the eye of the initiator, which is why we concede it a separate category. Instruments might help with finding a new logo or campaign picture. Initiators can describe their ideas and request – designers will submit their proposals. A well-known platform is 99designs.com.

While initiators might profit greatly from a variety of professional designs offered for their projects, they might consider it challenging to communicate clearly their vision and requirements. They might also find it difficult to choose as a multitude of offers might be available. Again, it is crucial to look into copyright regulations.

3.6. Future Challenges

Tools in this category focus on the identification of trends or possible developments and the creation of appropriate strategies. This calls for more standardised methods that generate reliable information. Well-known approaches include the Delphi-method and government foresight processes. Newer developments in this category are automated algorithms that can be used to make predictions like GoogleTrends and Google Correlate.

Employing these tools may enable administrations and organisations to move from an incremental “muddling through” [19] towards a more strategic approach to planning. Depending on the exact tool and method employed, the results must be regarded with caution and checked for intentional manipulation or bias due to non-representative user groups.
3.7. Innovation Management

We now introduce a more process-based category, which comprises tools that will support initiators throughout an entire life cycle of OSI or – if requested – manage specific stages. Examples are Hyve and Atizo360.

The support offered by the tools and services in this category holds the advantage that initiators can count on well-designed and tested processes that are readily available. They do not need to deploy and educate their own resources. However, these services are mostly cost-intensive.

3.8. Social Media

While social media can be used to identify problems, gather ideas, suggest solutions and maybe even designs – or at least to support and generate attention for OSI initiatives and processes – they deserve their own category, as many initiators will approach TosiT with the idea of engaging people via the well-known networks such as facebook or twitter. It is noteworthy that there is a great variety of networks and platforms as well as apps that are specifically designed to manage engagement. That means, they will facilitate surveys or allow idea competitions, and therefore add significantly to the features of the basic network.

Conducting OSI in social media certainly brings the advantage of “going where the people are” and well-known interfaces and thus might engage people that will be harder to reach on foreign platforms. Issues of data protection and privacy, which are and probably will remain unresolved with powerful social media corporations, need to be taken into consideration.

4. Conclusion

In this paper, we have introduced and argued for the concept of open societal innovation (OSI), which combines the notions of open and open social innovation. It does not only open innovation processes for society or pins society down as the beneficiary of innovation. It comprises both as open innovation from the society for the society. OSI includes corporations taking part in the process. It allows for and fosters new business-models. We further present The Open Societal Innovation Toolbox (TosiT), a database of tools for OSI. We finally advocate a new categorisation for the included tools, which is user-centric and therefore offers a more intuitive access for OSI initiators. TosiT uses eight categories of tools: data, problem identification, ideas, problem solution, design, future challenges, innovation management, and social media. We are convinced that these categories will aid OSI initiators to use TosiT and find the right support for their OSI projects.
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Abstract. The understanding of the way in which collective phenomena emerge from the interaction between individual behaviors, environment and institutions, can play a crucial role in supporting the design of more contextualized policies. An apparently effective policy can easily fail if policy makers do not consider the interplay between individual decision making and social aggregate dynamics. This paper presents an ongoing research exploiting an agent-based simulation model to explore the core dynamics of the Tragedy of the Commons (ToC), a social dilemma known for being behind a series of societal problems spanning from pollution to resource depletion and climate change. The goal is twofold: capture the basic processes through which the ToC emerges and evolves; explore in an artificial society the effects of different strategies aiming to contrast the phenomenon. Our attention is focused on the interplay between different factors proven to be involved in the genesis of this dilemma: the selfish rationality of human beings, the temporal dimension of individual choices and the potential impact of sanctions.
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Introduction

The understanding of the way in which collective phenomena emerge from the interaction between individual behaviors, environment and institutions, can play a crucial role in supporting the design of more effective policies. A relevant limit of public policies is that they often fail in evaluating the effects that a given strategy could produce on the society. Part of this difficulty is due to fundamental features of social complexity: social systems are characterized by multiple ontological levels with multiple connections, proceeding not only from the micro to the macroscopic levels but also back from the macro to the micro levels [11], [26].

Recently, the complexity science perspective has fostered innovative approaches to policy making aiming at importing exact science methods and tools, advanced computing techniques and complexity mathematics into socio-economic policy (e.g. [2], [16]) and into rule making [36]. Interesting works have been published in this field [9]
showing how the intersection of complexity sciences with public policy and management is leading to new insights into very perplexing policy issues allowing the design of more successful policies “conceived not as something that takes place off-line, outside systems, but as a constitutive process interacting with self-organized system behavior” [50].

A fundamental contribution can be given, in this scenario, by computer simulations models as they provide new insights into social dynamics that can inform the design of effective policy solutions. Policy models are often unable to grasp and forecast complex social processes including the reaction of individuals to policy decisions, the aggregate effect of their interactions, and their consequences on large spatial–temporal scales [39], [50]. As frequently highlighted in recent policy informatics literature [14], [32], [33], simulation models can be in various way helpful in addressing this issue: they can not only offer new ways to predict how social systems co-evolve with the policy, but also a deeper understanding of the mechanics underlying the issues policy makers want to address. More in general, they promote a scientific habit of mind in policy making, pushing towards the adoption of explicit objectives expressed in quantitative and verifiable way, enabling testable predictions about the impact of the choices and of the actions undertaken. By revealing tradeoffs, uncertainties, and sensitivities, simulations can discipline the public dialogue about options making judgments more considered. Finally computer simulation models offer a chance to overcome the drawbacks of a disciplinary approach to policy design. Individual and collective phenomena that affect policy effectiveness are investigated by a number of distinct disciplines from sociology to psychology, law, or economics and simulations help us in understanding how the phenomena studied by these disciplines work together and influence each other.

According to the vision so far described, this paper presents an ongoing research exploiting an evolutionary agent-based simulation model to explore the core dynamics of the Tragedy of the commons (hereinafter ToC), the social dilemma theorized as being behind a series of societal problems spanning from pollution to resource depletion and climate change. The research goal is twofold: identify the core dynamics through which the ToC emerges and evolves and explore the effects of different strategies aiming to contrast the phenomenon. Our attention is focused, in particular, on the interplay between different factors proven to be involved in the genesis of this dilemma: the selfish rationality of human beings, the temporal dimension of individual choices and the potential impact of sanctions.

The paper is structured as follows: in Section 1 we present the ToC focusing attention on two of the most discussed factors involved in generating this social dilemma. Section 2 offers a general overview of the agent-based model we are developing and testing. Section 3 sketches preliminary results of the experiments so far conducted. Section 4 draws some conclusions and discusses future developments.

1. A puzzling dilemma for policy makers: the Tragedy of the Commons

The complexity of public policies is often connected with the need to cope with social dilemmas, situations that “arise whenever a group of individuals must decide how to share a common resource while balancing short-term self-interests against long-term group interests” [22]. In general terms, social dilemmas are characterized by two fundamental features: a) each individual of the community taken into account receives
A higher payoff for a socially defecting choice (e.g. using all the available energy, polluting neighbors) than for a socially cooperative choice, no matter what the other individuals in society do, but b) all individuals are better off if all cooperate than if all defect.

Social dilemmas are extremely relevant because they often create or lead to social issues, problems, or even disasters. Given the ubiquity and the global importance of some of them, it is essential for policy maker to learn how to deal with them: since social dilemmas become more complex there is an increasing need to understand how to design effective policies. That’s why the scientific interest in social dilemmas - particularly those resulting from overpopulation, resource depletion, and pollution - has grown dramatically in the last ten years. The attention is shifting from pure laboratory research towards interdisciplinary approaches characterized by the cooperation between different research areas (spanning from computer science to anthropology, from biology, economics, neuroscience, to political science and psychology) aiming to develop together a unifying theoretical framework.

The ToC is a well-known social dilemma described for the first time by Garret Hardin in 1968 [23] and deriving by the fact that individuals acting autonomously and rationally according to their self-interest behave contrary to the interest of the whole group depleting common resources. Over the time, ToC has been considered as the prototype of a range of dilemmatic situations that occur in different social contexts from micro (local) to macro (global) level. The considerations made about the Tragedy can be therefore extended virtually to any instance in which society appeals to an individual exploiting a common resource to restrain himself for the general good by means of his conscience. ToC is often mentioned in connection with different issues from economic growth to environmental protection. It has been used in analyzing behavior in the fields of economics, evolutionary psychology, game theory, politics and sociology (extremely known the analysis conducted by Elinor Ostrom [40], [41]).

The evolution of the ToC has been traced back to many different social and individual causes. It is possible anyway to identify two basic factors involved in triggering the ToC, the two factors we focused on in designing of our simulation model.

a) Selfish rationality

In his paper, Hardin identifies in the individual tendency to increase well-being, the core mechanism generating the Tragedy. “As a rational being”, he states, “each herdsman seeks to maximize his gain. Explicitly or implicitly, more or less consciously, he asks, “What is the utility to me of adding one more animal to my herd?” This utility has one negative and one positive component. 1) The positive component is a function of the increment of one animal. Since the herdsman receives all the proceeds from the sale of the additional animal, the positive utility is nearly +1. 2) The negative component is a function of the additional overgrazing created by one more animal. Since, however, the effects of overgrazing are shared by all the herdsman, the negative utility for any particular decision-making herdsman is only a fraction of -1.” In this context, adding together the component partial utilities, a rational individual concludes that the best choice for him is to continue to add animals to his herd. But, as this is the conclusion reached by each rational herdsman sharing a commons, the tragedy becomes unavoidable.

b) Intertemporal choices and temporal discount

The selfish rationality is not the only ingredient of the ToC. As highlighted in psychological literature [12], the Tragedy is strictly connected, like many social dilemmas, with the “time lag”: the fact that behaviors resulting in immediate reward
leads to long-term negative effects (see Platt’s concept of “social traps” [43]). A recent study [30] focusing on climate change shows that a crucial role is played, in the genesis of the ToC, by the way in which human beings deal with time while making what are called “intertemporal choices”. Intertemporal choices concern options that can be obtained at different points in time (e.g. buying expensive cars today or saving the money to ensure a sizable pension in the future) and that often oppose a smaller but sooner prize (e.g., a modest amount of food ready at hand) against a larger but delayed outcome (e.g., a more distant but also richer foraging opportunity). The research, published in 2013, aims to test how groups of individuals respond to the challenge of avoiding dangerous climate change in a setting that rewards defection immediately and rewards cooperation over three different time horizons to represent intra- and intergenerational discounting. According to the results of the public-good experiments presented in the paper, the difficulty of avoiding dangerous climate change (but the analysis can be extended to many other social dilemmas with the same structure and also to other instances of the Tragedy) arises not only from the tension between group and self-interest generated by rational selfish behaviors, but is also exacerbated by climate change’s intergenerational nature. The dilemma lies in that “present generation bears the costs of cooperation, whereas future generations accrue the benefits if present cooperation succeeds, or suffer if present cooperation fails”.

The interplay between the two above mentioned factors makes it difficult to counteract the evolution of the Tragedy and suggests the introduction of incentives to cooperate, such as mutual coercion [23], punishment [17], [29] rewards [30] or even reputation [38] and shame [29]. A crucial issue for policy makers is therefore the comprehension of the way in which incentives can be administered in order to effectively fight the spread of the social dilemma.

2. An evolutionary model of the Tragedy of the Commons

As above highlighted, the research here presented aims to explore the core dynamics underlying the ToC and, at the same time, to investigate the way in which these dynamics can be altered by means of well tailored incentives to cooperate. To this end, drawing inspiration from a series of interesting research works on this topic [7], [13], [27], [31], [53]), we have implemented a simulation model using NetLogo [48], an open source multi-agent agent-based programming language and integrated modeling environment widely used for simulation purposes in the social sciences. The model is available online at https://www.openabm.org/user/1294/models.

2.1. Theoretical framework

Taking cue from the considerations sketched in Section 1 about selfish rationality and time discount, we tried to build a comprehensive, multi-theoretical model in which facts are stylized according to different existing theories of human behavior. Without going into details, we can say that our choices in designing the model are mainly grounded in two theoretical frameworks:

- **Rational choice theory**: developed by the economist Gary Becker in 1976 [3] and still widely used to model human decision making in economics, sociology, and political science, rational choice theory revolves around the idea that people make
decisions about how they should act by comparing the costs and benefits of different courses of action.

- **Intertemporal choice**: The scientific investigation of the intertemporal choices (as said above, the decisions with consequences that play out over time) has produced interesting findings in different research areas. After an initial emphasis on finding what mathematical model (typically a delay discounting function) would better fit the empirical data [34], [51], current research is focusing on exploring the cognitive mechanisms that produce the observed behavioral patterns, and tracing their evolutionary roots [4].

Drawing upon insights offered by both rational choice theory and intertemporal choice research, we decided to explore the impact that the mechanism of sanction/punishment can have in preventing the evolution of the ToC. As widely acknowledged in a huge and heterogeneous literature, sanctions are essential in promoting social cooperation [17], [19] even in dilemmatic situations like the ToC [30]. A still challenging research goal, however, is to experimentally determine how different kinds of sanction can dynamically affect the evolution of social dilemmas taking into account the interplay between factors like selfish rationality and intertemporal choices and computer simulations have proven to be a suitable tool in this regard (see, for example, [35]).

Our model is extremely simplified with respect to the phenomena under investigation while, as authoritatively claimed [10], policy modeling will more and more often need complex simulations to yield conclusions concretely applicable to real world problems. Even very abstract models, anyway, can be useful when they are able to grasp the core mechanics of the socio-economic dynamics impacted by policy measures. In this perspective, the simulation here presented is expected to help to figure out what can be done to increase cooperation in dilemmatic situations (how, to what extent and when apply sanctions) offering insights that can integrate more traditional regulatory impact assessment tools [52]. Policy solutions inspired by simulation experiments can account for both individual decision making and the counterintuitive effects generated by the interactions between the individuals, the environment and the policy measures. Obviously, when needed, it will be possible to increase the level of realism of the model developing scenarios more grounded in real data in which the actors, their behaviors and the environment are described with a higher level of detail. This will offer policy makers results with a higher predictive power and, therefore, more immediately exploitable in real settings.

2.2. **Modeling approach**

Every simulation is based on a more or less abstract model that simplify the representation of a target phenomenon. The design of the model and the way in which facts are stylized inside the model, depends on the research objectives, the scientific approach and the researcher’s point of view about the causes of the phenomenon under investigation.

Different approaches to the simulation of social phenomena have emerged so far from system dynamics [18], [44], to microsimulations [49] and agent-based simulations [11], [15], [20]. In particular, the agent-based paradigm (ABM) is a specific kind of social simulation that can be defined as a “computational method that enables a researcher to create, analyze, and experiment with models composed of agents that
interact within an environment”[20]. Based on the identification of the scientific explanation with the reproduction “in silico” (i.e. in a computer simulation) of the social processes being investigated, ABM has contributed to promote a generative [15] approach to social science research: social macro dynamics and structures are interpreted, described, reproduced and explained as the result of micro-interactions between computational entities (agents) simulating the behavior of real individuals. In this perspective, modeling the structural properties of social systems and exploring their spatio-temporal development via computer simulation are crucial steps to provide explanations of complex social outcomes.

Over time, ABM research has generated different approaches to modeling phenomena that are very close to those discussed in this paper such as the effects of punishment on cooperation. These approaches, roughly speaking, can be classified into two macro-categories. On the one hand, there are simulation models whose main objective is the analysis of the socio-cognitive underpinnings of human behaviors. This category of models, in which agents are endowed with complex cognitive architectures reproducing mental processes - Beliefs, Desires, Intentions (BDI) [45] and Beliefs, Desires, Obligations, Intentions (BOID) [6]. On the other hand, there are evolutionary models which are somehow bio-inspired and are not so much interested in the internal dynamics of the agent but focus on the effects of mutual influences between individuals and the social environment and on analyzing the condition under which pre-programmed strategies can become stable patterns of behavior. So far, evolutionary simulation models have been frequently used to understand how social outcomes spanning from cooperation [1], [21], [25], to social learning [37], can be explained as the result of adaptation strategies. The study of punishment, in particular, has already exploited evolutionary models [5], [24].

From a technical point of view, the core of the evolutionary approach is represented by modeling and programming techniques trying to mimic natural processes of adaptation. One of the most relevant of these techniques is the genetic algorithm (GA) that imitates the evolutionary process of learning based on research and exploration [28]. Often used in social simulation research [8], [41], GA allows to model populations of adaptive agents that are not fully rational in the sense that they are only capable of refining the strategies adopted by trials and errors. Using the selective reproduction of agents and the constant addition of random mutations, most effective strategies can emerge thanks to the research conducted by a succession of generations of agents. According to this second approach, we used GA to simulate learning, where learning occurs across generations of agents rather than during an agent’s life. Obviously, we interpret our GA not in biological but in cultural terms [46].

2.3. Model overview

Model’s structure has been designed aiming to stylize and reproduce somehow the basic interaction structure leading to the ToC. 100 agents move in an environment which is a grid of 41x41=1681 patches that contains a given number of randomly distributed tokens. When an agent reaches a token, the agent takes possession of the token but another token appears in another position of the environment so that the total number of tokens remains always the same. All agents are equally able to reach the tokens but the speed with which the agents move to reach the tokens varies from agent to agent and this speed is encoded in the agents’ genes. The simulation is a succession of generations each composed of 100 agents.
The agents of the first generation have random genes and this means that each agent moves at a different speed. The 10 agents that happen to have better genes and therefore run faster and reach more tokens (fitness) generate 10 offspring each and the offspring inherit the genes of their (single) parent with the addition of some random variations (genetic mutations) that can make some offspring to have better genes and to run faster than their parent. The 10x10=100 offspring are the second generation of agents and the simulation goes on for 5 generations. While moving in the environment to reach the tokens, agents pollute the environment and the quantity of pollution depends on the speed with which they move. An agent which moves faster pollutes the environment more than an agent which moves more slowly. Pollution reduces the agents’ fitness. The fitness of an agent and, therefore, the probability that the agent will have offspring depends not only on the number of tokens that the agent is able to reach, but also on the level of pollution of the environment. Living in a polluted environment implies a reduction of fitness which is proportional to the level of pollution.

In this way we have stylized the basic dynamic of the ToC, leading the agents to face with the dilemmatic issue: either they move more slowly and eat fewer tokens and in this way they do not contribute to the pollution of the environment, or they move faster and eat more tokens but they pollute the environment. The problem is that all the agents contribute to the pollution of the environment. If an agent because of its genes “decides” to move more slowly in order not to pollute the environment, this does not mean that the environment will not be polluted because other agents may “decide” to move faster and, therefore, the environment will equally be polluted. An agent has only disadvantages if it moves slowly and, therefore, to have more fitness all agents will move fast and the environment will become progressively more polluted - with an increasing damage for all the agents.

3. Experiments and preliminary results

Starting from the basic interaction structure so far sketched and drawing upon the theoretical framework above outlined to model agents’ behavior, we are conducting a series of experiments manipulating different relevant variables of the simulation model. We have introduced in the model the possibility to apply a “sanction” to agents that move too fast and pollute the environment producing therefore a higher level of pollution. The sanction produces a reduction of the fitness of the agent that exceeds a given speed limit and its amount can be varied according to researcher’s aim. Our main goal is to explore interplay between selfish rationality, punishment and intertemporal choice on the emergence and development of cooperative behavior exploiting the genetic algorithm as a device to simulate learning processes.

The parameters of the simulation are numerous (token density, agents’ life length, speed limit etc.). Each of them can affect the result of the experiment and each of them has a specific semantic value. Currently, we are investigating how the combination of different kinds of sanction with different temporal scenarios affects the evolution of ToC dynamics. The simulation model allows different sanction “regimes”:
- fixed: the sanction has the same fixed value for each agent that exceeds the limit;
- speed proportional: the sanction value is given by difference between real speed of the agent and speed limit;
- fitness proportional: the sanction has a value which is proportional (10%) to the fitness of the agent that exceed the speed limit.
The sanction regimes can be combined with different temporal scenarios in which the effects of pollution and the effects of sanctions are more or less delayed in time. Results so far obtained (Table 1) are showing interesting correlations between the delay of sanction and cooperative behavior: the effectiveness of sanction depends not only on the amount and type of sanction, but also on the time of its application. In particular, we found that a large delayed sanction reduce the effectiveness of the sanction itself, so the agents keep on exceeding the speed limit. Moreover, we also noted that when the sanction is proportional to the agents’ fitness it seems to be anyway effective, even if it is largely delayed.

Table 1. Simulation results. The speed limit is set on the same value (2 in a range 1 to 5) during all the experiments. “+” indicates that the sanction is “effective”, (the sanction allows to contain the speed of the whole population) under the speed limit; while “x” indicates an “ineffective” sanction.

<table>
<thead>
<tr>
<th>Sanction regime</th>
<th>None</th>
<th>Medium (10 ticks)</th>
<th>High (30 ticks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed (low: -1 fitness)</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Fixed (medium: -2.5 fitness)</td>
<td>+</td>
<td>+</td>
<td>x</td>
</tr>
<tr>
<td>Fixed (high: -5 fitness)</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Speed proportional</td>
<td>+</td>
<td>x</td>
<td>+</td>
</tr>
<tr>
<td>Fitness proportional</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

4. Conclusions

Even if very preliminary, results so far obtained allow us to draw some conclusions about future experiments and the developments of the model. As to the first point, we are planning to conduct other experiments sweeping parameters over a range of scenarios to identify uncertainties and important thresholds. Our attention will be focused, in particular, on the interplay between the delay of pollution effects, the sanctions and the temporal dimension of individual choices. More in general, the analysis of the experiments have highlighted the need of a more semantically rich solutions to stylize the way individuals deal with the interaction structure that characterizes the ToC. The hyperbolic discount function so far adopted does not account for cognitive dynamics that play a significant role in determining the evolution of intertemporal choice.

In real settings, the individual propensity to cooperate with other individuals is conditioned by factors that go beyond the simple (even if temporally discounted) assessment of the costs and the benefits deriving from selfish behavior and sanctions. The choice to cooperate in dilemmatic scenarios (in our case by refraining from polluting or depleting common resources) is also conditioned by the prescriptive power of social norms and, therefore, by all the mechanisms that supports their spreading and stabilization. That’s why, taking also cue from a recent simulation work on the cognitive implications of the ToC [53] we are planning to endow agents with a cognitive architecture (a software model of reasoning used for programming intelligent agents) accounting for the process of norm internalization.
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1. Introduction

In our increasingly interconnected and globalized world policy modelers and policy makers are faced with complex decisions for challenges like the climate change and the financial crisis that are shared worldwide and tightly connected with policies across different sectors. An issue of major concern is that solutions for addressing such highly interconnected challenges in a ‘system of systems’ world, tend to address only subsystems and so fail to anticipate risks, achieve systemic change and avoid unintended consequences of public action. For example, the widespread unforeseen turmoil that hit the global economy as well as the abrupt climate changes point out how unstable and uncertain the future is, and highlight the need for proper tools able to efficiently and effectively inform decisions. Commonly, the process of defining, analyzing and modeling policies involves acquiring and organizing bits and pieces of dispersed information in a way that will more clearly inform a decision that has to be made [1].

We specifically focus on the problem of aggregating and interpreting heterogeneous information dispersed among individuals in a timely manner. We aim to address policy officials’ need for concise and reliable information, which means to generate reliable and real-time indicators on the activities of economic and production agents, including their expectations, preference, opinions and related interdependencies.
Using such information, policy makers can understand what the future holds so that current policies can be formed appropriately. For example monetary policies affect economic activity with a lag of six months or more and affect inflation with an even longer lag, so the European Central Bank must anticipate the state of the economy some months in the future in order to make the proper monetary policy decision today [2].

Our approach involves the creation of belief (Bayesian) networks to model conditional and probabilistic dependencies between policy indices and the use of Information Markets (IMs) for aggregating stakeholder expectations on uncertain policy indices. The rest of the paper proceeds as follows. In Section 2 we briefly introduce background information on Bayesian networks and IMs together with the related work. Section 3 provides the details of our approach and an IM tool we have developed for information aggregation. Section 4 presents an example case of our approach. Section 5 concludes the paper with our final remarks and outlook for future work.

2. Background and Related Work

Nowadays several institutions in industrialized countries collect data on sentiments of investors and consumers, and periodically (monthly, quarterly etc.) release aggregated indices. These indices are typically based on surveys among financial and climate experts, households or consumers, in the order of several hundreds to few thousands (see e.g. the Eurobarometer 1 established by the European Commission). A large number of indices exist world-wide and are released by governmental institutions, universities and private corporations. Related literature (see e.g. [2]) shows that these indices closely follow the economic situation as described by different variables, like GDP, inflation or interest rates, and even anticipate turning points in the economic cycle. While the usefulness of monitoring expectations, opinions and sentiments of economic agents is undoubted, one can argue that all these indices are based on a selected number of surveys and a low monitoring frequency resulting in a partial view of more complex dynamics. Moreover survey based methodologies are often not incentive compatible and therefore can be of low precision in revealing the ‘real’ preferences and expectations of experts and the population at large [3]. In order to address these shortcomings, in the present paper we use Information Markets to aggregate expectations on policy indices and adopt Bayesian networks as a mechanism which allows modelling dependencies between indices.

2.1. Bayesian networks

A Bayesian network (BN) is a graphical structure that allows us to represent and reason about an uncertain domain. More formally, Bayesian networks are directed acyclic graphs whose nodes represent random variables $X = X_1; \ldots; X_i; \ldots X_n$, from the domain of interest, in the Bayesian sense [4]. These can be observable quantities, latent variables, unknown parameters or hypotheses. The edges, $E_{ij}$, represent conditional dependencies between variables. Each node is associated with a probability function.

1 http://ec.europa.eu/public_opinion/index_en.htm
that takes as input a particular set of values for the node's parent variables and gives the probability of the variable represented by the node. The construction process of a Bayesian network commonly follows a knowledge engineering approach [5]. It involves the translation of knowledge that is available in the problem domain to an appropriate graphical structure, the choice of the type of the associated local probability distributions and the setting of the prior probabilities before any evidence is obtained. Once evidence about a current situation becomes known, the beliefs in the network are updated and predictive or diagnostic reasoning can be performed.

Bayesian networks have been extensively used for modeling uncertain decisions and outcomes in various domains, including financial risks and indicators, medical conditions diagnoses, success or failure of products, etc.; see [6] for an analysis of related applications.

2.2. Information Markets

Markets are institutional settings able to efficiently allocate scarce resources and accommodate hedging against various types of risks. Moreover, markets have been known to aggregate and disseminate information into prices [7]. Information Markets (IMs) rely on this property and are designed and run for the primary purpose of mining and aggregating information scattered among participants and subsequently using this information in the form of market values in order to make predictions about specific future events. IMs make use of specifically designed contracts that yield payments based on the outcome of future events. IMs have provided accurate predictions of future outcomes in a wide range of domains, e.g., political elections, economic indices, or sport events etc. [8]. Prices of contracts can be interpreted as a measure of the probability of the event, and the metric depends on contract specifications and market design.

IMs efficiency to aggregate information, relies on sound cohorts. Surowiecki [9] has provided a qualitative analysis of participant characteristics necessary for the market to be trustworthy: diversity of opinion, independence of thought and decentralization of knowledge. Wolfers and Zitchevitz [8] established a theoretical model and provided an account of sufficient conditions under which IM prices aggregate private information held amongst participants. They concluded that, when participants are typically well-informed, IM prices will aggregate information into useful information. In an IM, participants who hold the correct information are rewarded and their wealth increases. On the contrary the assets of those who provide erroneous input decrease. The resulting effect is a higher long term accuracy as ‘good predictors’ obtain greater influence on the market results due to their increased wealth.

IMs offer incentive compatible mechanisms such as anonymity in the transactions and rewards (usually non-monetary e.g. in the form of prizes). Such features encourage people to provide their true forecasts without fearing the consequences of making errors. For example, participants can feel comfortable in investing on outcomes that they really believe will happen, even if this contradicts their organizations’ official position. Also, participants are more likely to take an extreme position that they believe in, without feeling pressure to conform to the consensus forecast.

The combination of Bayesian networks with IMs has been proposed in [10] and [11]. The authors provide a generalized model that includes the decomposition of a target question into a set of related variables and subsequently the update of the variables with the use of market estimates. The model has been evaluated to forecast...
the risk of Greece leaving the European Union in [10] and state failed indices in [12]. In this paper we extend the work of Brea et al., [10] and provide an approach to predict policy indices of interest.

3. Proposed Approach

We aim to support the aggregation of expectations on policy indices through a four step process as shown in Figure 1.

![Diagram](image.png)

**Figure 1.** Overview of our approach for aggregating expectations on policy indices.

The first step refers to Bayesian decomposition and parallels Bayesian networks modeling and analysis projects. Policy makers and policy modelers define the model structure of a Bayesian network that decomposes complex policy indices. Simpler indices are used in order to compute the expectations of more complex. In practice, the experts define the policy indices of interest and their interrelations in a graphical model. In order to complete the Bayesian network, policy experts set the prior probabilities according to their expectations. The second step involves the selection of a subset of indices that are uncertain and for which interested stakeholders can provide expectations to forecast their future values. These indices are introduced in the IM in the form of questions. The third step is to run the IM. The stakeholders (who could be knowledgeable experts from public or private organizations) are invited and they start investing on the outcomes of the questions which they believe are going to be correct. The final step is to update the Bayesian network using the aggregated expectations from the IM. The network can be updated at regular intervals with updated expectations from the IM.

For the purposes of our approach we have implemented a play money IM called PolicyOracle designed to aggregate expectations on economic, environmental and energy indicators. Policy modelers and policy makers define and publish questions on policy issues they need information along with a set of mutually exclusive and collectively exhaustive answers. The answers comprise the contracts of the IM. Participants can buy or sell them at a price that varies between 0 and 100 points.

Participants are interested stakeholders and experts. They register in the platform and receive an initial amount of 20000 points which they can invest on the answer(s) they believe will be correct by buying corresponding contracts. If they change their opinion due to e.g. access to new information and expect that a different answer will be the correct, they can modify their portfolio to express their updated opinion immediately in the market. For example they can sell the contracts of the answer they now see as not correct and invest on the answer they believe will be correct. The trading interface is displayed in Figure 2. Participants select the answer they want to invest and the amount of shares they want to buy or sell. The software provides information related to the cost of the transaction and the new contract prices. If the user agrees, she/he confirms the transaction and her/his portfolio is updated. In addition, the software offers functionalities for users to provide comments and participate in
discussions, enabling information and opinion exchange. Finally, a background information section provides a detailed description of the question as well as links to external information sources while price charts show fluctuations in the prices of contracts over time (see Figure 3). The application is available at http://experts.policyoracle.org/, while the current set of questions focuses on the following policy indices: Inflation, Consumer Price Index, Unemployment, GDP, Brent Oil price and Emissions Trading System (ETS) price of carbon.

Figure 2. View of the PolicyOracle trading interface. Users can buy or sell shares of contracts that represent different answers to questions related to trends of policy indices.

BACKGROUND INFORMATION

The European Energy Exchange (EEX) with its registered office in Leipzig was established in 2002 as a result of the merger of the German power exchanges in Frankfurt and Leipzig. Since then it has evolved into a leading trading platform for energy and related products and has international partnerships. Clearing and settlement of all trading transactions are provided by the clearing house European Commodity Clearing (ECC). EEX is a member of Eurex Group.

Figure 3. Price chart and Background Information section. PolicyOracle is a virtual stock market.
Buying and selling transactions in PolicyOracle affect the prices of the contracts which are set by an automated market maker (AMM). The AMM can be conceptualized as an agent who is always available to buy or sell contracts based on a price function that determines the cost of each transaction. Our implementation is based on the concept of logarithmic scoring rules introduced by [13]. When the outcome of a question becomes known the final contract values are set. Contracts of the correct answer worth 100 points each while contracts of the false answer worth 0 points. This means that participants who invest on the right answer earn points otherwise they lose.

4. Predicting Greenhouse Gas Emissions

In this section we demonstrate our approach through a trial case focusing on the topic of Greenhouse Gas (GHG) emissions. Preventing dangerous climate change is a strategic priority for the European Union and since GHG emissions consist a major factor for climate change, Europe is working hard to cut its emissions substantially while encouraging other nations and regions to do likewise. This policy agenda is inline with the “Copenhagen Accord” [14] which underlines that climate change is one of the greatest challenges of our time and accepts that in order to prevent the most severe impacts of climate change, global warming should be kept below 2°C compared to the temperature in pre-industrial times. That means a temperature increase of no more than around 1.2°C above today’s level. In practice, the world must stop the growth in global greenhouse gas emissions by 2020 at the latest, reduce them by at least half of 1990 levels by 2050 and continue cutting them thereafter. The EU has made a unilateral commitment to reduce overall GHG emissions from its 28 Member States even higher for 2020, by 20% compared to 1990 levels, which is one of the headline targets of the EU 2020 strategy. According to latest estimates, total EU GHG emissions in 2013 fell by 1.8% compared to 2012, which brings them at around 19% below 1990 levels [15]. This keeps the EU on track to meet its 20% target by 2020.

Our aim is to construct a network of factors influencing GHG emissions in order to predict whether emissions will increase or decrease. We define our hypothesis node as the probability to the question: “Will the GHG emissions in EU at the end of 2015 be higher compared to 2014?”. The next step is to decompose the hypothesis into parent nodes (these are the causal or evidential nodes). Starting from a literature review we identified that GHG emissions depend on population size and economic output as expressed in the Gross Domestic Product (GDP) (see e.g. [16]). Moreover we consulted policy modelers from the organizations German Climate Forum and Germanwatch with expertise in environmental sustainability who advised us to incorporate dependencies on the share of renewables in energy consumption, the price of ETS carbon emissions and the price of crude oil. The Bayesian network we constructed is presented in Figure 4. We now have a short model and we initialize its conditional probabilities. The elicitation of prior probabilities were based on expert judgment and are shown in Figure 4.
The probabilities of the parent nodes can be inferred from experts participating in our IM. For this, we have to present them in the form of questions. Considering the network presented in Figure 4, we formulate the following set of questions with a binary (yes/no) outcome, each corresponding to one of the parent nodes:

- Will the population in EU be higher than 507 millions in December 2015?\(^2\)
- Will the GDP in EU be higher than €14 trillion in Q4 2015?\(^3\)
- Will the share of renewable energy in energy consumption in EU be higher that 15% in December 2015?\(^4\)
- Will the average of closing Brent oil price be higher than $99/barrel in 2015?\(^5\)
- Will the Emissions Trading System (ETS) price of carbon be higher than 7 €/tCO2 on 30th December 2015?\(^6\)

While the IM is running, participants express their expectations and modify the probabilities of the answers to the above questions. The Bayesian network can be regularly updated with the new evidence coming from the IM leading to changes of the estimate of the hypothesis node. Depending on the results, policy makers may validate or modify their actions. For example, if the experts’ expectations reveal a significant drop of the share of renewable energy in final energy consumption and this causes increase in GHG emissions, they can design new policies to reverse the situation. On the other hand if their policies are performing well and the network shows a decrease of GHG emissions, they can feel confident that their selected policies are effective.

\(^2\) Using as a baseline the EU population at the end of 2014 which was 507 millions: http://ec.europa.eu/eurostat/tgm/table.do?tab=table&init=1&language=en&pcode=tps00002&plugin=1


\(^4\) Using as a baseline the share of renewables in EU at the end of 2014 which was 15%: http://ec.europa.eu/eurostat/tgm/table.do?tab=table&init=1&language=en&pcode=t2020_31&plugin=1

\(^5\) Using as a baseline the Brent oil price for 2014 which was $99.57/barrel: http://www.investing.com/commodities/brent-oil-historical-data

\(^6\) Based on reports of ETS price of carbon: http://www.eex.com/en/
The questions will be launched within spring of 2015, upon the publication of the EU GHG inventory report for the 2014 year by the European Environment Agency and will be active until the end of 2015. Our plan is to evaluate the usefulness and accuracy of our approach with the help of experts to whom we will regularly present the outcome of the Bayesian network and the expectations provided by our IM application.

5. Conclusions & Future Work

We presented our approach to predict policy indices using Bayesian networks to model interdependencies of events and IMs to aggregate expectations from interested stakeholders. Currently, we are in the process of running the trial case presented in Section 4 and we expect to have the evaluation results available until September 2015. We will be collaborating with experts and policy modelers as part of the project SYMPHONY (http://projectsymphony.eu/).

As the work reported in this paper is ongoing research, a number of questions require further investigations. We have described the design of a case focusing on GHG emissions, however there is a large number of uncertain events in policy design and analysis which could be supported by our approach. We are currently looking into modeling and predicting complex economic indicators, including the change in consumer spending (propensity to consume), citizens’ willingness to switch job and citizens’ willingness to participate to labor market. Furthermore we are looking into combinatorial designs of our IM, following the work described in [11]. In such a setting participants will be able to express their expectations by investing on combinations of events; for example, a participant could invest on the event that the propensity to consume is going to increase, conditional to an increase in GDP and a decrease of unemployment. With such formulations the IM will be able to capture expectations on interrelated and dependent variables modelled in the Bayesian network and lead to more accurate predictions.
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Abstract. Public opinion always has an important influence on the policy process. The development of social networking sites and applications has given the public more opportunities to express their views about the related policies. In cases where the coverage of the traditional hearing system challenged the policy process, how to measure accurately the public concern and attitudes regarding policies based on online public generated content using a data mining method will be very important issue in policy informatics. Our paper provides a probabilistic topic modeling approach, mainly based on Latent Dirichlet Allocation (LDA) model, to transform the complex semanteme of online public opinions into the values could be measured. A simple case could show the usefulness of the too toward policy analysts also be provided and discussed briefly.
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1. Introduction

The media, public and decision makers are considered the three primary factors in the traditional policy agenda settings [1]. The prior research believes that these three factors are independent of each other and mutually affect each other [2]. In recent years, the rapid development of Web 2.0 applications, such as Facebook, Twitter and Wikipedia, has provided citizens with more approaches to participate in public policy discussions more easily. Ordinary people have the opportunity to express their opinions and exert an unprecedented influence as long as their viewpoints are typical and comprehensive. It seems likely that ordinary people, who lack discourse power in real society, will become the opinion leaders on the new media overnight. Hence, the age in which we live now is called the ’we-media era’ by scholars in the communications field [3], which means that the roles of the public and media are deeply integrated in policy agenda settings. Therefore, the capability of the professional media, such as newspapers and TV, to initiate topics for discussion and lead public opinion may be further weakened while, in contrast, public expression will play an increasingly important role in the process of making and revising policies.
These new characteristics of the age mentioned above have undoubtedly led to more challenges associated with obtaining public attitudes and feedback as was the case during the traditional policy process. The hearing system that was generally adopted before the policy promulgation is being increasingly questioned [4]. It seems that, no matter how the participants of the hearing are selected, it is impossible to satisfy everyone, which constitutes an unavoidable hindrance to the representative system in such an increasingly flat world [5]. Moreover, even online opinion surveys, that emerged with the popularity of the network, face challenges: those stakeholders directly benefiting from certain policies or the group or individuals who pay more attention to certain issues usually perform in the manner of voting several times in support of their own views, or inviting friends to vote in support of those views to exaggerate the scale of their own side which, to a certain degree, is misleading to policy makers. However, as the social network has become a crucial way for the public to express their attitudes and exchange ideas, it is possible to find a reliable method to determine public attitudes and examine the mass view in order to create policy from the fragmented expression of opinions that are to be found via various social network applications?

The direct approach that has been applied is public opinion analysis, based on keyword searches and filtering [6]. Obviously, this type of method may only describe the problems roughly, leading to a boom in related studies in the field of communication, and it seems that the method cannot really support the policy process at present. The biggest challenge originates from the definition of “data” and the expansion of the processing method, and a deeper analysis of public generated content on social media must surmount the boundary of Codd (1982)’s relational database [7]. The progressive data mining methods, including the semantic analytical methods, have made it possible to analyze these unconventional data. The related analysis contributes not only to investigating the degree of public support and practical effects made during the phase of implementing policies, but also the collecting of wider public opinion during the policy-making stage to engender more extensive public participation in the policy-making process. The decision makers need to make political responses rapidly by employing semantic analysis and other methods to learn about the public attitudes towards various policy agendas on the Internet quickly and accurately, which should also be one of the issues considered and addressed by the new research branch, policy informatics.

Under such a context, this research attempts to construct, based on Latent Dirichlet Allocation (LDA) [8], an effective approach to measuring the popularity and polarity of the discussion by means of refining related subjects from a large amount of web text. The method we present is explored by taking, as an example, public attitudes drawn from an online community regarding the car license lottery policy promulgated at the end of 2010 in Beijing, China.

2. Framework of the Methodology


Topic modeling algorithms are statistical methods that analyze the words of an original text to discover the latent themes or topics that run through it, originally proposed and applied in the field of information retrieval [9].
Without directly dealing with the topics inherent in the documents, the TF-IDF schema and vector space model (VSM) provided a rough solution to describing and modeling documents and their content or topic similarities [10, 11], with the disadvantage that documents with a similar context but different vocabulary will not be associated with each other [12]. To deal with this problem, latent semantic analysis (LSA) has been proposed to convert the high-dimensionality word-space representations of the documents into low-dimensionality vectors of the topics [13], in which topics can be obtained using singular-value decomposition (SVD). Using such a technique yielded some improvement over a TF-IDF baseline.

A closely related technique—pLSI [14]—tries to create a set of topics in a probabilistic framework [15]. The topics in pLSA are probabilistic instead of the heuristic geometric distances in LSA. pLSA has been successfully used with large collections regarding information retrieval, because its does not need to run the expensive SVD operation.

Latent Dirichlet allocation (LDA) is a popular topic modeling tool, designed to learn a set of topics (word distributions) and infer mixtures of these topics to build low-dimensionality representations of documents [9], which further refines the pLSI model within a Bayesian framework [14]. Among all of these topic models, LDA appears to be the most effective [8, 16]. A simple introduction to the LDA model will be presented in more detail in the following section.

The intuition behind the LDA model is that documents exhibit multiple topics [9]. LDA generates "topics" as lists of words drawn from the vocabulary used in the text corpus; the topic is based on the distributions of those words over the vocabulary. The topics are generated inductively by the model based on the likelihood of words to co-occur within documents. LDA produces the topics through a probabilistic approximation of Bayesian inference. Starting with a set of seed topics (often randomly generated), the algorithm iteratively alters these topics to best match the set of data being learned. LDA also generates proportions for each document for each topic, so that each document can be described as being proportionally composed of (or, interpretively speaking, "about") a number of topics that are expressed by the words used in that document. For details about the algorithmic and computational aspects of LDA, see [8].

Topic modeling is a good match for a data source like public comments. Because the procedure is automated, it enables analysis of much larger text corpora than would be feasible by hand. Since topics are generated inductively by the model and not predefined by the researcher, the technique protects against implicit coding bias caused by the constraints of researcher knowledge. And because the method assumes that a single document can contain multiple topics (in contrast to some other document clustering methods; see [17]), it enables researchers to draw insights from interrelations among themes, both within documents and within the dataset as a whole.

As described, public comments are rich data because commenters express all manner of concerns in unstructured ways. Comments run the gamut from technical specifications to personal stories and from thoughtful reflection to threats and name-calling. Many comments defy easy categorization as being for or against the proposal at issue. Thus, hand-coding such documents can be a particularly difficult task; topic modeling appeals because it can uncover hidden patterns in even a varied set of documents.

Moreover, it is noted that the LDA model does not require any prior annotations or labeling of the documents and the topics emerge from the analysis of the original texts.
The LDA model enables us to organize and summarize electronic archives on a scale that would be impossible using human annotation [9].

2.2. Overall Consideration and Detailed Procedures

Given the increasing amount of content about public policy feedback being available online in the Web 2.0 era, especially via blogs, microblogs, Wikipedia and social networks, the policy makers or government do not have the time to read and study all of them to learn about the detailed contents and viewpoints of the public. In addition, due to the characteristic of being an online public communication, the topics or themes of public discussion tend to be diverse and may evolve, led by someone with time, even about a certain event or general topic. Thus, the later public discussion may deviate from the original topic, and the total content may contain many issues that are irrelevant to the policy makers or government.

To this end, we have designed a methodology framework for public policy feedback monitoring by applying a probabilistic topic modeling algorithm, specifically Latent Dirichlet Allocation (LDA) [8], which will be introduced in detail in the next subsection. In the framework, the LDA model has been utilized to discover and annotate large archives of public-generated documents with thematic information to determine how these themes are connected to each other and how they change over time. Thus, we could provide the policy makers or government with filtered, accurate content that they are actually concerned about.

We will introduce the detailed procedures of public policy feedback monitoring by applying the LDA modeling. The steps involved in probabilistic topic modeling and concerned content filtering are as follows:

- Step 1: Data collection and pre-processing.
- Step 2: Probabilistic topic modeling using the LDA model.
- Step 3: Choosing interested or concerned public policy topics.
- Step 4: Document topic assignment and concerned content filtering.
- Step 5: Concerned document hotness and relevance calculation.

Firstly, the original relevant data need to be collected from the online platform based on certain events, topics, persons or contents in which the policy makers are interested, which are normally conducted by web crawlers or programs [12, 18, 19]. Then, in order to explore the text content information further, several necessary pre-processing operations must be performed, such as word segmentation [20, 21], stemming [22, 23] and stop-word removal [18, 19]. Thereafter, each text’s content is represented by a vector of words.

In Step 2, the core task lies in using the LDA to conduct probabilistic topic modeling. Specifically, LDA modeling applies training and inference to all of the text vectors and can discover any latent topics or themes inherent in these data [9], as will be discussed in the next subsection in greater detail. After the topic modeling, we obtain the following useful results related to the words, documents and topics in these documents:

- Latent topics with the most likely words in each topic;
A Topic-document distribution matrix.

Theoretically, for any given topic, there is a corresponding distribution across all of the words in the vocabulary, and the LDA modeling process could provide the most likely words with the highest probability with respect to each topic, whereby the number of the most likely words can be given in advance. After the LDA modeling, the thematic keywords based on the given topic number become available to policy makers, and we could invite them to select topics of interest to them. Thus, this selection step is intuitive, easy to implement, and would not impose much time and cost on the policy makers. More conservatively, the topics or themes of concern to the policy makers or government could be easily predicted or learnt in advance.

In Step 4, we first utilize the topic-document distribution matrix to conduct topic assignment for each text document. In detail, the topic or topics with the highest document-topic probability will be assigned to each document. More flexibly, the topics with the top t highest document-topic probabilities could be simultaneously assigned to each document, with $1 < t < K$ based on either the preference of the policy makers or the document number to be filtered. By combining the topics of concern selected in Step 3 and the topic assignment results together, documents about irrelevant topics could be easily filtered out.

Finally, after we obtain all of the contents of interest regarding public policy feedback, some related statistical information, such as the documents’ hotness and cumulative relevance ratio per day, could be calculated and provided for the policy makers. Specifically, to show the discussion hotness of these topics each day, the cumulative document number concerned can be easily obtained. In the meantime, in order to evaluate the overall relevance of the documents concerned with respect to the topics concerned, the daily cumulative relevance and cumulative relevance ratio can be calculated.

3. Case and Discussion

3.1. Case Background and Analysis Results

The government of Beijing promulgated the policy of a car license plate lottery at the end of 2010. In our research, we selected the forum named “AutoWorld” in Shuimu Community as the targeted concern. AutoWorld forum is one of the most active forums in Shuimu Community, especially around and after the time when the lottery policy for buying vehicles in Beijing City was announced on December 23th, 2010. Since data in the recycling box can only be kept for around four or five months, in order to obtain all of the data from the AutoWorld forum about this event, the time window was chosen of around three months, which was specifically from December 15th, 2010 (i.e., around a week before the policy announcement) to April 5th, 2011. After removing the duplicate posts that appeared in both the forum and the recycling box, such as the collection post information, we finally obtained a total of 359,715 unique posts.

We conducted probabilistic topic modeling for all 359,715 post texts using the LDA model with the topic number 25, 50, 75, 100, 125, 150, 175 and 200 respectively. As we discussed above, for any given topic, there is a corresponding distribution across all of the words in the vocabulary, and the LDA modeling process could provide the most likely words with the highest probabilities with respect to each topic, in which the
number of the most likely words can be given in advance. In our case, we set this number at 100. By manually looking through all 100 thematic keywords for different topic numbers, it was found that the semantic results for the thematic keywords for each topic appear best when the topic number is 50.

In this case, we assume that the policy makers and government are notably interested in public feedback on the lottery policy of car license plates in Beijing City, as introduced in the background section. Thus, public discussion of topic 10 (i.e., the public countermeasure to the lottery policy) and topic 27 (i.e., the lottery policy) were chosen as the topics of concern or interest in our case. Then, through the procedure of document topic assignment (the highest probability strategy) and concerned content filtering, we finally obtain over 23,074 related posts, with 9,543 about the lottery policy itself and 14,146 about the public countermeasure. Figure 1 represents the daily discussion hotness of the policy and public countermeasure based on our proposed LDA-based framework, showing the important policy time points.

Moreover, we also compared our results based on LDA modeling with those from the keywords filtering strategy, in which only containing corresponding policy terms, such as “摇号” (i.e., lottery) or “限购” (i.e., quota) in Chinese, would be retained. In detail, if any post contains at least one of the above policy terms, its original post and all of its reply posts would be regarded as potential content of interest, which resulted in 31,628 posts in total. Figure 2 shows the results of the comparison between our method and the keywords filtering method in relation to important policy time points. It is obvious that, compared with our LDA-based method, the keywords filtering strategy usually suffers from the disadvantage of containing too much irrelevant information, ignoring topic transfer as well as containing words that do not discuss the real topic, as explained above.

Figure 1. Comparison of daily discussion hotness of policy and public countermeasure.
3.2. Concluding Remarks

The results of the case indicate that it is possible to obtain more accurately contents of interest from the mass of information by using the method based on LDA and be in a position to be better able to describe public concerns, and their types and polarity, related to the policy process via the related analysis. The core idea of the proposed methodology is transform the complex semanteme a relation matrix between texts and topics. After the transformation, we could construct many functions based on matrix values from different perspectives. This case only discusses one of the simplest functions and describes the trend of the hot topic. However, we could understand deeper policy related issues based on function construction.

In the age of large-scale data, a large amount of web text information that rapidly develops every day should explicitly serve as a treasure trove to be mined by policy analysis science, which will necessarily require more data mining methods and applications for policy analysis. The process undoubtedly requires that scholars of data mining and policy analysis should cooperate with each other, as in the case of the paper. It is expected that the method explored in this paper and its implications will facilitate both academia and practitioners to gain a better understanding of the opportunities and challenges existing in this rising research field.
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\textbf{Abstract.} Public policies are collections of principles that guide state government actions in a given domain. The aim of public policy used by the state Housing Fund for distributing social housing facilities in Slovenia is to ensure transparent and equally fair treatment of all beneficiaries. During the last decade the Fund has established a sustainable structure for policy models that consist of three parts: written requirements for applications, a detailed process description, and a comprehensive decision support model containing rules for ranking the applications according to their priority. In this paper we analyze the main causes of changes in the policy in the last decade and investigate how they are reflected in the underlying conceptual and decision support models. The results of our analysis indicate that the key critical success factor was to maintain a delicate balance between the sustainability of the models and changes in the policy. As a result, the state housing Fund was able to leverage the supply on the Slovenian housing market by efficiently conducting twelve consecutive tenders for offering apartments under favorable terms to citizens.
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\section{1. Introduction}

The Housing Fund of the Republic of Slovenia, public fund (hereinafter the Fund) has since its foundation been actively involved in a number of different tasks and activities. Through these actions the Fund wanted to improve conditions and opportunities in the housing area for the citizens of the Republic of Slovenia. Since the establishment the Fund has undergone numerous changes and adjustments of business strategy and activities, mostly because of the external factors such as changes in the legislation, the progress in the information technology, the web development and the economic crisis. The Fund was established in 1991 with the Housing Act as a central national institution for financing or implementation of the national housing program or the promotion of housing construction, renovation and maintenance of apartments and houses. In the first year after the establishment, the Fund has published its first tender for favorable
long-term loans for refinancing unfavorable bank loans, which was followed by a
tender of housing loans for the first purchase, construction or renovation of the
apartments. Until 2005, the Fund has with its favorable loans helped to solve the
housing problems of over 30,000 Slovenian citizens. In 1999 the Fund published a
public appeal for saving in the National Housing Saving Schema [3, 8], which has a
goal to insure savings for real estate, especially apartments and consequently after the
end of saving, which was usually 5 years, increased the demand for apartments.

Public policy studies are used to analytically evaluate the past and innovatively
explore the future [5]. Policy studies may refer to the policy process, to the substance
of policies themselves, or to their effects [13]. The policy studies are typically
concerned with the process and substance, since the outcomes require a longer
perspective and different approach [7]. This study aims to fill the gap by describing the
analysis of the policy outcomes and, based on the findings and observations, as well as
other contributing factors like management strategy, proposing methods to sustainably
maintain the underlying policy, preserving the policy’s transparency, openness, and
collaborativeness. In general, policies should be designed to be stable and enduring
[11]. Therefore, eventual changes should be taken into account by encapsulating them
in a relatively isolated and localized frame within the policy. Note, however, that
overemphasizing the importance of policies and focus on policies alone might in some
cases lead to the so called “bureaucracy myopia” [6].

The problem addressed in this paper is how the analysis of the policy outcomes
observed in a given time period influences changes in the policy process and/or
substance. The underlying goal is how to design and maintain a policy governing a
particular strategic task so that it is stable (i.e. it does not change often and much in
process), but it at the same time allows for transparent introduction and reflection of
subtle changes in substance required by the management and state regulations. The
addressed problem is described in the context of distributing housing facilities, which is
itself a strategic and delicate task. When dealing with delicate and problems concerning
general public interest, the responsible government officials are expected to, apart from
general knowledge of the problem domain and other related approaches, exhibit skills
for efficiently handling communications with the concerned citizens.

This paper is organized as follows. First, we give an overview of the methodology
used in our study. In section 3 we describe the results of the analysis of the policy
changes during the twelve consecutive tenders for selling housing facilities to citizens
by the Fund. Lessons learned from the presented approach are discussed in section 4.
The most important findings are summarized in the conclusions.

2. Methodology

One of the important governmental actions to stimulate private and business endeavors
is to give out incentives through the programmes of distributing funds and grants [2].
Typical process phases for such actions include (1) publishing a call that defines
eligibility criteria and application requirements, (2) application gathering, validation
and processing, and (3) informing beneficiaries about the decisions. The last step might
include also complaints gathering phase and related procedures. The goal of such
governmental actions is first to inform the potential target population and second to
distribute the earmarked funds or grants objectively according to the policy, principles
and criteria published in the call.
The purpose of the work described in this paper is to analyze the main causes of changes in the policy used in the tenders for distributing apartments by the Fund in the last decade and investigate how they are reflected in the underlying conceptual and decision support models. The context of our study is a decision support system for selling apartments by The Housing Fund of the Republic of Slovenia to citizens [4]. One of the Fund’s missions is to balance the demand and supply in the real estate market by offering apartments at favorable prices. Since the Fund’s offer represents only a small fraction for the total supply of apartments, a priority ranking is used to establish the preferential order of applicants. In case when two or more applicants fall into the same priority rank, a single buyer is selected by a random choice [12]. For this reason, the whole business process is popularly called the Housing Lottery [4]. Since its first use, the described system received considerable media attention. In the past 13 years the system has been used to support twelve consecutive tenders that are described in Table 1. It implements a complex decision policy that was adopted by the Fund’s management. Besides, its main characteristics are robustness, flexibility and transparency. The system provides the transparent and understandable insight in all the steps of the process and includes more controlling mechanisms which assure integrity and the confidentiality of the processed data.

Table 1. Twelve public tenders described by the number of available apartments, submitted and approved applications, and number of categories for ranking the applications

<table>
<thead>
<tr>
<th>Label</th>
<th>Year</th>
<th>Apartments</th>
<th>Applications</th>
<th>Approved</th>
<th>Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA</td>
<td>2002</td>
<td>78*</td>
<td>36</td>
<td>30</td>
<td>4</td>
</tr>
<tr>
<td>SB</td>
<td>2002</td>
<td>73</td>
<td>135</td>
<td>73</td>
<td>4</td>
</tr>
<tr>
<td>SC</td>
<td>2002</td>
<td>32</td>
<td>311</td>
<td>32</td>
<td>10</td>
</tr>
<tr>
<td>SD</td>
<td>2003</td>
<td>429</td>
<td>1,831</td>
<td>450</td>
<td>38</td>
</tr>
<tr>
<td>SE</td>
<td>2004</td>
<td>852</td>
<td>2,057</td>
<td>872</td>
<td>220</td>
</tr>
<tr>
<td>SF</td>
<td>2006</td>
<td>258</td>
<td>424</td>
<td>262</td>
<td>180</td>
</tr>
<tr>
<td>SG</td>
<td>2006</td>
<td>116</td>
<td>3,427</td>
<td>118</td>
<td>308</td>
</tr>
<tr>
<td>SH</td>
<td>2007</td>
<td>387</td>
<td>285</td>
<td>238</td>
<td>352</td>
</tr>
<tr>
<td>SI</td>
<td>2008</td>
<td>140</td>
<td>24</td>
<td>24</td>
<td>352</td>
</tr>
<tr>
<td>SI**</td>
<td>2010</td>
<td>24</td>
<td>76</td>
<td>49</td>
<td>1,134</td>
</tr>
<tr>
<td>SL**</td>
<td>2012</td>
<td>504</td>
<td>493</td>
<td>393</td>
<td>80</td>
</tr>
<tr>
<td>SM</td>
<td>2014</td>
<td>342</td>
<td>403</td>
<td>239</td>
<td>108</td>
</tr>
</tbody>
</table>

The business process of selling the market apartments consists of six main steps. In the first step, the Fund prepares the offer or public tender for sale of apartments and publishes it on its website and in the media, normally daily newspapers and on the radio [4]. The first requirement that comes from the business process is the suitable presentation of offered apartments, which provides interested customers with precise insight in the buildings and as such eases their decision. Interested applicants must then fill in the prescribed web form – an application for the purchase of the apartment, which is a part of the tender’s documentation. In the third step, the Fund’s employees identify and validate the received applications and assure that the gathered applications are correctly and accurately stored in the database that is then used by the special computer programme, which was specially designed for this purpose. In the next step all the completed applications are ranked according the priority category and are allowed to participate in the allocation process. When there are two or more applicants ranked in the same priority category, the fifth step carries out the procedure of random selection, so there is just one buyer of the apartment selected. The main goal of this
business process is to ensure the correctness of the information and consequently the allocation of the apartments to the applicants from the highest priority rank. In the sixth step all the applicants are informed of the outcome of the sub process of allocating the apartments and the selected buyers are thereafter invited to sign the contract of sale.

The quality of services that are carried out by an organization depends heavily on organization’s ability to understand, model and control business processes [9, 10]. Due to relatively complex nature of the Fund’s operations, carefully designed and transparently presented policies are required. The concrete detailed policies, like the policy for distributing apartments, are aligned with the state housing policy governing general processes and priorities in the housing field. Besides, they facilitate the introduction of various controlling mechanisms, thereby increasing the reliability of the Fund’s operations.

The Fund’s policy for selling apartments consist of three parts: written requirements for applications, a detailed process description, and a comprehensive decision support model containing rules for ranking the applications according to their priority. The first two parts are represented as written documents prepared by the Fund’s legal department and are for every tender published on the Fund’s web page. The third part representing the decision model is represented in the form of a table containing decision rules that unambiguously determine the actual rank of each applicant. Typically, it is prepared in a collaborative meeting including all important stakeholders. After reaching a consensus, a set of decision-support rules that encapsulate the views and priorities to be used in the current tender is formulated. The main purpose of the decision model, which is also published on the web site, is to clarify eventual ambiguities that might arise from the textual documents alone. It is the responsibility of the Fund’s management to confirm the correctness and validity of all the documents that constitute the policy for each particular tender.

The general, the requirements for each tender are not supposed to change much during the years. However, the variables that determine the preferential ranking order for the applications are subject to change both from the Fund’s management and other stakeholders like the Ministry and general public. The changes are of four types: (1) adding new attributes, (2) changing the order of importance of the attributes, (3) changing the domain values of the attributes, and (4) changing the interpretation of the attribute values. All the four types of the changes must be reflected both in the textual documents and, even more importantly, in the decision model.

In Table 1 twelve past tenders for selling apartments are described with the label, year, number of available apartments, number of submitted applications, number of approved applications and number of categories for ranking the applications. All the tenders were used to support selling apartments to citizens, except for the tender SL (labeled with **) which is used to support renting apartments to citizens. In the first three tenders in 2002 the grounds were set for the following tenders. In all the three tenders there were 135 apartments available; if they were not sold in SA (labeled with *) tender, they were moved to the subsequent SB and SC tender. At the beginning, in tenders SA and SB, there were only 4 categories for ranking. Then, in the next tenders, the number had risen to several hundredths and even 1.134 in tender SJ. The reasons for this behaviour are explained in the next section; they can be mostly accounted to the introduction of new attributes, as well as the general tendency of the Fund’s management trying to minimize the number of random selections within the process.
The process of selecting the attributes for the decision making is described in the next section. Note that the actual variable selection and preferential order of columns depends on the guidelines obtained from the state government housing policy, the Fund’s management, and the observed opinions of the concerned general public. The final decision table is carefully produced on the joint meetings to incorporate directives acquired from all three sources. The knowledge and experience from the past Fund’s projects [1] were very beneficial for handling and supporting group consensus meetings.

The trend of growing the number of categories for ranking can be observed in the first ten tenders (SA to SJ). While the aim of introducing more ranking categories was to reduce the unpopular number of random selections (i.e. housing lottery) between equal ranks, the implications of such solution were twofold. First, random selections were just smaller in number and could not be completely avoided. And second, the resulting decision table got huge and more difficult to understand and interpret without the computer technology. Therefore, observe the “normalization” of the number of categories for ranking in the last two tenders SL and SM.

3. Analysis and results

In this section we present our analysis of the outcomes of twelve tenders for selling apartments by the Fund. We describe the factors that influence the outcomes of a particular tender and identify the main causes for the decision policy changes in the next tenders.

In year 2002 the Fund published its first tenders (SA, SB) for selling apartments at prices that were lower than on the housing market. The applicants who were granted by a loan from the Fund and the savers in the National Saving Scheme had the advantage of buying these apartments and among them especially young families under the criteria of age of the parents. The next tender (SC) defined as a main priority category for selecting buyers of apartments saving in the National Saving Scheme and among them additional priority for those that already concluded their saving. Young families had once again the priority inside the category of the savers.

In 2003, the Fund within the offer (SD) also introduced additional priority for disability apartments; there was an absolute priority for physically disabled persons at buying these apartments. In 2004, the first savers, this means 21,000 people, concluded their saving. In this year the Fund offered the biggest number of apartments, altogether 852 on the public tender (SE). In spite of the stated the expected interest was bigger than the offer. This is why it was necessary to create the decisive criteria for priorities at the purchase. The main target group were the savers that completed their saving and among them additional priority for young families, young people and families. For fulfilment of the status of the young family there were still the criteria of parents’ age; the young people were people under 30 years. Among young families and families there was an extra priority for families with more children.

In 2006 the supplementation to the legislation from the field of saving in the National Saving Scheme was accepted. Among other things it redefined the status of a young family, which wasn’t linked anymore to the age of the parents but to the age of their children. According to the change of the legislation and to the other changes, as well on the real estate market, the Fund has within the framework of public activity carefully created the priority categories (tenders SF and SG) for its tenders for apartments’ sale and this has turned up to be the right decision. During the preparation
stage of the decisive criteria, the expert services passed numerous studies and analyses were the basis for the decisions.

Decision-making is one of the central activities of management and is a huge part of any process of implementation, especially because of the fact that this time there were just 116 apartments to offer on the market in the capital city where the needs are the biggest (tender SG). In order to ensure the successful implementation of the public tender it was necessary to carefully and transparently prepare complete tender’s documentation and the priority classes are a part of it. The decisive criteria were adopted as it follows: young family, family, physically disabled persons and young couples. Among young families and young couples there was an additional priority for those who were solving their housing problem for the first time. The main novelty of the tender was a five-year preemptive right to limit potential speculative practices.

The decision-making criteria were in force until the 2014 (for tenders SH, SI, and SJ), when there were additional defining decisions over some of the priority categories in the spirit of the business policy adopted in 2012. The young families with at least one pre-school child stay as the main priority category. They are followed by families with schoolchildren, families with dependent children, physically disabled persons and young persons. According to the carried out analyses and set goals the decision was made that the young person is a person younger than 27 years (tenders SL and SM).

In Fig. 1 the number of approved and rejected applications according to priority ranks is shown for the twelve conducted tenders of the housing Fund. For easier comparison, all the categories are normalized to the interval 1 to 20. The graph shows approved and rejected applications from the lowest category (the highest rank) to the highest one (the lowest rank) in a cumulative fashion. Observe the general pattern that in the first categories the ratio between approved and rejected applications is the highest. This observation can be used to justify the use of priority ranking as a mechanism for selecting suitable candidates. Note also that the actual number on the y axis (number of applications) may differ from the tender to tender.

Let us compare the resulting graphs for different tenders depicted in Figure 1. As stated earlier, in the first three tenders there were only 4 categories (10 in SC). At the beginning, the used categories were well accepted by the general public; however, the omission of the social categories like number of children, family’s financial status, etc., was soon noted in the communication. The number of categories grew from tender to tender, culminating in the number above 1,000 for the tender SJ. In the last two tenders (SL and SM) a simplification of the decision table was suggested; they include 80 and 108 categories respectively. Note also that the actual number of submitted applications to the tender does not depend on the number of categories; it most heavily depends on the attractiveness of the location of apartments sold in a particular tender.

In Figure 1 the numbers of approved and rejected applications for three distinguished tenders (SE, SG, and SM) were depicted. Tender SE can be viewed as a typical tender; there were 852 apartments available, 2,057 applications were submitted and 872 granted. Note that the last number can be higher than the first, because 20 applicants decided to withdraw after the approval. There were 220 categories for ranking. The apartments were mostly allocated to applicants with the higher ranking order, so there were only a few complaints after the completed process. In tender SG, on the contrary, the number of applications (3,427) was more than 20 times higher than the number of available apartments (116). Even though there were 308 categories for ranking, the graph depicted in Fig. 1 shows that the majority of the applicants were rejected, resulting in a severe pressure for complaints.
The current tender SM, which is still active in 2015, exhibits a different behaviour in terms of categories and application approval. There is a long tail visible in category 20; also, the number of approved applications in this category is quite high. The main reason for this can be found in the fact that after the first cycle, in which only a half of available apartments were sold, there were 7 additional cycles, where applicants with less privileges can also compete for the remaining apartments.
4. Conclusions

In this paper we analyze the main causes of changes in the policy used by the housing Fund for selling apartments under favorable terms to citizens in the last decade and investigate how they are reflected in the underlying conceptual and decision support models. The policy studies are typically concerned with the process and substance, since the outcomes require a longer perspective and different approach. This study describes the analysis of the policy outcomes of twelve consecutive tenders for selling flats in the period of 13 years. The results of our analysis indicate that the key critical success factor was to maintain a delicate balance between the sustainability of the models and changes in the policy.

In the context of distributing housing facilities, which is itself a strategic and delicate task, we have designed and described an approach to constitute and maintain a policy governing the task under study. The resulting policy remained stable in structure and contents through the years; at the same time, the proposed approach allows for transparent introduction and reflection of subtle changes in substance required by the management and state regulations.

The analysis described in this paper was carried out on twelve consecutive tenders for selling apartments by the housing Fund. For future work we plan to extend the scope and include the state projects of similar contents (distributing subventions, grants, etc.) and compare the findings between different fields.
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Abstract. Governments around the world are trying to realize the benefits of technology to make a real difference in people’s lives. The use of data provided by open government data platforms has a great potential to enable new services, improve the lives of citizens and make government and society work better. This research proposes a conceptual model to explain how open government data platforms are used to enhance the access to and delivery of government information and services in order to make a real difference in people’s lives. This study explores and illustrates the model by taking the perspective that Open Government Data (OGD), as a platform, influences the way city agencies are delivering information and services to increase feedback for stakeholders, including citizens, government agencies and employees. To analyze the impact on citizen’s lives, government agencies and employees we used the public value perspective that can help to determine the value of government activities from multiple stakeholders’ perspectives. Specifically, this working paper presents preliminary results of our analyzes from the NYC Open Data portal. We aimed to understand how citizens, employees and other agencies are using OGD to improve their activities, the impact of that and unintended consequences.
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1. Introduction

In the last decades the use of information and communication technologies (ICT) has made significant advances into diverse aspects of social life [1]. The application of ICT to government – or electronic government – has been considered a driver of social, economic, political and developmental changes such as government administrative reform, social transformation, organizational change and economic growth [1, 2]. However, the impacts and results associated with electronic government projects, including the organizational transformation capacity, are still not clear and well known [1].

The use of ICT in government is an innovative way for governments to offer rich opportunities for governments that significantly improve the delivery of services and to interact more openly with the stakeholders [3, 4, 1]. E-government can be defined as the transfer of government information and services among governments, their customers and suppliers [5].

1 Corresponding Author.
Future research in this area might make the connection between e-government and the traditional concerns of public administration [5] including the improvement of citizen’s lives.

One important way to improve the quality of services that governments provide to business and citizens is by a customer-orientation [6]. This focus on customer/citizens-orientation are shared by many researches to analyze user perceptions of e-government projects and intentions of use or expectations [7, 8, 9] or to focus on the relationship between the e-government stakeholders [1] and the coordination and connectivity between them [7, 10]. However, it’s not clear how governments interact with the stakeholders to provide services and information that fits with what people really want. Helbig et al. [6] emphasizes the lack of attention on citizens’ needs and questions if users actually want, or could they use, what government were given.

New technologies are making it possible to use data generated by public organizations and build services that automatically answer questions related to public administration issues. In this case, despite the fact that data required is not always available in a form which is easy to use, it has a great potential to enable new services, to improve the lives of citizens and to make government and society work better [11].

Considering the latest trends in technology (cloud computing, big data, mobile), future referrals in federal governments should embrace a digital strategy that comprises the opportunity to innovate more with less, and enables stakeholders to better leverage government data to improve the quality of services [12, 11]. Governments around the world are trying to realize benefits of technology to make a real difference in people’s lives. The use of data provided by open government data platforms have a great potential to enable new services, improve the lives of citizens and make government and society work better. Government as platform is a model that democratizes the real time exchange of information and services, allowing people to use information to make important personal decisions, but also is increasing the quality of weather forecasts, transit information, and health alerts which are all generated from government data that further improve people’s quality of life [13].

Open data is a way to mend the common separation between government and users, and is helping public organizations act as an open system that interacts with its environment [14]. However, due to the early stage of Open Government Data (OGD) initiatives, their impact and ramifications are still debated in professional and academic circles [15]. Existing research enrolls public value through open government and emphasizes the necessity of an analysis of government activities from multiple stakeholder perspectives [16], the public value resulted from e-government initiatives [17] and the generation of value from OGD initiatives [15, 18]. However, is not clear how government agencies are using OGD to increase the delivery of government information and services to other stakeholders; the feedback of this process; or the overall impact of it.

This paper addresses the following question: To what extent Open Government Data are helping governments’ agencies to enhance the delivery of public value to multiple stakeholders? Therefore, this article aims to develop a conceptual model including a stakeholders’ perspective of OGD in aspects such as application, contribution and impact of government information and services. To explore and illustrate it this study takes the perspective that OGD influences how cities agencies are delivering information and services and increasing the feedback for the stakeholders, including citizens, government agencies and employees. To analyze the impact on citizen’s lives and on government agencies and employees we take the public value perspective which can help to determine the value of government activities from multiple stakeholders’ perspectives [16].

This study partially addresses the gap suggested by Helbig et al. [6] who criticizes the lack of attention on citizen’s needs. We argue that citizens are getting involved in
the processes of the government and are creating value for both. Additionally, we analyze how agencies interact with each other and they are using OGD to increase their own processes, as predicted by Goldsmith and Crawford [19]. To achieve this goal, we present preliminary results, based on our propositions and conceptual model, by analyzing the use of predictive policing in the New York Police Department (NYPD) and the New York City (NYC) Open Data Portal.

2. Open Government Data

Moving beyond the application of ICT to government, the Digital Government Strategy has a new key priority area in terms of the use of technology to better serve citizens by innovating ways to deliver better digital services using fewer resources [12]. Open Government Data is related to one of the problems that the Digital Government Strategy sets out to address—unlocking data and improve the quality of services for the people [12]. This means that the government seeks to enable the public, entrepreneurs, and their own government programs to better leverage the richness of federal data through inputs into applications and services by ensuring that data is open and machine-readable by default.

The open data movement has a principle that data should be available to all who have a use for the information and can be accessed and re-used for any purpose [19, 11]. Open data is defined by the Open Definition as “any data and content that can be freely used, modified, and shared by anyone for any purpose” (http://opendefinition.org). It means that open data must be available and accessible, must permit re-use and redistribution and allow universal participation, i.e. everyone can use open data without discrimination by fields, persons or groups [11].

Proponents of Open Government Data believe that the new role of the public sector as an information provider will strengthen democracy and improve the impacts of government work through increased transparency, participation and collaboration [15]. The principles of Open Government are: Efficiency – obtaining increased outputs or goal attainment with the same resources or with lower resource consumption; Effectiveness – increasing the quality of the desired outcome; Intrinsic enhancements – changing the environment or circumstances of a stakeholder in ways that are valued for their own sake; Transparency – access to information about the actions of government officials or operation of government programs that enhances accountability or influence on government; Participation – frequency and intensity of direct involvement in decision making about or operation of government programs or in selection of or actions of officials; and Collaboration – frequency or duration of activities in which more than one set of stakeholders share responsibility or authority for decisions about operation, policies, or actions of government [16].

Some of the areas where open government data is creating value include: transparency and democratic control, participation, self-empowerment, improved or new private products and services, innovation, improved efficiency of government services, improved effectiveness of government services, impact measurement of policies and new knowledge from combined data sources and patterns in large data volumes [11].

3. Conceptual Model and Discussion

To achieve the paper’s objective, we have created a conceptual model that shows the relationship between OGP, e-government and its impact in citizens and other govern-
ment agencies. The Figure 1 illustrates the logic of our proposal, based on several different concepts.

3.1. Open Government Data

With an analysis of the supply and demand side of e-government, we can examine the phenomena in terms of open government data initiatives. The supply side of e-government focuses on initiatives that create electronic services (like open government data platforms) and opportunities for participation from citizens, businesses and other stakeholders (government agencies or employees, for example). The demand side includes how people are using these services or other ICT to their advantage within society [6]. In the same way, citizens’ demand for information and the role of government responsiveness are considered drivers of open data and represent the demand and supply side of OGD initiatives [20]. Rowley [21] brings the notion of stakeholder benefits and looks at them as consumer-side to try to understand their objectives and interests from e-government. In this way, it is possible to focus more directly on what stakeholders want from an e-government service, allowing governments to compare and integrate the perspectives of all stakeholders.

“Across the globe, people are uniting in a common struggle: to participate freely in the events and processes that shape their lives” [Mahbub ul Haq apud 22]. Open data platforms make it possible for people to get involved in the processes of the government and create value for both [20]. As more information is provided through OGD platforms, citizens will find information about government activities more easily and complain and communicate their opinion, representing an increase in their interest in actively participate in the government process. Thereby, Proposition 1: Citizens are being engaged in the provision of services and getting involved in the processes of government through open government data.
Digital solutions give city leaders the opportunity to empower government employees to promote better lives for citizens [19]. Departments that use predictive policing, for example, not only enable more efficient management of resources and manpower, but also empower street-level agents to make the best possible decisions. Also, OGD platforms can be used as a tool to search for relevant data, detect relationships, and analyzing millions of lines of data in real-time. This capability helps leaders address many urban challenges and make smarter and earlier decisions. Thereby, Proposition 2: Government employees are working toward better lives for citizens through open government data.

Local, national and international public and private organizations are publishing their data in open data infrastructures, resulting in OGD [23]. The other opportunities for city leaders through digital solutions are that they can engage with citizens in the provision of services and enable citizens to work with local government on shared solutions [19]. Proposition 3a: Government Agencies are promoting public use of city data through open government data.

Government responsiveness is the extent to which the government responds to issues raised by citizens [20]. Citizens with diverse social and economic background possess different needs and they pressure their government in distinct ways for new e-government services. Such demands must be controlled by governments to continually improve their services to satisfy all kinds of citizens’ needs [24]. Also, the OGD platforms can help governments learn from the experiences of other agencies and city governments in their attempts to improve the way in which governments can deliver better services [4]. Thereby, Proposition 3b: Government Agencies are using open government data to respond to the issues raised by the citizens and to learn from other government agencies and employees.

3.2. Delivery of Government information and services

"OGD advocates argue that it enables greater government efficiency through an information infrastructure that allows for better data re-use within the public sectors and inter-agency coordination” [15, p.2]. Considering digital government as a system, coordination and connectivity are characteristics which evolve the ways agents in a system connect and relate to each another, forming patterns from the interactions and connections [10, 7]. The same relation can be applied to analyse the relationship between the stakeholders in e-government initiatives and how they interact through OGD. Also, considering that there is often a gap between what government officials initiate, what they expect, and what is really delivered to the citizens, government officials need external and objective feedback on their e-government efforts and effects [24].

“Public value focuses attention on the collective and societal interests that are served by particular institutional arrangements and actions by government” [16, p.2]. The seven types of value that capture the range of possible results of government actions are: economic, political, social, strategic, quality of life, ideological, stewardship. Thereby, Proposition 4: Government Agencies are using open government data to enhance a) the access to (feedback) and b) the delivery of Government information and services to the citizens, other agencies, and other Government entities (Public value).

3.3. Results of the Delivery of Government information and services through OGD

One of the factors for the success of e-government initiatives is the coordination and integration of inter-governmental agencies at all levels, and that roles, processes and policies
are reflected in systems and in the interaction of government with stakeholders [7]. If solutions in terms of e-government are investigated by looking at the context-use-access perspective, it is possible eliminate the unintended consequences of narrowly defining the problem [6]. Technology has dramatically altered the way in which government and citizens relate. Information flow has increased in terms of speed and capacity between the two entities and the expanded use of database and web technologies has changed the horizontal and vertical integration of government and citizens [25]. Thereby, **Proposition 5**: The more Government Agencies use open government data as inputs to Delivery Government information and services, a) the greater the results on the way that government agencies and employees work (government-to-government/employees); and b) the greater the results on citizens’ lives (government-to-citizens).

3.4. Expected and unintended consequences

The changes faced by governments as a result of the digital revolution may result in a number of possible negative effects, such as information misuse, information inequity, and privacy violations, all enabled by the increasing use of advanced information technologies [25]. Regardless of the change of focus in e-government efforts, the e-government phenomenon can also present some pitfalls which should be known by the public, such the incompatibility between a security-oriented perception of e-government and at least three of the original founding principles of the e-government phenomenon: open government, transparency and responsiveness [5].

Just two of the concerns regarding the topics of security and privacy consider the privacy impact of constantly increasing amounts of information available online and, consequently, the possibility of misuse of this information or in a security breach resulting in the loss of confidential data [25]. Because of the complexity involved with the publication and use of open data, is not easy to predict who, how and when users use open data [23]. Due to this uncertainty, some agencies avoid publishing open data to prevent unintended consequences of OGD. An especially prominent topic is the use of government databases to centralize medical and criminal records, in order to maintain data consistency and web technology to facilitate data transfer, but also presents issues such as safety, convenience, and security for citizens [25].

Finally, considering the knowledge citizens needs to have the ability to use this technology [7] and access to data might be limited, [10] OGD programs can further contribute to the digital divide. Thereby, **Proposition 6**: The results on (a) the way that government agencies and employees work and (b) the results on citizens’ lives from the use of open government data as inputs to Delivery Government information and services by Government Agencies may result in unintended consequences rather than the expected results.

4. Research Strategy and preliminary results

This section aims to test the conceptual model previously proposed, based on e-government and OGD literature and secondary data based in city governments’ agencies in United States; We collected secondary data from an open government data initiative in United States: The NYC Open Data Portal and we analyze how the NYPD are using to become more responsive.

New York City has a thriving data community and one of the strongest open data portals in the nation. “A comprehensive data strategy would build on past successes,
improve the city economic and social well-being, and help city government better meet the needs of its citizens” [26]. The Mayor’s Office of Data Analytics (MODA) worked to provide insight to NYC leadership and agencies, to lead the City’s expansion of the Open Data Portal, and to liaise with outside data organizations [27]. MODA continued to focus on its greatest legacy to NYC operations, DataBridge, the City’s single repository of operational data, integrating the data in a way that makes it accessible to analysts across the City, as well as to the public through the Open Data portal [28].

4.1. Open Government Data

In NYC, new directions in terms of OGD will allow new employees to assume the processes of collection of data, service delivery portals and automated licensure processes to personalize and improve the quality of services [19]. In this case, the data are being used to solve problems nominated by the cities, helping other government employees to see the benefits of sharing what they know in digital formats, enhancing the data-drive solutions [19].

Mike Flowers as MODA’s chief analytics officer and chief of open platform officer lead the effort on open data to make government data available to the people. But more than publishing open data for public use, his focus is especially in how these data can be used for internal government operations, considering that at the same time that data are being released to the public, is being released to sister agencies [19]. According to Flowers, to increase the platform and make it became more valuable, at some point agencies will have to feeding the platforms with its own data to be able to take advantage of the other agencies data [19].

4.2. Delivery of Government information and services

The NYPD is completely joining the open data movement, sharing data in more usable formats with city agencies and incorporating many other data streams to give partners more clarity concerning what’s really going on in underreported crime-prone environments [19], i.e., delivering better services to the society. The use of analytic capacity crosswise agencies to solve big issues are increasing and making cities getting close to the ideal of responsive government [19].

This case clearly generates at least two public values: stewardship and quality of life. The first one enhances the public’s view of government officials as faithful guardians of the value of the government in terms of public trust, integrity, and legitimacy because of the greater responsiveness of government [16]. The second one impacts individual and household health, security, satisfaction, and general well-being [16].

There are many ways that cities are using data to create a better city and delivery better services to the citizens, especially in NYC. According to The New York City [29], the MODA, the Department of Information Technology and Telecommunications (DOITT), and NYC Digital are working together to collect, analyze, and share NYC Data, to create a better City supported by data-based decision making, and to promote public use of City data. Among other things, they are collecting data to measure government performance, creating a comprehensive City-wide data platform that serves as a record of City activity, and a foundation for NYC Open Data and using the DataBridge platform to reduce safety risk in the City, deliver daily services more efficiently, and enforce laws more effectively.

New York City government, as a pioneer in OGD, has unlocked important public information, enabling technologists to build tools that help citizens in daily activities [30]. The idea is that NYC will further expand access to services, which will enable
innovation that improves the lives of New Yorkers, and, also, increase transparency and efficiency. Among the proposals previewed in the Roadmap for the digital city in 2011, is the development of the NYC Platform, an Open Government framework featuring APIs for City data, engaging and cultivating feedback from the developer community and introduce visualization tools that make data more accessible to the public. One example of that is this data visualization which displays vehicle collisions aggregated by time of day using recently released NYPD motor vehicle collision data, which, according to Mayor de Blasio, help to achieve the goal of eliminating traffic fatalities in New York City [29]. New directions in NYC include plans to expand the use of data in several areas, from policing to reduce traffic fatalities [19].

4.3. Results of the Delivery of Government information and services through OGD

The NYPD and other police departments around the world are embracing the use of data to, among other things, use maps to track crimes by neighborhoods [19]. The second step is apply predictive analytics (the use of past data to forecast future developments) to solve or prevent future urban issues. Also, the use of data-driving policing could help to deal with real-time concerns of crime or safety, make employees work smarter, allowing a better alignment between mission and resources, including community support in the fight with crime [19].

NYC Open Data makes the wealth of public data generated by various New York City agencies and other City organizations available for public use. This catalog offers access to a repository of government-produced, machine-readable data sets which anyone can use to participate in and improve government by conducting research and analysis or creating applications, thereby gaining a better understanding of the services provided by City agencies and improving the lives of citizens and the way in which government serves them [29]. The Figure 2 summarizes the preliminary results of initially analyzes based on secondary data from this case study. In future studies, besides improving the data analyses we also intend to bring to light primarily data from stakeholders’ interviews.

**Figure 2. Preliminary results**

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Variable</th>
<th>Findings</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open Government Data</td>
<td>Citizens</td>
<td>As more information is provided through OGD citizens will find information about government activities more easily and complain and communicate their opinion, representing an increase in their interest in actively participate in the government process</td>
<td>Access to information&lt;br&gt;Communication&lt;br&gt;Participation</td>
</tr>
<tr>
<td>Government Employees</td>
<td>Empower government employees to work seeking to promote a better live for citizens</td>
<td>Tool that help making smarter and earlier decisions</td>
<td></td>
</tr>
<tr>
<td>Government Agencies</td>
<td>Local, national and international public and private organizations are publishing their data in open data infrastructures</td>
<td>Data can be used for internal government operations</td>
<td></td>
</tr>
<tr>
<td>Delivery of Government information and services</td>
<td>Use of OGD</td>
<td>Seven types of value that capture the range of possible results of government actions: economic, political, social, strategic, quality of life, ideological, stewardship</td>
<td>NYPD case resulted values:&lt;br&gt;Stewardship&lt;br&gt;Quality of life</td>
</tr>
</tbody>
</table>
5. Concluding Remarks

The purpose of this exploratory study is to capture, describe, document and conceptualize the open government data phenomenon as well as explain how government are using OGD to enhance the access and delivery of information and services and impact on citizens’ lives. Considering the emergent nature of the field, we start our study with the identification of definitions and relevant concepts and preliminary analysis of the case. Then, based on e-government and OGD literature we propose a conceptual model to understand how open government data platforms are being used to enhance the access to and delivery of government information and services in order to make a real difference in people’s lives. We analyze secondary data and show preliminary results, based on the NYC Open Data portal, to understand how citizens, employees and other agencies are using OGD to improve their activities. Also, we discuss some of the public values resulted from e-government projects, as well as unintended consequences of that, especially the misuse of data, considering that agencies does not know what people are doing with open data or can do in the future.

For future research we must explore deeply practical implications of the conceptual model. To that end, at the beginning, considering the richness of the case study, we will continue studying the case, specially including primary data from stakeholders by making deep interviews that could allow us understand in a global view the NYC Data portal and other city agencies. Also, we aim to analyze the conceptual model in different contexts, comprising cities around the world which presents innovative cases of OGD.
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Abstract. Many public administrations have been publishing data sets as open data for the last few years through portals based on CKAN or other platforms. Applications have been developed using, most of the time, one single data set as developers, data journalists and small businesses cannot afford the cost of re-using and integrating different data sets. This is due to many factors as the different formats used for the data, lack of documentation, different metadata and lack of public, trustworthy registries for entities of interest that could ease the task of connecting information provided by different authors about them. The Linked Data principles offer the guidelines to solve all these issues by leveraging the Semantic Web standards for describing resources on the Web. Moreover the Linked Data Platform specification, a recent W3C Recommendation, provides a realization of the guidelines defining some basic interactions between a client and a server to manage resources using the HTTP protocol. The purpose of this article is to present the Fusepool P3 platform that extends the LDP specification to support services which transform raw data sets into RDF format and enrich them.
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1. Introduction

In the last years there has been an increase in the awareness of the importance of citizens’ engagement and participation in society. Governments have been often criticized for being opaque and the mainstream media are seen by many mostly at the service of interested parties. Participation and engagement must be based on information and above all information produced by public administrations. Furthermore, opening the public sector information assets could result in economic gains estimated up to €40 billion a year in the EU [1]. Citizens, SMEs, tax payers accustomed to use the Web to communicate, buy stuff, learn, share information, do business, want to have access to the facts not just opinions and have boosted the request for the administrations to provide their information and services online. A strong impulse to publish raw data sets as they were produced by the public administrations has come from the European Commission directive of 2003 on the re-use of public sector information. The subsequent request for open data was raised to address two main issues: the formats in which the data sets were provided and the licenses for re-use. Clearly open, non-proprietary formats like CSV or XML are easier...
to extract information than Excel spreadsheets or pdf files but cannot help in overcoming the semantic interoperability issue that arises when trying to merge different data sets. A solution to this last issue is offered by the Semantic Web standards in particular when they are used with the Linked Data principles as guidelines. Briefly, the proposal of the Semantic Web is to give any entity of interest a global identifier and a description using the RDF data model and terms from shared vocabularies. The Linked Data principles add some clarification such as the use of HTTP URI as global identifier and to provide links to other entities. Opening the data is the first step to a data driven society that requires huge changes in workflows and roles within each public administration and a commitment to deliver useful and reliable information to the citizens. Taking the next step towards the Semantic Web vision requires a stronger commitment to provide, maintain and make available name registries of entities of public interest using shared vocabularies. The idea is that an investment in such direction will provide further indirect returns to governments.

This paper discusses the issues that have to be addressed to merge the growing number of open data sets delivered by public administrations at different level and presents the Fusepool P3 platform that is being developed for publishing Linked Data from raw data sets. The paper is organized as follows. In the next Section 2 a short description of the Linked Data principles is introduced. Section 3 describes the Linked Data Platform, a formal specification of the principles. Section 4 describes different stages of a resource in the process of being transformed from raw to RDF format and how the Fusepool P3 platform enables the data transformation process and the publication of the result as Linked Data. In Section 5 are described some of the platform components that are being developed to transform and enrich the data sets. Last, in Section 6, the conclusions and future work.

2. Linked Data Principles

Linked Data [2] is a proposal published by Tim Berners-Lee in 2006 as a new way to publish data on the Web. It is based on four rules

1. Use URIs as names for things
2. Use HTTP URIs so that people can look up those names.
3. When someone looks up a URI, provide useful information, using the standards (RDF*, SPARQL)
4. Include links to other URIs so that they can discover more things.

The Linked Data principles aimed at providing some implementation guidelines to the realization of the Semantic Web. URI and RDF, the two main standards of the Semantic Web used to name and describe distributed resources, are quite abstract and do not enforce developers to use any other Web standard such as the HTTP protocol to access and use those resources. In the Semantic Web a URI is a mean to name an object, real or abstract, but it does not mandate for a representation of the object to be retrievable as a resource on the Web, not even when it is a HTTP URI. An application or software agent cannot rely on the availability of a description on the Web of any of the component of a RDF triple. The Linked Data principles do enforce the use of

\[http://p3.fusepool.eu/\]
dereferenceable HTTP URIs, namely URLs, as name for things and the provision of information in RDF format when dereferencing any URI named thing. The guidelines have been successful as many research projects have been started from them. One of the main projects is LOD2\(^1\) in which a complete set of tools have been integrated in the LOD2 Stack distribution to support the whole life cycle of linked data sets from data modeling to semantic lifting, interlinking, information extraction and data storage. Many RDF data sets, that have been published as Linked Data and interlinked, form the Linked Open Data Cloud\(^4\), a growing RDF graph of interconnected data sets available online.

3. Linked Data Platform

As the Linked Data principles promote integration of data sets at the Web scale through standards such as dereferenceable HTTP URI, RDF, SPARQL and others, they do not provide a formal specification on how a client and a server should communicate in order to create a resource, or organize collections of resources. Most of the websites that publish data as Linked Data provide only read access to resources through a SPARQL endpoint or RDF data dumps following best practices \([3]\) and patterns \([4]\). No write access is usually provided. The main effort of many research projects was to produce a reasonable amount of RDF data to bootstrap the Semantic Web. Once the data sets were published on a SPARQL 1.0 endpoint or in form of zipped RDF files, the job was mostly done. In 2009 Tim Berners-Lee wrote a follow-up \([5]\) to the Linked data principles focusing on write access to web resources. HTTP, WebDAV and SPARQL Update protocols were foreseen as good candidates to support write access to Linked Data. The first attempt to implement a full read-write platform based on the Linked Data principles has been done by IBM as they were investigating the Linked Data approach for integrating their requirements engineering tool IBM Rational with other development tools. IBM then joined the W3C to work on a specification. The Linked Data Platform specification \([6]\) has become very recently a W3C recommendation. A Linked Data Platform can handle all type of resources such as plain text, semi-structured text and multimedia like images, video or audio. A resource is named by a HTTP URI and can be a RDF source or any other type of resource, namely a Non-RDF source. A LDP container is a RDF source into which other resources can be put. A LDP container can be further specialized as basic, direct or indirect. A basic container has a containment relationship with its resources while the relationship between a direct or indirect container with its resources can be further specified. An HTTP server that implements all the mandatory requirements listed in the LDP specification becomes a LDP platform. A client can look up a representation of a resource in a LDP platform by simply sending an HTTP GET request to its URI. A client can create a LDP resource sending an HTTP POST request to a LDP container with a representation of the resource. If the creation of the resource is successful the server will send a response message with the “Location” header containing the URI of the created resource. A client can create a new container sending an HTTP POST request to a container with a RDF description of the type of container. A client can also retrieve a list of all the resources within a container. An LDP container can be seen as a

---

\(^{1}\) http://lod2.eu/

\(^{4}\) http://lod-cloud.net/
folder in a file system that can be accessed to read and write LDP resources from the Web.

4. Fusepool P3: An Extended Linked Data Platform Implementation

The European FP7 project Fusepool P3 aims at extending the LDP specification to address the needs of open data publishers and consumers. It adds to LDPs a new type of container that can be configured to host the result of a data transformation processes.

Data owners and publishers that want to get four or five stars of the Tim Berners-Lee’s deployment scheme\(^5\) for their data sets must send them through one of more transformation steps such as semantic lifting, reasoning, interlinking and information extraction. Starting from a Non-RDF resource the data can be transformed into RDF through a process called semantic lifting. Creating a RDF representation of a Non-RDF resource implies putting in an explicit form the semantics of the resource metadata. This task is performed designing a model of the resource based on ontologies and defining the rules to map the resource metadata to the terms in the ontologies. The mapping rules can be defined for example by XSL transformations or other mapping languages. During this process new entities are given a URI following a pattern defined in the XSL stylesheet. When more data sets are transformed in RDF, terms coming from different vocabularies can be used that define the same meaning or there might be an interest in inferring new relations among the entities described in different data sets. As an example, in a data set some entities can be described as being hotels, according to an ontology like schema.org\(^6\), while in another data set other entities can be described as restaurants and a user might want to know all the local businesses in both data sets. A local business can be defined in the same ontology as an upper class of both hotel and restaurant but an application cannot answer the user query as the fact that each hotel or restaurant is also a local business has not yet been made explicit[7]. Most of the time these inferences are not stored in a database as they can be made at runtime by a reasoner on behalf of a user agent. There might be cases in which different URIs are used in a data set to denote the same entity. Finding and replacing such duplicates is a well-known issue in any data integration project[8]. The task is performed comparing descriptions of the entities through functions that return a numeric value depending on the similarity of the descriptions. When the returned value is higher than an upper threshold, the entities are automatically denoted as equal and a triple is added to the RDF data set to state the inferred fact between the two entities, often using the owl:sameAs relation from the OWL ontology. When the returned value falls below a lower threshold, the entities are different and no action is performed. In a third case, when the returned value falls between the thresholds, a human intervention can be required to state whether two entities are equivalent or not. The same task can be performed to interlinking entities described in different data sets in order to merge their descriptions. Further enrichments can be added to a data set extracting information from plain text provided in the description of a resource through NLP processes or enabling manual text annotations by experts.

In Fusepool P3 a transformation process can be performed by a single component or a chain of components. A component is defined as a “transformer” in the project
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\(^5\) [http://5stardata.info/]

\(^6\) [http://schema.org/]

documentation and must implement a REST API. The input data can be sent via a HTTP POST request to be transformed or enriched. The input and output formats supported by a transformer can be retrieved sending a HTTP GET request to it. A transformer can take the address of another resource as a parameter to be used as rules to adapt its behavior to the input data. As an example, a transformer has been made available to transform data from XML to RDF. The transformer needs a XSL stylesheet to perform a transformation from a specific XML file into RDF using terms from one or more vocabularies. Different transformers of the same type can be instantiated through a factory changing the parameter value sent in the request, namely the URL of the XSL stylesheet. The architecture based on the REST style and HTTP protocol enables two or more transformers to be used in chain. A pipeline transformer can be configured as an ordered list of transformers that will send the data through each of them. A basic check of the compatibility between the output format of a transformer and the input format of the following one is performed before a pipeline can be instantiated by its factory. A transformer responds synchronously to all requests. The response message can contain the result of the transformation if the transformer has been configured to process the input data synchronously or it contains the URI of the resource that will be created as a result of the transformation if the transformer has been configured to process the data asynchronously. The Fusepool P3 platform has been tested with two LDP implementations, Apache Marmotta\(^7\) and OpenLink Virtuoso\(^8\) which both provide also a triple store for persistence of the RDF data and a SPARQL endpoint. The Fusepool P3 platform adds to the LDPs a proxy to which a client can send a HTTP POST request to create a transforming container. As an example in the tourism domain we considered an application developer that wanted to transform a data set about cultural events in RDF in order to merge the result with information about points of interest in the same area. The data is provided by the local tourism office on a daily basis as an XML file at the URL http://wonderland.com/events.xml. A transformer that is able to interpret XSL stylesheets can be instantiated from its factory and made available at the URI http://sandbox.fusepool.info:8164 pointing to a XSL stylesheet at the URL http://tourismtoday.com/wonderevents.xsl. The full URI of the transformer instance will use the encoded URL of the stylesheet


A client can send an HTTP POST request with the XML document to the transformer to get the result of the transformation or it can create a transforming container using the URI of the transformer instance. A transforming container can be created sending to the LDP proxy a message with a description of the container in which is stated the URI of the transformer that will be used whenever a client will send some data to it. The description of the transforming container must be provided as RDF

\(^7\) http://marmotta.apache.org/
\(^8\) http://virtuoso.openlinksw.com/
A new transforming container with relative path /ldp/wonder/ can be created in the root platform container /ldp/ or in other containers. After creating a file “mycontainer.ttl” with the description of the container a client can send the request to create it to the LDP proxy whose address is http://sandbox.fusepool.info:8181

```
curl -i -X POST -H "Content-Type: text/turtle" -H "Slug: wonder" -d @mycontainer.ttl http://sandbox.fusepool.info:8181/ldp/
```

If the request is successful the proxy will send a response message with the URI of the created container in the “Location” header. Once the transforming container has been created a client can send to it a request with the XML data to transform

```
curl -i -X POST -H "Content-Type: application/xml" -d @events.xml \ http://sandbox.fusepool.info:8181/ldp/wonder/
```

The LDP proxy will send the data to the transformer that was linked in the container description. The proxy will create two new LDP resources in the container, a Non-RDF source with the input data and a RDF source containing the result of the transformation. The application developer might also be interested in enriching her RDF data linking the entities to those in DBpedia [9], a multilingual RDF knowledge base extracted from Wikipedia, or she might want to extract the entities named in textual parts and link them to the event. The developer will have to create an instance of the pipeline transformer with the list of the transformers’ instances needed for the tasks and then create a new transforming container with a reference to the pipeline URI in the description.

5. Fusepool P3 transformers and administration tools

The Fusepool P3 platform provides a growing number of transformers, based on tools developed in open source projects or online web services. Some transformers that are being developed are shown in Table 1. They can be used in different phases of a transformation pipeline: semantic lifting, interlinking, information extraction, text annotation.
Table 1. Fusepool P3 transformers

<table>
<thead>
<tr>
<th>Transformer</th>
<th>Scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>P3-BatchRefine</td>
<td>Semantic lifting</td>
</tr>
<tr>
<td>P3-Xslt</td>
<td>Semantic lifting</td>
</tr>
<tr>
<td>P3-DataTxt</td>
<td>Information extraction</td>
</tr>
<tr>
<td>P3-DictionaryMatcher</td>
<td>Information extraction</td>
</tr>
<tr>
<td>P3-Silkdedup</td>
<td>Interlinking</td>
</tr>
<tr>
<td>P3-Pundit</td>
<td>Annotation</td>
</tr>
</tbody>
</table>

The P3-BatchRefine transformer is based on OpenRefine\(^9\) and its RDF extension. It can be used to transform tabular data in RDF. A JSON resource file with transformation rules specific for the input data must be provided as a parameter to the transformer. The P3-Xslt transformer can be used to transform XML files into RDF format as discussed in Section 4. The P3-DataTxt transformer has been implemented as an Apache Stanbol enhancer and provides a REST API like any other NLP engines available in Apache Stanbol\(^10\). It is based on an online web service and can be used to extract named entities from text. The P3-DictionaryMatcher extracts named entities in text that match with concepts in a SKOS taxonomy. The P3-Silkdedup transformer is based on SILK \(^10\) and it can be used in deduplication or interlinking tasks. A configuration file with the linkage rules to compare the descriptions of the entities in the source data set and in the target one must be provided as a parameter. The P3-Pundit transformer supports a user interaction mechanism to assist experts in manually annotating text. The Fusepool P3 platform integrates some of the tools available in the LOD2 stack as distributed components that can communicate through REST API without requiring the installation of any of them in the same machine. Other components can be developed in Java or any other programming language, and added in a pipeline to easily implement specific use cases. As an example, many data sets contain geographic information for which further transformations can be required such as coordinates transformation and geocoding. User interfaces are being developed to easily register transformers, create pipelines and import data sets to be transformed and retrieved via LDP protocol or SPARQL.

6. Conclusions and Future Work

The Linked Data Platform specification is a new W3C recommendation that formalize the Linked Data guidelines with which a client can create, read, update and organize resources on a server using the HTTP protocol and standards like HTTP URI to name them and the RDF data model to provide a representation of the resource and its relationship with other resources on the Web. The Fusepool P3 platform aims at adding to it a mechanism to help open data providers and consumers to address the semantic interoperability issue and boost the re-use of open data. The distributed nature of the platform enables different players to collaborate. Developers and SMEs can provide software components that offer services to be integrated in the pipeline of a client. Data analysts and data journalist can set up pipelines to extract information hidden in raw, fragmented data sets. The future work in the development of the Fusepool P3 platform will be focused on the implementation of an authentication service based on WebID

\(^9\) http://openrefine.org/
\(^10\) https://stanbol.apache.org/
and the integration with the CKAN platform. The platform documentation [11][12] and software is available on the Github repository\textsuperscript{11}.
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Abstract. Business intelligence and big data represent two different technologies within decision support systems. The present paper concerns the two concepts within the context of e-government. Thus, the purpose of the paper is to present the preliminary findings regarding publication patterns and topic coverage within the two technologies by conducting a comparative literature review. A total of 281 papers published in the years 2005–2014 were included in the analysis. A rapid increase of papers regarding big data were identified, the majority being journal papers. As regards business intelligence, researchers publish in conference proceedings to a greater extent. Further, big data journal papers are published within a broader range of journal topics compared to business intelligence journal papers. The paper concludes by pointing to further analyses that will be carried out within the 281 selected papers.
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1. Introduction

According to Gartner [1], business intelligence/analytics is the top-priority issue for CIOs and investments. The public sector could increase the effectiveness of administration by using big data. An estimate is 250 billion EUR each year, which is equivalent to 0.5% annual productivity growth in the European Union [2]. The two terms applied to describe the software for business analytics are ‘business intelligence’ and ‘big data’. Business intelligence and big data are used for supporting online political participation, e-government service delivery, process transparency and accountability, and is based on opinion mining, social network analysis and data from the accounting system [3]. The term ‘decision support system’ originated 50 years ago and covers computer-based tools for sense-making and decision-making. The terms used have changed over time, and among others, the term ‘business intelligence’ is now more commonly used. However, although new terms appear, they cover the same purpose[4]. Some researchers consider big data business intelligence 3.0 [3] as a new generation of business intelligence and analysis, while other researchers consider it as a paradigm shift [5].

The two technologies share the purpose of delivering decision support in a changing world. However, despite terminological overlaps and shared ambitions about
decision support, business intelligence and big data are not identical. Pedersen [6] has identified seven differences between business intelligence and big data which are included in Table 1.

Table 1 Differences between BI and Big Data, based on Pedersen [6]

<table>
<thead>
<tr>
<th></th>
<th>Business Intelligence</th>
<th>Big Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data types</td>
<td>Structured (Mostly)</td>
<td>Unstructured (a.o)</td>
</tr>
<tr>
<td>Data sources</td>
<td>Mostly internal</td>
<td>Mostly external</td>
</tr>
<tr>
<td>History</td>
<td>Essential</td>
<td>(Often) less relevant</td>
</tr>
<tr>
<td>Users</td>
<td>Manager/controller</td>
<td>Data scientist</td>
</tr>
<tr>
<td>Precision</td>
<td>Exact results</td>
<td>Approximate results</td>
</tr>
<tr>
<td>Privacy</td>
<td>Not critical</td>
<td>Critical</td>
</tr>
<tr>
<td>Control over data</td>
<td>Almost full control</td>
<td>Little or no control</td>
</tr>
</tbody>
</table>

The main difference between business intelligence and big data is the data source, as it is crucial to further architecture. Business intelligence uses data structured in relational form, preferably from the organization's internal systems; this means that there is full control of data and that data are structured and validated. In contrast, big data applications often use external data, where there is no control [6]. Consequently, the potential of the two types of technologies in the public sector varies.

Olszak [7] emphasized effectiveness as an important potential of business intelligence in the public sector, especially with respect to the planning and process improvements in an organization. Manyika et al. [2] highlighted the potential of big data, emphasizing the ability to combine structured and unstructured data. In the public sector. That has the following potentials: creating transparency with accessible related data; discovering needs; improving performance; customizing actions for suitable products and services; decision making with automated systems to decrease risks and innovating new products and services. Furthermore, in the health care clinical decision support systems, individual analytics can be applied for patient profiles, personalizing medicine, performance-based pricing for personnel, analyzing disease patterns and improving public health [8].

The idea for this article arose from a PhD study about business intelligence in the public sector. Terminological confusion and important differences between the two types of technologies require researchers to study the literature on business intelligence and big data in e-government. The purpose of the present review is to compare the extent, growth and nature of the technologies in government research. Subsequently, through analysis, we strive to understand and clarify the differences and overlaps between the technologies in research.

This paper presents the preliminary results from our literature study on business intelligence and big data in e-government. These initial results indicate trends and implications for literature studies within these areas. As with all literature reviews, we aim to analyse a given topic and identify research trends and potential gaps that can lead to new studies [9]. Below we present the first steps in this direction.

2. Method

The present paper builds upon a comparative, systematic literature review. Taking this approach, the study is based on informetric methods to quantitatively measure and compare the development of the two subject fields of business intelligence and big data in an e-government context [10], [11]. A common approach in literature reviews is to
limit the sources of papers to core journals within the field in question. However, to be able to test whether research papers on the two technologies in question are published in a variety of channels, we are not limiting the sources of potentially relevant papers to specific journals or conferences. Instead, in collecting relevant references and delimiting the subject field, we searched the following three databases covering computer science (journals, monographs and conferences): Web of Science (ISI), Scopus (Elsevier) and ABI/INFORM Complete (Proquest). Another reason for searching these databases was their advanced search interfaces, enabling complex queries for retrieval of documents.

In each database two queries were defined: one for business intelligence and one for big data. To be included in the pool of relevant papers, papers needed to be peer reviewed and written in English. The e-government domain was represented as follows:

\[(municip* \text{ OR govern* \text{ OR council* \text{ OR ministr* \text{ OR “public administration” \text{ OR “public sector” \text{ OR egovern* \text{ OR e-govern*)}}}}

The purpose of this representation of the e-government query component was to ensure a broad representation of the domain in question, and to enable the inclusion of papers concerned with government in general. The underlying assumption was that the majority of governments in the Western world will have some level of digitalization within the specific period under investigation. Lastly, the year of publication was defined to include papers within the time window 2005–2014. In sum, the queries carried out consisted of the following search components:

\[\text{SUBJECT ((BI OR BD) AND e-government) AND DOCUMENT TYPE AND PUBLICATION YEAR AND LANGUAGE}\]

Each query was adjusted to the specific command language of the three databases searched. Subsequently, the retrieved documents were entered into an access database, where duplicates were removed; as a result of this process, the access database now contains 99 papers on business intelligence and 182 papers on big data. No overlap was found between the two pools of papers. The variables characterizing the reviewed papers comprise various bibliographical data, abstracts, Dewey classification codes (for journal papers), and for some papers, full text versions and/or cited references. In the analysis below, we report on and compare the full collection with respect to publication years and document types. In addition, we have added Ulrichsweb’s (https://ulrichsweb-serialssolutions-com) Dewey classification codes for journals to the part of our papers covering journal papers. The purpose of adding the Dewey codes where possible is to investigate the extent of topics covered by business intelligence and big data, respectively. However, conferences are not covered by Ulrichsweb, meaning that this particular analysis will be carried out solely for journal papers.

3. Preliminary findings

In this section we present the preliminary findings of the comparative review. The results are presented in two sections; in the first section, the results are analyzed for the whole population based on the 281 collected articles. The second part of the results specifically reports findings regarding journal papers (cf. Section 2 on Dewey codes).
Table 2 Number of e-government research publications concerning Business Intelligence and Big Data in the period of 2005-2014

<table>
<thead>
<tr>
<th>Year</th>
<th>Business Intelligence</th>
<th>Big Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>2006</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>2007</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>2008</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>2009</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>2010</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>2011</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>2012</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>2013</td>
<td>11</td>
<td>46</td>
</tr>
<tr>
<td>2014</td>
<td>14</td>
<td>113</td>
</tr>
<tr>
<td>Total</td>
<td>99</td>
<td>182</td>
</tr>
</tbody>
</table>

Within e-government business intelligence, there is a general increase of publications from 2007 to 2012 (see Table 2). After 2012, the number decreased again. The trend in big data publications differs, as the number of publications has grown exponentially since 2011 (see Table 2). From 2013 to 2014, the number of publications more than doubled. Thus, in the period business intelligence represent a minor, but permanent interest within research, whereas big data denotes a newcomer with an increasing focus. With the introduction of NoSQL databases around 2009, an increase in performance and flexibility in handling big data appeared [12]. INMemory technology was also launched for commercial use that year; for example, SAP launched their system HANA, which is an INmemory data management system that improves the performance of analytical and transactional applications [13]. Both technologies support big data by enabling processing of large data volumes. The introduction of new technologies may partially explain the significant increase in the number of research publications on big data and e-government. However, further analyses are needed to fully understand the nature of the growth.

Table 3 Publication types applied for research dissemination by researchers

<table>
<thead>
<tr>
<th>Publication type</th>
<th>Business Intelligence</th>
<th>Big Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conference proceedings</td>
<td>58 (59%)</td>
<td>32 (18%)</td>
</tr>
<tr>
<td>Generic</td>
<td>1 (1%)</td>
<td>-</td>
</tr>
<tr>
<td>Journal article</td>
<td>25 (25%)</td>
<td>139 (76%)</td>
</tr>
<tr>
<td>Monograph</td>
<td>15 (15%)</td>
<td>11 (6%)</td>
</tr>
<tr>
<td>Total</td>
<td>99</td>
<td>182</td>
</tr>
</tbody>
</table>

Another interesting finding is the type of communication channels chosen by the authors. Table 3 shows the distribution of publication types across the two fields. As illustrated in the table, business intelligence has the largest share of conference papers (59% of all publications), whereas big data has an even larger share of journal papers (76% of all publications). As previously stated, conferences tend to publish earlier research results, whereas scientific journals publish more completed work [14]-[16]. Considering the publication patterns of the two fields, it is surprising that the youngest of these fields has the largest share of journal papers. An expected distribution would be a larger share of conference papers for the younger field and a larger share of journal papers within the older, more established field of research. We will look into possible causes in additional analyses.

Table 4 summarizes the subject distribution of the journals chosen for publication by the authors. For both technologies, the three most frequent categories comprise Computer Science, Information and General Works, Social Sciences and Technology.
Papers concerning big data and e-government are also published in the categories of Science, Arts and Recreation, History and Geography, Language and Philosophy, and Psychology.

<table>
<thead>
<tr>
<th>Dewey main classification</th>
<th>Business Intelligence</th>
<th>Big Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arts &amp; recreation &amp; general works</td>
<td>-</td>
<td>1 (1%)</td>
</tr>
<tr>
<td>Computer science, information</td>
<td>10 (40%)</td>
<td>41 (29%)</td>
</tr>
<tr>
<td>History &amp; Geography</td>
<td>-</td>
<td>2 (1%)</td>
</tr>
<tr>
<td>Language</td>
<td>-</td>
<td>1 (1%)</td>
</tr>
<tr>
<td>Philosophy &amp; Psychology</td>
<td>-</td>
<td>2 (1%)</td>
</tr>
<tr>
<td>Science</td>
<td>-</td>
<td>9 (6%)</td>
</tr>
<tr>
<td>Social Sciences</td>
<td>5 (20%)</td>
<td>43 (31%)</td>
</tr>
<tr>
<td>Technology</td>
<td>10 (40%)</td>
<td>40 (29%)</td>
</tr>
<tr>
<td>Total</td>
<td>25 (100%)</td>
<td>139 (100%)</td>
</tr>
</tbody>
</table>

Thus, despite overlaps in the most frequent categories, big data research apparently has a more diverse scope of topics compared to business intelligence. The more varied distribution of big data may partially be explained by a considerably larger number of journal papers written about big data (139) compared to business intelligence (25 papers). For the e-government research field, this means that broader perspectives are needed in terms of subject coverage to ensure a sufficient reflection of the field. However, it is nonetheless an interesting finding that we will examine more thoroughly in a follow-up study.

4. Future analysis and perspectives

Above we have presented the preliminary results of the distribution of papers within the two research fields under investigation. We now have an indication of the distribution of publications with respect to publication year, type, volume and journal subject. However, in some cases, we have been puzzled by the distribution. In their review typology, Paré et al. [17] identified various ways of composing a review. To explain the distributions reported in the present paper, we plan to carry out a follow-up study. The follow-up study should be designed as a scoping review based on the comprehensive search strategy also applied here. In a scoping review, the methods applied for analysis include content and thematic analysis. To conduct these analyses, we intend to examine different aspects of the papers.

One aspect of the papers that should be investigated further is the author-supplied keywords added to the papers. As opposed to the controlled Dewey codes reported above, author keywords represent an uncontrolled way of indicating the content of a paper. Uncontrolled elements in a subject description are characterized by not having any delays in incorporating new terms and reflecting the mindset of the author [18]. As an extension of the Dewey code analysis, and to avoid being restricted to journal papers, we intend to conduct an analysis of the author keywords by means of text mining [19]. Using this technique, the most frequent keywords can be identified across authors. We will also carry out citation analyses to identify core authors, papers and journals within the fields.
In addition, we want to carry out more thorough coding of the content of the papers gathered. In the first round of coding, we will identify the use of methods in the papers by means of the typology put forward by Dwivedi [20]. Another interesting coding to perform is to identify the unit of analysis. To do this, we will apply Joseph’s [21] categorization.

The method applied for collecting papers presents several benefits, including that we have not limited the scope of the two technologies to a specific journal. Therefore, a broad collection of papers have informed the review. However, we may discuss the number of years selected for the review. Regarding big data, it appears from the number and distribution of papers that we have framed the significant years of publication. However, business intelligence dates further back than 2005. This means that from a methodical perspective, the full range of business intelligence papers is not included in the present comparison of technologies. This condition should be taken into consideration in the assessment of the findings.

5. Conclusion

The publication of business intelligence articles in the context of e-government has steadily increased since 2005, whereas the publication of big data articles has grown exponentially since 2011. Despite big data being a new technology, a lot of research findings have been published as journal papers. On the contrary, the more established field of business intelligence were to a larger extend disseminated through scientific conferences. The purpose of a literature review is to identify a research area in depth, meaning that journal articles and conferences must both be involved as common procedure. Therefore, 281 publications were analyzed in this study. However, we have made several interesting findings. To be able to understand the reasons behind, we need to dig deeper into the publications and apply additional analyses in a follow up study.
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Abstract. Linked open government data can be a catalyst in the production of value-added services and products. The vision of the presented R&D-project is to make publishing and reuse of linked data as easy as possible for the end user thanks to a thriving marketplace with data publishers, developers, and consumers along the value chain. The project develops tourism-related applications and software components that support data owners and open data enthusiasts in transforming legacy data to Linked Data. It does that by providing tightly integrated components and supports the multilingual data value chain from data exploration, extraction, enrichment, and delivery. In the paper we present first results of the project and reflections on the methodology in order to increase sustainability by focusing on users-driven development.
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1. Introduction

Organizations and companies are progressively adopting Linked Data for publishing knowledge as Open Data. Data sources are often internal systems that have little or no relationship to other data sources and most of the time these silos use long established technologies (relational database systems, XML or even simple solutions such as spreadsheets) to curate and maintain data.

Publishing this data as Linked Open Data increases the reusability and value of the data; but it requires a certain amount of work to capture the knowledge of the data owner and domain specialist and expressing it as Linked Data. As of today this work is cumbersome and not easy to automate. There are many different tools available that can support the data owner in this process but they are not easy to chain or automate.

The here presented platform Fusepool P3 considerably speeds up this process by streamlining the publish, process, perform workflow through a common user interface and API.

The paper is structured as follows. It starts by introducing the Fusepool P3 project and its publish, process, perform workflow in Section 2. Then, it gives an overview of the
Open Data and Linked Open Data development and related work. Additionally it outlines how the team handles the development process in Section 3. In Section 4 it explains the Open Data experience of the project stakeholders and how their experience and use cases are integrated into the development process, followed by emphasizing the case for Linked Data. Finally, it talks about lessons learned and further activities in this still ongoing project.

2. P3: Sketching the EU-Project

To improve publishing and reuse of public data, Fusepool P3 develops software components that support data owners and open data enthusiasts in transforming legacy data to Linked Data. It integrates existing and newly developed software components and provides the missing glue and user interfaces to perform the necessary tasks in a sustainable, repeatable way.

Within the Fusepool P3 project the development team interacts with, and supports the stakeholders in the following ways:

**Publish: identify data sources to promote businesses**
When revealing data, the team works with data providers or third-party data developers to use structural and descriptive metadata to make the data more explicit to facilitate finding, consolidation, and interrogation. The goal is to make publishing and reuse of linked data as easy as possible for the end user thanks to a thriving eco-system with data publishers, developers, and consumers along the value chain.

**Process: transform and enrich data to make it actionable**
Data becomes machine-readable so that software programs can find and consume that data without the user intervening at every step of the data refinement process. It involves natural language processing to extract entities and classifications from raw text or the mapping of structured data sources, their cleaning, and conversion into the Resource Description Framework (RDF)[2] model; then data interlinks with other data. This involves reasoning based on the available metadata associated with the data to infer possibly related data resources.

**Perform: deliver data for many use cases and devices**
The main tangible outcomes of the project are a set of integrated software components within the open-source Fusepool P3 platform.

The platform refers to the actual installation of the components in a concrete instance, local or in the cloud. To ensure stakeholders get the most out of Fusepool P3, additional goals were defined:

- The platform, including all necessary components, can be easily deployed within any other appropriate software environment.
- It provides an ecosystem, which contains value-adding components such as data transformers and enrichers.
- App developers can query the data in a standardized way; the data sets are unlocked and can be accessed and queried across their boundaries.
- The Fusepool P3 community consists of the main players along the data value chain as well as current and future stakeholders.
Fusepool P3 goes beyond existing related projects because its focus is on creating a consistent and integrated software stack rather than individual applications. This enables data publishers to stream updated data within pipelines and app developers to reuse that data with minimal manual intervention.

3. Creating an Added Value: An Overview

In the past few years the term Open Data became more widely known and in many countries it triggered movements to make data from government organizations available to the public[3]. This is not necessarily new per se; in Switzerland the Federal Statistical Office has made its census data available since the 19th century, at first on paper but since the 1960ies also in digital form1. Interestingly, with the advent of the Web there was a counter development where corporations started to get exclusive licenses on publicly funded data and started to lock down access behind paywalls. The formal definition of Open Data aims at changing this by defining a common understanding of what Open Data means and by pressuring governments and organizations to liberate their data under appropriate licenses and in useful formats. According to the Open Knowledge Foundation2, common reasons for open data include transparency, releasing social and commercial value as well as promoting participation and engagement.

3.1. (Re-) Using Linked Data

From a technical perspective, many government organizations currently publish Open Data on portals such as CKAN3. CKAN is a data management system aimed at data publishers wishing to make their data open and available. It provides tools to facilitate this publishing step and helps to locate and use data. The data quality depends wholly on the data provider. There is no additional work done on the data sets except the addition of some meta information. The data that gets pushed into the system is the data which is made available to the user.

App developers need to download the raw data and process it using their own ETL (Extract, Transform, Load) processes. With every update of the raw data the ETL process has to be triggered for every single application where it is used. If the format of the raw data changed, the process has to be adjusted and cannot be automated and with every new data source, maintenance complexity of these open data sets and its apps increases.

There is far more knowledge in these data sets available than what is visible and accessible to the open data developer. However, in its scattered form, this knowledge is not accessible. Inspired by the ideas of holism we come to the conclusion that a data set should be viewed as a gestalt, not as collections of parts. This leads to synergy, which is the creation of a whole that is greater than the simple sum of its parts. Linked Data enables synergy for separate, unconnected data sets. If Open Data is about political and administrative interoperability then Linked Open Data is about technical and organizational interoperability.

---

2 http://okfn.org/opendata/
3 http://ckan.org/
3.2. Related Work

3.2.1. Linked Open Government Data (LOGD)

Linked Open Government Data can be a catalyst in the production of value-added services and products developed and exploited by the private sector. Services and products based on government data provide more choice and value for money to consumers as well as increasing government transparency, improving public administration functionality, and providing social value. The value chain of reusing government data covers production, collection, storage, distribution, adoption, marketing and lastly the provision of services to end users[4].

Publishing data as linked data is mainly about publishing structured data in RDF using URIs; the approach makes government data available on the Web through a RESTful API, SPARQL search endpoints and/or RDF dumps instead of making the data available as downloadable files in formats such PDF, Excel XML etc.[5]. Linked Open Data offers the possibility of using data across domains or organizations for various purposes including statistics, analysis, maps and publications; by linking this knowledge, correlations can be understood quickly, and new conclusions can arise. The best practices in the usage of Linked Open Government Data can be summarized in the following types: a) portals for the supply of LOGD-data sets, b) portals providing raw data sets of LOD for Public Administrations along with technical tools or developer kits for understanding, interpreting, or processing the provided data, c) already existing portals, acting as showrooms for LOGD best practices and d) mobile apps for smartphones using LOD for Public Administrations[6].

It is important to enable data owners to publish their data as Linked Data. Providing the necessary tools that motivate data owners to invest the extra effort needed for Linked Data publication can facilitate this.

3.2.2. Users-Driven Focus and Process Streamline

The vision of this R&D-project is to make publishing and reuse of linked data as easy as possible for the end user thanks to a thriving marketplace with data publishers, developers, and consumers along the value chain. Fusepool P3 is part of Fusepool projects[4], which digest and turn data from different sources into linked data to make data interoperable for reuse.

Previous work focuses on technology intelligence and scouting[5]: the project SME provides data for better product/service development and research. It integrates patents, journal articles, funding descriptions, and descriptions of people and organizations (profiles) and publishes Linked Open Government Data along the R5 framework: Reveal, Refine, Reuse, Release, and Run[7]. During the Fusepool project a considerable amount of time was invested in transforming legacy data to Linked Data, which led to the conclusion that building and maintaining such a workflow needs to be automated whenever possible and so this gave rise to the Fusepool P3 pipeline concept.

The proposed solutions of the project Fusepool P3 center on tourism-related applications and go beyond the state-of-the-art of different aspects of dealing with data (e.g. selection and preparation, extraction and mapping, enrichments and semantics, delivery,

platform and storage). The innovation of Fusepool P3 from an organizational or methodological point of view is the user-driven focus and the effort to involve users especially (public) data owners in all the development process phases. From a technological perspective Fusepool projects are innovative because they integrate components for various user-defined data that streamline the process of data extraction, transformation, indexing, interlinking (and visualization)[8].

3.3. Agile Development as a Methodology for Increasing Sustainability

Based on experience in earlier projects the project team decided to take a different, more agile approach in developing Fusepool P3[9]. Prior to this, tasks were split among the involved project partners and at some point, usually after several weeks or months of development, integrated into the main platform. This led to much wasted time and effort since often expectations were not clearly enough specified or software components had to be adjusted as the initial concept did not work out. This had negative influence on the schedule and outcome of the project and led to extra work.

For Fusepool P3, an initial meeting of all developers defined the rough development roadmap for the project runtime of two years with platform release dates. Within these releases the team executes 2-3 week sprints. For these sprints the product owner defines and communicates product requirements in close collaboration with future users of the platform. The developer team accepts and assigns these requirements and implements them within the time frame. To make sure deviations are noticed fast, the development team synchronizes via conference calls at least once a week, involving all partners. This allows the team to feel and act as one and help each other out where necessary. In the beginning this required some extra effort from the developers as they come from multiple companies with different working cultures. After an initial period this agile approach started to work out well and interaction between developers greatly improved.

Given that the ultimate goal of the Fusepool P3 project is to provide a platform, which is useful for current and future stakeholders, providing an initial platform as soon as possible was one of our top priorities, thus ensuring that stakeholders can start using it long before the project ends and provide important and valuable feedback that can be integrated into upcoming development cycles. The goal is not just to successfully finish the project but also to provide additional value for our stakeholders and a lasting user-and development community.

4. Integrating Stakeholders and Creating Use Cases

Integrating stakeholders as platform users at an early stage in the project was one of the key lessons learned from the first Fusepool project. While it was done in the first project it only took place during the last six months. At the final dissemination events the stakeholders gave great feedback that triggered many new ideas for the platform but at that stage there was no real community outside the core development team and project time for supporting stakeholders was over.

In Fusepool P3 the approach was different: The initial proposal already brought two stakeholders as project partners on board, which should ensure that Fusepool P3 creates a real value as soon as possible for both the involved project partners and future
stakeholders. It is essential to understand their motivation and needs in an early stage of the development process.

Talking to stakeholders generates more work initially and it takes time to integrate them and their requirements into the development process. Once this step is reached the whole team benefits as use cases have a real world background and can be tested on real data supplied by stakeholders. This greatly improves the value for the software platform.

4.1. Experience in Publishing Open Data

The Fusepool P3 project partners Provincia Autonoma di Trento (PAT)[10] and Regione Toscana (RET) have been publishing open data and supporting the development of applications and services in the tourism domain for several months. During this time both partners have gained valuable experience in data creation, maintenance and publication.

Public administrations have a long history of providing services for citizens. With the introduction of information technology in the seventies, many of these services were automated and more centralized. Moreover, with the advent and later success of the Internet, many administrations now provide vertically focused web portals, mobile apps, etc.

At the same time administrations realized that they could not provide a service for everything by themselves, even if they had many more data sets in internal systems that might be useful to the public; it would simply be too expensive to do all of this themselves. The Open Data movement at the same time started propagating the opening up of locked data sets to the public. By publishing data administrations enable third parties to provide additional services that might be useful for the public.

After publishing first open data sets the administrations realized that there could be additional value in the data if the datasets from different sources and systems were (inter-)linked with each other. In this paper we show examples of this interlinking in the field of tourism, however, the concept of interlinking also applies to many more available data sets.

PAT and RET first started publishing data sets which were considered of strategic importance. In Italy in general but also in the two regions Tuscany and Trentino the most important business is clearly tourism and related industrial activities around tourism. Thus the regions are struggling with one particular question: How can they support and push tourism by changing their daily operations and if necessary, themselves.

Based on this question Trentino 2012 started to publish data as open data, particularly related to tourism, culture, and geographical data. In July 2012 the Tuscany Region started opening up data, involving authorities, citizens and businesses and publishing it on a public platform, mainly released under a Creative Commons license.

Starting in January 2013, the Region of Tuscany officially committed to the implementation and management of an open data platform with the goal of disseminating data from the region and other regional governments.

4.2. The case for Linked Open Data

However, the regions have realized that publishing data itself is not enough; they also need to link them in better ways. There is far more knowledge in the data that could be exploited by companies and startups if this knowledge is easily accessible.
The regions also hope to change the culture in administrations in positive ways. Currently many administrations seem to be afraid of opening up data, for example because one could find errors in the public data sets. By showing them that third parties start to use their data in a different, productive way they can slowly change this culture and motivate administrations to release even more data. Providing the right set of technologies that facilitates the open data publishing process also supports this culture change.

Linked data addresses some of the mentioned problems users have with open data. It does that by providing a standardized format (RDF) that provides benefits like unique identifiers (URIs) for each piece of information (data), generalized access to such a resource via the web (HTTP), standardized vocabularies that describe the meaning of the data and allow relational links between information, support for multiple languages in its core and a standardized querying language (SPARQL).

Linked Data technology stack[11] provides many ways to interact with data in RDF format[12]. This greatly reduces the time and technical effort needed to integrate data sets into apps and thus increases the value of open data. However, one needs new ETL processes to transform raw data to Linked Data. While it facilitates data usage for app developers, Linked Data requires initially more work by the data owner and publisher.

In the past few years many powerful tools have been developed or extended to support the creation and maintenance of Linked Data. Also new W3C standards and vocabularies have been developed to facilitate the transformation of legacy data into Linked Data. Many of these tools and standards have been developed, extended or implemented by Fusepool P3 project partners. The emerging Linked Data Platform Standard (LDP) provides standardized means of making collections of linked data resources accessible.

What is lacking is an integration framework that combines the data transformation to RDF, necessary enhancement steps and the publishing of the Linked Data. Fusepool P3 will provide such an integration framework along with User Interface tools that serve both to model the data publication process as well as to coordinate the human interactions that might be required while the data is processed.

This framework will integrate state-of-the-art tools like OpenRefine, OpenLink Virtuoso, Apache Stanbol, and Pundit. The framework is developed and tested based on the requirements defined by our project partners PAT and RET. Both partners have started working with the platform in an early stage and feedback is directly integrated into Fusepool P3’s agile development process.

5. Lessons Learned and Further Activities

During our work with Fusepool P3 stakeholders we learned that publishing Open Data is not to be underestimated. Publishing existing data sets on a portal in well-known data formats is not too much work but also of limited use as it requires a lot of repetitive ETL work by users of the data. Publishing Linked Data gives access to the knowledge of an expert and data owner in open, standardized formats developed by the W3C. Initially this requires more work by the data owner as it becomes their responsibility to choose the right vocabulary for the semantic description of the data and publish it on an appropriate platform. Once this is done the data becomes much more accessible to users and easier to integrate and scale. Fusepool P3 can facilitate this Linked Data publishing step by
providing state-of-the-art tools integrated under a common user interface and pipelining API. Creating a sustainable Fusepool P3 platform that will exist long after the initial funding ends, is essential. To get there it is important to have a vibrant community of users and code contributors who develop and support the platform in the future. This can only be reached if the user involvement and community building processes already start during the initial period of the project.
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Abstract. Public sectors need to manage data for internal and external use is growing. Master data management aims to manage the core data that affects generally the data quality in large extent. The objective of the research is to observe the factors that affect the architectural decisions when establishing a MDM function. This is done through prior research and a case study in a municipality. Business needs and the existing IT environment indicate the best usage scenario for MDM. Scenario indicates the suitable architectural implementation style and also helps the organization to comprehend what they should emphasize in their development.
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1. Introduction

Open data, big data and the growing need for predictive analytics set demands for public sector. Better data management practices are needed to ensure high quality of data for internal use, external use, and re-use. Master data management (MDM) aims to manage an organization’s core data (i.e., master data). It tackles the data quality issues through process improvement by using organizational and technical aspects.

The focus in prior research has been in implementation styles and application architecture on private sector. Establishing MDM and the first steps of MDM architecture design have gained less attention. MDM development is a relevant topic in public sector in Finland. From September 2011, the Act on the Direction of Public IT Governance has mandated the use of an Enterprise Architecture (EA) Framework. The National Enterprise Architecture (NEA) steers the EA development [8]. Also MDM is a part of the NEA and the National MDM reference architecture was finalized in 2013. The objective of the research is to observe the factors that affect the architectural decisions when establishing a MDM function. This is done through prior research and a case study in a municipality.

The paper is organized as follows. First, we identify how prior literature has observed the architectural questions in MDM. The research methods and settings are then described. Empirical part follows and concludes with a discussion and recommendations for future research.

1 Corresponding Author.
2. Related research

MDM should be seen as a process improvement plan to identify, assess, and implement methods and tools for assuring good quality data for the decision process [6]. The usage scenario defines the method of use for MDM.

In an operational scenario [10], [5], all interactions and transactions are applied to the master version, and consistency requirements must be strictly enforced [10]. Analytical scenario is relevant when the need is primarily to produce and maintain master data for data warehouse (DW), reporting purposes, analytics, and big data systems [10]. Enterprise scenario combines analytical and operational scenarios [1] and is similar to reference information management. The focus is on the importing of data into the master data environment and the ways that the data is enhanced and modified to support the dependent downstream applications. The collaborative usage scenario emphasizes achieving an agreement on a complex topic among a group of people [5]. This usually includes workflows and multiple tasks. Social MDM is a more recent perspective on MDM. It focuses on providing a platform for gathering, integrating, and stewarding a larger scale of customer and product data, and for making them available throughout the organization [13]. Some of the unique characteristics of each usage scenario are presented in Table 1.

<table>
<thead>
<tr>
<th>Usage scenario</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational</td>
<td>— Operational systems must execute their transactions against the master data</td>
</tr>
<tr>
<td></td>
<td>environment instead of their own data systems [10], [5]</td>
</tr>
<tr>
<td></td>
<td>— Integrates operational applications (e.g., ERP, CRM) in upstream data flow</td>
</tr>
<tr>
<td></td>
<td>[15]</td>
</tr>
<tr>
<td></td>
<td>— Individual and application access is closely monitored [10]</td>
</tr>
<tr>
<td></td>
<td>— The MDM repository is considered as the authoritative source [11]</td>
</tr>
<tr>
<td>Analytical</td>
<td>— Applications are more likely to use than create master data [10], [14]</td>
</tr>
<tr>
<td></td>
<td>— Applications can effect classifications/categorization of master data records</td>
</tr>
<tr>
<td></td>
<td>[10]</td>
</tr>
<tr>
<td></td>
<td>— MDM systems key role is to be a provider of consistent data for BI [5], [11],</td>
</tr>
<tr>
<td></td>
<td>[10]</td>
</tr>
<tr>
<td></td>
<td>— Intersection between the MDM and BI [5], mainly for reporting purposes [17]</td>
</tr>
<tr>
<td></td>
<td>— MDM systems may include some key features for analytics [5]</td>
</tr>
<tr>
<td></td>
<td>— Classifying master data is done through analytics [10]</td>
</tr>
<tr>
<td></td>
<td>— Resembles customer data integration (CDI) [1]</td>
</tr>
<tr>
<td></td>
<td>— Uses a unidirectional flow of data to the master record, using extract,</td>
</tr>
<tr>
<td></td>
<td>transform and load (ETL) processes before importing the data [14]</td>
</tr>
<tr>
<td></td>
<td>— Direct modifications to the master data can be made [10]</td>
</tr>
<tr>
<td></td>
<td>— Least intrusive approach and most used [3]</td>
</tr>
<tr>
<td>Enterprise or reference</td>
<td>— Master records are created directly [10]</td>
</tr>
<tr>
<td>information management</td>
<td>— System coordinates users and systems to reach agreement on a data set [5]</td>
</tr>
<tr>
<td></td>
<td>— Data in incorporated into the master environment, where it is available for</td>
</tr>
<tr>
<td></td>
<td>publication to client applications [10]</td>
</tr>
<tr>
<td></td>
<td>— Ensuring the quality of data in the entry [10]</td>
</tr>
<tr>
<td></td>
<td>— Direct modifications to the master data can be made [10]</td>
</tr>
<tr>
<td></td>
<td>— Classification made directly according to predefined rules [10]</td>
</tr>
<tr>
<td>Collaborative</td>
<td>— Collaborative authoring of master data: creation, definition, augmentation,</td>
</tr>
<tr>
<td></td>
<td>and approval [8, 15]</td>
</tr>
<tr>
<td>Social MDM</td>
<td>— Analytics derived relationships [13]</td>
</tr>
<tr>
<td></td>
<td>— Especially affiliated to big data capabilities [13]</td>
</tr>
<tr>
<td></td>
<td>— Customer centricity (people and organizations) [13]</td>
</tr>
</tbody>
</table>

Table 1 Unique characteristic of different usage scenarios for MDM

Repository, registry, and hybrid are common models for implementing MDM architecture. In repository, the complete collection of master data is stored in a single database
[10]. The global attributes of the data set are always created in central master data system [9]. In registry model, data sets are created, maintained, and distributed by different applications [9]. The hybrid model includes features of both of these approaches [10]. Also a consolidation model has been identified [16]. Fragments of master data are authored in a distributed fashion and stored in the source systems, but the central MDM system creates a composite golden record. Architectural models complement each other, and several models are sometimes used to fulfill the needs of an organization [18].

Master data application architecture provides complete overview of how the architecture is deployed by using different applications [2]. It contains applications for creating, storing and updating instances of the master data attributes defined by the conceptual master data model [19].

Many of the case studies addressing MDM architecture design (e.g. [3, 20, 21, 23]) have been focused on the private sector, the target of this research is a municipality, which offers an interesting opportunity to observe the architectural design decisions in a public sector organization. The focus will be on different MDM usage scenarios that have not received much attention in prior research.

3. Research Methods

An ethnographic case study (following the instructions of Myers [12]) was conducted in a municipality comprising 220,000 inhabitants and approximately 14,500 employees. The case organization consists of central administration, purchasing unit, welfare services, municipal corporations and several subsidiaries. The MDM projects and development were mainly conducted in the central administration.

The data collection period lasted from November 2010 to June 2013. During this period, two MDM development projects were carried out, and MDM development became rooted as a part of routine operations. The data was collected by participating in all project-related meetings and informal discussions in both projects, and in the project preparation and procurement phases of the second project. The author was actively involved in the first project as a member of both the steering group and the expert group. In the second project, the author acted as a project manager and as a member of the project group and the steering group. These positions offered unique opportunities to observe and thoroughly understand MDM implementation.

Diary entries were made weekly and whenever MDM-related issues were observed. In addition to observations, also questions that emerged and impressions were documented. To complement the diary, different kinds of project documentation were also utilized: procurement documentation, project plans, monthly status reports, and a set of memos from the working group, steering group, project portfolio group, stakeholder groups, and kick-off and closing seminars. Between the two projects, memos from the IT development group and the architecture group were also used. Finally, some internal documents were utilized, such as information management strategy.

The data was analyzed by following the interpretive research approach and the principles of Klein and Myers [7]. The data was re-viewed by observing it throughout and identifying what kind of objectives were presented during the process for establishing the MDM function. These objectives were categorized under several themes. Then these themes were used to review to data again. This time all issues supporting the themes were gathered. As a result, a list of the objectives was formed and discussion around these objectives was analyzed.
Ethnographers need to balance subjectivity and objectivity. Ethnographies are expected to meet standards of objectivity even when ethnographic research is highly dependent on the individual's unique knowledge and experience, and his/her actions as a thinking agent who brings his/her subjectivity to bear on the construction of information and knowledge [20]. All materials were analyzed in their entirety at the end of the overall data collection in June 2013. The idea was to gain some distance between the researcher and the context, and to keep data entries as neutral as possible so that they were not limited or affected by the analysis of earlier entries. This was done to minimize unintended entry manipulation, as one may easily make subconscious decisions about what to record.

4. Findings

The organization’s centralized IT unit has been in operation since 2007. Previously, the units acquired information systems separately, with the exception of some organization-wide systems (e.g., Enterprise Resource Planning, ERP). As a result, it has approximately 400 information systems from different operating areas. The motivation for starting the MDM process was problems with data quality in main business processes. It was assumed that the problems originated from both maintenance processes and applications. The business objectives for MDM were identified for the first time in 2008. These were more efficient work, improved reporting, and service oriented architecture (SOA) interoperability.

The organization has several different external stakeholders (e.g. government agencies) that the organization is obligated to report regularly and also ad hoc (diary: 1/12). Data quality was considered one of the barriers to generating high-quality reports (BI report: 1.2.13). One of the clearest objectives became first supporting internal and external reporting (Diary 11/11) and later on supporting the BI comprehensively (Diary: 2/13).

MDM also had a role in harmonization of data structures, which would ease the difficulty in combining information (Diary 9/11). The last of the business objectives “service oriented architecture (SOA) interoperability” was not current later on in the development. The organization made the decision (EA principle) not to use SOA in the development of new applications in general.

The organization has been struggling with problems regarding data maintenance. Formal processes were inadequate and employees had invented additional ways to maintain the data to solve problems. One of the basic objectives is to simplify the process for data life-cycle management and to automate functions that had been performed manually. A large amount of the master data was still stored manually in Excel sheets, making maintenance difficult and error prone (diary: 3/12). For example, organization’s products and services are managed manually (Diary 10/11).

Several steps should be followed when creating, changing, or deleting data (Business Workshop: 27.9.12). It is important that checkpoints for changes are in place and those checkpoints are automated (Diary: 1/12). Workflows are particularly important when there are several tasks in the workflow or when a task is performed less frequently (Diary: 4/12). The data quality validation should be done while creating the data. History of the data should be also stored. Data standards were seen as an important issue in tackling data quality issues (Steering Group memo: 11.10.11). Several roles
were identified to enable a finely divided control of the data. Roles were strictly limited to the need to make changes (Security and Privacy Workshop: 13.9.12).

The organization’s master data included sensitive attributes. The ongoing situation was that this information is often in several applications and there were problems with access management. Data is also imported from external sources. Usually this was done separately to the individual applications and the data would be obsolete in this respect in other applications (Diary 4/12). MDM should support compliance and provide a reliable foundation to support changes and updates in policies to help avoid penalties or other regulatory actions (Diary 8/12). The MDM system’s log should make it possible to identify problems relating to data misuse or other issues. For example, there are examples about data of organizational unit being deleted incorrectly (Diary: 9/11).

Organization’s master data domains include several hierarchies. Maintenance of these should be coherent (Diary: 1/12). The hierarchies should match those used at government level, and the maintenance should be synchronized (Project Group memo: 30.1.12). Master data is also affected by the definitions of government and government agencies and the need for a change often comes from a stakeholder. These affect the modification needs of the data models, attributes, and also the metadata (Business Workshop: 27.9.12). Master data objects should be categorized in different ways to present the perspectives that the data is used and observed. This serves especially the needs of the BI.

Several ways for enhancing data quality were identified (IT Workshop: 28.8.12, 4.9.12, 7.9.12, and 18.10.12). External sources should also be used for validating the data (IT Workshop: 28.8.12). The need for methods to continuously monitor the data quality was also identified (Project Group memo 28.9.2011; Diary: 4/12; Diary: 9/12).

The organization outlined an initiative to open data in a machine-readable format as part of their operations (Diary 5/12). Master data has high value in terms of re-use (also for commercial use) (Diary: 10/11) and in making the organization’s operations transparent. It was seen as a problem that the data was scattered. For this purpose the structure of the data as well as easy access was essential. Master data often includes attributes that cannot be opened, it is important that there is attribute level access control that helps to control what data is published and by whom. Also, the understanding in the organization about this is part of the data governance and data privacy (Diary: 4/12; Security and Privacy Workshop: 13.9.12).

5. Discussion

The case organization’s business needs were observed and classified. These were categorized under different usage scenarios. Summary is presented in Table 2.

Table 2 Business needs categorized by usage scenarios

<table>
<thead>
<tr>
<th>Reference/Enterprise</th>
<th>Analytical</th>
<th>Operational</th>
<th>Collaborative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control and formalize data creation</td>
<td>Automate infrequent tasks</td>
<td>Streamline work processes and the organization</td>
<td>Workflows, approval points</td>
</tr>
<tr>
<td>Function-oriented instead of system-oriented doing</td>
<td>Generate automatic reports of changes for stakeholders</td>
<td>Control and formalize the creation of data, Reduce errors in data entry</td>
<td>Decentralized data creation</td>
</tr>
<tr>
<td>Reduce errors in data entry</td>
<td>Automated and secure publishing</td>
<td>Access control to sensitive data</td>
<td>Divided control of the data</td>
</tr>
<tr>
<td>Direct data entry through one UI</td>
<td>Publishing machine-readable open data</td>
<td>Comply with security and data privacy rules</td>
<td></td>
</tr>
</tbody>
</table>
Many of the objectives responded to analytical scenario’s characteristics. Despite this; it was also quickly evident that the scope was wider. Reporting was seen as an important area, but the main problems affecting it were issues with data quality in operational systems. The development of BI was ongoing and the clarifications in the BI development also shed some light to MDM development. Big data development was observed in the last phase of the data collection. The analytical scenario was not efficient for the organization in long run. As seen in Table 2, business needs support almost all of the scenarios in some extent. Collaborative scenario seemed very separate from the other scenarios. It seems to be more a perspective on the other scenarios than a distinct method of use. Social MDM approach would acquire a more mature phase of big data development and use. The vision for BI included, e.g., idea to use social media data to enrich the customer data, but it there was no clear development plan for big data.

Number of the objectives supporting the scenario was not adequate to refer to the suitable scenario. Cervo and Allen [3] emphasize indirect objectives, such as cost savings, as assessment criteria, but in the case organization these were not considered at this stage. Cost savings were much more seen as a result of the business needs, instead of a separate factor. Because of this, organization and IT-landscape were also observed as factors that emphasize the suitable scenario option.

The model of centralized IT would support the operational scenario. Organization’s IT environment is complex and for the legacy systems, publication to other applications as defined in reference architecture would be more interoperable with these. Operational usage scenario seemed to echo to the business needs and IT environment most. Because of this and the needs for analytical usage, the organization’s usage scenario was enterprise MDM.

The MDM usage scenario narrows the options for architectural implementation styles. Certain styles respond better to certain usage scenarios [3]. At the final stage of the data collection, the organization decided the hybrid model as an implementation style. This style is suitable when the organization is looking for a method to improve and manage the data quality, completeness and consistency of master data across several systems and the organizational commitment and the re-sources support proper data governance activities [16]. Dreibelbis et al. [5] have also identified the characteristics of legacy systems as constrains for choosing an architecture pattern for MDM. The organization’s ERP was seen as a master system for two of the identified master data domains. Hybrid model has been identified as a good fit for ERP environments [11].
The current IT-landscape was the main influencer for making the decision of the MDM application architecture. The large number of legacy systems was one of the reasons why MDM architecture included a separate MDM system. The organization struggled to make the decision between a dedicated MDM system and an operational system converted to a master data source. The amount of the existing applications was the reason why they were reluctant to acquire a new system. Also the cost of a new solution was seen problematic. In the end, the extent of the desired MDM development resulted in the need for MDM system to enable the required elements and functions.

Prior research has not addressed MDM in the public sector or especially in the municipalities, nor has it made generalizations about the common or distinguishing features between the public sector’s and private sector’s MDM. The type of the organization affected the MDM development in many ways, but did not seem to affect significantly the first choices made with the architectural design. However, the MDM application architecture was affected by the existing IT-landscape.

6. Conclusions

The objective of the research was to observe the factors that affect especially the first architectural decisions when establishing a MDM function. The prior research names three layers in the MDM architecture design. First step includes identifying the method of use for MDM. Second step is to determine the right architectural implementation style for MDM. Last step, the application architecture, defines the technical architecture in detail. The first step has gained less attention and because of this, it was observed more closely through the case study.

The factors affecting the first architectural decisions were complex. The maturity stage of the organizations BI responded well to analytical usage scenario. For an organization that has higher maturity, social MDM could respond well to the needs. Operational view contemplated the demands for streamlining work processes, and enhancing data quality in operational systems and processes across the organization, and the needs that open data places. It also responded well to the data security and privacy demands. Because there were characteristics of multiple of the approaches, the usage scenario could be identified as enterprise MDM. Business needs should indicate primarily the chosen architectural scenario, but also other factors have an effect. IT environment was the final factor in identifying the suitable usage scenario. This also indicates that the architectural implementation style should respond to different use scenarios.

The MDM architectural design is complex and challenging to design. To start the process by identifying the usage scenario for MDM through business objectives and IT environment sets the architectural path to right direction. Usage scenario indicates the suitable architectural implementation style and also helps the organization to comprehend what they should emphasize in their development. MDM usage scenarios have been dismissed in prior research for not being elaborate (e.g. [14]), but it seems that they present a good starting point for designing MDM architecture. Usage scenarios imply the applicable architectural styles and further on also the suitable application architecture. They also clarify how objectives are translated into design decisions for the organization.

Public sector’s master data management practices have gained very little attention in research. Still, these should be emphasized more, because their data is transforming into public data. Public sector organizations set interesting research settings because of
their complex IT landscapes and diverse data domains. MDM has some unique characteristics when established in public sector (e.g. data privacy issues). This research was a single case study, and caution should be exercised with regard to generalizations. For future research, there are several different paths to explore. The effects of usage scenarios to the design of governance might offer interesting perspectives on the overall concept of MDM. The social MDM in big data development also offers an interesting viewpoint.
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Abstract. This article shows that high costs to obtain data in astronomy justifies the use of cloud computing. In such a field, like others in science, there are several benefits when this data is freely available to the whole scientific community. The availability of these data will foster innovative applications to exploit and explore data. These applications could be offered as a service in the cloud. A National Data Center for e-Science could take advantage of these high costs data and offer open data to the community to maximize data accessibility.
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1. Introduction

The concept of open access to scientific data was institutionally established with the formation of the World Data Center system, in preparation for the International Geophysical Year of 1957–1958 [1]. The International Council of Scientific Unions (now the International Council for Science) established several World Data Centers to minimize the risk of data loss and to maximize data accessibility, further recommending in 1955 that data be made available in machine-readable form (http://www.icsu-wds.org).

More than 50 years later, in 2007, the Science Ministers of all nations of the Organisation for Economic Co-operation and Development (OECD), which includes 34 most developed countries of the world, published the “OECD Principles and Guidelines for Access to Research Data from Public Funding” as a soft-law recommendation [2].

In recent years, the flood of data problem is visible in both, science and business environments, becoming more relevant the proper use and management of what has been called Big Data. This concept encompasses the management research of large amounts of information, and that these are not easy to process using traditional tools and procedures. When the data volume reaches Terabytes (TB) to ZetaBytes (ZB) ranges, algorithms and procedures must be adapted for its use in new high-performance computing platforms, with Cloud tools, in a distributed manner, and on-line. Additionally, we are not only dealing with large stationary volumes of data, but also with the data-generation frequency, and the heterogeneous nature of data sets; this creates new challenges in developing solutions, as are the storage, variability in the format, and response time.

Big Data is not a technology in itself, but rather a work approach to obtain value and benefits of these large volumes of data generated nowadays. These are some of the features to consider:
• How to grasp, manage and make use of them
• How to ensure, check authenticity and reliability
• How to share and obtain improvements and benefits
• How to communicate, simplifying the decision-making and subsequent analysis.

One of the domains where the Big Data problem is approaching its turning point is astronomy. Its state-of-the-art facilities in operations, such as the Atacama Large Millimeter/submillimeter Array (ALMA) will generate over 1 TB of data per observation day [3], and those under construction, as the Large Synoptic Survey Telescope (LSST), and the Square Kilometer Array (SKA) will produce large-scale data [4]. The plan for the year 2020 is to have more than 60 PetaBytes (PB) of accessible information for the astronomical community. The LSST initial computer requirements are estimated at 100 TFLOPS of computing power and 15 PB of storage, rising as the project collects data (full operations for a ten-year survey commencing in January 2022), (http://lsst.org/lsst/science/overview).

The cost to design, build and operate such mega-observatories is very high, so the cost of on-site observation time and the end-to-end cost to obtain astronomical data is also very high. Therefore, it would be very profitable if the obtained data could be freely available to the whole scientific community.

In Section 2 we show the costs involved in the construction of observatories. In Section 3, we show the International Virtual Observatory Alliance (IVOA) [5] as a good example to follow in other fields of science in the world. We also show the development of the Chilean Virtual Observatory (ChiVO) based on the standards and protocols defined by IVOA. In Section 4 we show some challenges to install a data center to offer e-science data and cloud services to the scientific community. Finally, we conclude in Section 5.

2. Big Data, Big Costs

Computationally, the concern is focused on the rapid growth of the generated data volumes, which had passed from the GigaBytes (GB) to the TB level in the past decade, and will pass from TB to PB in the near future. For example:

• Galaxy Evolution Explorer (GALEX): the first orbiting telescope in the space generated 30 TB of data in the first 3 years of operation [6].
• Sloan Digital Sky Survey (SDSS): in its 12th version gathers 116 TB of data published as images, catalogs, and other products (www.sdss.org/dr12/data_access/volume/).
• Panoramic Survey Telescope & Rapid Response System (Pan-STARRS): its goal is to characterize objects that will come closer to the earth, as asteroids or comets. 10 TB of data is expected per night of observation [7].

We could continue listing more observatories, but in summary, there is a growing avalanche of astronomical data, changing the way that astronomy is done nowadays. From the computational point of view, it is necessary to implement standard services that allow to access, process, and modeling the data produced by each observatory (which generates public data).
2.1. Cost of Observing

The privileged atmospheric conditions make Chilean skies one of the most favorable places for astronomical scientific research: over 330 clear sky nights per year. Chile hosts also the world’s closest ground observatories to space, at an altitude of 5,000 meters above the sea level (masl). Clear skies, easy access, communication infrastructure, isolation from urban settlements, and effective protection of sighting sites from light/luminal contamination, preserve the area for astronomical purposes. For these reasons, many observatories have settled in the Regions of Antofagasta, Atacama and Coquimbo.

There are more than a dozen wide sweeping astronomical facilities throughout Chile; for example, the already mentioned ALMA, the “Very Large Telescope” (VLT), and in the coming years, the “European Extremely Large Telescope” (E-ELT). As a result of Chilean clear skies and appropriate weather conditions, by 2018 about 68% of the global astronomical infrastructure will be settled in Chile [8]. Table 1 shows the investment (over USD 5 billion) in new astronomical observatories installed or to be installed in Chile [8].

Table 1. Investments in observatories

<table>
<thead>
<tr>
<th>State</th>
<th>Telescope</th>
<th>costs US$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating</td>
<td>Magellan Telescopes</td>
<td>100M</td>
</tr>
<tr>
<td></td>
<td>Gemini</td>
<td>300M</td>
</tr>
<tr>
<td></td>
<td>VLT</td>
<td>700M</td>
</tr>
<tr>
<td></td>
<td>ACT</td>
<td>40M</td>
</tr>
<tr>
<td></td>
<td>ALMA</td>
<td>1,500M</td>
</tr>
<tr>
<td>In construction</td>
<td>E-ELT</td>
<td>1,500M</td>
</tr>
<tr>
<td>Projected</td>
<td>GMT</td>
<td>800M</td>
</tr>
<tr>
<td></td>
<td>TAO</td>
<td>100M</td>
</tr>
<tr>
<td></td>
<td>LSST</td>
<td>500M</td>
</tr>
<tr>
<td></td>
<td>CCAT</td>
<td>200M</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>5,740M</td>
</tr>
</tbody>
</table>

One of the conditions established as country is that 10% of the observing time should belong to the Chilean astronomical community; thus, it is justified the need to develop a national astro-informatic platform, for an intelligent management, and analysis.

According to the investment indicated in Table 1, the estimated cost of the 10% of the observation time of astronomical observatories in Chile is (considering operational costs as 5% of total investment):

- About US$30.000K in the year 2011.
- About US$87.000K in the near future (2018-2020);
- Between US$ 25.000 and US$ 30.000 is valued one hour of observation time in ALMA.

2.2. Other (Big) Costs

The current and future large-scale data generated by the astronomical observatories placed in Chile, have created new needs and requirements, which serve as an opportunity for the development of a Data Center (DC) to offer public data to the scientific community. To have a general idea of the amount of data that will need to be stored and processed, we can consider the ALMA project: the fully operational...
observatory (with the complete array) will generate over 1 TB of data per observation day. The handling of large-data volumes can generate complications and high costs in the following issues:

- **Storage**: it is necessary to have a DC capable of storage according the data-consumption needs, without ignoring the physical space of the equipment and the architecture behind the storage procedure.

- **Access**: the open data requirements of astronomical data sets stress the necessity of a reliable and fast access from anywhere and for anyone. A web-based system under a high-speed networking environment is an appropriate mechanism to supply this requirement.

- **Processing**: data processing is an important area of applied computer science, which is concern on understanding the nature and the structure of the data, as well as the development of tools and techniques that can be used to carry it out. When the processing to accomplish deals with large volumes of data --- whether it is correcting, calibrating, analyzing, etc.---, it requires more time than usual, and of course, more computational power, resources that a user usually does not have.

Thus, the need of a system with these characteristics, as a solution to public access and advanced manipulation of the large-scale astronomic data, is an excellent good to maximize the availability of public high-cost data. The idea of a Virtual Observatory (VO) was born in the year 2002, and the standards and protocols of how to inter-operate between different resources are in charge of IVOA [5], [9], [10].

The VO paradigm is an international initiative that enables universal access to astronomical data, under the responsibility of specialized centers for its storage and processing, at which both astronomers and regular people may access. With the standardization of methods and information is possible to study the astronomic registries without requesting new observations, reducing the physical requirements of instruments and locations, and minimizing data duplication.

### 2.3. Benefits of VO

The cost of acquiring new astronomical data is too high. Moreover, astronomers use their data to proof, test or discard their theories once, and after that they usually don’t need more those data. This is why observatories publish this kind of data as a public data after one year (or more depending on the observatory’s policy).

ALMA is an astronomical interferometer of radio telescopes using two or more radio antennas. When combining these signals to analyze them, it is possible to obtain detailed information of the source of emission with unprecedented resolutions. From the standpoint of data production, this process generates 3D cubes given by two position shafts in the celestial vault, and one shaft of frequency spectrum (Figure 1). The uniqueness of these data cubes is their size, since the spatial and spectral high resolution that this observatory provides generates large-scale data cubes (GB and TB).

An astronomer will receive a big file containing more information than he needs, because he wants to proof, test or reject his theory with a very small portion of the data cube he received. Usually, only a small part of the image is actually analyzed (see the square on the left side of Figure 1), or only a slice of the cube is used. Even though this is correct from the astronomer point of view, all the rest of information could be very helpful to other astronomers.
Open data allows reusing these very expensive data, and making it available to other scientists. In fact, the use of this open data increases the number of publications in astronomy: about 3 per researcher per year [11]. The GAVO Millennium database service is been referred to in more than 10% of the "Millennium" publications [12].

In the case of the observatories installed in Chile, it is common that big data is transferred from the southern hemisphere to the northern hemisphere. This obviously takes long time: in most cases moving big files will take hours if not days.

3. Virtual Observatory as an example of e-science

The first important concept to understand is that the VO is not a software package that allows user access to data like a web repository, despite it is exactly what is expected from those two words. Technically, a VO can be described as an integral architecture, which formalizes in each application level, necessary protocols and standards to interoperate between VO partners worldwide. Therefore, when an observatory wants to publish data, it will not be the need to invent a new architecture, as they can use the existing one.

IVOA’s basic mission is focused on coordination and collaboration between facilities, which is the main entanglement to enable global and integrated access to data collected by the international astronomical community. In IVOA, 21 VOs are currently engaged, and is composed by several working groups that discuss about the creation and versioning of standards and protocols, including its architecture.

The Data Access Protocol (DAP) defines a family of access services interfaces to the astronomical data available through VO. The DAP describes how the data providers share the information to users, and how users retrieve information. There are several standards involved, some of these are:

- **Simple Image Access** (SIA) [13]: A query defining a rectangular region on the sky is used to query for candidate images.
- **Simple Cone Search** (SCS) [14]: The query describes sky position and an angular distance, defining a cone on the sky.
- **Simple Spectral Access** (SSA) [15]: defines an interface to remotely discover and access one-dimensional spectra.
- **Table Access Protocol** (TAP) [16]: defines a service protocol for accessing general table data. The access is provided for both database and table metadata as well as for actual table data.

Each service returns a list of candidate images, astronomical sources, data or metadata formatted as a *VOTable* [17].
3.1. Chilean Virtual Observatory (ChiVO)

Although Chile is one of the most dynamic countries in its astronomic activity in the world, it did not have a VO until a year ago. For the moment, nor has ALMA services to support the protocols and standards of other VOs; therefore, it was a challenge to pose the needs and requirements of this type of platform.

Though the international community has been working and refining VOs and their standards, every new telescope and instrument imposes new challenges and opportunities of development. This is particularly true for the ALMA data case, which introduces the Big Data problem as a current problem. This means to equip the VO that is hosting its data, with last generation technology and frontier research in its tools.

The development of the ChiVO aims the development of several VO services following IVOA standards. The ChiVO will host the data of the observatories located in Chile, adhered to the interoperability standards of IVOA.

Broadly, the architecture of IVOA has three layers:

- **Users**: astronomers and scientists in general, interested in the data published by the observatories.
- **Resources**: observatories and centers producing astronomical data.
- **Intermediate layer**: defines what a VO is; that is, how users and resources communicate using protocols and standards to search and access data.

3.2. Requirements

The creation of the ChiVO required the identification of the current needs of the national astronomy community, which can be summarized in:

- **Discover**: Find astronomical data of an object or instrument on a high dimension specific region of the space, based on the spatial, temporary, spectral shafts, red shift, polarization parameters, etc., either by search or exploration.
- **Obtain**: A download link of the required data in different formats, either through the VO or through an external service.
- **Compare**: Information crossing of the data obtained between the different sources of information.

A multidisciplinary team participated in this process (astronomers, engineers, scientists, experts in ALMA data, etc.), while the astronomy community was defining its requirements and use cases, the IT team contrasted it with international standards and designed the following architecture and development model (Figure 2).

**Abstraction layers: Clients.** This layer represents the final user, and how communication between the user and data can be simplified. In this layer the user conducts queries through the access protocols offered by ChiVO, or through an advanced form, using compatible applications with VO and its web portal. Once the query is performed, the system returns to the user a list describing the objects or observations found (metadata), and provides access to them through a downloading link associated to each result.

**Abstraction Layer: Applications.** In this layer, we find the programs that process the queries between users and data. The server-side analysis tools are essential for ChiVO efficiency, because data are usually large and transfer it is expensive. Bringing...
the analysis and processing tools closer to the place where the data is stored solves this problem as cloud computing does. Moving the algorithms to the data is faster than moving the data to the algorithms.

**Abstraction Layer: Data.** This layer contains resources that describe the data and metadata. This is basically a relational database that stores metadata linked to the data model recommended by IVOA (ObsCore DM).

**4. A Data Center (DC) or Cloud Service for Open e-Science Data**

Observational sciences need to secure their data because experiments are usually expensive and difficult to reproduce. In astronomy is even more important because each observation have a unique timestamp, so each experiment is irreproducible from the time domain point of view. Therefore, experimental sciences need to store their data in the order of PB of data indefinitely (ideally). Unfortunately, the cost of this storage requirement is high. In this line, there are different challenges that should be faced in Technological, Organizational, and Economical terms.

Besides those high-level challenges, Big Data science also imposes new challenges as: (a) data are being produced at an exponentially growing rate, which is currently exceeding the capabilities of local storage and processing capabilities; (b) data production and collection is expensive and it must be accessible and preserved for a very long time during operations (many decades), and even beyond the end of the specific project that provided the funding; and (c) historical data could be more important than the actualized data, so there is no clear archiving mechanism that can ease the previous challenges.

A DC for Science and Industry shall provide the capacity to store 1 EB (1000 PB) worth of data. The ChiVO DC is starting with 1 PB, will be connected to a 10 GB network, and will have a reduced environmental impact, a Power Usage Effectiveness (PUE) less than 1.3.
5. Conclusions

It is a fact that the cost of obtaining astronomical data is too high, so it does not seem reasonable to use just a portion of the data and discard it without sharing it with other scientists. With these datasets we can make further researches and even produce more and higher-level knowledge. A cloud service for storing data should provide search capabilities to the scientists that allow finding and downloading, if necessary, the required files containing the data. The offer of cloud services allows scientists to access data, and to take advantage of computing capabilities required to process big data.
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Abstract. Smart city has been evolved since late 1990s to a rapidly emerged domain, where the academia, the industry and the government have mutual interest in transforming cities to innovation-based sustainable spaces. However, this evolution has come to a critical point of argument, where existing efforts are being developed mainly with public spending, which serve industrial purposes. As such, governments focus on smart city standardization in an attempt to clarify the smart city domain. Such standardization concerns smart city architecture too, which has to serve all potential innovations. This paper aims to define a common smart city architecture, which serves government purposes for innovation and sustainability, while it utilizes experiences from prestigious cases and corresponding theoretical context.
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1. Introduction

Various scholars have attempted to define smart city from different lens [1; 2; 3; 4; 5; 6; 7] and now the smart city domain is close to a common definition, which concern innovation—not necessarily based on the information and communications technologies (ICT)—, which aim to enhance urban performance in terms of people, governance, mobility, economy, environment and living. The smart city domain has emerged tremendously since its initial appearance in the late 1990s and engages almost all the business sectors. The smart city niche market is estimated to reach the amount of $3 trillion by 2025 and exceed the size of all traditional business sectors. This estimation was grounded earlier by Simon Giles [8] from Accenture, who sees the source of this money on embedded operational efficiency, as well as on new entrepreneurship. Moreover, [9] predicts that the amount of €38.9 billion will be spent on smart cities in 2016 alone. However, today, the smart city market race is led by public investments [10; 11], which show that enterprises are still reluctant to invest directly on smart cities and they seek to secure their entrance with standardization and business models.

Standardization is welcome by governments too, which fund smart city initiatives. As such, almost all international organizations are under the process of developing corresponding standards: International Standards Organization (ISO) [12], British Standards Institute [13], International Telecommunications Union (ITU) [14] and the US National Institute of Standards and Technology (NIST) [15] are only some of the organizations that develop smart city standards, which contain specifications for urban performance of for various solutions that can be incorporated in smart cities (i.e., energy,
water, waste, telecommunications, buildings etc.). However, no standardization has been developed so far, which sees smart city as a whole system, although various scholars and developers have suggested alternatives.

Architecture refers to the abstract representation of a system or structure [16]. As such, smart city architecture defines the organization and interrelation of all potential sub-systems and elements, which deliver all expected smart city services to its audience. The aim of this paper is to deal with the above observation and aims to answer the following research question: RQ1 – what is the structure of a smart city architecture that could define a corresponding standard?

The answer to the above question is crucial for both governments and the private sector, which will have a common and agreed “picture” on a smart city and will know how to deliver individual solutions within the urban space. Moreover, governments will hold a precise material to deal with recent arguments, which criticize the use of smart city concept and potential and claim that the smart city is the outcome of vendors’ marketing campaigns [17]; others say that smart cities reflect little more than usual urban innovations [18]; while Brown [19] criticizes the whole concept of smart city by questioning their effectiveness.

The remainder of this paper is structured as follows: background section 2 classifies smart city projects. Section 3 presents existing approaches to smart city architectures, according to literature findings and some good practices and concludes on a common architecture. Finally, section 4 contains conclusions and some future thoughts.

2. Background

Smart city has risen from the urbanism phenomenon, according which the proportion of the international population that will live in cities will exceed 70% in 2050. The previously given smart city definition considers smart city [14, 6, 20] to be an urban space with innovative – not necessarily based on ICT- features, which are grouped in the following dimensions:

- **People**: in terms of discovering and meeting today and future requirements;
- **Living**: enhancing quality of life and social coherency, as well as efficiency regarding energy, food, water etc.
- **Environment**: protection, waste and emissions control and resilience against climate change;
- **Governance**: in terms of ensuring urban utility and service availability;
- **Economy**: in terms of sustainable growth and city competitiveness;
- **Mobility**: addressing transportation and traffic management issues.

Other approaches discuss resilience in terms of resistance against natural disasters, pandemics, terrorist attacks, accidents etc. [21], which are considered by the above environment and governance dimensions; innovation in terms of urban innovation [22], which is mainly disruptive, although the smart city becomes steadily a social innovation [23]. The above characteristics illustrate the complex nexus, where the identified six dimensions co-exist and interrelate. Smart Cities can be classified according to the smart
infrastructure type and corresponding development stage [24] to the following categories:

- **Hard infrastructure based:** this category refers to city innovations, which target the efficiency and technological advancement of the city’s hard infrastructure systems (i.e. transport, water, waste, energy).

- **Soft infrastructure based:** city innovations, which address the efficiency and technological advancement of the city’s soft infrastructure and the people of the city (i.e. social and human capital; knowledge, inclusion, participation, social equity, etc.).

With regard to the city development’s stage they’re classified in the following groups:

- **New cities** (Greenfield or ‘cities from scratch’ or ‘planned cities’): they concern smart city projects where the entire city is being developed from ground zero, even urban planning addresses the above smart city dimensions and innovative solutions are embedded in the city. Various cases of this type are under development around the world, such as Songdo (South Korea), Tianjin (China), Masdar (United Arab Emirates) etc.

- **Existing cities:** they concern smart city projects where the innovative solutions are installed in existing infrastructure. Representatives of this category concern all the cities, which develop various types of innovative solutions (i.e., Barcelona, Amsterdam, Vienna, Copenhagen etc.).

- **Smart plants:** they concern from-scratch projects, which are developed inside existing cities (i.e., new neighborhoods, new blocks or harbors etc.). Indicative cases of this category concern the Kentucky Harbor, Kista (Stockholm) etc.

The above categories analyze the smart city in the following components:

- Soft infrastructure: people, knowledge, communities
- Hard infrastructure: buildings, networks (transportation, telecommunications), utilities (water, energy, waste)
- ICT-based innovative solutions: both hardware and software solutions, which address the above hard and soft infrastructure.
- Other innovative solutions (beyond the ICT): technological innovation that addresses smart city dimensions (i.e., open spaces, recycling system, smart materials, organizational innovations in government etc.)
- Natural environment: it concerns the physical landscape and the corresponding characteristics, where the city is installed (i.e., ground, forests, rivers, lakes, mountains, flora etc.)

3. Existing smart city architecture approaches

An analysis was performed with literature review, with findings from the following sources: international standards organizations for smart city documents; and SCOPUS, with searches only in journals that publish smart city articles [25], with the combination
of terms “smart city” and “architecture”. Article crawl was performed within the period of 1997 (appearance of smart city concepts in literature) to early 2015. More than 200 articles were returned from this crawl, where screening was used to leave out irrelevant publications (like “city architecture”).

The most important articles that discuss smart city architecture where from [11, 26, 27, 28]. Anthopoulos and Fitsilis [11] explored various smart cities around the world and concluded that the architecture that is preferred by well-managed managed cases is the multi-tier (Table 1), which is applied in new, existing and smart planting cases, while it addresses both soft and hard infrastructure, while it considers natural environment and the evolving Internet-of-Things (IoT) in terms of sensor installation.

Module definition for a smart city is an extremely complex process and it has to consider both the type and the architecture. According to the above analysis, soft urban infrastructure (people, data and applications) is flexible and can easily extend and interconnect. Difficulties rise from requirements, which deal with hard infrastructure and environment. Various attempts illustrate modular smart city approaches [26, 27, 28]. A modular architecture approach to smart city has been inspired from Al-Hader et al. [27] and can be utilized to the following:

1. Networking Infrastructure and Communications Protocol: this module addresses the necessary infrastructure to deploy smart services and enhance living inside the city. Cities from scratch are based on innovations (both ICT-based and non ICT-based), which are embedded on city’s hard infrastructure. For instance, in New Songdo (Seoul) a waste disposal, recycling and tele-heating factory is installed and interconnected with buildings inside the city (Clever rubbish). In the same case, fiber-optic networks connect all local buildings with a central operating center, while smart buildings are accessible by their inhabitants via specific applications. In existing cities on the other hand, corresponding SSC cases integrate innovation with existing hard infrastructure with the IoT and basically with sensors that exchange data with specific applications. Moreover, protocol defines the codification for information inter-change in SSC.

2. Applications: this module concerns all the smart applications, which are available inside the smart city. A well method for analyzing this module could be the classification of applications in the four smart city dimensions, including a separate group of mobility (i.e., intelligent transportation applications).

3. Business: it addresses business groups, which are available in the city.

4. Management: this module contains all rules and procedures for managing a smart city: processes, people, resource, land and information are the primary elements and could be controlled centrally or individually with the appropriate set of standards.

5. Services: this module concerns all type of smart city services, offered with the contribution of the ICT from the supplier-side users (smart city stakeholders’ users) and requested by the demand-side users (inhabitants and smart city stakeholders’ users). Smart city stakeholders have been identified by [30] and concern organizations from the urban area (utility providers, NGOs, city service companies etc.); governments (local, state and national); international and multilateral organizations; citizens; the academia; urban planners and standardization bodies. On the other hand, services concern: transportation; e-government; e-business; safety and emergency; smart health; tourism; education; smart building; waste management; smart energy; and smart water.

An indicative n-tier ICT meta-architecture, where physical, utility and ICT environments coexist and interact, while people and businesses are also part of the ecosystem and interact with the smart city via e-services is illustrated on (Figure 1). These 5 layers were chosen as the result from the above analysis, as well as an attempt to
address all United Nations Habitat (UN Habitat) key-performance indicators [14]. Service groups were also selected to meet these indicators accordingly.

Another architectural approach concerns the Service Oriented Architecture (SOA) [20], which is proposed for existing cities, where innovation mainly focuses on soft infrastructure, as well as where IoT is utilized [29]. Finally, event-driven architecture (EDA) is also discussed [11], but it has not been applied yet.

Table 1. Preferred architectures in various examined cases [11]

<table>
<thead>
<tr>
<th>Case</th>
<th>Architecture</th>
<th>Findings</th>
<th>Organization</th>
</tr>
</thead>
<tbody>
<tr>
<td>European Smart Cities</td>
<td>Urban Intelligence Measurement System</td>
<td>Project (various European Cities)</td>
<td></td>
</tr>
<tr>
<td>Two cities in Netherlands</td>
<td>SOA</td>
<td>State-Owned-Enterprise (SOE) run by the municipality</td>
<td></td>
</tr>
<tr>
<td>52 cities</td>
<td>n-tier architecture (4 layers): Network, Content, Intelligence, e-services</td>
<td>Public Organization (i.e., Gdansk (Poland), Masdar (UAE))</td>
<td>Public Private Partnership (PPP) (i.e., Amsterdam (Netherlands)) Private Companies (Malaga (Spain), New Songdo (Korea))</td>
</tr>
<tr>
<td>Helsinki, Kyoto</td>
<td>n-tier architecture (3 layers): information, interface, interaction</td>
<td>State-Owned-Enterprise (SOE) run by the Municipality</td>
<td></td>
</tr>
<tr>
<td>Dubai</td>
<td>n-tier architecture (3 layers): Infrastructure, data, application</td>
<td>Public Organization (Government)</td>
<td></td>
</tr>
<tr>
<td>Trikala, Greece</td>
<td>n-tier architecture (6 layers): data, infrastructure, interconnection, business, service and user</td>
<td>State-Owned-Enterprise (SOE) run by the Municipality</td>
<td></td>
</tr>
<tr>
<td>Barcelona</td>
<td>n-tier architecture (4 layers): code, nodes, infrastructure and environment</td>
<td>SOE run by the Municipality in cooperation with the local university</td>
<td></td>
</tr>
<tr>
<td>Blacksburg Electronic Village</td>
<td>n-tier architecture (3 layers): infrastructure, content, community</td>
<td>PPP between Bell Atlantic Telecoms, Virginia Tech, Municipality</td>
<td></td>
</tr>
<tr>
<td>Amsterdam</td>
<td>n-tier architecture</td>
<td>PPP between Municipality and Liander grid Operator</td>
<td></td>
</tr>
<tr>
<td>Singapore</td>
<td>n-tier architecture (4 layers): ICT infrastructure, Cognitive infrastructure, Services, Customers</td>
<td>Public Organization</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 shows that architecture is independent to the smart city organization (Public organization, State-Owned-Enterprise (SOE), Project coalition or Private Company),
since the multi-tier architecture for instance is observed in various cases that follow alternative organization forms. On the other hand, layer selection in multi-tier architectures is not influenced by the ICT smart city selection (i.e., Trikala is a digital city, Kyoto is an online city etc.).

All the above information collected from literature and case studies, provide with answer the RQ1 and suggest that the architecture of the smart city must be multi-tier in order to be clear and sustainable, in terms of standardization and communication of these standards. This architecture (Figure 1) meets existing standardization efforts [12;13] and more specifically the UN Habitat key-performance indicators [14], which define a model for urban measurement at an international level. According to the examined cases, this n-tier architecture must utilize hard and soft infrastructure and must contain the minimum following layers (Figure 1) from top to bottom:

Layer 1) Natural Environment: it concerns all the environmental features where the city is located (landscape, rivers, lakes, sea, forests etc.).

Layer 2) Hard Infrastructure (Non ICT-based): it contains all the urban features, which have been installed by human activities and are necessary for city operation (buildings, roads, bridges, energy-water-waste utilities etc.)

Layer 3) Hard Infrastructure (ICT-based): it concerns all smart hardware, with which SSC services are offered (i.e., datacenters, supercomputers and servers, networks, IoT, sensors etc.)

Layer 4) Services: all types of smart city services, grouped in the smart city six dimensions and organized according to international urban key-performance indicators.
Layer 5) Soft Infrastructure: individuals and groups of people living in the city, as well as applications, databases, software and data, with which the SSC services are realized.

4. Conclusions and future thoughts

This paper addressed an important problem regarding the lack of standardization, which would consider smart city as a system and grounded a research question (RQ1), regarding the type and the structure of a smart city architecture that could define a corresponding standard.

In order to provide with answer RQ1, this paper used literature findings and combined them with data from well-known smart cities. Findings suggest that a common architecture must be multi-tier, consisting of five layers (natural environment, hard non-ICT infrastructure, hard ICT-infrastructure, services and soft-infrastructure). These layers address all potential smart city solutions, while it leaves space to incorporate services that are delivered across the urban space and grouped according to UN Habitat key-performance indicators. This architecture can be the baseline for smart city standardization, since it adopts internationally defined smart city requirements, it can fit to all city types (existing cities, new cities and city blocks) and it is easy to follow architecture principles like scalability, interoperability, security and vendor independence etc. [31]. However, limitations come from the missing of this architecture testing and corresponding validation. Future thoughts concern the testing of this architecture in alternative cases across the globe or the validation with responses from smart city experts.
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1. Introduction

Any models for cloud computing implementation are bound to feature advantages and disadvantages. The model choice depends on the intended usage of the model itself and on the related requirements. Despite the huge saving of resources and the high potential, the widespread use of a "public cloud" is affected by a number of constraints, such as data control requirements or legal compliance issues. Especially in the e-Government field, criteria such as safety or data protection do play a crucial role.

Several studies have been carried out to investigate the use of cloud computing for public services [10]. Most studies recommend the private use of a cloud for public authorities and public clouds usage for the community. For example, because of the heterogeneity of national laws and regulations, also ENISA recommends these two models for e-Government applications. Basically, they state that "in terms of architecture, private applications and community clouds appear to be the most suitable solutions that are currently available to fulfill the needs of Public Administration bodies (PA), as they offer the highest level of data management, control and visibility " [4].

This paper aims to provide an analysis of the state of the art in relation to regulatory, technological, and interoperability aspects, with regard to existing projects and experiences of cloud computing.

Section 2 provides an analysis of the regulatory aspects. It may be useful to note that the cloud is a relatively new phenomenon, as well as a complex and structured one. Therefore, a careful study of the existing legislation and of similar legal implications may provide useful insights both in relation to the ability to introduce innovations fully supported by current regulations, and to guiding lawmakers in regulating new ones. Another important aspect that should be considered is the study of different types of contracts that may be suitable to define the underlying relationships between stakeholders and, consequently, to indicate the most appropriate framework to fulfil the
interests of the parties involved. A general overview will be provided concerning cloud application scenarios and/or some single aspects of the matter in question, such as open data, transparency, interoperability, federate identity, etc..

As regards the design experiences gathered from national and international projects and described in Section 3, we do not intend to provide a comprehensive guide of the state of the art, but rather to identify different approaches, success stories and solutions that are being developed or are already in place across Europe, and beyond, by providing information about the technical, economic, legal and political perspectives.

2. Analysis of regulatory aspects

Nowadays, many people argue that the introduction of increasingly innovative technology is changing economies and the ideological foundations of society. According to Peter Senge, theorist of the Learning Organization (P. Senge, "The Fifth Discipline: The Art and Practice of the Learning Organization." New York, 1990), the focal point in the evolution of the bases of modern economy is to be found in the replacement of fixed assets (as driving force for development) with information and knowledge. Moreover, that was accompanied by momentous changes that have characterized the western world in the last fifty years, such as the end of the welfare state, the fall of the Fordist model and globalization.

The result is the need for a "governance of change" in order to manage and fully implement the information and knowledge society. Governing the change also means setting forth guidelines aimed at ensuring stability and balance within society, as well as highlighting and exploiting the new opportunities offered by the development of the new society. The digital revolution we have been witnessing is going to transform the existing society into a "post-industrial" one, where technology development, information dissemination and knowledge sharing are going to play a decisive role.

The IT market occupies a significant position within the European economic scenario. According to Eurostat data, the IT sector is amongst the top fifteen industries, in terms of both workforce and added value. When properly used within the public administration domain, Information Technology may provide an important element of selective regularization for the economic system.

Within such a scenario, besides promoting the public sector’s efficiency and effectiveness, an e-Gov cloud project could be introduced as a proactive lever from the business world through the identification of initiatives to be implemented and to be developed with reliable timing and methods, in order to take advantage of the opportunities offered by the digitization process. Such initiatives may include: (i) opening of new market opportunities for ICT companies, products and services, which may also promote employment, in line with international trends; (ii) development of new ICT services to be acquired from the market to ensure the internal efficiency of companies and a better service for users.

As a growing phenomenon within the national and European scenario, Cloud Computing, seen as a set of technologies facilitating the use of IT resources (infrastructures, platforms, processing power, applications), such as services provided

\[1\text{http://ec.europa.eu/eurostat/data/browse-statistics-by-theme}\]
through Internet, is the great promise in the ICT world. This seems to have the potential to modernize the IT systems of Italian companies and PA bodies, besides making them less expensive and more efficient too, and to encourage small and medium enterprises to use IT more intensively, stimulating, therefore, an expansion of the ICT market.

Hence, Cloud Computing is going to be one of the most interesting scenarios within the public sector in the coming years. To rationalize and contain expenditure, PA bodies could start to develop a Cloud process, by responding to stimuli coming from the European Union within the G-Cloud. In March 2010, the European Commission tried to understand the state of "GovernmentCloud Computing" in Europe (amongst the members of the European CIO Network – through an informal roundtable for national representatives in the Management Committee of the European ISA programme - Interoperability Solutions for European Public Administrations²). The results obtained were as follows:

- Four EU member states already have a GovernmentCloud Computing strategy in place;
- Half of the member states stated that they had already used the Cloud for some centrally provided public services;
- Over half of the member states foresee to have some pilot projects ready by 2010-2011, national strategies in place by 2011 and public services in operation by 2012.

In actual fact, the route towards the Cloud is not free from obstacles. There are still many issues that may slow down the implementation of such systems. The main ones are related to protection and safety of the data stored in the Cloud, to a guarantee of service continuity, to regulations (that may not be the same as those in the country hosting the service), and to the actual interoperability/integration with internal systems. Other uncertainties are related to the types of contracts and to the service levels to be agreed upon, to the few best practice policies to be used as a comparison, to the fear of limitations imposed by third parties for critical activities, resulting in an excess of bargaining power that providers may enjoy. Through an analysis of the Italian context, the main problem to overcome seems to be the presence of a culture based on the physical possession of data, which hinders cooperation between the various PA bodies, in addition to some particular regulatory constraints. [2,9].

In addition to the above-mentioned concerns, there remains an opportunity for all businesses and PA bodies, whether large or small, to become more efficient and closer to their citizens. The Cloud concept is going to be increasingly pervasive and the "Cloud Economy" (i.e. productive systems based on Cloud usage) is a topic that’s already being discussed. According to the CloudDividend report, in Italy, the benefits obtained through the Cloud Economy by 2015 were estimated as amounting to Euro 35 billion, in terms of increased productivity. [1,5]

² http://www.eurocio.org/
3. The current regulatory framework by areas of interest

3.1. Data and availability

This is the main problem that is encountered when any cloud computing activities/services are to be carried out or provided. Further issues are also linked to that, such as those concerning data access, sharing, free data usage by end users, besides the implications related to recent phenomena such as open data, open access, open government and all the “open” movements that, by now, seem to belong to the entire PA apparatus. This means that, nowadays, it’s just impossible to disregard the need for instant access to data (either from a timing point of view or in relation to any intermediary intervention between users and data) and the ease of data “withdrawal”, whenever requested by the user. [3,8]

With regard to the context illustrated above, the relevant basic regulations are listed here following:

a) Regulations concerning the plain and simple “Data Protection”.

i. In Italy, general data protection has to be specified pursuant to the main relevant regulation, i.e. the Legislative Decree No. 196 of 2003 (the so-called “Privacy Code”).

ii. In Europe, to date, it is still necessary to specify the compliance with the EC Directive 2006/24/EC on data storage and communication services (the so-called “Data Retention”).

b) Data handling and safety.

i. In Italy, the basic relevant regulation is still the “Privacy Code” mentioned above, with some further requirements specified in the section concerning safety (see relevant section).

ii. In Europe, reference is made to the EC Directive 2006/24/EC on the Data Retention phenomenon.

c) Data accessibility, as regards the ease and speed of use.

i. In Italy, the accessibility of data and platforms, or of IT systems involved in the handling of data, is governed by the so-called “Stanca Law” (Law No. 4/2004) and by the Digital Administration Code (the Italian CAD) (Legislative Decree No. 82/2005), especially as regards PA websites.

ii. In Europe, the number of EU’s accessibility policies continues to grow3, together with many further references, such as the e-inclusion campaign, the EU’s e-inclusion website, with some sections devoted to mature users, e-accessibility, broadband divide, e-Government for everybody’s benefit, IT literacy and culture; in addition to the progress made in the field of e-accessibility in Europe.

3 http://europa.eu/geninfo/accessibility_policy_it.htm
d) An additional problem concerning cloud computing may be the one originating from an excessive fragmentation of data, or rather from their extreme “delocalization”. In fact, it may happen that data which have been “sprayed” somewhere else on the web have to be brought back to the local server. In such circumstances the regulatory function should also tackle the delicate aspect of interrupting business dealings with a given provider (in this particular case, with the provider-administrator of the “cloud” web server).

The most relevant regulatory tool for such cases, at both national and European level, remains a written contract, which should be particularly articulated and detailed and suitable to govern the relationships to be established between the parties involved in relation to the cloud computing service.

e) Another aspect (still related to data and their “usability”) is the open data one. In this case too, there are regulatory indications by Italian and European lawmakers (and Italian lawmakers should adjust to the European provisions).

i. In Italy, the emerging phenomena concerning open data, openGovernment etc. are regulated by the following laws: first of all, by Art. 97 of the Italian Constitution, which states the principle of good administration; then by Law No. 241/1990, which governs, amongst other things, the so-called access right; by the Legislative Decree No. 82/2005 (CAD); and by some other special regulations.

ii. As regards Europe, the EC Directive 2003/98/CE on the re-use of information within PA bodies can be referred to.

3.2. Data privacy

Moreover, it should be pointed out that, in Italy, the Privacy Guarantor has tackled the cloud computing phenomenon through some special provisions. A particularly interesting one was titled “Cloud computing: indications for an informed use of services” (“Cloudcomputing: indicazioni per l’utilizzo consapevole dei servizi”) and was published on the following website: www.garanteprivacy.it/garante/document?ID=1819933 (please refer to such a provision).

At European level, several regulations have also been issued (data privacy directives). Amongst them the “old”, forerunner Directive on data privacy stands out (95/46/CE) and, in spite of everything, it still offers a kind of legal protection that not all the countries outside the EU are able to ensure.

3.3. Copyright protection

Another "industry" that cloud services can reach is that concerning the distribution of data for which intellectual property rights can be claimed. In this case, a reasonable risk exists about difficulties in controlling user access to such data, as currently defined by law.
For example, that has already occurred with the Google book service which is quite "cloudy", (see http://books.google.it/). The service is very interesting and complex because of the implications it entails. The most immediate problem is the one associated with possible copyright infringement. Google’s aim was to provide a tool for the promotion of books and not to break intellectual property laws, but the whole matter needs to be ascertained. In this context, the reference standards are as follows:

i. In Italy, the **copyright law (Law No. 633 of 1941, better known in Italian by the acronym “l.d.a.”, which aims at governing copyright infringements)** and an Industrial Property Code (Legislative Decree No. 30 of 10th February, 2005) that was developed to provide a general protection for intellectual/industrial property. The protection of the intellectual property and of the copyright holder is also widely “spread” over the Civil Code (Art. 27).

ii. **European legislation on copyright** is part of the regulations set forth by the World Intellectual Property Organization (WIPO), which was created to achieve a double aim: protecting the financial interests of authors of art works, such as books, films, music, as well as those of databases, without hampering creativity and innovation.

### 3.4. Education and information rights

Another area where cloud computing services could be used is the education and training one. In Italy, cloud services have recently started being provided to students at Rome’s La Sapienza University and University of Camerino. In fact, cloud technology may be used by university all over the world, as it’s already happening in the United States where 66 out of 100 most prestigious universities, including Berkeley and Harvard, have implemented Google Apps for Education. Future applications may involve sharing e-learning platforms and **cloud computing** devoted to education. Reference regulations are listed here following:

- In Italy, the Constitution works as “guarantor” of personal rights:
  - Right to inform and be informed (Art. 21);
  - Right to education – research and teaching (Art. 33);
  - Right to full personal development (Art. 2 – so-called “open provision” that should also include the recent right to Internet).

- In Europe, relevant regulations are mainly based on the Universal Declaration of Human Rights (UDHR) issued by the United Nations in 1948.

### 3.5. Safety

With regards to IT safety, our country has implemented the provisions against IT Crimes a long time ago, in compliance with European Directives already in place.
Therefore, the relevant regulations set forth by lawmakers to govern IT system violation issues may be summed up as follows:

i. In Italy, Law No. 48 of 2008, Legislative Decree No. 109 of 30th May, 2008 – implementation of the Directive on data retention;

ii. In Europe, the Budapest Convention of 23rd November, 2001, in addition to the above-mentioned Directive No. 24 of 2006 on data retention (…).

4. Existing solutions for PA bodies and best practices

4.1. The Italian experience with SmartGov, territory and taxation

As regards SmartGov, territory and taxation tools available online, a short description of some projects and related experiences is provided here following.

**Mcloud Project**\(^4\): Marche’s Regional Government has been working for some time on an advanced cloud computing infrastructure named “Software As A Service”, in cooperation with the National Nuclear Physics Institute (CNAF at Bologna and Perugia), the University of Camerino and the Polytechnic University of Marche (Information Engineering Department). Within such a context, the Mcloud pilot project was deployed in order to evaluate the most effective method to implement the cloud system and, at the same time, to provide a safe service for electronic medical reporting to patients and regional health system users.

**CloudToscana Project**\(^5,6,7\): Through the development of the new TIX (Tuscany Internet Exchange), Tuscany’s Regional Government has achieved a most important goal, i.e. creating a new service oriented centre. The project’s guiding principle was a vision based on the XaaS paradigm that would allow for the development of a solid bridge between the management of supply and demand for ICT by the Regional Government to satisfy its stakeholders.

**CleanMoon Project**\(^8\): The Clean MooN Project (Clean Mooring Network) OLBIA has been primarily applied within the *smart culture* and tourism sectors. In fact, it tackles the issue of handling the international nautical tourism in favour of cities which have tourist harbours. The project is aimed at offering special tourist routes that enhance the value of the surrounding territory by highlighting its peculiarities, typical products, culture and art. Local economy and companies are going to benefit from the project and, thanks to a smart governance of the tourist flow, the quality of hospitality and of the environment can be improved too, so that the tourist season may last longer and be more profitable.

---


\(^5\) [http://open.toscana.it/web/cloud](http://open.toscana.it/web/cloud)

\(^6\) [https://www.tix.it/web/guest/Cosa-offre-il-TIX](https://www.tix.it/web/guest/Cosa-offre-il-TIX)

\(^7\) [http://open.toscana.it/web/cloud](http://open.toscana.it/web/cloud)

\(^8\) [http://nuke.valorizza.info/Portals/0/Monografie/Clean%20Moon.pdf](http://nuke.valorizza.info/Portals/0/Monografie/Clean%20Moon.pdf)
Cloud4eGov Project: The project’s mission is developing a cloud computing platform to enable the association and interoperability of open or proprietary cloud solutions, in order to support new means of interaction between citizens and PA bodies. Another goal of the project is to offer PA bodies an environment that should allow for the development of eGovernment applications for citizens and companies, and for the subsequent opening of the service to the outside world without having to set up dedicated IT and TLC infrastructures.

Prode Project: The name is a synonym for “Dematerialization Project”. This is an interregional project aimed at defining a dematerialization system model. The PA bodies involved have developed a first vision of the issue and, at a later stage, have also designed an actual project to define and share the specific techniques, as well as the subsequent planning of activities to be carried out throughout the territory in every Autonomously Governed Region and Province district, so that individual systems could adjust to the shared specifications.

4.2. National experience in the field of infomobility and video surveillance

Vi.So.Re. Project - Treviso: The project includes the development of two integrated sub-systems – one for video surveillance, for both municipal authorities and the State Police, and one that allows reading car registration plates which is used by the State Police. Such systems enable users to collect, exchange and analyze information through a connecting, integrated network. It is just the connection between the two sub-systems that makes the project unique, to the point that it has become an experimental model nationwide.

Cagliari 2020 Project: It is an initiative aimed at optimizing city transport, by reducing traveling time and, above all, by improving air quality. Such a project (that relates to smart cities and communities efforts) also involves Vitrociset (a company that is partly owned by Finmeccanica, and is specialized in innovation), Space Spa (Pmi), University of Cagliari (Electronic Engineering Department), CTM (the local public transport company), under the sponsorship of Cagliari’s municipality, INFN (National Nuclear Physics Institute).

INFOCITY Project: The project’s objective is to develop an open, multimode, infomobility system that should be independent, integrated and interoperated, to provide statistical and dynamic information before and during the trip (pre-trip and on-trip), in relation to the overall transport offer and traffic conditions. The information

10 http://www.progettoprode.it/
12 http://www.unica.it/pub/12/show.jsp?id=18989&iso=913&is=12
13 http://www.progettoinfocity.it/
should be provided in real time, and should be georeferenced and customized according to the actual needs of end users.

4.3. National experiences in the field of “Health”

Here following a brief description is provided of those projects, and related experiences, concerning the health sector and which are available online.

**Mcloud Referti Service**[^14]: It is a reference pilot service within the Mcloud Project implemented by Marche’s Regional Government. The service allows users to view the results of clinical tests carried out at laboratories belonging to the Regional Health Authority network and to the Ancona’s Hospital Corporation.

**G-Cloud Lazio Project**[^15]: The experimental phase of G-Cloud for PA bodies has been a technological opportunity that, by superseding expensive data-centres and by making the basic application platforms converge, facilitates the consolidation and concentration of IT resources. This translates into significant financial benefits for both local authorities and small-medium sized companies. It is available to Lazio’s Regional Government bodies, companies and other bodies partly owned/controlled by Lazio’s Regional Government, and Lazio’s 12 Local Health Authorities.

**Cloud4CARE Project**[^16] (Cloud4CancerREsearch): It was the first “scientific-banking cloud project” implemented in Italy, in order to support cancer research through safe network connections and IT systems running within safe environments. It is a flexible and scalable solution that, since its first phase, has been enabling users to significantly reduce (by about 90%) the time devoted to the analysis of data concerning a research on ovarian tumors, thanks to faster calculation speed (around 4,000 CPU and one terabyte of RAM).

5. Conclusions

This paper analyzes the state of the art of the components of open-source cloud applications and of Smart City governance through an analysis of solutions and synergies amongst existing projects. Our investigation focused on specific interest areas, and on the analysis of issues, benefits and difficulties found in each area.

The analysis of regulatory aspects was articulated by considering two levels of legislative reference, i.e. the European and the national ones. With regard to the latter, special attention was devoted to the implementation of the European Digital Agenda and the related technical and technological solutions developed in pilot projects within individual local PA authorities.


[^16]: [http://www.01net.it/cloud4care-al-mario-negri-nuvola-privata-per-ricerca-pubblica/0,1254,1_ART_153999,00.html](http://www.01net.it/cloud4care-al-mario-negri-nuvola-privata-per-ricerca-pubblica/0,1254,1_ART_153999,00.html)
Regulatory issues concerning the relatively new phenomenon of cloud computing (especially if involving PA) are going to evolve and change over time. Therefore, only a thorough and timely analysis of current regulations may guide lawmakers in their efforts to define new laws, and IT providers in the development of new services.

Over the last decade, several projects concerning distributed computing infrastructures (DCI) and cloud computing have been financed by national or European funds (with the involvement of various countries). In this paper, such projects were analyzed with the specific objective of collecting experiences and solutions that may be useful to make future projects successful.

To conclude, by analyzing different aspects of technology and regulatory issues concerning existing cloud computing solutions for PA bodies, this paper aimed at providing a solid starting base for the evolution of later projects and for the advancement of the respective Relational Objectives, by doing what follows:
- favouring the re-usage of standards and technological components;
- verifying whether current regulations may be suitable and up to date;
- highlighting experiences and solutions from other projects.
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Abstract. This paper presents how Fuzzy Cognitive Map (FCM) technique can be applied by a policy maker to support the policy impact evaluation using the example of Policy Compass, an EU research project. The practical usage example on interest rate policy shows the potential of FCMs as a policy impact modelling tool. Through the provision of a more intuitive and easier means of using open data based on FCM techniques, the Policy Compass project can play a critical role for both policy maker and lay public to evaluate the policy impact and prepare for future policy making.
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1. Introduction

The demand for open data analytics to support policy making is increasing along with the growing importance of utilizing big and open data. Developments in open data solution and platform are used to open up governments, engage stakeholders, creates value from the huge amounts of data, and inform decision and policy making. Policy impact and evaluation is one of the representative areas that can benefit from data analytics. Open data such as historical records, social indicators, and even survey results from citizens can be an important standard to measure the success of past policies and be the basis to develop future policies. Since the United Kingdom (UK) government introduced the concept of evidence-based policy making in the 1990s [1], the importance of the use of public open data as evidence to support the decision on and evaluation of policies has been emphasized as significant more than ever.

In this regard, policy making has become a more complex process that needs to consider environmental and political variable factors. Policy makers are now are under the situation where they should check not only the political dynamics, but also the evidence of the past policy based on enormous data for their future policy making. This makes analysing the policy impact more difficult and complex. However, analytics tool or platform for facilitating this complex policy making situation can be hardly found in the research area as well as existing project.

Given the lack of availability of such tools, Policy Compass aims to be an innovative analytics platform for policy impact evaluation and potential policy making.

---

1 Corresponding Author.
Based on Fuzzy Cognitive Maps (FCMs), Policy Compass seeks to enable the policy maker and the lay public to evaluate the impact of a causal policy model according to various open data in an intuitive manner. As FCMs are particularly suited to modelling complex and dynamic social problems [4], it has the potential to transform an interactive policy ecosystem with vague conceptual terms into a specific concrete form (i.e., the FCM) that can be readily understood by both policy maker and the general user.

This paper uses the example of the Policy Compass to explore how FCMs can be applied to support the policy maker in evaluating the impact of a policy and provide guidance for future policy development. The paper is organized as follows. The fundamental concept of FCM techniques and their formal definitions are briefly introduced in Section 2. The possibility of FCM as a policy impact modelling tool is outlined in Section 3. In Section 4 we show how the policy maker can use FCM as a policy impact evaluation tool and finally, we conclude in Section 5 with future research.

2. Preliminaries – Short Introduction of FCM

FCMs are fuzzy signed graphs with feedback [8]. They consist of nodes representing concept $C_i$ and the relationships $w_{ij}$ between concepts $C_i$ and $C_j$. An FCM models a dynamic complex system as a collection of concepts and cause–effect relationships between concepts [6]. A simple illustration of an FCM consisting of five node concepts is depicted in Figure 1 below.

![Figure 1. A Simple Fuzzy Cognitive Map](image)

A weight $w_{ij}$ describes the strength of causality between two concepts. Weight should take a value in the interval [-1, 1]. The sign of the weight indicates positive causality if $w_{ij} > 0$, which means that an increase in the value of concept $C_i$ will cause an increase in the value of concept $C_j$. Similarly, a negative value of $w_{ij}$ indicates negative causality. When no relationship exists between concepts, then $w_{ij} = 0$. The value of concept is usually fuzzyfied by mapping linguistic measure (i.e., very low, low, middle, high, and very high for 5 scale measure) to fuzzyfied value in the interval [0, 1]. According to the scale of the fuzzyfication scheme, every value of a fuzzyfied concept is a given fuzzy value. A fuzzyfication of linguistic measure enables the transformation
from qualitative measure to quantitative value so that we can use cognitive map as a multivariate time series prediction model.

The value of each concept at time \( t \) is calculated by applying the calculation rule of the equation below, which computes the influence of other concepts on the target concept:

\[
x_i(t) = f \left( \sum_{j=1, j \neq i}^{n} w_{ji} x_j(t-1) \right)
\]

where \( x_i(t) \) is the value of concept \( C_i \) at time \( t \), \( x_j(t) \) is the value of concept \( C_j \) at time \( t-1 \), \( w_{ji} \) is the weight of the relationship between concept \( C_j \) and \( C_i \), and \( f \) is the activation function.

At each time step, the values of all concepts in FCM change and recalculate according to this equation. The value of concepts in FCM at time \( t \) can also be expressed as a matrix form. Assuming that vector \( X(t) \) is the \( n \) by 1 vector that gathers the value of \( n \) concepts, then the matrix \( W \) is an \( n \) by \( n \) matrix representing the weights between \( n \) concepts:

\[
X(t) = f \left( W^T X(t - 1) \right)
\]

The concept of activation function is borrowed from artificial neural networks. It is a function that calculates the output of a concept based on its inputs, usually on the total sum. The output of activation function has its upper/under bound as \(+1 / −1\). The most common type of activation function in FCM is the sigmoid function, which is a reciprocal of negative natural logarithms with few parameters. In addition to this function, many different type activation functions are applied in various contexts.

Based on the definition of equation and activation function, the state vector can be calculated, which contains the values of all concepts at time \( t \). In the simulation of FCM, the calculation of the state vector is iterated until the steady state is reached, indicating that no changes occurred in the state vector after one iteration. Not every simulation result can reach an idle state. Fluctuation of every concept value can be found according to the FCM model.

3. Advantage of FCM as a policy impact modelling tool

FCM is widely used to analyse the impact of policy or strategy changes, including social science, political systems, and engineering systems. Different types of impact analysis models and tools have been proposed in the existing literature\(^2\), each with their own pros and cons in terms of functionalities and analyst needs. In the case of FCMs, it is useful for modelling systems that cannot be explained entirely mathematically or that need to represent both qualitative and quantitative information or model both tangible and intangible issues \([7]\). Thus, FCMs are able to represent domain or process or problems that can be considered to be complex, vague and even incalculable \([3]\). The advantages of FCM can be summarized as the following:

- Easy to use and parameterise
- Be able to model casual relations that are not known
- Easily understandable/transparent to non-experts and lay people

\(^2\) Literature review on policy impact modelling and analysis can be found in \([5]\).
FCM can be used as a rich body of knowledge by combining views of experts or stakeholder from different information sources banding them in structural/understandable form.

FCM is a dynamic system capable of capturing the dynamic aspect of system behaviour.

The next section discusses how these advantages can be applied for evaluating the impact of policy with an example of interest rate policy.

4. Strategic Usage of FCM as a Policy Impact Evaluation tool – Use Case for Interest Rate Policy

4.1. Description of the use case problem

Assume that a policy maker in the government wants to know the future impact of change in interest rate to stimulate productive investment. However, in this context, the side effect of increasing the interest rate remains to be the problem. The present level of interest rate is “low”, which can be fuzzifyied into a value of 0.4 in 5 scales fuzzification scheme (very low: 0.2, low: 0.4, middle: 0.6, high: 0.8, very high: 1.0) A policy maker estimates what will happen in the future by following different situations:

1. Situation 1: If the interest rate is kept in the same level in the future
2. Situation 2: If the interest rate decreases to date
3. Situation 3: Or if the interest rate increases

Considering these situations, the questions is how can FCM modelling and simulations help the policy maker to make better decision for interest rate?

First, he/she lists the factors related to the change in interest rate. Based on the listed factors, he/she can make the causal relationship diagram between the factors. Assuming that occupation and inflation are considered for the estimation of the relationship between interest rate and product investments, the policy maker can model the FCM with appropriate causality between them. Figure 2 illustrates the FCM model among the four related concepts and their causal relationships.

![Figure 2. FCM for interest rate policy](image)

The initial state of four concepts can be fuzzyfied with the 5-scale fuzzification scheme: Interest rate: 0.4 (low), Productive Investments: 0.2 (very low), Occupation: 0.8 (high), Inflation: 0.2 (very low). Finally, the possible future with this scenario can be analysed. Usually, the initial value of concepts and weights among concepts can be determined based on the discussion of panels and domain experts. In the context of
policy making and evaluation, policy makers and related experts can evaluate the current level of given values based on linguistic measure and fuzzification scheme. Policy Compass platform provides option for defining initial values and weights. Also, the weights that can explain the given FCM model with historical value can be automatically calculated using data mining techniques.

4.2. Simulation results

Situation 1. If the interest rate is kept in the same level in the future

In this scenario, we can simulate the model with a given initial value. The sigmoid activator is used for all concepts. The simulation result can be obtained using the equation for calculating the next state vector (see the figure below).

The model converges to an idle state after a number of iterations; each value of the concept is shown in the final state. In the final state, productive investment increases to 0.384, whereas occupation decreases to 0.557. Inflation also increases to 0.609. Even the future interest rate is estimated to increase to 0.59. However, this simulation has a critical mistake. Interest rate should be seen as a policy variable, which can be determined by policy rather than independent variable affected by other variables. Assuming that the interest rate is “kept”, this model should be in a totally different manner. In this case, we can enjoy the “fixed output” option for the concept value of “interest rate.” If we consider the interest rate as a fixed output variable, it always returns fixed output regardless of the input value in a more realistic manner.

---

3 We use the sigmoid function as an activator function.
The comparison table below shows that, if we do not consider the fixed output for interest rate, the simulation result underestimates the productive investment in the final state. This simulation result shows that, if the interest rate is to be maintained at its present level, productive investment will improve even if the inflation level increases.

Table 1. Comparison of the final state between with and without fixed output (interest rate: AS-IS)

<table>
<thead>
<tr>
<th></th>
<th>Interest Rate</th>
<th>Productive Investments</th>
<th>Occupation</th>
<th>Inflation</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o fixed output</td>
<td>0.5904428</td>
<td>0.3840592</td>
<td>0.5573553</td>
<td>0.6096602</td>
</tr>
<tr>
<td>with fixed output</td>
<td>0.4</td>
<td>0.4206757</td>
<td>0.5627685</td>
<td>0.6106903</td>
</tr>
</tbody>
</table>

Using the fixed output option for interest rate, we can simulate other scenarios in a more realistic manner.

**Situation 2. If the interest rate decreases to date**

The possible scenario for the stimulation of productive investments is to decrease the interest rate. This simulation allows the policy maker to estimate the potential impact to other important economic factors such as inflation. For this simulation, the interest rate is set at a very low level (0.2).

Figure 5 shows that inflation is getting worse (maximum 0.6547) in the first few iterations, and then stabilizes around 0.61 under very low interest rate condition. In terms of productive investments, the final value reaches 0.46, which improved compared with its current situation. To confirm the effect of lower interest rate on improvement in productive investment, we can assume the opposite, i.e., higher interest rate situation.

**Situation 3. If the interest rate increases**

In the third situation we assume that if the interest rate increases and is maintained at a higher level, how will this affect the simulation results? By comparing this result with the prior simulation (lower interest rate scenario), decision makers can understand the impact of altering the interest rates.
Under higher interest rate assumption, the productive investments in the stable state are the lowest among the all scenarios assumed. Based on these three different simulation results, fruitful information about decision making can be derived.

4.3. Revisit the result – Why FCM modelling and simulation for impact analysis?

Policy impact evaluation assesses the changes that can be attributed to a particular intervention and change in policy. In contrast to outcome monitoring, which examines whether targets have been achieved, impact evaluation is structured to answer the question: how will outcomes change if the intervention will not be undertaken? This process involves counterfactual analysis; that is, “a comparison between what actually happened/will happen and what would have happened/will happen in the absence of intervention [2]. Counterfactual analysis enables evaluators to attribute the cause and effect between interventions and outcomes. The ‘counterfactual’ measures what would have happened to the beneficiaries in the absence of the intervention, and impact is estimated by comparing counterfactual outcomes to those observed under the intervention. From a perspective of impact evaluation, FCM modelling and simulation in Policy Compass platform can play an important role for policy impact evaluation. The simulation results of this scenario need to be revisited in this perspective (see table 2).

<table>
<thead>
<tr>
<th>Interest Rate</th>
<th>Productive Investments</th>
<th>Occupation</th>
<th>Inflation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low interest rate (as-is)</td>
<td>0.4</td>
<td>0.4206757</td>
<td>0.5627685</td>
</tr>
<tr>
<td>Very low interest rate</td>
<td>0.2</td>
<td>0.4600851</td>
<td>0.5685778</td>
</tr>
<tr>
<td>Very high interest rate</td>
<td>0.8</td>
<td>0.3452465</td>
<td>0.5516026</td>
</tr>
</tbody>
</table>

The policy maker may want to know that increasing interest rate will be effective to stimulate the productive investment. Although lower interest rate can induce productive investment, it may also cause unexpected and possibly related outcomes such as severe inflation (this scenario describes the situation with lower level of inflation). The policy maker has three options: keep the current interest rate, decrease the interest rate, or increase the interest rate. By analysing the simulation result above, we can develop an impact table for each of the decisions. Based on the results above,
we can confirm that decreasing the interest rate is the most effective decision among the possible decisions. If the level of interest rate is maintained, future investments will approach to around 0.42. However, if the interest rate is decreased, we can expect the highest future productive investments among all decisions, even with marginal increase of inflation. The worst decision is increasing the interest rate because it leads to the lower level of inflation with poor expected investments in comparison to the decision to keep the interest rate as it is. With the confirmation on the marginal impact of interest rate on inflation, we can choose the most effective decision for interest rate, which can result in maximum investment.

In this decision making, the situation 1 and 3 will not be chosen for optimal decision, but they can play a role as counterfactuals that can confirm the impact of the chosen decision. By comparing the possible decisions and their outcomes, we can make a more realistic decision for the given policy development situation.

5. Conclusion

Considering the increased demands on open data analytics for policy making process, Policy Compass can play a critical role in evaluating past policy impacts and preparing the blueprint for future policy development. As described in the prior sections, FCMs enable the user to model the complex causal relationship between the concepts relevant to the policy very intuitively. Not only the policy maker can evaluate the impact of policy, but also consider the use of open public data to expect the future impact of policy more easily. This innovative approach can also be a key contribution to FCM research field where most studies depend on human interventions for FCM modelling.

The value of FCMs as a policy modelling tool lies in evaluating the past policy impact. FCMs can provide a more intuitive and easier way to make use of the Europe’s increasing amount of public sector open and structured data resources. By doing so, the Policy Compass will offer easy-to-use tools for both the lay public, as well as professional policy makers to improve the quality and transparency of the policy analysis and monitoring phases of the policy life-cycle.
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1. Introduction

The recent trend of the last decades, in both personal and in organizational level, is the usage of new technologies. Private as well as public sector make reforming efforts towards modernization. In any case, internet and new technologies impose the transformation of public administrations. Public administrations try to take advantage of the electronic service delivery, as new technological solutions are promising. They invest in the provision of new opportunities offered by online and mobile applications [1].

Furthermore, optimization of administrative procedures was always one of the main targets of public administrations. Within the years, organizations applied several methods in order to achieve this goal. To mention that, when managing, administrations need to check if the adequate measures are applied [2]. Another important characteristic of public administration, usually blamed for, is the complicated, time-consuming nature of administrative procedures, in other words, the administrative burden and the delays in the provision of their services [3].

Trying to reach an interactive communication with their citizens-users, the public administrations rely on the optimal incorporation of e-Government tools and methods into their interior. E-Government implementation involves many elements of public administrations making the procedures even more complicated [4,5]. The complexity becomes worse by changes introduced during the implementation of e-services, due to...
that usage of new electronic means [6]. Moreover, according to [7], internet can have a significant impact on governments, who will face really complex challenges while passing to a further interaction with their users.

The electronic delivery of services in the public sector could change them to more efficient and transparent ones [6]. Specifically, e-Government is considered to provide better quality of services [1] as they are responsive, efficient, and reliable with their users’ needs, in terms of operation and responsiveness to the citizens [8]. In accordance with the second stage of the model of [9] concerning e-Government projects, administrations provide full access to electronic transactions and online databases for services, such as paying taxes, fees, etc.

As part of the improvement of the delivery of public services, the notion of “one-stop service”, using information technologies, is an integrated service which can be offered by one provider, assuring interdepartmental coordination [10]. Also named as “one-stop portal”, it is considered to be a cost-effective solution to the delivery of services [11], as users can carry out any level of government transaction contacting only one governmental point [12], contrary to their past need of contacting numerous different public units for the provision of one single service.

Finally, the effort to provide services electronically has already been described in several papers in the literature, in different ways by multidisciplinary researchers, which makes it difficult to create a knowledge basis [13]. The need of a complement study on the quality of government, including E-Government implementations, is also highlighted [14]. Moreover, according to [6] there is a lack of published research into the implementation of electronic services. The Organization for Economic Co-operation and Development (OECD) also mentions the need for international standards or indicators relevant to the impacts of e-Government on the facilitation of the decision-making process. Our study intends to fill the gap, regarding the impact of digitization of administrative procedures, trying to define a representative set of indicators.

2. Building Permits Procedure: Regulatory Provisions in Switzerland

Switzerland, also known as Swiss Confederation (official name of the Swiss federal state), has a federalist structure of three political levels: the Confederation, the Cantons and the Communes. Furthermore, Switzerland consists of 26 cantons, which have the status of federal states. Each Canton consists of Communes. Communes are the municipalities, being the basic level of political organization in Switzerland. All cantons apply almost the same policies. In addition to the tasks entrusted to them by their canton or by the Confederation, the communes have their own powers in several areas.

To begin with, at the federal level there is the Swiss Federal Law on Spatial Planning (LAT) [15]. According to article 1 (LAT) “The Confederation, cantons and municipalities ensure the economical land use and the separation between building and non-building parts of the territory” where at the same time “they coordinate those activities that have an impact on the organization of the territory”. In the performance of their duties, they also support the management of the development of urbanization towards the inside of the built area, maintaining the quality of the appropriate habitat. Article 22 (LAT) stipulates that “no construction or installation can be created or changed without authorization of the competent authority”. Equally, cantonal law assigns the exceptions inside the building zone (art.23, LAT). Canton laws also regulates
the procedures regarding the implementation, transformation or change of buildings and installations, defining the adequate deadlines as well. (art.25, LAT).

As a consequence, each canton arranges the building permit procedure independently. This is the reason why in the Swiss territory there are many different ways of approaching and implementing the issue of building permits. In some cases, there are cantons which centralize the procedure and don’t provide flexibility to the inferior administrative levels. In other cases, municipalities have great eligibility for issuing building permits, thus reducing the workload of cantonal administration.

Besides, in the frame of optimization of cyber services, national sub-strategies with a thematic focus have been adopted within the framework of the eGovernment Strategy in Switzerland. This can be achieved by the implementation of individual prioritized projects so that they can be coordinated to a nationwide extent. In the Catalogue of Prioritized Projects of the Swiss Confederation [16] the undertaken projects can be identified in a coordinated manner within the framework of the eGovernment Strategy in Switzerland. As a result some specific public services can be provided primarily, due to the fact that they provide a worthy cost-benefit ratio for the target groups and the administration when provided electronically.

Regarding issuing building permits, a priority service project entitled A1.06 concerns the “Application for construction permit”, led by the Swiss Conference of Directors of Public Works, Planning, and Environmental Protection (BPUK) [16].

In accordance to A1.06 project, the applicant can submit application and the necessary documentation for a building permit to the competent authority electronically. The applicant can track, at any time, the approval process and will also receive the building permit electronically after the procedure is concluded. Compared to the old paper-based approval procedure, internal administrative procedures are simplified, which means that the effort is significantly reduced. Additionally, in administrative terms, even partial automation of the procedure guarantees an optimization, which increases quality gains and finally efficiency for both applicants and authorities. High rationalization potential is generated, though, major obstacles to fully electronically processing building permits are still to be overcome, such as for example the need for blueprints on paper.

3. Research Methodology & Analysis Model

The objective of our research is to follow, to study and analyze the impact of the implementation of e-Government practices. In particular, the implementation and the dual effect that it has on both the function of public administrations (internal effect) and the interaction with its users (external effect). In order to achieve credible conclusions we use a combination of qualitative as well as quantitative methodology tools.

In this purpose and after thorough investigation of the literature, we focus on the three most appropriate dimensions in order to evaluate the digitization of administrative services and to measure the impact of electronic provisions of public administrations. The dimensions under consideration are administrative tasks, time and roles.

For each of the previously mentioned dimensions we have created a relevant research question, which will enable us to examine and deepen our understanding of the consequences that the use of Information and Communication Technologies (ICT) has to public administrations. Furthermore, each research question is associated with a specific theoretical assumption.
The principal research question corresponding to the dimension of administrative tasks is “How does digitization transform administrative procedures are”. Based on the assumption that “Digitization in the public sector drastically alters administrative procedure”, we expect that digitization will lead to less complicated procedures. It is also estimated that, especially for interdepartmental procedures, a digital approach will ease task completion process.

Regarding the aspect of time, we decided to study “what the impacts of digitization on the time required to implement and provide an administrative service”. Our assumption is that “Digitization in the public sector will accelerate administrative procedures”. As time is always a crucial factor, we suppose that digitization can considerably eliminate the processing time as well as the service delivery time. Digitalizing the process facilitates the communication between users and administration, eventually accelerating the procedure.

In relation to the dimension of role we will explore “How digitization modifies roles and skills of civil servants”. We presume that labour conditions, employment needs and staff skill requirements are highly affected by a potential automation and dematerialization of the process. Modifications could apply to multiple levels, ranging from the human resource management to the redefinition of professional entities in an e-government environment. Furthermore, through the big task elimination civil servants will be allowed to be involved in more productive function of public administration.

In this respect, we have formulated an analysis model which includes the previously mentioned Hypothesis. Based on the three dimensions of interest and after an extensive exploration into relevant literature, we identified several appropriate indicators which will allow us to measure the qualitative and quantitative impact on the management of administrative procedures.

For each dimension of concern we detected a list of pertinent indicators. These indicators, presented in Table 1, will allow us to track and quantify the impact of digitization within the framework of public administration.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administrative Tasks</td>
<td>- Volume of services provided by electronic means</td>
</tr>
<tr>
<td></td>
<td>- Extent of the use of services offered by the traditional means (paper)</td>
</tr>
<tr>
<td></td>
<td>- Number of activities involving several departments to provide a service</td>
</tr>
<tr>
<td></td>
<td>- Request of documents; Reduction of volume of document requests</td>
</tr>
<tr>
<td></td>
<td>- Existence of aid or technical support of a service (call center, help desk, information desk, etc.)</td>
</tr>
<tr>
<td>Time</td>
<td>- Time required to request a service</td>
</tr>
<tr>
<td></td>
<td>- Time required to provide a service</td>
</tr>
<tr>
<td>Roles</td>
<td>- Number of people involved in providing a service</td>
</tr>
<tr>
<td></td>
<td>- Need to recruit new specialized employees</td>
</tr>
<tr>
<td></td>
<td>- Need for trained staff to adapt to new tools of e-services</td>
</tr>
</tbody>
</table>

The main field of this analysis concerns the Swiss public administrations. Specifically it involves research and comparative case study between three different Swiss Cantons, more specifically the Cantons of Geneva, of Neuchâtel and of Valais.

In an effort to facilitate our attempts, we selected a particular, process, the building permit procedure. It involves several complicated tasks and numerous stakeholders and multilevel communication. Currently, it is regarded as a time consuming procedure,
known for its complexity but at the same time convenient as several Swiss Cantons are introducing relative online procedures.

Up until now, we focus on field study, analyzing pertinent documentation and gathering further information. Following our methodology, we have distributed an online questionnaire survey [17] and in the context of our case studies we have also conducted a number of semi-structured interviews, presented in detail in following section.

4. Case Study: The Canton of Valais

On the way to our research path, the canton of Valais was chosen to be the preliminary field to explore. A canton with a special geographical and geological position, plays an important role as a traditional touristic point, having a significant number of building permit applications for both owner occupancy as well as for commercial space and hospitality industry or businesses establishments.

As mentioned above in the regulatory provisions’ part, each canton, having an independent political structure, is responsible for developing its own law regulations as far as it concerns the building permit process. As required by the Swiss Federal Law on Spatial Planning, the canton of Valais sets this procedure by the Building Act of 8 February 1996. The competent authorities providing building permits in matters of the article 2 of this latter are “the municipal council for projects located within the building zones, hamlets areas and maintaining areas of rural housing” and “the cantonal commission for the construction of buildings and facilities located outside building zones.”

Under the circumstances of the cantonal law of Valais mentioned above, the municipalities (communes) have a very great margin of manoeuvre (flexibility), as they are responsible for all the residential, central, industrial areas and the buildings of public facilities as well. On the other hand, according the cantonal law on constructions the Cantonal Committee for Constructions (C.C.C.) is also responsible for the building projects to which the municipality is an applicant or party.

The typical current situation, demands that the applicants send their building permit application folder to the municipality in paper form. After checking the folder, the municipality uses its own file management software for constructions and then sends it to the Canton in a paper form folder. Subsequently Canton stores over again the same information in its own database. Currently there is no citizen-oriented portal for applying building permits.

Equally important, so that its work can be facilitated, the C.C.C. has under its supervision a service which contribute to the proper function of the building permit procedure. This is the Cantonal Secretariat of Constructions (S.C.C.) which, at the same time, discharges the duties of the Police of Constructions (Po.Co.).

The S.C.C., for a pre-considering building permit application transmitted by the municipalities, requires the opinion-notice (préavis) and the decisions of the competent cantonal authorities. Then, within 30 days from the receipt of a complete application, it communicates to the municipalities the views of the authorities consulted. Furthermore, for a building permit competent to the cantonal level, S.C.C. prepares the files submitted and provides the secretariat for the C.C.C. Finally, as far as it concerns projects within the jurisdiction of the Confederation, S.C.C. collects the positions of municipal and cantonal authorities and sends them to the competent authority.
In this context, the links with the municipalities are particularly strong. Building permit applications are actually received and processed by the municipality which, if necessary, forwards them to the canton. The communication between partners is by mail (with a lot of paper) and the registration of the folder is performed both in the communal and cantonal level. As the whole procedure is carried out by the traditional paper-based channel\textsuperscript{1}, there exist several problems, delays, waste of time and for that reason we consider that there is still room for improvement.

According to administrative documentation, an analysis of the communal and cantonal building authorization process revealed the need of developing a unique process involving all the stakeholders (applicants, municipalities, cantons). The need for an electronic platform for building permits was studied as well. Additionally, the development of a standardized process, especially the organizational and the technical prerequisites, the stages, the deadlines and the necessary resources, were underlined as essentials.

In the frame of our study, the canton of Valais was the first district to inquire into. Having already taken into account the respective legislation, we collected several administrative documents relating to the building permit process provided by the relevant administrative authorities.

As already mentioned, the procedure of building permits in Valais’s canton is mainly based on the traditional paper channel. In fact, our field research indicates that the main parts of this administrative procedure are far from being completely dematerialized. Nevertheless, there exists an internal task management system (SAP) which also involves some data relevant to the building permit procedure.

Additionally, applicant can only get online information relative to their application for the issue of a building permit. This can be achieved through a website where the applicant, having the identification of the application, can check the state of progress of the investigation of his folder, but they lack the right to get information about the positive or negative opinion of the different services.

Relying on these laws, on the administrative documentation and on our research model, we proceeded to the next stage of our study, which is nothing more than meeting with the main participants in the process. The evolution, the details and the initial results of the interviews will be presented in the following section.

5. Interviews

As mentioned above, the crucial component of this study is a series of semi-structured interviews with the main key actors and stakeholders. Beyond the analysis of documentation provided by the administrations and the field observations, we deemed appropriate to conduct one hour-long interviews. For each canton it is scheduled that roughly ten people be interviewed, participating in the procedure of issuing building permits.

On the basis of an open-ended questionnaire, as used for the semi-structured interviews, we are flexible to modify the content according to interviewee’s profile. The interview takes the form of a discussion which is likely to be amended depending on the information provided through the answers [18].

Moreover, in order to select the suitable individuals among those who take part in this procedure, we based on our analysis model, taking into consideration the size, the type of the administration, as well as the people’s professions. Under those circumstances,
we try to guarantee the weighty representation of participants in the building permit procedure.

Heretofore, as far as it concerns the canton of Valais, a number of people were selected within the main administrative departments participating in the procedure of concern, such as the Cantonal Secretariat of Constructions (SeCC) and Construction Inspection Services, Department of transport and environment (DTEE). To mention indicatively, some of the professional qualities of the interviewees are head of the department, computer coordinator and administrative collaborator. Equally important were some interviews with parties out of the public sector who are also involved in the process of issuing building permits.

The preliminary results show that the building permit procedure requires the cooperation of numerous administrative departments. For instance, for a small building permit project, the opinion-notice (préavis) of at least five different services is necessary, whereas for a large building permit project it could be necessary to obtain the opinion-notice (préavis) of up to twenty different services. This reflects the complexity as a result of the transversality of the procedure (Figure 1).

Furthermore, this characteristic of complexity reinforces the results of a previous online elementary questionnaire survey conducted in 2012 for the aim of the same research. More specifically, this latter questionnaire survey indicated that the more complex a service is, the less electronic means are used. This is also proven by the fact that in the moment issuing building permits in the canton of Valais is still being carried out on a paper-based procedure.

![Figure 1](image)

Such type of collaboration not only increases the degree of difficulty of the procedure but it also extends the length and the duration of the procedure. As a consequence of the necessity of the interdepartmental cooperation and of the complexity of the procedure’s nature (ex. environmental issues) [19], the authorities find it difficult to meet the delivery deadlines.

Another interesting point revealed from the interviews conducted in the Canton of Valais, is that the enforced laws could also be an inhibiting factor for such administrative procedures. The lack of deadlines which do not put pressure to the working parts; or the lack of not clearly predefined responsibilities, for instance, could result in long delays. The need to correct the existing application form and subsequently to simplify-optimize it was also underlined. This is over again a juridictive problem to be solved.

Finally, there is frequently a delay, caused by the applicants, due to incomplete applications, curbing the progress of the issuing of building permit folder. The different services of concern cannot provide their opinion-notice (préavis) if the application is not entirely complete, a time-consuming factor, which also lies in the applicant’s responsibility; whether they are the homeowner-citizen or an authorized professional [18].
6. Future Work

This ongoing research is an initial effort to conceptualize the impact of digitization on the management of administrative procedures. The theoretical framework and the research model used for the purposes of this study are still to be tested in order to tackle the question of how digitization transforms administrative procedures, and more specifically in terms of time and roles.

Currently, a detailed report concerning the treatment of building permits in the canton of Valais is being prepared. As part of our future work will be the documentary analysis and the analysis of interview transcripts, using the qualitative data analysis software ATLAS.ti. In parallel, we will finalize the respective interviews in the canton of Geneva and Neuchâtel, which will also be transcript, coded and at the final stage analyzed by the same software.

The ultimate step of this research will be the combination of all collected data. The target is to be able to draw conclusions on the impact of digitization especially on the building permit procedure, and generally on all administrative procedures.

Endnotes

1. The term “Service Channel” defines the way in which a service is requested and delivered. We have distinguished two types of service channels: ‘Traditional Service Channel,’ which includes paper services, telephone and fax; Electronic Service Channel,’ which includes services through e-mail, the Internet and social networks.
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Abstract. This study explores the need for user-centered design (UCD) approaches to adapt to recent societal trends of cross-sector collaborations, civil citizen involvement and e-government initiatives affecting the public sector. This is achieved by studying three cases involving such trends, taking place in the Swedish Emergency Response System. Using results from the cases, information systems development related challenges are identified and related to adaption needs for current UCD approaches. Suggestions of such adaption are provided and a number of inherent challenges for the fourth generation of UCD are discussed, including challenges concerning (a) balancing ideological versus practical needs; (b) resources; (c) lack of know-how; and (d) design techniques and tool challenges.
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1. Introduction

Word-wide financial crises with cutbacks of capital and resources in the public sector has led to new societal strategies including a focus on multi-functionality where people employed can attain several roles and engage in cross-sector collaborations aimed at creating redundancy in public systems [1]. In terms of information systems (IS), several of these strategies have been made possible by the availability of the Internet and mobile technologies, also leading to an increased focus on e-government and the responsibility of the civil citizens to perform certain functions previously carried out by the public sector authorities [2]. The trends can be seen in different areas such as climate change, environmental protection, poverty, natural disasters, and e-health [1], [3]. A recent example is emergency response systems (ERSs), e.g. the organizations, personnel, methods, equipment and ISs involved in carrying out rescue operations. Here, we see an increased focus on other societal sectors, civil citizen volunteers and non-profit organizations (NPOs), to collaborate with professional response organizations. This is achieved by asking them to act as first responders at the emergency site, or by providing assistance or information using social media channels.

Relating the trends to IS development and different user-centered design (UCD) approaches, early approaches of user participation had clear ideological connotations [4]. Since then, different approaches and especially Participatory Design (PD) has reflected societal and technological development in moving from (1)
designing technology for homogenous shop-floor worker groups; to (2) design for collaborative office teamwork; (3) to designing for inter-organizational collaboration in increasingly heterogeneous and complex work contexts [5]. This may be referred to as the first, second and third generation of UCD approaches. Meanwhile, with regard to contemporary societal trends, several researchers conclude that user involvement in e-government service design and research as to date has been mostly non-existent [6], [7]. Others report on attempts to include the users in e-government projects but describe related challenges and absence of success [8]. Recent research has shown that civil citizens/end-users are in general willing to participate but their ability to do so is limited, often due to limited resources set aside at lower organizational levels [9]. While different user participation schools such as PD, UCD and user innovation (UI) have been demonstrated to fit into the development of e-government and public e-services [9], previously identified UCD challenges in certain aspects have become more substantial. For instance, in e-government, many different organizations and sometimes different societal sectors are to collaborate with the civil citizens. In addition, the primary user group is often difficult to distinguish. It seems that the fourth generation of UCD needs to adapt to new societal trends and to again embrace the civil citizen focus and ideological/political connotations. One way to do this is to transform knowledge from IS development in these areas into practically feasible UCD approaches and methods.

1.1. Study aim and objectives

This study explores the need for UCD approaches to adapt to recent societal changes of cross-sector collaborations and e-government affecting the public sector. In specific, the research objectives include:

- to identify UCD related challenges, departing from three case studies reflecting the trends presented above;
- to identify UCD needs for adaption; and
- to provide suggestions for how the fourth generation of UCD can address these needs.

The study uses data from case studies undertaken in the Swedish ERS, and relating to IS supported collaborations of professional response organizations with other societal resources and civil volunteers. Since the collaborations reflect general trends in the public sector, the results should be transferable to a wider UCD, e-government and public sector audience.

2. Background

This section includes brief descriptions of cross-sector collaboration and e-government trends and an overview of the emergence of different UCD approaches. Finally, the study context in terms of ERSs is described.
2.1. The public sector and cross-sector collaboration trends

In the public sector, shortage and cut-backs in resources due to global financial crises have forced public organizations towards to seek help from other organizations and societal sectors to create redundancy in societal systems. Cross-sector collaboration has been defined as partnerships involving government, business, NPOs, communities, and/or the public sphere as a whole [1]. It often includes elements of multi-functionality where people switch between roles and assignments in the organizations involved. Several studies claim benefits for cross-sector collaboration such as enhancing efficiency and improving organizational accountability [e.g.10]. Others point out related challenges such as distrust, managerial complexity, cultural conflicts, power imbalance, risk of dependence, and lack of incentive for collaboration [e.g.11]. While ISs are fundamental components in developing cross-sector collaboration most related studies discuss pure technological aspects and interoperability issues [e.g.12]. As to UCD, while different UCD studies have included specific focus on inter-organizational design, they do not yet seem to have embraced cross-sector collaborations.

2.2. E-government

Closely related is the increased spread of e-government: the use of the ICT in public administration. Combined with organizational change and new skills it is supposed to improve citizens' opportunities to interact with government authorities, to increase authorities' efficiency, and to increase democracy through greater governmental transparency [13]. E-government initiatives often entail that civil citizens are supposed to take on certain tasks previously carried out by the authorities themselves, for example through the use of e-services. We also see more complex e-government initiatives including cross-sector collaboration. ICT seems to be a driver of this development, accelerating interoperability and interconnectedness in the public sector, enabling collaboration and information sharing across organizational boundaries, and allowing for interplay between public and private organizations, NPOs and civil citizens [14]. Studies have shown, however, that the full potential and use of the e-government is seldom realized [e.g.15]. One challenge is the citizens themselves since they constitute a heterogeneous stakeholder group that is difficult to reach [9]. It has been claimed that, thus far, user participation and systems development research appears to have had little influence on the e-government field [7].

2.3. Different generations of UCD approaches

UCD is no clear or specific design methodology. On the contrary, several approaches and generations have emerged and adapted to prevalent societal trends and available technologies. Early schools such as cooperative design and early PD had clear political/ideological connotations and stemmed from actively involving civil citizens and shop-floor workers in public planning and technology development. Focus was on industry, production, and small, homogenous work groups [4]. The second generation of UCD approaches including later versions of PD came to embrace office teamwork, and intra-organizational collaborations. Focus in part shifted from ideology to practicability and the notion that active user participation actually lead to better and more accepted systems. Third generation of UCD included successive movement
towards inter-organizational collaboration in increasingly heterogeneous user groups designing large, complex ISs [5]. It also included an increased focus on usability and interface design. Today, UCD refer to various approaches such as PD, Human-Centered Design and UI. They all use slightly different perspectives, focus, methods, terminology and degrees of involving the end-user; however, their shared focus is the end-user. While the IS community in general agrees on the benefits of UCD, there are also critics that have pointed its limitations and inherent difficulties, e.g. [5]:

- **Difficulties in involving the shop floor end-users** who often have less time to divide between IS development and ordinary work tasks than the organizational managerial level leading to uneven representation in design groups.
- **Conflicts** where end-users and managerial level have different views on the emerging system and where power relations affect the prioritization of system requirements.
- **Lack of formalization** where UCD is deemed loose and lacking in a coherent design methodology covering the later implementation phases, leading to a situation where an end-product is not reached.

The above contributes to the criticism that UCD is too resource- and time-consuming. Critics have claimed that in particular the cooperative and PD approaches are academic constructions and are not feasible in industrial contexts characterized by short-term demands for cost-efficiency [16]. Some difficulties also seem to have grown with the growth of each generation of UCD having to deal with an increasingly complex societal and technological development such as [5]:

- Increasingly large and heterogeneous user/stakeholder groups leading to difficulties in representing all users in the design group.
- Job rotations reflecting contemporary labor market trends rendering it more difficult to achieve stability in the design group.
- Lack of easy-to-grasp development tools increasing with more complex ISs requiring technical support tools e.g. for modelling and handling requirements.

2.4. Fourth generation of UCD: emerging needs of renewal

Contemporary trends of cross-sector collaboration and e-government have to deal with ever increasing complexity relating to inter-organizational challenges, and to double and at times conflicting aims of increasing internal and external efficiency [17]. In e-government, there a numerous studies that point out the need for UCD and also a few that try to apply it in this context. For instance, [18] points at related challenges and propose a corresponding future design agenda including a design plan, understanding user technology availability expertise and preference, needs assessment, engage users, evaluate e-government services and form community-based partnerships. Other studies point at inherent difficulties including [6, 17, 18]:

- Contradictory visions of the envisioned tasks by users and authorities and their differing commitments to related law and governments.
Unclear user target groups causing inability to fulfill usability and relevance goals.

Lack of time and motivation being further complicated by the fact that civil citizens are without organizational belonging or residing at a work place.

Lack of methodologies and “know how”.

Thus, the challenges for previous generations of UCD have become even more complex in the e-government context, implying that the fourth generation of UCD approaches must adapt accordingly.

2.5. Study context: emergency response systems

Emergency response systems (ERSs) can be defined as systems of organizations, technology, procedures, and rules aimed to save lives and minimize material and infrastructure damages in the immediate operation following an emergency. In Sweden and internationally, there are current efforts to compensate for the decreasing number of professional response resources available. One way is to use actors from other societal sectors or civil citizen volunteers in emergencies and let them collaborate with the professional response organizations. The expected outcome is more effective response and maintained public services, thereby saving more lives, reducing the number of causalties, mitigating the damage to the infrastructure and saving money. This study is based on data from three projects in the Swedish ERS, relating to three different forms of collaboration:

- Permanent co-location of professional response organizations and supportive actors
- Cooperative use of equipment and existing on-call societal resources
- Involving civil citizen volunteers acting as first responders

The Swedish ERS is part of the Swedish public services and the above initiatives reflect inter-organizational and cross-sector collaboration and emerging forms of e-government.

3. Methods

This section presents the research approach in the form of a triple nested case study and the empirical data collection methods applied.

3.1. Case studies

Case studies are the study of real world phenomena e.g. an individual, an organization, a setting, a process, a situation, an incident, or an IS. Exploratory case studies investigate and characterize phenomena in relatively new domains. Case study research can include multiple cases. Case studies can also be embedded, meaning that each case study contains more than one sub-unit of analysis [19]. This is a triple embedded case study where each of the new forms of collaboration initiatives in
emergency response has been studied from an exploratory perspective. The cases are Co-location in Safety House, Co-use in Nyköping and the Enhanced Neighbors project. For the purpose of this study, the sub-units Is for cross-sector collaboration, e-government and civil citizens and its implications for UCD have been chosen for analysis.

3.2. Interviews and focus groups

Semi-structured interviews involve pre-formulated questions or themes that keep focus on the subject without strict adherence to them. Focus groups are group interviews where people are asked about their perceptions, opinions and experiences in a similar way but from a group perspective [20]. In the studied cases, semi-structured interviews were performed with the Safety House project manager, and with three representatives from the police, the fire and rescue services and the Swedish Defense services. In the Co-use project the project manager/fire chief, a social care worker and a caretaker/technician were interviewed. In the Enhanced Neighbors project interviews were performed with the project manager/fire chief, and with the SOS Alarm operator handling the alarm calls. In addition, three focus groups of different size were performed with volunteers in three villages. A telephone interview was also conducted (because of the geographical distance) with one volunteer from a fourth village. All interviewees were interviewed about their respective experience in the new collaboration forms regarding perceived strengths, problems and further needs (including focus on IS support). Interviews were both documented in memory notes and audiotaped for further transcription and analysis.

3.3. Future workshops

Future workshop is a design technique originally stemming from PD. It allows users to reflect upon their work situation and needs for improvements, in order to identify realistic and innovative solutions and IT support. They are usually divided into the critique phase, the fantasy phase and the implementation phase. The first phase focuses on the work situation, potential problems and needs for improvement. Futuristic solutions to the identified needs are the focus in the second phase and are not restricted by technical or organizational constraints. In the third phase, the identified solutions are transformed into realistic, organizationally and technically feasible implementations [21]. A half-day future workshop was arranged in all three projects. In Safety house, actors from the police, the municipalities, the rescue services and the representative from the Swedish Defense participated. In the Co-use project, actors from the rescue services, the social division and the technical division participated. In the Enhanced Neighbors project, actors from the rescue services was represented by the project manager/fire chief, an officer working in the project and an information officer working with the homepage and social media. Eight volunteers from different villages also participated. The focus of the workshops was on the improvements regarding the respective collaboration forms in related response operations, including (IT supported) solutions to current problems. They were documented using memory notes and post it notes.
3.4. Data sample and analysis

The respondents constitute a strategic sample chosen together with the project leaders in each project. In Safety House and the Co-Use project all interview respondents also participated in the workshops. In Enhanced Neighbors two interview respondents from the rescue services also participated in the workshop as did some volunteers from one of the focus groups (Table 1). All cases were analyzed using the same data analysis approach. Data was sorted into meaningful categories and finally into central themes for each study, and reported in detail elsewhere [e.g. 22]. Subsequently cross-case comparisons were made to filter the themes of relevance for the study objectives. Different researchers have been involved in the cases but two researchers have been involved in all three cases, in the data analysis, and the comparison across cases.

Table 1. Summary of data collected by interviews, focus groups and future workshops

<table>
<thead>
<tr>
<th>Case</th>
<th>Interviews (1-1.5 hours each)</th>
<th>Focus groups (app. 2 hours each)</th>
<th>Future Workshop (half day)</th>
<th>Roles represented in case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety House</td>
<td>4 respondents</td>
<td>-</td>
<td>8 respondents</td>
<td>Prof. response organizations: the police, the rescue services, the Swedish Defense</td>
</tr>
<tr>
<td>Co-use project</td>
<td>3 respondents</td>
<td>-</td>
<td>10 respondents</td>
<td>Prof. response organizations: the rescue services&lt;br&gt;Complementary societal resources: the municipality social division, the technical division</td>
</tr>
<tr>
<td>Enhanced Neighbors</td>
<td>5 respondents + 1 telephone interview</td>
<td>6 + 4 +3 respondents</td>
<td>11 respondents</td>
<td>Prof. response organizations: the rescue services, SOS Alarm Civil citizens: volunteers</td>
</tr>
</tbody>
</table>

4. Results

The results from each case related to the overall themes are first presented. This is followed by analysis of the implications for UCD and concrete suggestions on how UCD can correspondingly adapt in the different design phases.

Case 1: Co-location in Safety House Östersund. Co-location is employed in the city of Östersund, in a sparsely populated province in north Sweden and with about 45,000 inhabitants. In the ‘Safety house’ building the professional response organizations, authorities, the Swedish Defense and the Swedish Church (NPO) are jointly located and work together. The goal of the collaboration is to achieve a citizen-centered service and to improve alarm management in order to shorten the discharge time of response teams. Co-location also aims to help actors quickly gain improved
shared situation awareness, and to create a platform for shared information management and information dissemination to the public and media. Safety House can be seen as an example of trying to further develop existing joint assignments and inter-organizational collaborations among professional response organizations, public authorities and, to some extent, NPOs. As to e-government, the project is aiming towards improving dissemination of information to civil citizens in the county.

Identified challenges: Given the nature of the co-location principles for inter-organizational collaboration should be fairly well established. However, the interviews and workshop respondents reported that when gathering around an emergency, it is often obvious that the inter-organizational hierarchy - who are the decision makers and who holds which responsibilities in which tasks - is not clear enough. As to ISs, the joint map systems and systems for handling incoming errands are under development. Here, the intensified inter-organizational collaboration has resulted in increasing challenges of information confidentiality and was mentioned both by the police and rescue services as a major problem inhibiting the sharing of information. For instance, the police have a higher level of confidentiality than the rescue services. The exactness of this level is not clear to the personnel and the police representative claims that more information (e.g. about work methods, video and photos of incidents) can be exchanged without breaking laws if the personnel are trained to express or use the material in a correct way. A further issue is what organization actually owns or will own the ISs developed for supporting the co-location collaborative processes. The rescue services respondents further pointed out that actively involving NPOs and more public authorities is a must if a citizen-centered service is to be implemented. At the same time, they deemed this as problematic as no routines or methods regarding the integration of these actors are available.

Case 2: Co-use in Nyköping. Co-use is taking place in Nyköping municipality, located in the middle of Sweden with a population of about 52,000. It involves the municipal rescue services, the social care unit, and caretakers employed by the municipality. The different actors share certain equipment such as vehicles and the social care and the rescue services are co-located in the fire station and share their alarm service/system. The social care unit has night patrols act on certain alarms previously handled by the rescue services. The co-use project is thus an example of cross-sector collaboration.

Identified challenges: The lack of structures concerning tasks, roles and responsibilities discussed above is even more prevalent in the Co-use project since different occupational groups and social sectors that have not worked together before move between organizational belongings in solving joint tasks. Some tasks have already been implemented while others are yet to be developed. Reported problems in the interviews and workshops include those related to lack of knowledge and understanding of each other’s roles, and ethical and practical conflicts over what assignments to prioritize. As a respondent put it:

Should I, as a nurse, leave a lingering patient at the elderly care center to go with the rescue services on a cardiac arrest alarm providing CPR until the ambulance arrives, knowing that the chance of survival is only slight? Who takes care of my patient?
One respondent from the rescue services describes this as conflicts between “concern thinking” and “concept thinking” and relates it to a lack of consensus view between politicians and operative organizational levels. They are perceived to be a result of lack of clear assignments and routines, and insufficient knowledge as to who decides who does what and has what responsibility. As to ISs, joint systems include shared operational pictures and map systems. A system for sorting and delegating incoming errands and alarms to different actors was requested. A major obstacle identified was the inhibiting systems development and once again there were different views on information confidentiality. The division for social care viewed secrecy as a central and recurrent problem when collaborating with the rescue services, whereas the technical division expressed no such concerns. Legal issues related to employee rights and obligations were further deemed as a problem that needs to be addressed urgently. Issues that had not been fully solved at the start of the project and which remained unclear to the participants included employment agreements (e.g. who is the employer of a social worker when he or she takes on a task from, or together with, the rescue services?) and which employer has the responsibility for the joint work environment. Further, it was deemed unclear as to which actors in the municipality had the right to procure requirements on the new collaboration forms and related equipment and ISs. E-government initiatives have only recently emerged in the Co-use project. The respondents however pointed out that information and feedback to and from the civil citizens are central and should be provided using digital channels and e-services.

Case 3: Enhanced Neighbors project. Around the city of Sundsvall, with a population of 50,000 situated in a sparsely populated area in north of Sweden, 10 remote villages are participating in the project Enhanced Neighbors. These villages are situated at a distance from Sundsvall that makes it impossible for the rescue services to reach the village in less than 25 minutes. As part of the project, civil citizen volunteers in these villages receive basic training, e.g. in cardiopulmonary resuscitation (CPR), and are alerted by the SOS alarm center using SMS technology when an emergency occurs nearby. The volunteers usually reach the emergency site before the rescue services and can provide first aid and other supportive actions. They can also send relevant information to the rescue services vehicles. Participation is voluntary and the volunteers start their tasks while waiting for the rescue services but never replace them. This project is an example of how new technologies enable cooperation in new ways, involving civil citizens sharing tasks, technology, e-services and ISs with public organizations.

Identified challenges: The volunteers have no organizational belonging affecting how the development work had to be performed. The half day Future workshop was performed in the evening, to enable participation. Principles about the alarms the volunteers are sent on have been decided by the rescue services (drowning, fires, traffic accidents and cardiac arrests) and training in recurrent tasks that are related to these accidents have been provided. Even though the volunteers themselves expressed that their role was relatively clear it became evident out of the interviews and the workshop that several central issues remain undefined. This includes who has responsibility if something happens to the volunteers at the emergency site, or if they cause damage to victims, material or property. When talking to the rescue services about what current laws say on this matter the rescue services project manager said:

I am not really sure, I hope their home insurance covers it.
When the researchers later talked to a counselor, he was of the opinion that this is not the case and that insurances need to be provided by the municipalities. Also, the volunteers are not economically compensated for any expenses they may have incurred in relation to a rescue operation. For instance, the village needs to invest in defibrillators and reflective vests. The respondents in the focus groups were first fine with this. But some months later, in the workshop, they requested some economic support to be able to continue their engagement. The current design of defibrillators entails that a component must be exchanged after each use; resulting in a cost of approx. 200 Euro per use. Further, accidents occur comparatively seldom in sparsely populated areas meaning that many of the defined tasks have not yet been performed by the volunteers, except when in training. The majority of the volunteers have not yet responded to a real alarm and the volunteers expressed a need for further training during the workshop. As far as technology and ISs is concerned the volunteers access information provided by the Sundsvall rescue services and can communicate with them through simplistic e-services at the project website. The personal data act currently in force stipulates that no names of those victims involved in an accident can be provided in the SMS alarms. The respondents viewed this as a limitation and that it would be easier to find the right location if they had more information than merely the address. On the other hand, when they can identify a person by reading the address, this may pose ethical dilemmas. In one of the focus groups it became clear that most of the respondents were more willing to go on an alarm if they knew the victim. Some of the identified challenges will need to be directly addressed in a dynamic resource allocation IT-system which is under development. It will be used by all alarm centers/operators in Sweden, and volunteers will successively be integrated as a resource that can be sent on an alarm.

4.1. Analysis: implications for UCD

The cases represent different aspects of inter-organizational and cross-sector collaboration, and are in different stages concerning involvement of civil citizens in the development of shared ISs and work processes. All cases involve public organizations’ use of IT to engage civil citizens and other non-public organizations in work that was formerly performed by the public organizations alone. As such, these cases can be inspected through an e-government lens. In addition, these cases can be related to implications for systems development and UCD. In the following, these implications are analyzed with a focus on the system development general phases (organizational analysis, needs and requirement analysis, design, implementation and evaluation) and how UCD usually addresses and could address these.

Organizational analysis: In all cases the project representation of the collaboration/system primary and secondary end-user are unclear. In Safety House, only a subset of the organizations participating in the co-location was represented in the initial collaborative/development work. The Co-location project has a somewhat more homogenous group of primary end-users, but has to consider an indistinct group of secondary stakeholders in terms of “cross-sector collaboration/system owners” with financial influences. In Enhanced Neighbors, the primary user group includes the civil citizens; but perceived uncleanness or absence of laws, regulations, and principles, require that a much larger stakeholder group is identified and
consulted. A retrospective experience is that starting with organizational-, task- and needs analysis in the identified user contexts, was insufficient. This means that future UCD approaches will need to consider increasing heterogeneity of the stakeholder group, and that frameworks should embrace a more solid and comprehensive stakeholder analysis targeted to the respective collaboration where primary users, secondary stakeholders from various sectors and ways to reach them in the subsequent development process are clearly identified.

Further, the aspect of unclear role(s), tasks and responsibilities of the involved stakeholders was prevalent in all the cases. While the structures in established work organizations often can be reproduced in IS functions, the new cross-sector collaboration/e-government forms by large lack such structures. The cases also displayed a lack of knowledge of existing laws and agreements regulating the new collaboration forms and sometimes even the absence of laws and agreements. Information confidentiality issues seemed to be a major challenge, in specific where different societal sectors have different confidentiality levels. The stakeholder analysis thus needs to embrace corresponding early policy and legal analyses. These need to be performed by external experts if the identified users/stakeholders do not have an adequate knowledge to provide such information. Existing principles should be identified, interpreted and perhaps challenged not to undermine the new collaboration opportunities and corresponding IS solutions; but at the same time, it is crucial to stay within those principles that are not open to misinterpretation.

A re-current system development approach is to work in development teams consisting e.g. of system architects, programmers and, in UCD, end-users/domain experts, and (sometimes) usability experts. From the above it follows that for the cross-collaboration/e-government projects competencies from social sciences such as policy analysis and law are clearly needed. Judicial matters in particular are not straightforward tasks that system developers can solve by reading laws and agreements, as these are often subject to interpretations. This implies that the fourth generation of UCD needs to embrace more distinct interdisciplinary focus than is currently the case. Organizational analysis should embrace early identification of what competences are needed in the interdisciplinary design team and populating it accordingly.

**Needs and requirements analysis:** UCD approaches are typically iterative, where users are asked to participate in design groups or teams with regular meetings, specifically in the needs and requirements elicitation phases. This does not seem as a feasible option in design projects where stakeholders come from different social sectors with sometimes substantially different possibilities to participate regularly (and often without pay) in design projects. Also, in UCD some kind of task analysis is often used to capture tasks and needs of the end-users. In the studied cases some of the collaborative tasks are yet undefined, or have not yet been carried out. The roles, responsibilities, and decision rights are new and unclear with the users taking on certain occupational roles and tasks simultaneously. The focus thus in part had to move from (a) describing the tasks, to (b) jointly identifying, negotiating, and formulating them with users from different societal sectors and with civil citizens. Tasks and needs analysis was merged and worked on simultaneously since no clear distinction could be made. In Enhanced Neighbors scenarios were used in the workshop instead of actually experienced situations.
For tentative UCD future frameworks, this implies that alternative sources of data collection need to complement design groups in order to capture the perspectives of relevant stakeholders. When possible, interviews and focus groups may be used. If end-users do not have an organizational belonging, alternative solutions can include telephone interviews, web surveys and on-line interaction through social media channels. Selection of respondents can be made together with involved organizations and authorities and it is probably a pre-requisite for the selected users to have an already expressed interest to participate in the design project. If tasks do not yet exist, or are in the developmental state, solutions could be to work with scenarios and early lo-fi prototypes and to investigate attitudes towards engagement in possible tasks. As far as the prioritization of requirements goes, the reported unclearness of the ownership of the IS may lead to potential conflicts as to which actor has the formal decision right to put requirements on the ensuing system and partake in its procurement. Integrating the perspective of civil citizens (who are not likely to own, be responsible for, or have decision-rights regarding the IS) is central. Legal/policy analyses results need to be integrated in the requirements specification.

**Design/prototyping:** In above all the Enhanced Neighbors project, all development work has needed to be performed in the late afternoon/evenings since this is the only time it was possible to gather the civil citizens. To retain this approach in iterative design does not seem feasible in the long run. This phase is thus probably the most suited to remote user/civil citizen participation since prototypes are concrete tools to work with and provide feedback on. Prototyping therefore seem a suitable approach for evaluating emerging design solutions. Suggestions include low-fidelity prototypes, again complemented by scenarios. If system developers cannot perform design evaluations in real life, real-time on-line contacts with the users providing comments on the system functions can be used, as can retrospective interviews and web surveys.

**Implementation and evaluation:** Speaking about implementation in terms of system architecture and construction, the end-users are generally not substantially involved. With regard to training on the new system and developing complementary work routines and methods, much the same approach as in the design phase can be used. If activities and tasks are not yet fully experienced among system users, in real life training sessions/joint exercises is probably needed before using the technology for collaboration in a real situation. This has been the case in the Enhanced Neighbors project where using the alternatives of SMS technology and the Swedish standard RAKEL communication system for emergency response was tested as alternatives in a traffic accident exercise performed jointly with SOS Alarm and the municipal rescue services. The evaluation, feedback on the system in use can be gathered using various methods, not the least through the information platforms developed by the authorities/organizations themselves.

5. Discussion

Development of IS and the use of UCD as part of e-government initiatives is transforming as a result of recent societal trends. We see a need for UCD approaches to
expand to include the cross-sector societal level, where even more responsibility is put in the hands of the citizens. In IS development, related challenges have included the difficulty to identify the primary user groups, contradictions in visions and views on tasks by authorities and civil citizens, lack of time, motivation and know-how [e.g. 7, 8, 13]. The majority of these can be noted in the studied cases, and even in the cross sector-collaborations. Moreover, the target group of e-government initiatives has previously been large groups of civil citizens or even the broad masses performing tasks out of own interest or because they are obliged to (e.g. performing the tax declaration on-line or needing an e-id to access the information provided by your child’s school). The Enhanced Neighbors project illustrates how new forms of e-government initiatives emerge and are directed towards certain groups of citizens that are to actively support the public authorities by actually carrying out certain tasks determined for them and for their co-citizens, and being integrated in the authorities own ISs, further complicating the issue of IS development.

5.1. Fourth generation of UCD: challenges

In Safety House and the Co-location project, focus was on improving communication with civil citizens and developing citizen-centered services. Still, in their own development efforts, the perspectives of the citizens are lacking, confirming previous research findings [6, 7]. In Enhanced Neighbors, the researchers entered the project after some time and explicitly involved the volunteers in subsequent development work. Doing this revealed many basic needs that had been overseen, e.g., telephone numbers and personal contacts with SOS alarm and the rescue services. Involving the end-users, and avoiding pre-defined technical solutions, seems as urgent as ever. The difficulties that have been reported concerning UCD in the e-government context are not new; but seem to be intensified. To add to complexity, UCD approaches in general and PD, with its extensive focus on active user participation specifically, have been criticized for lacking in structure and a clear methodology, and for not being widely applied in their entirety outside the academic environment [16]. The fourth generation of UCD, when applied in the cross-sector collaborative/e-government contexts, thus faces a number of challenges that need to be handled if ISs in these areas are to be developed successfully:

The back to the roots versus effectiveness challenge: The fourth generation of UCD seems to demand an ever increased focus on ideological aspects, interdisciplinary work and focus on the early system design phases. At the same time, the growing complexity of the collaborative work and ISs demand an increased focus on effectiveness, planning and formalization of the development process, with clear and specified methods from stakeholder analysis to implementation if ready-to-use ISs are to be produced. This situation can be compared to the ‘rigor versus relevance’ discussion in the IS field, where there is a tension between doing what is ideologically and methodologically ‘right’ and what is practically relevant.

The challenge of resources: The above challenge leads to another. While cross-sector collaboration and e-government strategies have been developed to overcome lack of financial resources in the public sector, designing ISs to support these strategies clearly demands investing a large amount of resources. This challenge is probably the most problematic for the fourth generation UCD approaches to handle; yet necessary
if they should motivate their vindication. Ideological arguments of user satisfaction and that long-term efficiency may be attained but will probably need to be sustained.

**Lack of know-how:** Know-how and experience from successful cross-sector collaboration and e-government projects are largely missing. Designing IS support for civil citizens through active participation is intricate and the task probably becomes even more challenging with emerging types of e-government specifically directed towards certain groups of civil citizens which cannot easily be replaced with other user voices from the broad masses. Besides, the emerging nature of the collaborative systems embraces undefined stakeholders, unclear policies, responsibilities and legal issues, requiring know-how stemming from actual experience.

**Design techniques and tools challenges.** To enable active and rewarding user participation, users must be provided with suitable design tools and techniques. E-government and the availability of social media channels provide on-line alternative interactions with the end-users, if they cannot be involved in design groups or devote their time in real life. However, parts of human interaction, in depth information, and group dynamics when different stakeholder groups interact, are lost when using remote technology and guidance. This becomes more challenging when moving from generic public services to the emerging form of e-government described in this study. The fourth generation of UCD thus has to balance face-to-face and on-line interaction in design work, again related to the effectiveness and lack of know how challenges described above.

6. Conclusions and future work

In a society where cross-section collaboration and e-government is rapidly expanding, it seems necessary to focus on organizing the desired activity, e.g. the provision of safety, and not on the organizations themselves, moving towards a society built on multi-functionality and role flexibility. This in its turn immediately raises questions of who has the authority, legitimacy and profession and who has not, as illustrated by previous research [11] as well as in this study. The corresponding challenges concerning UCD lie in a number of challenges, which need to be resolved if UCD is to be applied, used and is able to deliver benefits to IS development in a networked society. A limitation of this study is that it only embraces the initial collaborative efforts and some early IS design in the different projects, which is reflected in the focus on early design phases in the suggestions provided for the fourth generation of UCD. Future research should focus on further development of more coherent and specified methodologies and frameworks, covering all IS development phases and on applying and testing them in entire UCD projects directed towards e-government and cross-sector collaboration. Long-term economic evaluations and cost benefit analyses are also central to be used as motivations for user participation, in the new contexts.
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1. Introduction

The challenges of realizing value from IS are widely recognized. Ward et al. [1] conducted a survey of perceived satisfaction with IS projects among 102 private and public organizations. Only 45% claimed success with more than half or more of their IS projects. Analysis of U.S. local governments surveys concluded that ‘few governments reported any changes that are attributable to e-Government, especially changes involving cost impacts’ [2]. Goldfinch [3] argues, that one should be pessimistic about value from e-government. There is a need to address the organizational changes and desired value along with implementing IT systems. The Danish Government and the local governments agreed on an ambitious e-government strategy [4]. During the five year period, 70+ public e-services will be mandated; 80% of communication with citizens and companies will be also be mandatory digital.

E-government is described as multivariate and complex, covering a wide range of areas, actors and applications [5]. It is commonly accepted that e-government research needs to be multidisciplinary to meet this challenge. From a comprehensive e-
government literature review, Heeks and Bailur [6] do not find much evidence of a multidisciplinary approach. They find a predominance of information systems’ research influence, no inheritance of critical views and only scarce studies based on solid empirical work offering practical recommendations. Yıldız [7] states that e-government evaluation ‘only focus on the measurement of the availability and development of web sites and on line services’. It misses the organizational and cultural change that is necessary for e-government to succeed.

This study will apply a multidisciplinary approach through empirical work and direct contact with data to address the organizational and cultural change. A formative evaluation model of e-government adoption in local government in an Action Research approach was applied. **Research question:** How can formative evaluation impact value from e-government? Can this evaluation model reveal generic factors that support or hamper e-government value realization?

### 2. Related work

E-government, understood as the services, delivered to citizens etc. through the internet, can be measured in many different ways (as IS implementation, against anticipated objectives or in terms of efficiency), considering different phases of the e-government initiative (implementation or operation) and with different objectives (e.g. comparison, supporting decisions or understanding phenomena) [8]. Even though this e-government evaluation ontology is convenient, it leaves a gap between anticipated and actual e-government as it only defines one phase after implementation; ‘operation’. I will add the technology adoption processes to close this gap.

Public sector has an obligation to deliver accountability, transparency, equality and reliability in the services towards citizens and businesses [9]. Concluding, that there is a lack of consistencies in terms of value metrics and stakeholders included in evaluation research, the author presents a unified multidimensional framework that covers all value dimensions and stakeholders [9]. Luna-Reyes et al. [8] suggest an evaluation model composed of not only output but also technological characteristics, organizational form, institutional arrangements and contextual variables. Luna-Reyes et al. add value dimensions that extend the e-government perspective. Both models build on a positivist philosophy that perceives value dimensions as objective, value free and measurable. Other scholars are opposed to a unified model view. Carbo and Williams [10] note the diverse subject matter areas that e-government is applied to and state that there is no one model for local government evaluation.

A vast majority of e-government evaluation studies concern only stakeholders outside of the practitioners setting, primarily citizens [9]. Evaluation of citizens’ adoption of e-government applying behavioral models such as TAM, TRA or TPB [11-13] provide understanding of the citizen adoption process. Content evaluation of public websites and surveys of managers’ perception of e-government value and barriers [14, 15] constitute other models of evaluating e-Government. Jones et al. [16] claim, with support from many researchers, that most organizations ‘have no ICT evaluation processes in place’ Yıldız [17] addresses the oversimplification of e-government and recommends to evaluate ‘the processes that shape the management of e-Government’. Luna-Reyes et al. [8] state that ‘we still know little about the impacts and results associated with e-government’. According to Ndou [18], ‘one of the reasons why many e-government initiatives fail is related to the poor understanding of the e-government
concept, processes and functions’. Carbo and Williams [10] underpin that without appropriate evaluation models, e-government may be costly and include political, operational and technology risks. These studies provide useful knowledge in regards to comparison of e-government output but are of limited use for understanding e-government adoption. Ndou [18] acknowledges the employees as an important actor; she states that ‘the relationships, interactions and transactions between government and employees in fact constitute another large e-government block, which requires a separate and very careful handling’.

A constructivist evaluation approach, opposed to the positivist approach, can provide a more extensive understanding of e-government [e.g. 16, 19]. Applying an action-based grounded theory approach [20] in collaboration with two local governments in the UK, they aimed at ‘seeking to increase the understanding and knowledge of e-government evaluation’ [16]. This was done in an interpretive and inductive process leading to an understanding of ‘social and human aspects of e-government evaluation’. The studies led to important themes for evaluating e-government, namely decision making, evaluation methods, what and how to assess and how the practitioners perceive the evaluation process. Moreover, the dilemma of agency was stated to dominate e-government. A grounded approach was applied by Irani et al. [21] with a series of workshops in the UK with e-government practitioners. The workshops inductively revealed the practitioners’ perception of challenges in e-government of technological, social and organizational themes, e.g. lack of interoperability, shared services, legal issues and inter-governmental coordination and collaboration.

The degree of adoption of a new technology is argued to be dependent on the information decision process of an individual thus on relative advantages, compatibility, complexity, trialability and observability [22]. Gallivan [23] argues that adoption can be understood as primary adoption at the organizational level and subsequent adoption at the individual level. He finds from an empirical study that managerial intervention and captive use facilitated the adoption process. From an empirical study Braun et al. [24] state the importance of also considering the contextual factors at the organization level, i.e. value management capabilities, integration into managerial processes and support from top management. Tyre and Orlikowski [25] saw, that technology use congeals after a short time and that further adoption requires interventions into the organization.

3. Method

This study was conducted as Action research (AR) to explore the implementation of Digital Post in a Danish municipality. AR is based on a certain action in a particular setting that creates a response where the social action can be connected to a causal model [26]. It has the ability to create knowledge about deficiencies in the practitioners’ world ‘that research of a more positivist nature fails to do’ [27]. AR is an appropriate methodology to investigate IS in organizations with its ‘explorative yet rigorous nature, grounding in principles and methods’ [28]. AR is conducted in this study as a cyclical process with five phases, namely diagnosing, planning, action, evaluating and specifying learning [26].

Digital Post constitutes a major cornerstone in the Danish 2011-2015 e-government strategy [4]. The system is basically an e-mail system in which identified actors can communicate encrypted. The empirical setting constituted the Citizen Ser-
vice Centre department in the municipality of Assens (ACS). ACS implemented Digital Post in 2010. After two years they had a suspicion that Digital Post was not used by the staff and they had not seen any drop in postal costs. ACS had two managers, and the department of 40+ employees was divided into 8 teams. The teams worked within a range of different public sector administrative services.

Data collection covered postal costs, number of transactions, staff surveys, focus groups [29], interviews with staff, managers and head of department together with notes from researcher’s observations and diary from the two managers to reflect on their own learning [30].

4. Results

The number of messages through the OM went from 8 in March to around 1000 in June and July, performed by 5 workers in March and nearly all workers through July. Diagnosis was done by analyzing transaction data. Diagnosis revealed a very low adoption rate of the OM after the initial technical implementation. This worked as the overall baseline. An evaluation report was elaborated on a monthly basis. The report was a recurrent evaluation of the adoption and included quantitative and qualitative evaluation on department, team and employee levels. The report also included a list of barriers to adoption, together with an action plan, stating responsibility for action towards barriers. The report stated advice to the managers to decide from.

The survey of office workers’ e-government readiness and attitude showed skepticism and negativity towards digital post and a very low rate of workers’ own use of digital post as a citizen. Managers observed a variety of ‘bad excuses’ (their expression) for not using digital post.

When I’m around and ask about why mail is sent physically and not digitally, I can hear that there is opportunity for development both in attitude and in terms of skills. So there will be enough to deal with when you arrive (Karen, manager, e-mail, April 25, 2013).

On the basis of the survey, from the diagnosis phase, two focus groups were conducted, distributed on age and with different attitudes to e-government in each group. Both groups included workers with positive and negative attitudes and different skills. The focus groups were planned solely to contribute to the research purpose. However, the focus groups turned out to also release some of the insecurity and tension about digital post hence reduced the skepticism and negativity.

Knowledge about barriers could be extracted from the work practices where workers would use physical mail. In order to identify these we planned to have workers to register every physical mail with a type indication in one week.

Many of the barriers were external, of which the municipality only had very limited impact, if any. Of the internal barriers, the municipality had control, but had only limited capabilities regarding configuration of the various systems and the over-all internal interoperability.

The involvement of the workers and having them to reflect on their own behavior together with on-going follow-up from management turned out to be necessary to maintain momentum in the realization process. Moreover, the ‘disturbance’ of the researcher and my motivational and creative capabilities together with the ability to create good personal relationships with all levels was stated as pivotal, especially the ability to meet the workers with respect and curiosity. These competences are stated by Mumford [31] as a prerequisite for succeeding with action research. Removing the
first barriers within hours created a certain momentum. The high momentum and the agile decision making was stated by the head of department as very uncommon for the organization, thus it made a great impact on the engagement of the participants.

The specified learning, elicited from interviews with head of department and managers, focused on assessments, role of management and involvement of workers. Assessments were agreed upon as pivotal for the formative evaluation leading to eliminated barriers and subsequently enhanced value realization. Expectation clarity (in form of orders) both from head of department towards managers and managers towards workers had the department focus on the Digital Post value. The importance of the operational managers as being in charge of the change process (and not the IT department) was stated by all. The study revealed specific types of barriers to digital post, see Table 1.

Table 1. Types of barriers to digital communication

<table>
<thead>
<tr>
<th>Barrier type</th>
<th>Explanation</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>External work processes (mainly other public organizations)</td>
<td>Processes, based on physical documents, stamps, signatures etc. that involves the municipality, legislative issues and missing awareness from externals</td>
<td>Housing loans, where legal text must be on the back of the loan document (Ministry of housing), cannot be sent digitally.</td>
</tr>
<tr>
<td>External technical infrastructure issues</td>
<td>Subject matter systems not integrated with Digital Post and the complexity of the digital post system</td>
<td>The welfare aid system (vendor has monopoly), used by all municipalities. Configuration failure in the Digital Post system.</td>
</tr>
<tr>
<td>Internal technical infrastructure issues</td>
<td>Local systems interoperability and configuration issues</td>
<td>Case handling system was not configured correctly</td>
</tr>
<tr>
<td>Managerial decisions</td>
<td>Internal work processes involving physical documents or other communication channels</td>
<td>ACS sent physical tickets to elderly people to pay for therapy, workers promise costumers not to send digital letters</td>
</tr>
</tbody>
</table>

5. Discussion

According to survey, staff uses between 10 and 20 systems every day together with Digital Post. One type of barrier to adoption constitutes other systems being incompatible with Digital Post. Failure of interoperability has roots in the Weberian bureaucracy model and is recognized as a true barrier to e-government [32]. Trialability will stimulate adoption of new innovations [22]. Digital Post was designed without the opportunity for staff to experience use of the system without involving real citizens. Together with the technology illiteracy that may characterize many skilled staff, this will induce uncertainty, hence slower the adoption.

This case revealed several policy issues, including both failure from legal recognition of digital documents and privacy issues. Failure to acknowledge digital documents is obviously fatal to Digital Post. The trustworthiness of this e-government initiative is under strain when civil servants experience that other parts of public sector do not recognize digital documents. The most serious obstacle is the uncertainty about whether the civil servant may extract CPR from the Civil Registration System without committing a crime. The legal department of the Danish Digitization Agency confirms that civil servants may do this, but they have not gone public with this. The law abiding gene is very strong amongst administrative workers in the public sector, thus con-
confirmation from the Danish Data Protection Agency would resolve this. Many researchers find legal barriers to e-government [18, 33, 34].

The second issue lies with configuration of systems. Why is a system configured to send the expensive A-mail for three years without anyone noticing it? The economic constraints of the public sector lead to mere technical implementations. Systems are typically implemented by vendors and the local IT department from a default IS configuration scheme. It is pivotal for e-government initiatives that the business manager is in charge of system configuration and has the necessary capabilities.

Capability of producing the necessary and sufficient business intelligence (BI) is necessary to be able to document value and inform adoption process. In this case there were insufficient capabilities to extract, manipulate and present the BI data. The BI data revealed a potential major breakdown caused by workers omitting Digital Post. This led to an intervention that stopped this. Furthermore, the case revealed lack of project management and change management capabilities at the management level. The researcher acted like the ‘visionary change agent’ that Chircu and Lee [35] states as one of six e-government adoption key success factors. This is a challenge to local governments with busy work schedules.

It is vital for public institutions to adopt an e-government initiative when funding is reduced according to anticipated use from the initiative. Digital Post has existed since 2010 but only in 2013 was the state funding reduced, which have had an effect on local governments’ CEOs. The municipality had to cut costs or reduce welfare service elsewhere. The CEO ordered the use of Digital Post and this was not questioned by managers or workers. This supports the response to authority claim as a major impact on adoption [36], which is also stated from a multiply case study by Chircu and Lee [35]. Secondly, the study shows how important it is to integrate the current follow-up into the managerial practice as stated by Braun et al. [24].

The skilled administrative worker in the local government carries a long and strong tradition of physical writing and serving the citizen. The focus groups in this study proved that making the mail digital conflicts with these values in many ways. Rogers [22] asserts that adopting a new value system is a very slow process. Captive use is also stressed as an important adoption factor [23], which was proven in this case by the mandated use of CPR. The two vendors in the market of the OM both declare that they will not enforce this feature on customers. The case of the Digital Post and use of the OM is characterized by a high degree of ease of use. A

This was confirmed by many workers throughout the project. The greater the perceived relative advantage is, the faster the adoption [22].

Partnership and collaboration are important elements of the e-government development process [18]. Collaboration with system vendor was important regarding support for configuration knowledge and export/interpretation of data. Collaboration with other public institutions was confirmed in this study as important for the adoption process. Several of the adoption barriers originated from lack of recognition of digital letters from other public institutions. This siloization is recognized by Bannister and Connolly [32] as a major barrier to e-government.

Leadership is necessary before, during and after project implementation’ [18]. This study explicitly ‘instructed’ managers, head of department and head of division to act and perform management and leadership. Especially articulating the expectations towards staff and clearly ‘giving orders’ of how to perform work tasks was proven vital. This was explicitly mentioned by managers when specifying learning, i.e. addressing head of department and head of division. Staff also referred to ‘the order’
many times, i.e. addressing the managers and head of department. The disclosure of measurements and status reports made it apparent to others, e.g. if one manager had not made a follow up on specific barriers. This integration of how to enhance value from e-government into the managerial processes was found to be key in e-government [24]. In the study, the managers exerted management, which was reflected upon both by managers themselves and staff, as a change, that enhanced perceived work satisfaction. This effort mitigated the role of agency, which is said to be significant in e-government [3, 16].

6. Conclusions

In this study, I show how a formative evaluation model of e-government adoption can enhance value from a specific e-government case: Adoption of Digital Post in a municipal citizen service center. Applying the evaluation framework in an AR approach revealed various barriers, within technical infrastructure (lack of interoperability), legal issues (unclear regulation and uncertainty about privacy issues), lack of human capabilities (project management, data management, systems configuration), change management issues (conflicts in value systems, resistance to change, vague and unclear management) and collaboration issues (other governmental institutions being opposed to digital post). To overcome barriers within the municipality, the study introduced interventions as clear leadership and management, authority based decisions, disclosure of individuals’ behavior and clear e-government strategy, combining measurements with on-going changes in systems and work practices. This was overall done in a mutual collaboration between researcher and managers, but foremost with respectful involvement of staff.

The adoption of Digital Post increased to saturation, but postal costs only dropped one third. A number of e-government adoption barriers remained as unsolved. These barriers originated primarily from external factors. Interoperability problems (systems that could not integrate to digital post), unclear legal issues and governmental institutions, that did not acknowledge digital letters constituted remaining barriers.
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A Data Oriented Approach to Derive Public Administration Business Processes
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Abstract. The delivery of services to citizens by Public Administrations requires to set up and coordinate complex Business Processes. Typically homogeneous Public Administrations, such as municipalities, have to provide the same services to all citizens. Nevertheless their concrete implementation, and the supporting Business Process model and data object models, can slightly differ from one Public Administration to the other due to organizational factors. If such variability is not explicitly represented and managed, each office will have to reflect on and analyse the requirements posed by the delivery of the service; then they will have to derive a specific process and data model. On the other hand the explicit modeling of variability can reduce the work to be done and permits to define general specifications from which specific model variants can be derived according to specific needs. In this paper we propose a novel approach, inspired by Feature Modeling techniques, for data object variability modeling that can be used to provide high level blueprints from which detailed Business Processes and data object specifications can be derived. Finally, a complex scenario has been applied to validate the approach with encouraging results.
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1. Introduction

Complex organizations have to support many different Business Processes (BPs) to provide services/products to customers and to reach organization objectives. Typically BPs can present similarities when applied to support similar services or to make similar products. The explicit management of such variability, both with respect to documents (following referred as data objects) and to the activities to carry on, can be extremely useful in order to reduce complexity. Therefore methods explicitly supporting the variability modeling and the management of data objects and of BPs are very much needed [1]; the delivery of services to citizens by Public Administrations (PAs) can be re-conducted to such a situation. The case of PA is particularly interesting in reference to the possibility of modeling and managing data and BP variability [2]. At a certain level of abstraction all PAs will share the same abstract data object and BPs. Nevertheless, when details have to be defined in order to concretely support the service delivery, the BP models start to differentiate in order to include organization dependent characteristics [3]. When variability is not explicitly managed, the result is that each PA works independently to design its BPs. This certainly causes a waste of
time and money since most of the BPs requirements are the same also for other PAs, therefore its explicit modeling will permit to save time and money to PAs, and at the same time common modeling will reduce interoperability risks.

Business Processes in the PA sector are regulated by the legislation for all PA delivering a service, nevertheless some degree of freedom is left regarding the concrete implementation of such supporting BPs. This means that some behavior is not completely generalizable since each single PA has specific needs, for instance in relation to the location, the size of the territory which it covers and other many possible factors.

According to the given scenario we present a novel approach to model public services from laws, starting with the generation of a shared data view in order to reduce the cost of the BP design step. The data object view allows to have an immediate idea of which are the data involved and provides a way to facilitate the development of Configurable Process Models (CPMs). A CPM consists in a single model that groups many BP variants sharing a common goal [4] then it provides rules defining how each single BP variant can be modeled and adapted to each single PA. In our case, we use a Feature Model (FM) for the data object modeling and the Business Process Feature Model notation to represent CPMs.

The paper is organized as follows. In Section 2 background material is provided, then the proposed approach is presented in the Section 3, and its application to a real case study is presented in Section 4. Finally, Section 5 presents related works and Section 6 closes the paper drawing some conclusions and opportunities for future works.

2. Background

2.1. Feature Modeling

Feature modeling is an approach emerged in the context of Software Product Lines to support the development of a variety of products from a common platform introducing the concept of a family of BPs [5].

A FM is a graphical model which makes use of a tree representation, with the root representing the general product to develop; it permits to express different relationships among the possible features that can be included in a specific variant of the product. In particular, in the first feature modeling approach proposed, named Feature-Oriented Domain Analysis (FODA), mandatory, optional or alternative constraints on features have been introduced [6]. A Mandatory feature represents a characteristic that each product variant must have. For instance considering the production of different mobile devices we could define a constraint requiring that any mobile device variant has to include a screen. An Optional feature is used to represent characteristics that a product can have, but a fully functional product can also be derived without including such a feature. For instance this could be the case of mechanisms supporting connection to 4G networks that could be included only in high-profile products. An Alternative feature represents characteristics that cannot be present together in a product. For instance a mobile device can have a standard screen or a touch screen, but not both. It is also possible to express relationships such as “at least one feature in a set of features is needed in each product”; this is done via OR features constraints. Additionally, include relationship constraints have been added to express that a feature selection implies the
selection of another feature that is on a different branch of the tree; exclude relationship constraints, instead, are used to express that a feature selection requires to discard another feature that is on a different branch of the tree.

Once a FM has been defined it is possible to derive, according to the constraints, a specific product defining a configuration that expresses explicit features selection. In Figure 1 we depict a simple scenario of a family of mobile phones. Each mobile phone has to provide a display that can be touch screen or a standard display. Each phone can also have Internet connection, if it is included the 3G connection has to be mandatory and, optionally, 4G connection can be available. The features in gray in the FM are selected and they represent the configuration to generate a mobile phone product variant with a touchscreen display and a 3G Internet connection.

Researchers have proven that basic FM models are too restrictive to represent all the relationships between features useful to characterize a family of products [7]. As a result the FM notation has been extended to permit the definition of feature cardinality, permitting to define how many features in a set are needed to have a working product [8]. It means that features can be arranged into feature groups, where each feature group has a group cardinality. A group cardinality is an interval of form \( <m-n> \), where \( m, n \in \mathbb{Z} \land 0 \leq m \leq n \leq k \) where \( k \) is the number of features in the group.

![Feature Model Example and Configuration (Selected Features in Gray)](image)

2.2. Business Process Modeling

A BP is "a collection of related and structured activities undertaken by one or more organizations in order to pursue some particular goal" [9]. The accuracy of the BP modeling phase is critical for the success of an organization, in particular in scenarios in which it is necessary to adapt to changing requirements. In order to design a BP, different classes of languages have been investigated and defined.

In our work we refer to BPMN 2.0, an Object Management Group standard [10]. It is the most used language by domain experts due to its intuitive graphical notation. We have mainly used process diagrams, focusing on the point of view of system users. The BPMN 2.0 elements in Figure 2 are the core elements of the language and those we will use in our approach. In particular the following are concepts that can be modeled in BPMN 2.0, and their respective interpretation. Events are used to represent something that can happen. Activities are used to represent a generic work to perform within a BP. Gateways are used to manage the flow of BP both for parallel activities and choices. Data Objects permit to model documents, data, and other artifacts used and updated during the BP, in most of the cases take data objects as input, modify them, and give them back as output.
3. Approach

The proposed approach is organized in three main steps as shown in Figure 3. The main actors involved in the approach are: a regional Competence Center and a set of PAs. The Competence Center should include BP designers, domain experts and legislation experts; instead, the PAs are the organizations that have to deliver the services described in the referring laws. In particular the approach is organized as follows.

- The first step aims at defining a data object model that explicitly provides information about documents that are needed by PAs. This step includes knowledge acquisition through the study of laws of the involved PA services. It is carried on only once by the competence center.

- The second step aims at defining general models that constitute the basis for the definition of process variants for each specific deployment context. General models will be codified using CPMs notation, and they will be designed considering the data object model and the referring laws. This step should be carried on only once by the competence center and it will permit to derive models that will include activities that have to be carried on, the relations among them, and the data they possibly get in input or produce in output. The activities defined in the CPMs will be also linked to the data objects of the data object model.

- The last step concerns the derivation of the fully specified BP variants configuring the CPMs and the data object model. Each involved PA has to select the activities in the CPMs considering its organizational structure, then a set of BP variants is extracted (exactly one for each CPM).

Data Modeling via Feature Model. A data object model is a representation of data that may help a BP Designer during the design of a BP. In particular, with a data object model, a BP Designer can have an immediate view of the data objects that are mandatory or optional for a correct BP configuration. Then, having an overview of the data to include in the BP can facilitate the choice of which activities have to be included in the BP (e.g. activities that operate on those data). A data object model is generated from the first step of our approach and it refers to a high level representation of the data objects involved in the BP without going into details like their organization in tables, columns, or the physical means used to store them. In our case we use FM to represent the structure of data objects, whether they are composed by other data objects and to express variability in their composition. Moving from the root to the leaves means going from a data object to the parts that compose it.
Figure 3. The Proposed Approach.

**Configurable Processes Modeling via BPFM.** A set of CPMs is the output of the step 2 of the approach, since many BPs can be described by a law. In this paper we use Business Process Feature Model (BPFM), a feature model extension to deal with variable BPs; its suitability to model families of BPs for PAs, has been proved in [11] [12]. A BPFM model is constituted by a tree of related activities. The root identifies the family of the BPs under analysis. Each internal (non-leaf) activity denotes a sub-process, and the external (leaf) activity represents a task. BPFM introduces different levels of detail in the BP family specification going up- down on the tree. BPFM also provides the possibility to define constraints between activities in two adjacent levels of the tree. Each constraint has only one father activity, and it has one or more child activities depending on the type of the constraint. Constraints are used to express if child activities have to be inserted in the BP variant and if they have to be included in each execution path of a BP variant.

**Data Objects toward Configuration and Variant Derivation.** In the third step each PA has to derive their BP variants from the data object model and the CPMs resulted in the steps 1 and 2. The PA has to consider its internal structure in order to select the data objects and the activities it needs in the BPs. The activities selection has to be done for each CPMs.

The selection of activities is generally done manually by a BP designer which has to select the activities to include in the BP. Since the Competence Center also provides a Data Object Model together with the CPM, the BP designer may be guided, in the choice of those activities, by the presence of the constraints imposed on the data objects.

**4. SUAP Case Study**

To describe our approach we focused on the SUAP case study. It involves more than 110 different BPs that support more than 150 data objects types in order to provide services to citizens. In particular, we applied the approach to the case of the Marche Region (Italy) that coordinates the implementation of the SUAP service for 239 municipalities or aggregations of municipalities, and 45 third parties administrations that can be involved as third parties. For the sake of space we focus in this paper to only one BP related to the Standard request to start a Business Activity for shops in a...
fixed location. This is the BP in which an entrepreneur requests to the municipality, and to third parties organizations, the permission to start a business activity. The entrepreneur will have to wait the office decision before starting the activity.

The Data Object Model of the SUAP case study is reported in Figure 4. It allows us to express that the Data Root must be composed by data objects such as: Certified Notification for Business Startup, Standard Instance, and other data objects that we do not represent for a matter of space. The use of cardinality in the feature model allows us to express that the data object instance must include only one part that composes it out of: Building, Commerce, Tourism and others. We use abstract data object to represent a categorization of data objects that go under a same topic; Commerce, in this case, groups together data objects such as: Public Areas, Fixed Location, and others. It is also mandatory that Commerce is composed by only one of those data objects. Finally, in our case study the Fixed Location data object must be composed by one out of the parts: Com 1, Com 2, Com 3. Representing data in this manner, gives to the BP designer the possibility to have a view of all the data objects that are necessary for configuring the business processes required by the law.
After modeling the data view, the second step of our approach implies that all the CPMs are developed by a Competence Center. In this paper for a matter of space we just present the CPM of the Standard request to start a Business Activity, considering only the activities needed for the case of fixed location shop; we modeled it in BPFM notation. Since the paper is not focused on BPFM notation, then we just highlight the variability of the case. In particular, two possible BP variants can be generated from the BPFM model, one in the case of the SUAP office is provided by a single municipality and the other in the case the office is provided by an aggregation of municipalities. In the model it is represented by a BPFM Special Case Constraint linked to the activity Provide Instance to Internal Offices.

Performing the third step of our approach, the Competence Center has already designed the Data Object Model and the CPM; the BP designer of each single PA can then derive a BP variant defining a configuration that permits to express which data and activities to include. The activities in gray in the FM of Figure 5 represent a possible configuration, while Figure 6 illustrates the corresponding BP variant derived thanks to the mapping rules defined in BPFM.

![Figure 6. Business Process Variant.](image)

5. Related Works

We found other works that attempt to provide approaches and tools to simplify the management of Business Processes in the Public Administration sector. In [2] the authors underline the importance of using Configurable Process Models for the Swedish Public Sector, providing also positive results of evaluation questionnaire and feedback from municipal officials.

Other works attempt to derive a Business Process model directly from the law. Particularly interesting is the approach used in [13] which focuses on the natural language that composes the law and the importance of having a visual representation such as a derived Business Process model. The authors derive a formal, and therefore verifiable, model directly from the code of law to proof the thesis that many laws directly implicate executable process sets. They use an existing graphical and textual illustration of the Swiss obligation law as basis and they were able, with the help of the Semantic Process Language [14], to translate the illustration into an executable Module Net.

In our approach we do not refer to a direct translation of the law text into a model, but we rely on the presence of a competence center that does this work manually.
6. Conclusions and Further Work

In this paper we presented an three steps approach to derive public services BPs from legislation. In the first step a data object model is extracted from legislation by a competence center, then in the second step the competence center models a set of BP families highlighting the variability between the BP variants. In the last step each single PA extracts its own BP variant from the families with the help of the data object model. We applied the approach to the Marche Region SUAP scenario in which 239 municipalities and 45 third parties administrations are involved in the execution of more than 110 BPs. This first experiment made with the proposed approach, provided encouraging results and permitted to model quite easily a complex scenario, and to derive the corresponding BPs.

In the future we plan to apply the approach to other scenarios in the Italian Public Administration, including a check of the compliance between the data model and the CPMs in order to ensure the correctness of the models and of the relations modeled by the competence center.
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Towards a “Balanced” Historical Assessment of E-government Research
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Abstract. This paper utilizes the Balanced Scorecard to provide a forward looking historical assessment of e-government research. The Balanced Scorecard provides an interesting and strategic lens through which to view e-government research. This paper identifies prominent e-government articles to highlight the financial, customer, internal process and organizational capacity elements of e-government research. This paper is not a traditional literature review; rather, it is a call for a more strategic approach to e-government research. As the field matures, the community should identify our mission and vision for e-government research and target our efforts accordingly.
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1. Introduction

Researchers in public administration have been exploring the role of technology in government for years. In 1926, Leonard White, a historian who specialized in public administration and later won the Pulitzer Prize for history, discussed the transformation of office equipment in the public sector. Before “e-government” emerged, researchers and practitioners identified ways to harness technological advancements for government services (Beard 1931).

This paper provides a forward looking historical assessment of e-government research over the last two decades. Although the discussion of information communication technologies (ICT) in government is centuries old (Bain 1937; White 1926), the focus of this paper is on the evolution of the “e-government” phenomenon. The remainder of this paper provides an overview of the evolution of the term e-government, a summary of the balanced scorecard, a review of e-government articles that are highly cited and published in the “Basket of Eight” IS journals, and recommendations for future research based on a “balanced” categorization of the e-government articles.

2. E-government

Researchers and practitioners are constantly conducting studies to assess government interaction with its constituents. Caudle et al. (1991) provides the first national survey of public managers’ ratings of IS issues. The survey was administered in 1988 to high-
level public managers in federal, state, and county agencies. A few years later, the United States National Performance Review coined the term ‘e-Government’ in 1993 (Alasem, 2009). Ten years later, Chadwick and May (2003) provide a comprehensive definition. They state “the principal features of e-government managerialism can be summarized as follows: a concern with the “efficient” delivery of government information to citizens and other groups of “users”; the use of ICTs to improve flows of information within and around government; a recognition of the importance of “service delivery” to “customers”; the view that speeding up information provision is, by itself, “opening up” government; a general absence of user resource issues, such as ability to receive and interpret information; and “control” and presentational professionalism (often termed “spin”) as defining logics.” Chadwick and May (2003) explore the genesis of the move towards “e-government” in the United States, Britain, and the European Union. They posit that “the democratic potential of the Internet has been marginalized as a result of the ways in which government use of such technology has been framed since the early 1990s. An executive-driven, “managerial” model of interaction has dominance at the expense of “consultative” and “participatory” possibilities (p. 271).” In the two decades since the term “e-government” was introduced, we have seen explosive growth in e-government research fueled by targeted efforts – special issues, RFPs, etc. - to increase the body of knowledge in this area.

Johnson and Ward (1972) describe “a citizen information system. Such a system (panel in type, neighborhood in orientation, public in character) is an important link in extending the notion of citizen participation in both policy and programs in a rapidly changing society.” They raise the question “what kind of citizens’ participation vehicles emerge in a society which is diverse, complex, technologically oriented and constantly and rapidly changing?

3. The Balanced Scorecard

The balanced scorecard is a “strategic planning and management system that is used extensively in business and industry, government, and nonprofit organizations worldwide to align business activities to the vision and strategy of the organization, improve internal and external communications, and monitor organization performance against strategic goals Anonymous (2014).” It was created by Kaplan and Norton (1992) to highlight the importance of both traditional financial metrics and strategic non-financial indicators. Hence the proposed performance measurement framework offers managers and executives a more “balanced” view of organizational performance. The balanced scorecard includes four measurement categories: financial, customer, internal process and organizational capacity.

According to Gartner Group, more than fifty percent of large firms in the United States firms utilize the balanced scorecard (BSC). An international study by Bain & Co ranked the balanced scorecard fifth on its top ten most widely used management tools around the world (Anonymous 2014). One of the major components of the BSC is the strategy map. “Strategy maps are communication tools used to tell a story of how value is created for the organization. They show a logical, step-by-step connection between strategic objectives (shown as ovals on the map) in the form of a cause-and-effect chain (Anonymous 2014).”

According to Van Grembergen (2005) the balanced scorecard can be applied to information technology. In this study, I use the balanced scorecard to evaluate e-
government research. This framework is well suited to this historical assessment. The Financial element refers to cost and time savings realized by e-government initiatives. The Customer is the constituent (citizen or business) that benefits from an e-government service. The Internal Process measure captures studies that evaluate e-government development, interoperability, etc. Finally, the organizational capacity refers to initiatives and studies that seek to advance e-government knowledge and tools.

4. Methodology

To identify the relevant articles published in the “Basket,” I started with the articles published in Belanger and Carter (2012)’s review of e-government and the “Basket of Eight.” Then, I searched for the term “e-government” in each individual basket journal via the Business Source Complete and ABI/INFORM Complete databases. Belanger and Carter (2012)’s review of the Basket included 30 articles. My search resulted in twenty-nine additional articles, for a total of fifty-nine articles from the “Basket of Eight.” To identify the top 10 most highly cited articles, I searched for the term “e-government” via the Web of Science online platform. Future studies could use a more expansive search process (including electronic government, digital government, IT in the public sector, etc.). However, the purpose of this paper isn’t to provide a comprehensive overview of the literature. The goal is to start identifying high-level trends in e-government research. The purpose is to provide an overview of e-government research as it relates to a useful strategic management tool: the balanced scorecard.

In the private sector, the balanced scorecard is used to help companies link their mission and vision to financial and non-financial indicators of success. I posit that this scorecard can be used to evaluate diverse facets of e-government research and help the research community identify content areas that need more attention. Some studies could fit into more than one quadrant. I placed each study in the quadrant that is most relevant.

5. Selected Findings

The top 10 most highly cited e-government articles are presented below in table 1.
Table 1. Balanced Scorecard Strategy for the Top 10 Most Cited E-government Articles

<table>
<thead>
<tr>
<th>Rank</th>
<th>Author</th>
<th>Year</th>
<th>J</th>
<th>Balanced Scorecard Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>(Layne and Lee)</td>
<td>2001</td>
<td>GIQ</td>
<td>Organizational Capacity</td>
</tr>
<tr>
<td>2.</td>
<td>(Moon)</td>
<td>2002</td>
<td>PAR</td>
<td>Financial</td>
</tr>
<tr>
<td>3.</td>
<td>(West)</td>
<td>2004</td>
<td>PAR</td>
<td>Organizational Capacity</td>
</tr>
<tr>
<td>4.</td>
<td>(and Belanger)</td>
<td>2005</td>
<td>ISJ</td>
<td>Customer</td>
</tr>
<tr>
<td>5.</td>
<td>(Ho)</td>
<td>2002</td>
<td>PAR</td>
<td>Internal Process</td>
</tr>
<tr>
<td>6.</td>
<td>(Medjahed et al.)</td>
<td>2003</td>
<td>VLDB</td>
<td>Internal Process</td>
</tr>
<tr>
<td>7.</td>
<td>(Heeks and Bailur)</td>
<td>2007</td>
<td>GIQ</td>
<td>Organizational Capacity</td>
</tr>
<tr>
<td>8.</td>
<td>(Welch et al.)</td>
<td>2005</td>
<td>JPART</td>
<td>Customer</td>
</tr>
<tr>
<td>9.</td>
<td>(Yildiz)</td>
<td>2007</td>
<td>GIQ</td>
<td>Organizational Capacity</td>
</tr>
<tr>
<td>10.</td>
<td>(Norris and Moon)</td>
<td>2005</td>
<td>PAR</td>
<td>Organizational Capacity</td>
</tr>
</tbody>
</table>

J=Journal; WOS = Web of Science; GS=Google Scholar
*All citations are as of October 2014

The Balanced Scorecard Mapping of the 10 most highly cited e-government articles includes one Financial article, two Customer articles, 2 Internal Process articles and five Organizational Capacity articles. Half of the top 10 most highly cited e-government articles address organizational capacity. The research community has focused on improving the e-government knowledge and skills and improving the tools and utilization of technological advancements to support ICT in the public sector. This focus on organizational capacity is logical given e-governments relative infancy. The most cited papers were published between from 7 - 13 years ago. Hence, this list is a reflection of the content that was initially very important to the field. The content covered in these articles has been an integral part of e-government growth and development. As organizational capacity increases, e-government research will also evolve and emphasize other areas of the balanced scorecard such as the customer (i.e. citizen) and internal processes. Currently, the financial benefits (e.g. lower costs) are frequently touted by proponents of e-government but seldom appear in research models.

Regarding the fifty-nine e-government articles published in the “Basket of Eight,” zero are Financial, twenty eight focus on the Customer, fifteen address Internal Process and sixteen explore Organizational Capacity.

Perhaps this lack of focus on the financial benefits of e-government by the research community is due to 1) our focus on the societal benefits (e.g., increased citizen participation) and 2) the public sector provides not-for-profit services. Currently, only one of the top ten most highly cited e-government papers address the Financial quadrant of the Balanced Scorecard strategy map. Arveson (2014) posits that the fundamental metric for government performance is not financial; its mission effectiveness. He states “at any given time, some departmental missions may be more important than others for the needs of the country. The selection of the departmental mission priorities is an ongoing strategic planning responsibility (np).” However, given the recent financial challenges and budget cuts experienced in many agencies, the financial benefits of e-government are increasingly more important to practitioners.
6. Moving Forward

Bain (1937) states “technology creates and destroys groups; it modifies those that survive; these groups are the fundamental societal realities with which government must deal; more accurately, they are the very stuff of the political institution. They must become an integral, functional part of political organization. Men make machines, but they also are made by machines.”

Watsell and White (2010) call for more research on public services. Persson and Goldkuhl (2010) posit that e-government is a synthesis between traditional bureaucracy and new public management. In light of the Balanced Scorecard Mappings and the extent literature, I recommend the following avenues for future research in each area.

6.1. Financial

- Explore the value of e-government.
- Disseminate financial benefits and cost-savings to practitioners.

6.2. Customer

- Determine what constitutes e-government success and/or failure. Identify metrics for success for diverse initiatives, levels of government and cultural norms.
- Identify the best ways to interact with a variety of stakeholders in a variety of contexts.
- Promote transparency via open government.
- Enhance the number and capabilities of smart cities.
- Utilize social media to increase citizen participation.
- Minimize the digital divide, especially as it relates to an aging population.

6.3. Internal Process

- Utilize emerging trends in data analytics to identify trends, prevent fraud, and meet citizen needs.
- Ensure sensitive data is secure and explore the role of information systems security in the public sector.
- Develop systems that enable ubiquitous computing.
- Develop interoperable applications.

6.4. Organizational Capacity

- Identify how “e” processes compare to manual processes? Does the “e” matter? What does it change? How does “e” change what matters? How can we avoid reinventing the wheel? We should learn from existing knowledge about manual processes. Don’t assume that the earlier method was ALL bad. We should start by acknowledging what we know and then move forward.
- Leverage our knowledge to improve society. Unlike other disciplines (e.g. philosophy), understanding the phenomenon is not enough; we should also improve conditions (knowing vs. leveraging what we know).
- Account for culture and context when developing e-government policy.
- Understand how e-government links to other communities.
- Promote interdisciplinary partnerships. There is a need for more partnerships between IS and Public Administration, Computer Science, Psychology, and Agricultural Economics to promote diverse concepts such as, big data, IS security, green IS, social responsibility and the triple bottom line.

The aforementioned recommendations highlight a few of the possible avenues for future research. This paper is intended to contribute to the discussion on the past, present and future of e-government research. There are a few limitations to this study. Given that most of the highly cited e-government articles are 10+ years old, to identify current gaps in the literature researchers should supplement this commentary with a review of 2014 and 2015 e-government articles. In addition to reviewing journals, future research could incorporate findings from diverse sources including books, proceedings and dissertations. This paper does not provide an e-government literature. Instead, it explores a strategic mapping tool to provide a high-level overview of highly-cited e-government research.
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Abstract. This paper provides a comparison between public and private organizations on key figures relative to the information systems support activities. It has been claimed that public sector has a less satisfactory conduct of information system support than private sector. In earlier work we have tried to find support for such claims without getting significant results. Whereas these earlier investigations only had data from around 70 organizations, in this article we present selected data from an extended survey investigations performed among more than 250 Norwegian organizations on how they conduct information systems development and maintenance. This investigation has earlier been compared with similar investigations of this sort. A major finding from the previous comparisons is that even if we witness large changes in the underlying implementation technology and approaches used, a number of aspects such as the overall percentage of time used for maintaining and evolving systems in production compared to time used for development is remarkably stable. When we compare public and private organizations in the last survey on the other hand, we find statistically significant differences supporting the claims of better usage of resources for information systems evolution in private than in public sector.
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1. Introduction

Heeks [1] claims that “Most eGovernment systems fail.” Also many other authors claim more IT-oriented problems in the public than the private sector. In [2] it is reported that “Public projects had an average effort overrun of 67%, as opposed to the 21% average in private projects. This observed difference appears to be caused by systematic differences between private and public organizations found at 1) the political level, 2) the organizational level, and 3) and the individual level”. A number of reports indicate that this is an international trend [3] in OECD countries, USA and in the UK [4]. A reason these failures get so well-known though might be because they are in the public sector, thus information about success and failure is also public information. As reported e.g. in [5] failure is happening both in public and private sector, and usually, the failures are only partial; most systems get delivered and are used in some way. Since most work on IT is not on developing new systems, but on maintenance, operation and user-support [6], an alternative way to compare IT efficiency than only looking at the development efficiency, is looking upon how work is distributed in the IT-organization, and the amount of work being done on value-adding activities. Application systems are valuable when they provide information in a manner that enables people to meet their objectives more effectively [7]. An application system is part of an encompassing organizational system, which in turn is
part of a broader business environment. This environment of change that an organization must address implies that the supporting information systems also must be easily adaptable. As stated already in [8], it is one of the essential difficulties with application systems that they are under a constant pressure of change. Given the intrinsic evolutionary nature of the sources of system needs as described above, it should come as no surprise that information system must evolve as well [7].

The goal of both development activities and maintenance activities is to keep the overall information system support of the organization relevant to the organization, meaning that it supports the fulfillment of organizational goals. A lot of the activities usually labelled ‘maintenance’, are in this light value-adding activates, enabling the users of the systems to do new task. On the other hand, a large proportion of the ‘new’ systems being developed are so-called replacement systems, mostly replacing the existing systems without adding much to what end-users can do with the overall application systems portfolio of the organization [9]. Based on this argumentation we have earlier developed the concept application portfolio upkeep as a high-level measure to evaluate important aspects of to what extent an organization is able to evolve their application system portfolio efficiently. How application portfolio upkeep is different from maintenance is described further below.

In this paper, we present results from a survey-investigation performed in Norwegian organizations in this area during the end of 2013/early 2014. We have earlier compared the overall results with similar investigations done in 2008, 2003, 1998 and 1993 [10], finding a stable overall pattern of distribution of work from the last four investigations. We will in this paper look more closely at the results from the last investigation, comparing figures from public and private organizations on central variables. Norway has quite a number of companies which are defined as private, but yet having substantial public ownership, the state being a major shareholder. Also, a lot of previous public organizations have recently been transformed to private companies or state owned limited companies or other kinds of organizations with varying degrees of freedom being run more according to private business principles than what was usual some decades ago. On the other hand we find certain important traits among public organizations e.g. that they all have to abide to the same non-optimal rule of procurement found in the EU legal framework for public procurement and development of IT-solutions when external companies are involved in developing the requirements to a system, they are not allowed to be involved in the implementation of the system [11]. Public sector organizations also have a different safety net. E.g. a municipality will not cease to exist due to bankruptcy. This makes the dichotomy between private and public companies meaningful. Thus our core research question is: Is information systems development support conducted in a less optimal way in the public sector, compared to how it is done in the private sector in Norway.

We will first give definitions of some of the main terms used within information systems evolution. We describe the research method, including a number of more detailed hypotheses spawned from the field detailing the above research question, before the main results from our investigation are presented. Then a closer investigation on the differences between private and public sector respondents are presented. The last section summarizes our results and presents ideas for further work. The structure of the paper is quite close to [12] where a similar investigation was made, but including data from the last investigation.
2. Definition of Core Concepts

Maintenance has traditionally been divided into three types: corrective, adaptive and perfective [13] based on e.g. [14]. This vocabulary is well established both in theory and practice, and we here use the IEEE terms with some clarifications and further division also anchored in the literature:

- **Maintenance** is defined as the process of modifying a software system or component after initial delivery to production.
  - Corrective maintenance is work done to correct faults in hardware and software.
  - Adaptive maintenance is work done to make the computer program usable in a changed technical environment.
  - Perfective maintenance is work done to improve the performance, maintainability, or other attributes of a computer program. Perfective maintenance has been divided into enhancive maintenance [15] and non-functional perfective maintenance. Enhancive maintenance involves changes and additions to the functionality offered to the users by the system. Non-functional perfective maintenance implies improvements to the quality features of the information system and other features being important for the developer and maintainer of the system, such as modifiability. Non-functional perfective maintenance thus includes what is termed preventive maintenance, but also such things as improving the performance of the system.

In addition to the traditional temporal distinction between development and maintenance, we have introduced the concepts application portfolio evolution and application portfolio upkeep (originally termed functional development and functional maintenance when introduced [16]. At the same time concepts such as devtenance (cf. devops) were introduced).

1. Application portfolio upkeep: Work made to keep the functional coverage of the information system portfolio of the organization at the current level. This includes: Corrective maintenance, adaptive maintenance, non-functional perfective maintenance and development of replacement systems
2. Application portfolio evolution: Development or maintenance where changes in the application increase the functional coverage of the total application systems portfolio of the organization. This includes enhancive maintenance and development of new systems that cover areas, which are not covered earlier by other systems in the organizations

We note that some writers provide more detailed overview of maintenance tasks [6, 17]. Jones [6] has in total 21 categories: This includes user-support as a part of maintenance (a view shared with e.g. Dekleva [18]); an area usually looked upon as belonging to ‘other work’ in other overviews.

3. Research Method

In connection to this work, we have performed two related surveys. One is our main replication study covering a large number of topics matching the ones we have
investigated 4 times earlier. The other is in connection to the yearly ‘IT i praksis’ [19]
investigation done by Rambøll in early 2014, where we have included the questions
relative to work distribution from our replication study, to compare this with e.g. the
benefit of IT and alignment of IT and business strategy. We present these
investigations individually below.

Our replication survey was implemented in the SurveyMonkey web-tool and
invitations were distributed by e-mail to 388 Norwegian organizations. The
organizations were randomly selected from the list of member organizations of DnD
(The Norwegian Computer Society - NCS) (NCS has currently around 1000 member
organizations primarily in the private sector) and OSDF - the public sector IT-forum, to
have also respondents from the public sector. ‘IT i praksis’ was sent out to more than
500 organizations, equally divided between the public and the private sector, and we
made sure to avoid overlap between the respondents.

The form in our replication study contained 41 questions including demographic
data. The contents of the form were based on previous investigations within this area;
especially those described in [20-26]. The full survey form and data is available on
request. In this paper, we present result combining the data from the replication study
with the IT i Praksis study.

On the replication study 87 responses were returned, giving a response rate of
22%. Out of these only 68 responses could be used for the analysis. The additional
responses were not complete, and in particular did not include responses to the
questions relative to distribution of work. Out of 533 distributed survey forms in ‘IT i
praksis’, 272 responses (i.e. 51%) where returned, although only 208 provided
responses to the questions matching our main replication study. When we put the
results together, we had an overall response-rate of 39%.

3.1. Previous Investigations

We have earlier compared some of the results of the last investigation with the results
of similar investigations [10]. A number of later investigations on the distributions of
work have been done, but they typically focus on the distribution of maintenance tasks
only [27-29], many only looking on the situation in one organization. Potential threats
to validity of such surveys are discussed in [10].

3.2. Hypothesis

To detail the main research question presented in the first section the following
hypotheses were formulated to investigate the development of the different measures
for distribution of work between private and public sector. Since we are looking for
differences, we have formulated the hypothesis as if private and public sector are equal
(to potentially refute this).

**H1:** There is no difference between the breakdown of maintenance work (in
corrective, adaptive, enhancive and perfective maintenance) in public and private
organizations. Rationale: Whereas perfective (in particular enhancive maintenance)
provides more value than other types of maintenance, it is interesting to look into this
breakdown. Investigations reporting on the distribution of time among maintenance
tasks [30, 31] report very different numbers. On the other hand these investigations
vary greatly. Whereas some look on single systems of numerous organizations or the
whole portfolio of numerous organizations, other look only at one or a few (important)
applications in one organization. Since this distribution naturally will differ according to where the system is in the lifecycle (development, evolution, servicing, phase-out, closed [32]), this difference between the maintenance work on individual systems should be expected. When averaging across a large number of application portfolios on the other hand, we have found a more stable distribution.

**H2:** There is no difference between the percentage of time used for development in private and public sector  
**Rationale:** When comparing the percentage of time used for development activities in organizations earlier, we have found this to be decreasing, but not so much between the three last investigations. Thus is interesting to see if this is equal also between private and public sector.

**H3:** There is no difference between the percentage of time used for maintenance in private and public sector  
**Rationale:** When comparing the percentage of time used for maintenance activities in organizations earlier, we have found this to be stable on around 40 percent of the overall time in investigations both in the seventies, eighties, and nineties in both USA and Norway. It is interesting to see if this is different between private and public sector.

**H4:** There is no difference between the distribution of work among maintenance and development between private and public sector when disregarding other work than development and maintenance.  
**Rationale:** Since the amount of other work than development and maintenance is taking up more time now than 15-20 years ago, we found it beneficial also in the surveys in 1993, 1998, 2003 and 2008 to look at the proportion between development and maintenance time only. The proportion of time used for maintenance has earlier shown to be stable on around 60% (i.e., 40% for development) in all investigations, across countries. When a larger percentage of maintenance is claimed, this often includes, e.g. user support [6].

**H5:** There is no difference between the distribution of application portfolio upkeep in private and public sector  
**Rationale:** These numbers were on the same level in 2008 and 2003 as in 1998, and it interesting to see if it would be equal also across private and public sector. A high percentage on application portfolio upkeep would in particular signal poor IT support practice cf. the discussion in the introduction.

### 4. Results

Work on application systems was in the survey divided into the six categories presented in section 2. The same categories were also used in 1993, 1998 and 2003 and 2008. We also asked for the time used for user-support and for systems operations which took up the additional time for the work in the IT departments. For these figures we have numbers both from the main replication study and the IT i praksis- study, and we present the aggregated numbers from these studies below. Note that in the surveys, we do not ask for numbers of our specific figures on application portfolio evolution and upkeep, but calculate them from figures of the more well-established types of maintenance and development.

40.7% of the total work among the responding organizations is maintenance activities, and 16.6% is development activities. When disregarding other work than development and maintenance of application systems, the percentages are as follows: maintenance activities: 73%, development activities: 27%. This is a bit more skewed towards maintenance than in the previous investigations, back to the level reported in 1998. 65% of development and maintenance work was application portfolio upkeep,
and 35% was application portfolio evolution. This is almost the same as in 2008, 2003 and 1998, which in turn was significantly different from the situation in 1993.

We have also investigated the breakdown of maintenance activities from our investigations where we look upon the complete portfolio of the responding organizations. Most interesting for comparison with other surveys is looking at corrective, adaptive, and perfective maintenance, which appears to be much more stable than the numbers reported from others. We do note though that the enhancive maintenance part of perfective maintenance appears to have stabilized on a lower level than we found 20 years ago.

In the light of this stability of figures, we have divided the population to test H1-H5 comparing private and public organizations. Before looking for significant relationships, the variables used in the comparisons were tested for normality. Data for all variables except application portfolio evolution cannot be investigated as if they were normally distributed. For these either the Shapiro-Wilks (S-W Sign) and/or the Kolmogorov-Smirnov (Lilliefors-Sign.) significance levels are less than 0.05. On some variables (e.g. application portfolio upkeep) we could use the assumption of normal distribution in the tests below, using t-tests, whereas for the others we use a non-parametric test (Mann-Whitney).

We tested H1-H5 by comparing the numbers from private and public sector as summarized in Table 1. We list the number of cases, the mean and the standard deviation for all relevant figures to test the eight hypotheses (for H1, there are four tests, for the difference in corrective, adaptive, perfective and enhancive maintenance respectively). $\Delta$ is the absolute difference in the mean between private and public sector, and $p$ is the probability for erroneously rejecting the equality of means. All hypotheses except H1a (corrective maintenance) were rejected.

<table>
<thead>
<tr>
<th>Test of hypothesis</th>
<th>Sector</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
<th>$\Delta$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corrective maintenance, percentage of all work (vs. H1a)</td>
<td>Private</td>
<td>106</td>
<td>24.1</td>
<td>14.9</td>
<td>-2.5</td>
<td>.207</td>
</tr>
<tr>
<td>Public</td>
<td>163</td>
<td></td>
<td>26.6</td>
<td>17.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adaptive maintenance, percentage of all work (vs. H1b)</td>
<td>Private</td>
<td>106</td>
<td>22.5</td>
<td>13.6</td>
<td>-2.8</td>
<td>.033</td>
</tr>
<tr>
<td>Public</td>
<td>163</td>
<td></td>
<td>25.2</td>
<td>11.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perfective maintenance, percentage of all work (vs. H1c)</td>
<td>Private</td>
<td>106</td>
<td>53.5</td>
<td>18.8</td>
<td>5.3</td>
<td>.005</td>
</tr>
<tr>
<td>Public</td>
<td>163</td>
<td></td>
<td>48.2</td>
<td>17.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enhancive maintenance, percentage of all work (vs. H1d)</td>
<td>Private</td>
<td>106</td>
<td>36.5</td>
<td>16.9</td>
<td>10.3</td>
<td>.000</td>
</tr>
<tr>
<td>Public</td>
<td>163</td>
<td></td>
<td>26.2</td>
<td>16.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maintenance, percentage of all work (vs. H2)</td>
<td>Private</td>
<td>107</td>
<td>44.4</td>
<td>16.7</td>
<td>5.9</td>
<td>.003</td>
</tr>
<tr>
<td>Public</td>
<td>167</td>
<td></td>
<td>38.5</td>
<td>15.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Development, percentage of all work (vs. H3)</td>
<td>Private</td>
<td>107</td>
<td>20.4</td>
<td>15.4</td>
<td>6.2</td>
<td>.000</td>
</tr>
<tr>
<td>Public</td>
<td>167</td>
<td></td>
<td>14.2</td>
<td>12.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maintenance, disregarding other work (vs. H4)</td>
<td>Private</td>
<td>107</td>
<td>69.5</td>
<td>18.6</td>
<td>-6.2</td>
<td>.012</td>
</tr>
<tr>
<td>Public</td>
<td>164</td>
<td></td>
<td>75.7</td>
<td>19.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Application portfolio upkeep (vs. H5)</td>
<td>Private</td>
<td>107</td>
<td>60.7</td>
<td>14.9</td>
<td>-7.5</td>
<td>.000</td>
</tr>
<tr>
<td>Public</td>
<td>164</td>
<td></td>
<td>68.2</td>
<td>16.7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**5. Discussion and Conclusion**

Overall percentage of time used for evolving systems in production compared to time used for development is remarkably stable over time. In earlier investigations the
differences found between private and public sector was not significant [12]. On the other hand, as we see in the current investigation with data from around 275 organizations (compared to around 70 responses in earlier investigations) we find significant differences between public and private organizations, generally pointing to that private organizations are able to use more of their time on value adding IT-activities. In addition to this difference the efficiency of the time used for development and maintenance tasks are not captured in these investigations, i.e. the amount of new functionality provided through the development of new systems or enhancive maintenance, cost overruns etc.

Several of our results have spurred new areas that could be interesting to follow up on in further investigations, and we have in addition to the survey performed several detailed case studies in different public sector IT-departments.

On the short-term, we will collaborate with Rambøll on ‘IT i praksis’ also in 2015 to get additional data points being able to confirm or refute the pattern found in this investigation. A long-term plan is to do a similar investigation in 2018 following up the 5 year cycle of investigations.
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Abstract. EU Member States and Institutions deal in daily basis with a considerably big amount of data. It is of high priority for them to focus on applying different solutions for better managing and governing their metadata to achieve better handling of their data. We conducted an in-depth analysis of selected cases via structured interviews. The input was used to identify a number of observations of good practices put forward by the selected case studies and a number of recommendations.
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1. Introduction

This paper presents the findings of the study on metadata management requirements, governance and existing solutions in EU Institutions and Member States which was commissioned by the Interoperability Solutions for European Public Administrations (ISA)¹ Programme of the European Commission, in the context of its Action 1.1 on improving semantic interoperability in European e-Government systems².

The prime objective of this work was to document what is available in the Member States and the EU Institutions with regards to policies and practices related to the management of structural metadata, i.e. data models and reference data.

Tailoring TOGAF’s definition³ of governance, we define structural metadata governance as comprising well-defined roles and responsibilities, cohesive policies and principles, and decision-making processes that define, govern and regulate the lifecycle of metadata. We define metadata management as the good practice of adopting policies, processes, and systems to plan, perform, evaluate, and improve the use and reuse of data models and reference data.

¹ http://ec.europa.eu/isa/
² http://ec.europa.eu/isa/actions/01-trusted-information-exchange/1-1action_en.htm
³ http://www.opengroup.org/togaf/
2. Methodology

In the context of this work, we performed an in-depth analysis of selected cases conducted via structured interviews following a detailed analysis framework.

2.1. Selection and analysis of the case studies

The cases for the detailed analysis were selected upon predefined criteria such as inter-organisational focus, regional diversity, information accessibility, and maturity of the solution. The following cases were selected:

- **EU - The Statistical Office of the European Union - Eurostat**, which process and publish comparable statistical information at European level.
- **EU - Joint Research Centre - INSPIRE**, which enables the sharing of environmental spatial information among public sector organisations.
- **EU - Inter-institutional Metadata Management Committee (IMMC) [4], Publications Office Metadata Registry (MDR)**, which registers and maintains metadata elements, named authority lists, schemas, etc.
- **DE - Koordinierungsstelle für IT-Standards (KoSIT)**, which coordinates the development and operation of IT standards for data exchange in the public administration in Germany.
- **ES - Centre for Semantic Interoperability (CISE)**, which carries out projects related to information and communication technologies (ICTs) in accordance with the strategic priorities in Spain.
- **LT - Lithuanian Spatial Information Portal (LSIP)**, which makes conditions for the provision of centralized spatial data.
- **NL - Knowledge and Exploitation Centre Official Government Publications (KOOP)**, which manages the metadata standard for information published by the Dutch government.
- **UK - Local Government Inform (LG Inform/LG Inform Plus)**, which provides a benchmarking data service of Local Government Association for councils in the UK.

2.2. Case study analysis framework

2.2.1. Structural metadata governance

The structural metadata governance dimension of each case was analysed as follows:

- **Goals**: What are the long-term goals of cross-border/sector governance, management and reuse of common structural metadata?
- **Governance structure**: What are the roles responsible for structural metadata governance and what is their mandate?
- **Policy domain**: Is structural metadata governance restricted to specific policy domains? If so, then in which policy domains?
- **Enforcement policy**: Where relevant, the applicable legal context must be completed.
- **Sharing**: which governance model is used to encourage/ensure sharing of structural metadata?
Reuse: which governance model is used to encourage/ensure reuse of structural metadata?

Authoritative source: Is there an authoritative source, e.g. a repository or a file server, on which the structural metadata is housed?

Licensing framework: Under which licensing framework are structural metadata shared and reused?

Quality controls: What is the quality management process for structural metadata?

Metadata Schema:

Vocabulary: Is there a common vocabulary in place, such as the Asset Description Metadata Schema - ADMS\(^4\), for documenting metadata?

Identifiers scheme: Are there common guidelines and design patterns for creating identifiers for the metadata?

Schema documentation: Is there schema documentation in place, which explains commonly agreed definitions about the meaning of the data?

Multilingualism: Are different languages supported for the metadata properties and/or values?

2.2.2. Structural metadata management

The metadata management dimension of each case study is analysed according to the following aspects:

Design and development: which entails the processes of agreeing on the syntax and the semantics, and encoding the structural metadata in different formats.

Update: which entails the processes of updating the structural metadata, and deleting/deprecating outdated versions.

Update frequency: What is the average update frequency of structural metadata?

Change management process: Is there a defined procedure in place?

Version control: Is there a version control system in place?

Harmonisation: which covers the processes that have to be put in place for:

Creating mappings between related structural metadata sets.

Assessing alternative structural metadata sets.

Documentation: which covers the processes that facilitate the sharing and reuse of structural metadata:

Publication of structural metadata documented according to a common vocabulary on an authoritative source which is accessible and supports search capabilities for both humans and machines.

Retrieval of structural metadata either by humans (e.g. downloading a file) or by machines (e.g. by consuming the metadata via an API).

Supported formats of publication tool(s): Human-readable only (H); Machine-readable only (M); Human and Machine readable (HM).

Standards: are there standards used for structural metadata management, such as ISO 11179 Metadata Registry standard\(^[0]\), ISO 25964 Thesauri and interoperability\(^[2]\), the Simple Knowledge Organisation System – SKOS\(^[3]\) and ADMS.

\(^4\) https://joinup.ec.europa.eu/asset/adms/description
3. Analysis of the findings

3.1. Structural metadata governance

The most common goals of structural metadata governance and management are:

- To achieve and ensure interoperability between existing applications and systems (e.g. KoSIT, Eurostat, INSPIRE, IMMC/MDR, etc.);
- To provide an authoritative source from where structural metadata could be made available, stored and managed, e.g. see the cases of Eurostat and LGI).

The most common challenges faced are the following:

- The goals and the importance of metadata management are often not clear to the management of the organisation and there is a lack of support from the leadership.
- It is important to keep track of new extensions meaning i.e. well thought version-ing process and manage links of the common models i.e. that updates or new extensions would be properly aligned with the existing model. For example INSPIRE and KOOP apply this in practice for their common models.
- The alignment of structural metadata managed locally and structural metadata managed in the central authority. There is an intention to manage structural metadata while at the same time managing links to local extensions and local models e.g. the Netherlands KOOP case.

We observed a generic four level governance structure.

- Legal level establishing the legal environment, e.g. involving parliament passing laws as with INSPIRE and CISE (not always there);
- Strategic level on which an Authority sets the high-level goals (often Ministries or bodies like IMSC);
- Functional level where decisions are taken on (changes to) models and vocabularies., such as OWMS User Group, IMMC);
- Operational level where the agreed changes are implemented such as MRT, JRC, KOOP, CISE etc.

We saw two ways of stakeholder involvement, either the person/organisation that wants to participate needs to ask for an invitation/permission by the authority responsible for metadata governance, or the governance body invites the people/organisations that they believe that should/have a stake in participating.

The decision making process can be distributed through three different interorganisational levels with certain responsibilities:

- Steering body or so called ‘authority’ that decides on vision and strategy.
- Organisational tasks are assigned to the institution reporting to the Steering
body;

- Collection of change requests and implementation of decisions is usually assigned to communities and working groups (i.e. OWMS community in case of KOOP).

The enforcement policy depends on the domain and the country. The way it is implemented varies depending on the purpose and the context of use of the metadata (e.g. provision of statistics, geographic information).

There is trade-off between stability and flexibility when it comes to choosing the enforcement policy for structural metadata governance. Having enforcement on the basis of legal requirement caters for stability since the use of the structural metadata is obligatory and changes can only be made by amending the legal environment. On the other hand, not having strict legal requirements gives more flexibility and provides conditions for faster adaptation to changing requirements to the upcoming needs.

There is an authoritative source for structural metadata in all eight case studies. In most cases the authoritative source is a tool (registry) that is accessible online where structural metadata is publicly available.

In all case studies licensing is not clearly identified on authoritative sources of information. To summarise, we can state that EU Institutions seem to be more aware of licensing than the Member States.

The quality control process is usually manual and ad-hoc (e.g. KOOP, CISE). In-house developed scripts or tools are being used (e.g. INSPIRE validator) and in most cases the process itself is not clearly defined.

A set of descriptors are used for the structural metadata in each case study reviewed. In almost all cases ADMS is either being considered internally for the metadata descriptions (e.g. KOOP), or ADMS exports are available, e.g. in the case of the Publications Office and Eurostat. All of the cases have documentation of their metadata in place. INSPIRE has guidelines and xml dictionary, KoSIT generates schema documentation directly from UML model.

Documentation of all pan-European initiatives is grounded on an authoritative language i.e. English, and labels are translated into different languages. European initiatives do support other languages (in terms of tools functionality).

### 3.2. Structural metadata management

The analysis shows that metadata management process is more standardised in EU Institutions than in organisations of Member States. We recommend the use of metadata management standards that give advantages of cost effectiveness and reusability.

Most of the organisations studied, i.e. Eurostat, IMMC, LSIP and LG Inform, have established processes for mappings between related metadata sets and for assessing alternatives, yet they are commonly used only for reference data and not for other sources such as vocabularies. Our analysis suggests that XSD\(^5\) could be used for the publication of metadata schemas and the transmission of protocol schemas, while SKOS\(^6\) files could be used to manage value and code lists.

The findings of the study show that there are usually few FTEs responsible for metadata management and it is emphasised that benefits notably offset the costs.

---

\(^5\) [http://www.w3.org/TR/xmlschema11-1/](http://www.w3.org/TR/xmlschema11-1/)

\(^6\) [http://www.w3.org/2004/02/skos/](http://www.w3.org/2004/02/skos/)
In all of the reviewed cases human- and machine-readable formats are available for retrieval, yet human- and machine-readable distributions of the structural metadata are published separately. The possibility to reuse the tool depends not only on its functionality, but also on the type of licence and owner/vendor. Commercial and open-source products are easily reusable, while in-house solutions require efforts for adaptation.

In terms of tools used for metadata management and governance there are three groups to mention:

- General purpose commercial tools that can be easily reused (given that the organisation can afford them);
- General purpose open source tools developed by third parties that can be easily reused;
- Open source built in-house tools that would require adoption and configuration to cater for new needs and requirements.

3.3. Identified good practices

We observed a number of good practices put forward by the selected case studies:

- In a good governance structure, the roles concerning legislation, strategy, functionality and operations are clearly distinguished and assigned to designated bodies.
- The involvement of direct stakeholders in the metadata governance process ensures that the interests of the stakeholders are taken into account which maximises buy-in and take-up.
- Voluntary sharing and re-use works best if stakeholders are aware of the advantages of collaboration and of the benefits for interoperability.
- Application of a standard for metadata management creates a well-structured management environment based on existing good practice. We defined two families of standards:
  o Standards for metadata management, such as ISO/IEC 11179 and ISO 19135.
  o Standards for documentation and representation, such as ADMS and SKOS.
- Good change management processes are based in stability where possible without sacrificing flexibility where needed and take into account an alignment between the life cycles of structural metadata development and software development.
- Changes in structural metadata are well planned and tracked, preserving backward compatibility as much as possible; in cases where disruptive changes are unavoidable, these changes should be planned and communicated well in advance.
- Structural metadata is managed in formats that are appropriate for the type of use. Metadata describing the structural metadata is expressed or exported using ADMS.
- Standard reference data is used wherever appropriate; if locally defined reference data is used, this is mapped to standard reference data to enable interoperability.
Structural metadata is distributed in machine-readable formats that can be processed by the tools available by the re-users.

Content negotiation is used to manage and provide different types of formats from the same URI.

3.4. Recommendations

In this section, we form recommendations in order to better organise day-to-day operations related to structural metadata governance and management:

- Legislation should be formulated on a sufficiently high level and should not specify details like the values in a code list or the elements of a data model; these details should be specified as part of the implementation and made available from an authoritative source to which the legislation can refer. In case of enforcement by law, it is recommended to mention a link in the law referring to the authoritative source of structural metadata, rather than citing the structural metadata itself in the law.

- The structural metadata management processes should be documented. Having stable and transparent processes is expected to improve the efficiency of the process itself, and to set a common ground for operating metadata management, taking decisions, and resolving conflicts. In order to foster reuse, the documentation of both the management process and the structural metadata itself should be made available in different languages.

- Owners of structural metadata should be made aware of the importance of clear licensing arrangements that specify unambiguously under which conditions the metadata can be reused. A clear license is considered as an enabler for sharing and reusing structural metadata. If no licence is in place, users will hesitate to use the metadata, since it is effectively not clear to them if they can do so and under which conditions. Open licences for structural are recommended with protection against misrepresentation. Our findings show that, especially in the case studies of the EU Institutions, EUPL and the EU legal notice are usually applied, but it is not always explicitly publicly visible.

- In order to gain management support and encourage the sharing and reuse of metadata, the direct stakeholders should be made aware of the expected benefits. Sharing and reuse of metadata contributes to the realisation of the expected benefits, particularly the ones related to interoperability. Especially in cases when enforcement is not mandatory, stakeholders should be made aware of the advantages of sharing or reusing of metadata, and should be persuaded to do so.

- Management processes and publication frequencies should be different for changes to data models on one hand, and reference data on the other hand. Changes in structural metadata should be justified and well-planned. A change request should be issued only when the metadata cannot support an application scenario, because of a new requirement. It is necessary to make a distinction among processes and publication frequencies for changes in data models, which are usually more stable and changes there may also impact the operation of production systems. The structural metadata lifecycle – and its change management process - should be aligned with the software development lifecycle.

- Structural metadata should have persistent unique identifiers. It is
recommended that such identifiers come in the form of HTTP URIs. The ISA Programme as well as W3C have created good practices and guidelines for the design and management of well-formed, persistent URIs, e.g. see ISA’s 10 Rules for Persistent URIs [5].

The toolset that will be deployed by an organisation to support metadata management and governance should, as a minimum, cater for the following functionalities:

- Provision of an authoritative source for the structural metadata, which allows for storing the metadata and its documentation, and offers search, visualisation and browsing functionalities;
- Issue tracking and ticket management to manage metadata changes;
- Version control to support change and release management;
- Maintenance and linking to support metadata harmonisation.

4. Conclusion

The activities around metadata governance and management appear to be in an early phase: in most cases investigated, governance structures have been established relatively recently, and some of the management processes and procedures are still in the process of being defined and implemented. In many of the cases considered, the organisations responsible for the implementation of these processes and procedures expressed a vivid interest in sharing their experiences and learning from others.

It is the intention of this study that the identified good practices can serve as guiding principles by organisations that are in the process of defining structures, procedures and workflows for governance and management.

In a more general context, given the importance that is attributed by public administrations around Europe and beyond on the governance and management of structural metadata (as an enabler to interoperable information exchange and cross-border/-sector public services), we expect that this topic will rank higher on the policy agendas of different countries. In this vein, works like this one, will play a significant role in ensuring that public administrations can learn and benefit from international good practices and recommendations, avoid re-inventing the wheel, and receive guidance in reusing metadata governance and management practices and tools in their own contexts.
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Abstract. Although many governments are developing digital Government Information Infrastructures (eGovII), it seems to be little understanding of eGovII governance approaches other than those applied for traditional information systems. There is an increasing focus on how such eGovII may support innovations, both in developing public services, and when private enterprises uses public data in new ways. The paper aims at exploring what types of governance approaches for eGovII that may be most appropriate for supporting innovations. Our empirical base is the Norwegian eGovII including 3 common components as the Norwegian Population Register, the business reporting portal AltInn and the Land Registry and Cadastre.
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1. Introduction

The Norwegian government, like governments in many other countries, is facing great challenges in their efforts to overcome the obstacles created by the highly fragmented public sector, resulting in a silo-organization of its information systems. As a response, they aim at implementing a more coherent Government information infrastructure (eGovII), including an ICT architecture with core functions and services that can enable information exchange and interaction between public agencies. However, such efforts imply technical, as well as organizational and not least legal challenges. We will argue that a major challenge is to build an open and flexible eGovII that also can stimulate innovations, as innovation is a key priority both at a national as at European. Innovations are essential for provide better services for its users and stimulate growth in private sector in general.

However, technological and organizational innovations in public sector have to be supported by changes in the legal system. Accordingly, we have to cope with another challenges associated with their long-established structures of governing that may be hard to change. These are traditionally based on the Webern governance model which involves hierarchy, authority, command and control, and uniformity are primarily based on meeting the requirements of equality, openness, accountancy etc., resembling a rational, centralized governance form. Infrastructures can be characterized by its technical complexity, their many actors involved, they span more organizations and they need to support diverging users’ perspective [1]. Their developments involve stakeholders outside the hierarchical control of any single entity. The room for finding a common ground may be constrained, not least due to path-dependence linked to the installed base. Thus, II governance in general and eGovII governance in particular seems to present a rather different type of complexity which is contrasting the management of traditional structures. This paper is motivated by the need to understand
the missing coherence between the characteristics of eGovII and the governance models traditionally being used, by asking this overall question:

**What governance approaches for eGovII can be best suited to stimulate innovation?**

To assist our analysis, we have developed three governance models; i) a rational, centralized model, ii) a decentralized model, and iii) a network model. Our empirical base is the Norwegian eGovII including common components as the Norwegian Population Register, the business reporting portal AltInn and the Land Registry and Cadastre. We believe that a comparative analysis of such infrastructure elements can provide insight into eGovII governance.

The structure of the paper is as follows: section 2 outline the theoretical basis: the conceptualization of eGovII and innovation theory. Furthermore, three different governance models are developed. In section 3, we present our empirical cases, followed by an analysis of the governance model and lastly the concluding discussions.

**2. Theoretical Foundation**

**2.1. An Information Infrastructure perspective**

We understand information infrastructure as networks of distributed yet more-or-less interlinked and interoperable information systems. Hanseth and Lyytinen[2] provide a more precise definition: “Information Infrastructure (II) is a shared, open and unbounded, heterogeneous, and evolving socio-technical system consisting of a set of IT capabilities and their user, operations, and design communities.” As a consequence of the dispersed and distributed ownership, lack of centralized control is a fundamental attribute of information infrastructure [1]. Different actors shape, maintain, and extend information infrastructure “in modular increments, not all at once or globally” [3].

The importance of eGovII is more visible as its increasing number of central registers and other core components are shared in order to provide online government services. eGovII must be evolving, flexible and scalable in order to meet new requirements. Of particular importance is the installed base including non-technical elements as organizational, economic and legal factors, illustrating their network effects determining the further development of the infrastructures [2]. The evolution of IIs in general and eGovII in particular is path-dependent due this “living legacy” of technical solutions, interconnected practices and regulations that are institutionalized in the organization [4]. The legal framework is an essential part of the installed of an eGovII as it governs the execution of public authority. New laws and regulations are enacted without considering interoperability issues, implying that the installed base is neither static nor controlled by a single authority, including local ICT-solutions in use at various levels of the public sector.

**2.2. Information Infrastructures and innovations**

The understanding of the installed base of an II is essential for its governance, in order to handle the existing collection of nonstandard legacy systems. However, these legacy systems also create barriers for innovations [5, 6] argues that the governance of II requires another approaches than traditional top down IS management styles, based on mechanisms as cultivation and drifting. Cultivation can be understood as nurturing “natural” bottom-up initiated processer, which is necessary in order to stimulate innovations, e.g. to create new services including changes in socio-technical practices. Tuomi [7] argues that “innovation emerges in a complex iterative process where
communication, learning and social interaction play important roles”. Furthermore, he argues that “the adoption of new innovation requires learning and developing skills”.

Innovation in technology use is often linked to generativity. According to Zittrain [8], generativity denotes a technology's overall capacity to produce unprompted changes driven by large, varied, and uncoordinated audiences. Zittrain claims that generativity is useful in analyzing technologies on the basis of its five criteria: (1) how extensively a system or technology leverages a set of possible tasks; (2) how well it can be adapted to a range of tasks; (3) how easily new contributors can master it; (4) how accessible it is to those ready and able to build on it; and (5) how transferable any changes are to others, including non-experts. Andersen and Jansen [9] shows how innovations in IIs can take place at an infrastructure, at an application or an organization level.

2.3. eGovII and IT-Governance

IT governance refers to the ‘patterns of authority for key IT activities” [10 p. 261]. In analogy, eGovII governance can be viewed as the authority patterns to direct eGovII development and use. Sambamurthy & Zmud [11] identify three primary modes of IT governance; centralized, decentralized and federal mode. Building eGovII is different from traditional software development project, as eGovII encompasses multiple organizations, they changes continuity and the direction of the development is uncertain. We thus argue that governing an infrastructure require other approaches than traditional IS management styles. To guide our analysis, we have constructed three models; a rational, a decentralized and a network (distributed) model that aim at capturing the basic and essential variations in governance approaches related to decision-making, alignment and communication [12].

The rational model promotes the view that the three mechanisms of IT-governance; decision-making, alignment and communication must be seen as well planned, top-down processes [13]. Accordingly, the decision-making structures are hierarchically organized in that the most important decisions are made by a few top executives, the implementation of decisions is managed from one central point of control, and communication follows the hierarchical pattern of authority.

The decentralized model assumes that public bureaucracies have long-lasting institutional features, which may have evolved differently in distinct organizations. Decision-making, alignment processes and communication are therefore seen as relatively stable manifestations of the norms, values and practices that gives the bureaucracy its distinctive mode of operation [13]. This implies that IT-governance is not done in one particular way (as with other models).

Table I. Major features of three governance models (partly based on [12])

<table>
<thead>
<tr>
<th>Governance models</th>
<th>Central governance (The Rational Model)</th>
<th>Decentralized IS governance (Decentralized Model)</th>
<th>Distributed governance (The Network Model)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision-Making</td>
<td>Hierarchical (decisions made at the top)</td>
<td>Mostly decentralized</td>
<td>Participatory (decisions involve lower levels)</td>
</tr>
<tr>
<td>No_of. stakeholders</td>
<td>Few</td>
<td>Varying , few to many</td>
<td>Many, professional oriented, specialist.</td>
</tr>
</tbody>
</table>

The network model assumes that decision-making and alignment processes are achieved through participation, consultation and involvement [12]. Communication
follows the same horizontal pattern of interaction as the collaboration of internal and external constituencies are sought. This means that IT-governance is not so much about designing “grand plans”, but by adopting a “softer touch”. Also, traditions are replaced by a much greater emphasis on change and flexibility. Table 1 lists their main features.

2.4. Research approach
Our research theme is “What governance approach for eGovII can be best suited to stimulate innovation?” To help our analysis, we will address the following questions:

i) What governance model(s) is most adequate for eGovII components?

ii) What opportunities for innovations can be identified in different eGovII components and their governance?

This research is based on an exploratory approach, as the aim is to identify factors in eGovIIs that seem more relevant for innovation than others, and not to test specific hypothesis. A case study based research methodology is particularly well-suited to IS research, since the object of the discipline is the study of IS in organizations, and the ‘interest is shifted to organizational rather than technical issues’ [14]. Our three cases are; the Norwegian Population Register (NPR), the business reporting portal Altinn, and the Land Registry and Cadastre, which all are basic elements of the Norwegian eGovernment ICT architecture.

The empirical data was collected from the ministries budget documents and relevant white papers and government reports, and from the corresponding assignment letters of selected subordinate agencies. Furthermore, we have interviewed key civil servants. The assessment of the different agencies governance approaches, i.e. which model of governance that can be said to characterize the cases, is based on a) an evaluation of the policy objectives, means and instruments that are specified in the assignment letters and (b) of how our informants (in interviews) describe the way they control and supervise the performance of the infrastructures. The evaluation of the innovation potential of the three cases is based on analysis of how various public agencies and private businesses are using services and data from these components, furthermore to what extent there have been created new services by third parties.

3. The Norwegian ICT architecture
3.1. ICT governance policy in Norwegian public sector
Norway is a rather sector-oriented and decentralized, but unitary state where the municipalities have autonomy within the national legal framework. One implication is that Norwegian reform processes might be more segmented and sector-oriented than in other countries [15]. One Minister coordinates public sector reform, however without overruling the other ministries.

Overall governance structure: The historical-institutional “climate” in Norway is characterized by a strong statist tradition, homogeneity in norms, mutual trust between political and administrative leaders, incremental changes and the balancing of many considerations, which indicates that reforms will be implemented slowly [15]. During 1990, the principles of Management by Objectives and Return (MBOR) were gradually implemented. Today, the “formal” Norwegian governance approach is based on important elements of the rational model; top-down decision structure, mainly vertical communication patterns, centrally controlled project management principles, etc. However, a recent study of IT governance approaches in the individual ministries in
Norway has revealed a far more diversified picture, indicating that management practices corresponding with all the three models outlined above can be identified [16]. At a more detailed level, it was found that the Ministry of Finance, being responsible for the Norwegian Population Register (NPR), has adopted a rational approach. The Ministry of Trade and Industry, having the primary responsibility for the business Altinn, however practices a somewhat more decentralized, partly network-oriented IT governance approach. The Ministry of Environment, being responsible for Cadastre, has also adopted a mix of decentralized and network-oriented approach [17].

**ICT-architecture:** In 2009, ICT architecture for the state government was established, including a set of central registers and core functional components, among the Altinn platform, and 3 main registers, including NPR and Cadastre [18]. The guiding principle for this framework is “comply or explain”, implying that new systems has to accommodate the architecture unless strong grounds justify another alternatives.

### 3.2. National Population Register (NPR)

NPR includes information about everyone living in Norway. Such information is gathered by local tax offices and entered into the NPR, and is overseen by the Directorate of Taxes. Information from the NPR, e.g. names, addresses, citizenship, identification numbers etc. is only accessible to authorized public sector offices. However, private stakeholders may apply for access to information from the NPR for legal purposes. NPR is owned and operated by the Tax directorate, but are now being used by a number of state agencies and all municipalities, which are heavily dependent on such data in their daily operations, not least in the provision of egovernment services. However, neither the information quality nor the business model has proven adequate for serving an increasing number of users and usage patterns created by e-government services [19]. The register does not include all relevant data about citizens, and its on-line accessibility is difficult and costly, implying that we see few new applications utilizing its data. Most municipalities have established local copies of NPR, disintegrating the quality of the master NPR.

### 3.3. Altinn

Altinn is a portal for public reporting, and it is an integral part of the ICT-architecture. More than 120 electronic forms and services from a large number of Norwegian government agencies are currently available through Altinn. The responsibilities for these forms reside in the individual agencies that manage the corresponding regulations. Since Altinn was launched in December 2003, more than 23 million electronic forms have been submitted through the system. Altinn is operated by The Brønnoysund Register Centre, which is a government body under the Norwegian Ministry of Trade and Industry, and also operates a register of all Business Enterprizes in Norway. A key element is the *metadata register*, which shall support interoperability by assisting the exchange of data between different systems. Altinn has been developed through a bottom up approach, originally initiated through cooperation between three agencies, but has gradually been extended to support the reporting of a large variety of data. Altinn has now been expanded into a more general portal, and supports a large part of the communication between the public sector, businesses and also citizens. It has supported the development of a number of applications throughout the public sector, which illustrates its potential for supporting innovations[20],[21]. But there are still accessibility challenges related to nonstandard, proprietary solutions.
3.4. Land Registry and Cadastre

Norwegian properties are registered in the land register, which is the official register of legal rights and obligations associated with fixed property and housing cooperatives. The land register lists ownership and encumbrances such as mortgages, leasing rights, and furthermore borders, areas, buildings and addresses etc. The Norwegian Mapping Authority is the judicial registration authority. While the earlier version was organized in a rather centralistic way, the current model has a distributed governance structure, where each municipality is responsible for updating own data. The data quality is considered to be in general satisfactory. The register acts now as a hub for a number of public and private registers, and supports the development of new services. Accessibility to the infrastructure layer is adequate, building on international standards, while higher level may include non-stand interfaces.[22]

We may summarize the characteristics of our three cases in table II:

<table>
<thead>
<tr>
<th></th>
<th>NPR:</th>
<th>Altinn:</th>
<th>Cadastre:</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General description</strong></td>
<td>Centralized governance. Many users, but limited influence.</td>
<td>Partly decentralized, many stakeholders, elements of a network approach.</td>
<td>Combining central overall management and distributed maintenance (network oriented)</td>
</tr>
<tr>
<td><strong>Service level</strong></td>
<td>Inflexible, poor data quality, inadequate accessibility</td>
<td>In general adequate functionality. Some accessibility problems</td>
<td>Satisfactory service level and data quality. Local (municipal) responsibility quality assurance.</td>
</tr>
<tr>
<td><strong>Dev strategy/ funding</strong></td>
<td>Top-down strategy Ordinary budget.</td>
<td>Overall bottom-up, experimental initiative. Specific projects funds</td>
<td>Mix of bottom-up and top-down Partly ordinary budget and partly specific project fund</td>
</tr>
<tr>
<td><strong>Innovation supported</strong></td>
<td>Very few – if any</td>
<td>An increasing - in various areas</td>
<td>Many, open access to basic data through standardized interface</td>
</tr>
</tbody>
</table>

4. Analysis and Discussion

We see that the NPR is centralized, being managed by one major stakeholder and resembling a rational governance model. It was mainly built for collecting taxes along with statistical purposes, and not for being part of a government-wide infrastructure across the government. Accordingly, it does not meet the needs from neither state agencies nor the municipalities in adequate ways.

Contrary, the governance of Altinn is (partly) decentralized and coordinated by its many stakeholders, including several ministries, indicating that also a network oriented governance approach is taken. A new version is being implemented which will gradually replace the current version, where there have been some challenges, both related to implementation and governance, as e.g. alignment with processes in user agencies. We find that Altinn management practice to some extent corresponds to typical characteristics of information infrastructure governance strategies; partly bottom-up and evolutionary development approach and being evolving and more flexible. Similarly, the Cadastre has both elements of a decentralized and a network-oriented governance structure, in that all municipalities are responsible for updating their individual part of the register, but in a coordinated manner. There has been established a network of practitioner to coordinate running operation and maintenance.
The Cadastre is being used by a large number of eGovernment systems and has supported the creation of a number of innovative services, though mainly at infrastructure level. The accessibility to both Altinn and Cadastre is perceived as mainly adequate, although there are obstacles related to proprietary solutions and non-standard interfaces. We may summarize our findings in Table III:

Table III Governance models in the 3 ICT components

<table>
<thead>
<tr>
<th>Governance type and structure</th>
<th>NPR</th>
<th>Altinn</th>
<th>Cadastre</th>
</tr>
</thead>
<tbody>
<tr>
<td>Well-defined authority rational, bureaucratic governance by MBOR.</td>
<td>Mix of hierarchical and decentralized governance Stimulate cooperation.</td>
<td>Mostly networked, but also rational; Stimulate cooperation and interaction.</td>
<td></td>
</tr>
<tr>
<td>Decision making / communication</td>
<td>Hierarchical and centralized structure.</td>
<td>Multi-stakeholder, mix of vertical /networked structure.</td>
<td>Partly horizontal/networked decision making structure, also elements of hierarchy.</td>
</tr>
<tr>
<td>Legitimate stakeholders</td>
<td>Few being influential</td>
<td>Many stakeholders having influence</td>
<td>Many, dominating by professional interest</td>
</tr>
</tbody>
</table>

Our research question 1 is: «What governance approaches is most adequate for eGovII components”?

To answer this question, we must see whether the governance support openness, accessibility, flexibility etc. In addition, we have analysed whether the installed base amount to specific obstacles for developing new (innovative) application. We found that NPR is neither open, evolving nor flexible, while the two others largely conform to the characteristics of IIIs. On the other hand, the installed base of NPR today is not seen as a significant problem; as few other systems are integrated with NPR, thus illustrating that NPR do not act as an infrastructure. Table IV shows how the different architecture components and their governance meet these requirements:

Table IV: characteristics of ICT architecture components

<table>
<thead>
<tr>
<th>II characteristics</th>
<th>NPR:</th>
<th>Altinn:</th>
<th>Cadastre:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open</td>
<td>No/restricted</td>
<td>Largely yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Shared</td>
<td>No</td>
<td>Significant</td>
<td>Extensive</td>
</tr>
<tr>
<td>Evolving</td>
<td>No (not yet)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Flexible &amp;modular</td>
<td>No</td>
<td>Partly</td>
<td>Yes, mostly</td>
</tr>
<tr>
<td>Appropriate standardization</td>
<td>No/inadequate</td>
<td>Partly, but also proprietary solutions</td>
<td>Partly; at the infrastructure level, not on higher levels</td>
</tr>
<tr>
<td>Barriers towards innovation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Installed base as problem</td>
<td>Potentially, many local copies</td>
<td>Some; potentially there may be more bindings.</td>
<td>Some: non-standard interfaces, local copies</td>
</tr>
</tbody>
</table>

We see that the current centralistic way of managing NPR proves inadequate as an infrastructure governance approach, which is in line with other studies [1, 5, 6] On the contrary, both Altinn and Cadastre do to a large extent comply with these requirements and have proved more successful even though they do not solve all problems. It is however important to note that the current governance model for Cadastre is the result
of a long and rather problematic development process, in which the previous centralized management approach proved inadequate [22], [23].

Research question 2: What opportunities for innovations can be identified in different eGovII components and their governance?

The point of departure for our analysis is the five functional requirements as listed in section 2.2, see also [8]. We find that NPR does not meet any of these requirements sufficiently, due to its current centralized architecture and design, along with its inadequate technical solution and pricing structure. Altinn, on the other side, has a rather flexible and modular design, it has been attractive to many users (service providers in both the state sector and in the municipalities), and it is perceived at easy accessible. We also find that Cadastre meets these requirements sufficiently. In table V we summarize our findings:

Table V: Evaluation of ICT architecture components as generative technologies

<table>
<thead>
<tr>
<th>Cases Function</th>
<th>NPR:</th>
<th>Altinn:</th>
<th>Cadastre:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leverage tasks</td>
<td>Limited</td>
<td>Many, but not all</td>
<td>Yes</td>
</tr>
<tr>
<td>Adapted to a range of tasks</td>
<td>Only a few tasks</td>
<td>Many, but not for all</td>
<td>Mostly yes</td>
</tr>
<tr>
<td>Easily to master</td>
<td>Some stakeholders</td>
<td>Yes, in overall</td>
<td>Yes (lower levels)</td>
</tr>
<tr>
<td>Accessible</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

We can conclude that the current version of NPR do not easily foster innovations, which we believe, at least partly, can be attributed to their management structure along with its inadequate technical solution. On the other hand, both Altinn and Cadastre have proven adequate for supporting innovative activities. A difference between these two is that while Cadastre is partly built on accepted standards at the infrastructure level, Altinn has had to define its own standards, thus having to balance between flexibility and rigidity. The different stakeholders have quite different interests in its future development; see e.g. [20, 21]. If Altinn is being extended to support a large number of different online “forms” in non-stand ways, it will build an increasingly complex and unmanageable installed base. Thus, the challenge for Altinn is to separate the generic infrastructure components from more specific support functions. Also, improvements in Cadastre at higher level interfaces are requested. We can illustrate such mechanisms in table VI.

Table VI: ICT architecture governance and innovation mechanisms at different levels

<table>
<thead>
<tr>
<th>Levels</th>
<th>Cases</th>
<th>NPR</th>
<th>Altinn:</th>
<th>Cadastre:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organization</td>
<td>E.g. allow flexible business model</td>
<td>No</td>
<td>Mostly</td>
<td>Partly yes, e.g. based on open data</td>
</tr>
<tr>
<td>Application</td>
<td>E.g. adequate basic services</td>
<td>Very few</td>
<td>Partly</td>
<td>Many generic services</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>Access to II components</td>
<td>Limited</td>
<td>Partly</td>
<td>Yes, standard interfaces</td>
</tr>
</tbody>
</table>

Our analysis do clearly illustrate that the building and operation of eGovIIs involve complex processes having many uncertainties and in which many stakeholders are involved. We see from table IV that the three cases have rather different dominating
governance structure. While the NPR so far has been managed principally in a rational, centralized way that has proved inadequate, we find that the Altinn and Cadastre management structures (partly) resembles a network governance structure that allow for innovations at various levels.

5. Conclusion

What are the best principles of governance that also foster for innovations? We found that both Altinn and Cadastre do have some elements of central control. But at the same time, there are in both cases significant decentralized or networked management mechanisms which essential for providing flexibility and local adoption. By taking a decentralized approach, it is possible to avoid directions from the central level that are constraining local development. By taking a networked approach, one can allow for cooperation and collaboration through mutual negotiations and adaptions, based on a common infrastructure that is flexible and being able to cope with local differences. A main finding is thus the need to balance centralized and decentralized or networked governance, as there is a need to have at least some elements of a rational, central governance approach to constrain options and to set directions.

We thus held that there is a priori no single governance model that can handle all parts of eGovIIs in an adequate ways. We claim that building eGovIIs should also have focus on local conditions and be adapted to the specific characteristics of each component or layer in the infrastructure. We believe that each layer in an infrastructure may be managed differently in terms of central or local control, alignment processes etc. Lower layers that include technical standards and operations need to be nearly fully standardized and more centrally governed (as we find in the case of Internet), whereas in higher layers, more diversity is clearly necessary. Thus, the lower layers of the infrastructure may have a more rational, instrumental approach (guided by enterprise architecture principles); whereas the higher layers must grow through more networked oriented management structures.

Thus, our understanding is in line with [24] conclusion that “it is fruitful to regard information infrastructure as an ICT-based organizational form”, “the lack of theories about IT artefacts, the ways in which they emerge and evolve over time, and how they become interdependent with socio-economic contexts and practices, are key unresolved issues for our field and ones that will become even more problematic in these dynamic and innovative times”.

One (of many) remaining question is how much functionality should be located in the lower layers, and thus involving many local parties which complicates the governance structure. The innovative success of Internet is much attributed to in minimal standards and flexibility regarding its layered and modular structure. Higher layers may have to manage complexity, or as in the case of Internet; keep most of the complexity outside the infrastructure. Thus, we should investigate whether new, more flexible models for management and governance may be more suitable, where we suggest that one should design more distributed architectures including minimal kernels which are linked to a number of distributed components, being operated and managed in coordinated ways, adapted to their individual characteristics.
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Abstract. Public administrations face a high need for service orientation, process efficiency as well as digitalization of documents. Thus, service descriptions, process models and forms are relevant artifacts of administrative procedures. Due to their interrelation, an integrated standardization regarding these information artifacts is promising. Our overall research objective is to analyze initiatives that aim at a standardization regarding service descriptions, process models and forms in German public administrations. This article provides a first step of ongoing research to reach this aim by investigating initiatives that deal with forms. It builds upon interviews with public managers of 15 IT standardization initiatives and describes those concerning criteria such as supported standardization features, targeted federal levels and number of application domains. Given the lack of standardization found in practice, this article raises the need for an instrument that enables the integrated standardization of service descriptions, process models and forms in public administrations.
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1. Introduction

Public administrations are confronted with an increased demand for digitalization [1], process efficiency [2] and service quality [3]. Digitalization can be achieved by substituting paper-based documents and forms with electronic equivalents throughout administrative procedures. Business process management and process modeling has gained more relevance in public administrations in order to construct efficient sequences of activities and enable the (semi-)automatic processing of electronic documents. Transparent service descriptions for external stakeholders such as citizens and companies can lead to an increased service orientation due to higher user conven-

1 Corresponding author, e-mail: hendrik.scholta@ercis.uni-muenster.de.
ience. Hence, service descriptions, process models and forms are important information artifacts of administrative procedures [4].

A standardization of these information artifacts can lead to several benefits for public administrations, citizens and companies. Due to a harmonization of service descriptions and forms, a more uniform appearance of public administrations to citizens and companies can be achieved. A standardization of processes can result in higher efficiency if unnecessary activities are removed. Companies can benefit from accelerated data exchanges due to unified interfaces through standardized forms. Additionally, certainty in legal interpretation can be achieved in public administrations due to guidelines on the amount of requested information on forms and its processing.

In this article, standardization refers to the provision of reference models to public administrations. “Reference models are generic conceptual models that formalise recommended practices for a certain domain” [5, p. 595]. Hence, a reference model may represent a standardized artifact, i.e. recommend a design of the artifact. The reference model can be used in order to implement the artifact. Hence, we restrict standardization to the development and provision of reference models and do not focus on the implementation of the standardized artifacts.

An integrated standardization – i.e. a standardization of the three information artifacts of administrative procedures in a holistic manner - offers potential for synergies due to the interrelation of the artifacts. First, service descriptions contain information relevant for external stakeholders, e.g. the actions a citizen or company has to perform as well as the inputted and outputted forms. Hence, service descriptions provide valuable information for the standardization of processes and forms. Second, process models offer information on internal activities which includes details on data that is requested on forms in order to be able to deliver the services. Third, the order of processed information in process models may even suggest an order of fields on forms. Thus, process information is useful during the standardization of forms. Hence, in this context the term ‘integrated’ does not mean a necessarily simultaneous standardization of the different artifacts but refers to the usage of other artifacts’ information in the standardization process. Moreover, higher consistency and convenience for public administrations are achieved if there is an integrated platform as single point of truth to assess reference models for the three information artifacts on administrative procedures.

By considering initiatives that primary deal with forms as a first step in our ongoing research, the aim of this paper is to provide first insights on the following research question: To what extent do initiatives exist that aim at an integrated standardization of service descriptions, process models and forms in German public administrations? Initiatives cover short-term projects as well as durable institutions which may have just been started or well-established.

This article is structured as follows. Section 2 presents the research background. In section 3, the research design is described. Afterwards, the results are provided in section 4 and discussed in section 5. Finally, a conclusion is drawn and an outlook on future work is given in section 6.
2. Research Background

The standardization of services, processes and forms in public administrations has been considered in scientific literature. The concept of shared service centers (SSC) in public administrations [6–8] describes the consolidation of activities at an organization to deliver common services to an internal group of partners. The notion of SSC is relevant in the context of this article since a SSC requires a standardization of processes since each partner does not carry out processes individually but the execution of processes is bundled at a SSC. Additionally, a standardization of forms occurs since forms may be processed by standardized processes in the context of SSCs.

Besides, a standardization of forms is conducted when interoperability is established in public administrations [9–11] in order to enable the information exchange between IT systems. Using data exchange standards, electronic information can be transmitted automatically. As forms are views on data [12], a standardization of electronic forms is conducted by interoperability concepts and data exchange standards.

The concept of reference models has been studied in the context of public administrations mainly with the focus on reference process models [13–15]. Reference models are relevant for standardization since they may represent a standardized artifact, e.g. a standardized process. Hence, reference models provide valuable information for standardization purposes. For instance, a standardized process can be represented as reference process model. In order to share knowledge on reference process models, dedicated libraries [16, 17] exist which aim at a collaborative business process management among public administrations.

3. Research Design

In order to address the research question, an empirical study of the phenomenon of standardized service descriptions, process models and forms was performed. The overall research approach can be split into two steps: (1) The identification of standardization initiatives and (2) the in-depth evaluation of these initiatives.

In the first step, primary data was gathered through a cross-sectional survey in order to identify standardization initiatives in German public administrations. We developed a questionnaire with a fixed set of open questions. Since we aim at a description of the status quo regarding the phenomenon, the addressees were selected as a representative cross section of federal and state administrations. Each addressee – employed in an IT management position – was questioned to describe the initiatives towards standardization of services, processes and forms in the corresponding organization. Additionally to the primary data gathered through questionnaires, we conducted a literature review [18] in order to discover the landscape of standardization initiatives as presented in German public meetings, conferences and congresses. The sampling of data resulted in a set of 40 potentially relevant initiatives with focus on standardization of service descriptions, process models or forms.

In the second step, additional secondary data was obtained through the projects’ web sites and publications. Complementary primary data was collected by interview-
ing public administration employees engaged in the 40 initiatives. Upon interviewees’ request for preparation, we sent the scheme for analysis that should allow us to describe the status of standardized services, processes and forms in German public administrations. Finally, we were able to conduct a total of 40 structured in-depth interviews in person or per telephone, with duration between 15 and 45 minutes per interview. The results of the interviews were used to complement the information on the initiatives obtained during the first step. After the analysis of the interviews, we considered several potential initiatives as not relevant. Eventually, we identified 30 relevant initiatives in German public administration towards the standardization of services, processes and forms. As a first step of our ongoing research, this paper focuses on 15 initiatives which integrate the standardization of forms into their scope.

Using the data from the two steps described above, the 15 initiatives were evaluated using the criteria presented in table 1. Whereas the first seven criteria are generally applicable, the following seven criteria are artifact-specific for forms. The criteria have been derived in the course of a workshop series with domain experts, method experts, practitioners from the private and public sector and researchers.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Artifact</td>
<td>As described above, service descriptions (S), process models (P) and forms (F) are important artifacts of administrative procedures.</td>
</tr>
<tr>
<td>2. Classification Scheme</td>
<td>A classification scheme is important in order to pre-structure existing elements which are standardized and identify common segments. Additionally, it supports the detection of suitable standardized service descriptions, process models and forms for a specific case.</td>
</tr>
<tr>
<td>3. Structural Standardization</td>
<td>This criterion covers the actual standardization of the artifacts’ structures.</td>
</tr>
<tr>
<td>4. Organizational Standardization</td>
<td>This criterion indicates whether the initiative aims at a standardization of the procedures to develop, maintain and apply the standardized artifacts.</td>
</tr>
<tr>
<td>5. Technical Standardization</td>
<td>In order to enable machines to further process the standardized artifacts, a standardized technical specification of the information artifacts is required.</td>
</tr>
<tr>
<td>6. Federal Level</td>
<td>This criterion is important since an initiative is more comprehensive the more federal levels it covers.</td>
</tr>
<tr>
<td>7. Number of Application Domains</td>
<td>This criterion affects the extent of initiatives since initiatives with more application areas (e.g. “Environment” and “Education”) are usable in more scenarios.</td>
</tr>
<tr>
<td>8. Fields</td>
<td>Fields are used on forms to enter the requested information, e.g. the street or postcode. They have metadata such as their labelling and datatype. A standardization of fields enables their reuse on different forms and harmonizes their occurrences.</td>
</tr>
<tr>
<td>9. Groups of Fields</td>
<td>Similarly to fields, the standardization of groups of fields is useful since fields are normally grouped to logical entities. For instance, the group ‘address’ consists of the atomic fields ‘street’, ‘street number’, ‘postcode’ and ‘city’.</td>
</tr>
<tr>
<td>10. Entire Forms</td>
<td>The standardization of forms as entire entities is relevant since it affects their metadata such as the name and their contents, i.e. the fields and groups of fields.</td>
</tr>
</tbody>
</table>
11. Editorial Processes
The definition of a process of editing is useful in order to incorporate all stakeholders in the standardization process according to their interests as well as roles and ensure the appropriate creation, maintenance and application of the standardized artifacts.

12. Quality Criteria
The provision of a set of quality criteria is relevant since they should be considered during the creation and maintenance process and aim at a correct, consistent and complete creation of information.

13. Dependency Rules
Dependency rules are useful to describe relationships between form elements. For instance, a form should ensure that a starting date is always scheduled before an end date when a citizen completes a form.

14. Layout
A standardization of layout characteristics is useful since it affects the positions of the forms’ elements, i.e. their order.

4. Results

This section presents the first results of the study. Table 2 contains the results regarding supported standardization features. Each of the investigated initiatives deals with forms but may support more than one standardization feature. The rows contain figures for each possible combination of services, processes and forms that at least covers forms. The last row presents aggregated figures for all form-related initiatives.

In general, there are 15 initiatives which deal with forms. There are few initiatives which integrate forms with services and processes for standardization purposes. Seven initiatives focus on more than one artifact. On the contrary, eight initiatives consider forms individually. One initiative aims at a standardization of all three artifacts of administrative procedures.

Table 2. Supported Standardization Features (Criteria 2 to 5)

<table>
<thead>
<tr>
<th>Artifact</th>
<th>Classification Scheme</th>
<th>Structural Standardization</th>
<th>Organizational Standardization</th>
<th>Technical Standardization</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>S, F</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>P, F</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>F</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Total</td>
<td>4</td>
<td>7</td>
<td>4</td>
<td>6</td>
<td>15</td>
</tr>
</tbody>
</table>

Considering the supported standardization features, the results reveal that a classification scheme and organizational standardization are delivered by the fewest number of initiatives. In general, two initiatives provide three or more standardization features (figure is not given in the table). They deal with forms and processes and one of them covers all four standardization features. On the contrary, the initiative supporting all three artifacts of administrative procedures only provides a classification scheme.

The results concerning the practical application at different federal levels are displayed in Table 3. The initiatives may support more than one level. The results reveal an almost equal distribution on the three federal levels. Besides these levels, the initia-
atives are used in other institutions. In total, eight initiatives address all federal levels, two of them are additionally applied in other organizations (figures are not given in the table). Four out of those eight initiatives deal only with forms, two consider forms and processes and further two forms and services.

Table 4 provides results for the criterion “Number of Application Domains”. Four initiatives are dedicated to one specific domain and three initiatives are generic approaches applicable to a wide range of areas. Each of these generic approaches aims at standardizing only forms individually, or the combination of forms and processes or forms and services, respectively.

Table 3. Federal Level (Criterion 6)

<table>
<thead>
<tr>
<th>Artifact</th>
<th>Fed. Government</th>
<th>Fed. States</th>
<th>Local Authorities</th>
<th>Other Institutions</th>
<th>None / No Indication</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>S, P, F</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>S, F</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>P, F</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>F</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Total</td>
<td>10</td>
<td>10</td>
<td>11</td>
<td>3</td>
<td>2</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 4. Number of Application Domains (Criterion 7)

<table>
<thead>
<tr>
<th>Artifact</th>
<th>1</th>
<th>4</th>
<th>&gt;8</th>
<th>No Indication</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>S, P, F</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>S, F</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>P, F</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>F</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Total</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>7</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 5 provides insights on the initiatives’ comprehensiveness with regard to the artifact-specific criteria for forms. Whereas two-thirds of the initiatives support a standardization of entire forms, layout and editorial processes are barely considered. The highest quantity of supported standardization aspects is five out of seven (figure is not given in the table). Three of the initiatives with more than three aspects of standardization cover processes and forms while two initiatives deal with forms individually.

Table 5. Comprehensiveness of Standardization (Criteria 8 to 14)

<table>
<thead>
<tr>
<th></th>
<th>S, P, F</th>
<th>S, F</th>
<th>P, F</th>
<th>F</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entire Forms</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>Groups of Fields</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>Fields</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Editorial Processes</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Quality Criteria</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Dependency Rules</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Layout</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>No Indication</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>15</td>
</tr>
</tbody>
</table>
5. Discussion

Our findings suggest that initiatives that aim at an integrated standardization of service descriptions, process models and forms in German public administrations exist to a limited extent, although its existence is of crucial importance.

At first, the integration of the three artifacts of administrative procedures as well as corresponding standardization features is insufficiently present in practice. As table 2 reveals, there is one initiative that aims at an integration of services, processes and forms, but it has limited standardization features. Similarly, there is only one initiative covering all standardization features and supports two information artifacts of administrative procedures. Secondly, an integrative initiative for all information artifacts which supports all federal levels and a wide range of application domains is missing. Several initiatives address all federal levels (cf. table 3) or target multiple application areas (cf. table 4). However, the combination of all federal levels and multiple application areas with service descriptions, process models and forms is missing. Thirdly, even the extent regarding the artifact-specific standardization features of forms is limited (cf. table 5). There is not a single initiative that addresses all aspects of comprehensiveness. Additionally, two standardization aspects – editorial processes and layout – are only provided by one initiative.

In summary, we are able to identify an existing gap in standardization initiatives of service descriptions, process models and forms in German public administrations. Hence, there is a need for an instrument that enables the integrated standardization and covers the criteria presented in table 1.

6. Conclusion and Outlook

This study develops an understanding regarding the current extent of existence of initiatives that aim at an integrated standardization of service descriptions, process models and forms in German public administrations. The findings reveal that an integrated initiative does not exist.

Since this article presents ongoing research, it is especially subject to limitations and potential for further research. The main focus of our upcoming activities is to integrate the remaining 15 initiatives which do not cover forms into the scope of investigation. Although this will not yield an integrated approach, their analysis will provide insights on the integration of services and processes and the comprehensiveness regarding each of these artifacts individually. For this purpose, the set of criteria is to be extended, especially for services and processes. Moreover, we recognize the focus on German public administration initiatives as limitation which may be expanded to other countries in the future.

Despite these limitations, we still believe that our findings are already of value for both theory and practice. Implications for theory include the recognized gap of a detailed approach of the integrated standardization of service descriptions, process models and forms as well as guidelines for its operationalization and application in practice. Researchers have the methods such as business process modeling and the con-
cepts of reference models as well as the domain knowledge to design such an approach. Additionally, the set of criteria to describe standardization initiatives is a contribution itself. Implications for practice include the integrated view on standardization and the existing potentials for integration given the current heterogeneity of initiatives. As described above, the development and implementation of an integrated standardization approach can yield significant synergies such as process efficiency, certainty in legal interpretation, customer convenience and facilitated data exchange.
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1. Introduction

On the world stage it has been a tendency to expand the openness of government, online public services development, as well as e-participation tools for citizens and business engagement in decision making. In this regard, it is urgent to develop valid methods to measure the progress in this area. Various international organizations (UN, ITU, WB, OECD etc.) create indices for cross-country comparisons. UN E-Government Development Index (EGDI) serves as a guide to enhance competitiveness and performance implementation of government programs in a competitive countries, including Russia [1].

Russia's position in the international index is a key indicator of the governmental program "Information Society" (2011-2020). At the same time there is a legitimate question of whether international methodology in its original form can be applicable to estimate e-government and e-participation parameters within a particular country and its regions.

Under the order of the Ministry of Telecom and Mass Communications of the Russian Federation, the research team had conducted monitoring of federal and
regional executive authorities web-sites. In order to follow the key performance indicators of Russian ICT Ministry this research was aimed to assess the level of online services at regional level by using UN EGDI methodology.

2. Literature review

E-government measurement techniques are not a new topic in scientific literature. There is urgent discussion among scholars about what techniques could measure the success in this field appropriate. In world practice, United Nations E-Government Development Index is the most popular ranking used for cross-countries comparison.

Benchmarking and ranking tools, such as proposed index, are used by decision makers when devising information and communication policies and allocating resources to implement those policies [2 Heeks]. At the same time the researchers recognize its limitations in several fields. For that reason, more e-Government benchmarking studies focus on supply-side not back-office [3]. Rorissa claimed that “e-Government benchmarking methods become more problematic, and the critics' views more telling, when they move beyond objective, supply-side criteria (e.g., services offered via websites) to include calculated indices, psychometric measures, or other subjective indicators (e.g., human development index and internet use)” [4]. In the case of the EU, its e-Government benchmarks are simple, inexpensive, fairly transparent and replicable, and widely accepted and used [5].

For the purpose of finding best solutions for measurement, Rorissa [4] collected data from 582 e-Government websites sponsored by 53 African countries. The applied frameworks respond, in part, to the need for continuous assessment and reconsideration of generally recognized and regularly used frameworks. The authors recognized that almost all African governments now have some presence on the Web, including fully fledged e-Government web portals. However, the current status of e-Government services in African countries is not well documented in detail. They have computed e-Government indexes, produced e-Government rankings, and compared rankings to previous ones. A clear picture that emerges from the analysis and results is that although progress has been made, there is a long way to go, to bridge not only the North–South divide when it comes to e-Government services but also among the various sub-regions [6].

E. Xnopoulou et al. [7] developd a framework for evaluating websites of public authorities based on 4 axes: website general characteristics, content, e-services and e-participation. They found the high level of content and general characteristics development (such as navigation, accessibility, privacy). E-services and e-participation aspects are the least developed.

Huang et al. in their paper showed a close correlation between usability and credibility, as e-government websites with a high usability were perceived as having higher credibility, and vice versa [8].

Holzer and his team conducted U.S. survey of municipal websites (2 largest cities from each state) using the following parameters for assessment: privacy/security, usability, content, services, citizens and social engagement [9].

Zhao et al. studies threats and opportunities of e-government web-security and used a combination of three methods - web content analysis, information security auditing, and computer network security mapping - for data collection and analysis.
The findings indicate that most state e-government sites posted privacy and security policy statements; however, only less than half stated clearly what security measures were in action [10]. Wu and Guo conducted specialized analysis of e-government performances of 31 provincial government websites in China using DEA [11] providing assessment of e-government efficiency differences both in different individual provinces and in different districts. The lead to the conclusion that the less developed western provinces achieve a higher efficiency mean than the eastern and middle ones in China. R. Medaglia [12] analyses publications on e-participation, identifying them as belonging to a single scheme consisting of the following categories: e-participation activities, e-participation actors, e-participation effects, contextual factors, e-participation evaluation. Fedotova et.al assesses the level of electronic participation (e-participation) initiatives that are promoted by government authorities in Portugal at local and national levels [13]. A. Prosser [14] investigates e-participation on the European Union level with the focus on legal basis and technical possibilities for citizens participation. L. Bershadskaya and colleagues conducted comparative analysis of the USA, the UK and Russian e-petition portals and distinguished strong and weak traits of each portal [15]. The scholars identified several technical issues with indexes and pointed to the need for a statistical tool that could be used to evaluate and guide the development of e-government ranking systems. Whitmore A. suggests to apply factor analysis to the ranking of e-government programs. The importance and high visibility of e-government rankings highlights the need for the use of a more sophisticated set of tools in order to ensure that “the rankings fully measure what they purport to and are not an artifact of their own design methodology” [16].

A review of the scientific research allows one to summarize that the development of e-participation mechanisms constitutes a global trend. At the same time there is a lack of studies focused on deep methodological analysis, as well as finding the borders of international techniques application.

3. Research Methodology

Monitoring of Russian executive authorities’ websites was based on UNDESA methodology (UN agency which forms EGDI) [1], which has been selected by Russian authorities as key points. The web-monitoring allows to evaluate 4 stages of Online services index development:

- emerging online presence,
- enhanced presence,
- transactional presence,
- connected presence.

According to UN methodology, we assessed national portal, e-services portal as well as the websites of the related ministries of education, labor, social services, health, finance and environment protection.

Criterion "presence / absence" (1 point- yes, 0 - no) was taken as evaluation metric for complex assessment by researchers. The following approach was applied during the research: the presence of some indicators has opened opportunities to get points for its high-quality presentation (access from home page, descriptions, analytical tools etc.).
This evaluation brought more detailed assessment of web-sites opportunities and functions.

In accordance with survey methodology each web-site could get maximum 38 points for 4 stage indicators. The 4th stage was assessed on web-sites only, because online services portals couldn’t consist of such element in Russia.

As a result, web monitoring methodology has been corrected due to clarification the list of criteria in two groups of objects: governmental web-sites and online services portals (Table 1).

**Table 1. Web-monitoring structure: distribution of max possible points for stages and web-resources**

<table>
<thead>
<tr>
<th>Indicators (yes-1, no-0)</th>
<th>Total points</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>online services portals</td>
<td>web-sites</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stage 1. Emerging Online presence</td>
<td>8</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Stage 2. Enhanced presence</td>
<td>11</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Stage 3. Transactional presence</td>
<td>26</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Stage 4. Connected presence</td>
<td>0</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>45</td>
<td>67</td>
<td></td>
</tr>
</tbody>
</table>

Online services index at regional level was calculated according to the formula used in UN survey. The final score was determined by summing the scores for all four stages of online services development.

The fourth stage of online services assessment relates to e-participation tools and methods, such as:

- calendar listing of upcoming e-participation activities;
- e-participation tools for public opinion assessment;
- feedback;
- archive on responses by government to citizens’s questions, queries and inputs;
- e-voting on public policy issues;
- regulations and law online discussions with citizens;
- links to social networks;
- Open Data page or link to portal;
- Open Budget publication.

The authors considered e-participation development through these indicators achievement, corresponding to UN e-information, e-consultation and e-decision-making parts.

The authors have applied specified approach for government portals and online services portals, taking into account rationality and necessity of certain indicators presence on each of them. Specially trained group analyzed the web-sites. If in the process of assessing the implications questions and ambiguities emerged, the group came together for discussion and final decision.
4. Findings

665 websites of federal and regional authorities and public services portals were assessed during the research. Web monitoring was carried out in two stages: in January and August 2014. After the first stage the methodology for assessment was corrected: evaluation criteria were separated between administration sites and online services portals. These changes were adopted in accordance with new trends of UN methodology. The results of the first stage of monitoring showed that the Ministry's website, under Russian law and practice, should not be present indicators presented in the portal services. For example, the website of the authority couldn't have user's personal account, and e-participation tools couldn’t be presented at online services portal, etc. In this paper all graphs and tables with results belong to the 2d final stage of monitoring based on changed methodology.

4.1. Stages of Online Services Development

The monitoring results for federal and regional levels were calculated into online services indexes using the same approach of calculation as proposed in EGDI (fig.1). According to research results, federal level websites have demonstrated higher level of online services presentation.

![Figure 1. E-Government development Index, %](http://pluto.netlight.ru/russia/e-government/)

Online services index value of at regional level varies from 0.00 to 0.93. The first group (with the highest index value from 0.80 to 0.93) includes 9 regions; the second (0.60 to 0.79) - 32, the third (0.40 to 0.59) - 35, the fourth (lowest index value - less than 0.39) attributed 9 subjects of the Russian Federation.

4.2. eParticipation tools assessment

The study showed that the fourth stage hasn’t been as much developed as other stages of online services in Russia (Table 2). Information services and applications from citizens are the most popular functions at all sites. Special attention in Russia at federal
and regional levels is paid to open data (45%) and open budget (33%) publication. However, more sophisticated analytical tools that allow citizens to participate in political decision-making electronically are almost absent at all the analyzed web-sites.

Table 2. Presence of Online Services 4 Stage indicators, %

<table>
<thead>
<tr>
<th>Indicators</th>
<th>The percentage of websites with indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public e-box</td>
<td>more than 50%</td>
</tr>
<tr>
<td>E-participation tools to obtain public opinion</td>
<td></td>
</tr>
<tr>
<td>Open Data page</td>
<td></td>
</tr>
<tr>
<td>Open Data in machine-readable formats (XML, RDF, xls, CSV, HTML)</td>
<td></td>
</tr>
<tr>
<td>Availability to attach files</td>
<td>31-50%</td>
</tr>
<tr>
<td>Opinion polls</td>
<td></td>
</tr>
<tr>
<td>Calendar listing of upcoming e-participation activities</td>
<td></td>
</tr>
<tr>
<td>Open Budget</td>
<td></td>
</tr>
<tr>
<td>Links to social networks</td>
<td></td>
</tr>
<tr>
<td>FAQ section</td>
<td></td>
</tr>
<tr>
<td>Research results, analytics</td>
<td></td>
</tr>
<tr>
<td>Regulations and law online discussions with citizens</td>
<td></td>
</tr>
<tr>
<td>Archive on responses by government to citizens’ questions, queries and inputs</td>
<td></td>
</tr>
<tr>
<td>Safe identification system</td>
<td></td>
</tr>
<tr>
<td>Access to special features from home page</td>
<td></td>
</tr>
<tr>
<td>E-voting on matter of public policy</td>
<td></td>
</tr>
<tr>
<td>Feedback analysis</td>
<td></td>
</tr>
<tr>
<td>Blogs</td>
<td></td>
</tr>
<tr>
<td>Chat rooms</td>
<td></td>
</tr>
<tr>
<td>Open Budget in machine-readable formats</td>
<td>less than 10%</td>
</tr>
<tr>
<td>GIS, maps</td>
<td></td>
</tr>
<tr>
<td>Page for IT-developers</td>
<td></td>
</tr>
<tr>
<td>Additional analytical tools, online calculator</td>
<td></td>
</tr>
<tr>
<td>Web casting</td>
<td></td>
</tr>
<tr>
<td>Demand assessment (popularity rankings etc.)</td>
<td></td>
</tr>
<tr>
<td>Applications based on Open Data</td>
<td></td>
</tr>
<tr>
<td>API on open budget</td>
<td></td>
</tr>
<tr>
<td>API on public reports</td>
<td></td>
</tr>
</tbody>
</table>

Source: Web-monitoring results, 2014

According to web monitoring, there is lack of publication the feedback of citizens treatments on official web-sites. It’s recommended to publish frequently asked questions and targeted answers to citizens’ complaints, to develop API to access information about visits on sites. There are several elements of e-participation tools on web-sites (polls, chat rooms, blogs etc.). At the moment it’s difficult to track complaints, there are no links to e-petition portal (Russian public initiative), to single portal of information disclosure and open data portal.

As stated in regular UN reports, Russia has managed to make a giant leap in EGDI ranking in 2012 thanks to reinforce the creation of the federal online services portal. In the ranking, published in 2014, the Russian Federation has retained 27th place, which indicates the need for careful analysis of the factors that may contribute to the positive dynamics. The authors recommend to develop e-participation tools in Russia in order to achieve the same significant progress that has been reached by online services portal creation.
5. Conclusions

Web-monitoring conduction in Russia, the adjustment methodology and research results allowed researchers to draw the following conclusions:

1. International methods can be applied to assess e-government and e-participation development at the national level. These methods are suitable for the assessment process at the federal level. For research at regions and municipalities it’s needed to clarify the methodology in accordance with regional specific. Even taking into account EGDI as landmark of development (stated at federal level), its indicators should not copy blindly at regional level. Following the UN methodology was determined by Russian authorities indicators. While conducting research in other countries its important to study the program documents first with the purpose to find KPIs related to the specific area. The list of assessment indicators couldn’t miss its criterion also.

2. The study revealed some limitations on the applicability of web monitoring techniques for different types of information resources: governmental websites and online services portals. This clarification should be considered by researchers from those countries where government services are presented on online services portals only and services not related to government sites.

3. Additional statistical tolls should be applied to determine regional difference. In this study the authors applied regional division into four groups distinguished by progress in online services implementation. This division is closed to normal distribution.

4. It’s strongly recommended to develop coordination between the responsible authorities to publish departmental statistics on their websites, as well as the presentation of statistics and web-monitoring results on a single public web-site. Using this update data the researchers could add multi-factor analysis for complex index development.

5. For e-participation development, it’s necessary to optimise web-sites for mobile devices, to create useful mobile applications using electronic services, payment services (applications must be demanded by citizens and should be developed for all major mobile platforms - iOS, Android, Windows Phone, Windows 8), as well as to present API for open data and other public information.

Testing the UN methodology at national and regional levels is extremely useful for the construction of monitoring systems for e-services and e-participation assessment at the level of inter-state associations, such as the Eurasian Economic Union. The authors believe that combination of supply-side assessment with demand-side measurement (polls, downloads, registrations, citizens’ feedback) could bring a complex picture of e-government and e-participation development.
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Abstract. Government of India is making large investments for providing e-Government services to citizens under its National e-Governance Plan (NeGP) 2006. Common Service Centres (CSCs) are envisaged as one of the pillars of the delivery mechanism of e-Government services in rural areas where the availability of Internet, literacy levels of citizens and PC penetration is rather low. This channel of delivery is quite different from that of developed countries because citizens do not interact directly with technology. An intermediary called as the Village Level Entrepreneur (VLE) delivers the services to the citizens and technology is manifested to the citizens by results of his interactions at the CSC. The study aims to develop a conceptual framework for adoption of CSCs by the citizens in this unique context. A qualitative study is carried out to identify the factors that can augment the technology adoption constructs. The study reveals that quality of service delivered at CSC may be an important determinant for adoption of CSCs. The proposed conceptual framework is intended to form the basis of future empirical studies in similar context in India and in other developing countries.
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1. Introduction

The governments all over the world are adopting Information and Communication Technology (ICT) for transforming government administration \cite{1} in the form of e-Government. Governments are looking at e-government as a mode of delivery that has the potential for reducing the governance costs by minimizing the wastage, eliminating corruption by improving transparency and promising a better future to the citizens by opening up opportunities for reduction in rural poverty and inequality \cite{2}. Accordingly, huge investments are being made in promoting e-government with the objective of achieving effective delivery of government services.

\textsuperscript{1}Corresponding Author.
The mode of delivery of e-government services in rural areas of developing countries
needs to be quite different from that of developed countries to overcome the handicap
of low Internet penetration and low computer literacy of these areas. For example,
Government of India has introduced the concept of Common Service Centres (CSCs)
which are ICT enabled front end service delivery points at the village level for delivery
of government services (www.csc.gov.in). These CSCs are manned by a Village Level
Entrepreneur (VLE) involved in delivering the service. As compared to developed
countries, the important contextual differences are presence of intermediary,
involvement of public-private partner and demographic differences in respect of
education, income and computer literacy. These differences point to the possibility that
the determinants of adoption of Common Service Centres for availing e-Government
services may be quite different from developed countries where delivery of government
services is directly a result of interaction of citizens with the e-Government websites.

Research initiatives in adoption of e-government services in the context of citizens of
rural areas in developing countries have been rather sparse [3]. Recent meta-analysis of
existing research on e-government adoption studies [4] reveals out of 63 relevant
empirical studies in this field till 2013, only two studies were reported from India [5][6]
and both were in urban context only. Role on intermediary in delivering e-Government
service has been explored in only one study [7] which was carried out in urban context
in the city of Madinah in UAE. No study has specifically looked at the context
involving rural population, presence of intermediary and role of public-private
partnership for delivering e-Government service.

The above discussions point to a research gap in respect of empirical studies in the
context where the services are delivered through intermediaries rather than directly
being availed by citizens. Empirical studies based on such framework are likely to lead
to new insights for stimulating adoption of e-government in rural areas. The findings
can be put to use by the practicing managers for reducing the digital divide between
rural and urban areas in developing countries.

Accordingly, the objective of this research is to develop a conceptual framework of
acceptance of common service centres by the citizens of rural areas for availing e-
government services. The research contributes to the existing body of knowledge on e-
government adoption by proposing a framework that takes into account unique
contextual factors of delivery of e-government services in rural India. The framework
can be used for studying the phenomena of adoption of e-government in other
developing countries too that have a similar delivery mechanism.

Mixed method approach has been adopted to ground the research in practical
perspective [8][9]. For this purpose, the relevant determinants of adoption are obtained
from the literature by looking at various theories of technology adoption. Based on
theoretical foundation of literature and interpretive analysis of interview results [10], a
framework is proposed to explain adoption of CSCs in Indian context.

2. Literature Review
The literature review is carried out in two parts. In the first part, prior research in e-
Government adoption is reviewed to identify the theories of technology adoption that
have been used in various studies. In the second part, delivery mechanism of e-Government services in rural India is reviewed.

2.1 Prior research in e-Government adoption

Several adoption models such as Diffusion of Innovation, Theory of Planned Behaviour, TPB[11], Technology Adoption Model, TAM[12], Perceived characteristics of innovation, PCI [13], D&M IS Success Model, Unified Theory of Acceptance and Use of Technology, UTAUT [14] etc. have been empirically tested in different contexts. Survey papers [15] [16] provide a gist of studies related to technology adoption studies in various contexts. Some other models and theories that have been used in these studies are SERVQUAL model [17], big five personality model [18] and actor network theory [19].

Review of existing literature specifically on e-Government adoption has been carried out which reveals that TAM have been extended with constructs from other theories such as TPB, DOI, PCI, web trust model [20] etc depending upon the context of service delivery.

Another widely used theory of adoption is the UTAUT model which has integrated eight earlier adoption models and theories. It has been used in several empirical studies by extending it with constructs that are not part of UTAUT such as trust [21], perceived security control [22], perceived risk and optimism bias [23].

Apart from extensive use of TAM and UTAUT as the base model for studying e-Government adoption, some authors have based their research on other theories such as Big Five Model [24], DOI [25], DeLone & McLean IS Success Model [26], Theory of Planned Behaviour [27] and SERVQUAL model [28].

2.2 e-GOVERNMENT DELIVERY MECHANISM IN INDIA

National e-Governance Policy: To realize the potential of use of IT in governance, National e-Governance Policy (NeGP) was unveiled in 2006 with the vision to “make all Government services accessible to the common man in his locality through common service delivery outlets and ensure efficiency, transparency and reliability of such services at affordable cost” (www.negp.gov.in). The policy emphasized on process re-engineering with centralized initiative and decentralized implementation with emphasis on Public Private Partnership (PPP) for ensuring fully electronic delivery of services. Expenditure of nearly Rs 40,000 crores was envisaged by the government for the initiatives under NeGP.

Role of Common Service Centres: As per NeGP, Common Service Centres (CSC) was envisioned as the primary delivery channel of e-government in India in order to alleviate the difficulties of low Internet penetration and poor infrastructure in rural areas. They were envisaged to provide shared ICT facility having computers and Internet connectivity for public access of various information services. The CSC operator (called as the Village Level Entrepreneur or VLE) is expected to provide hand-holding functions and act as an interface between the citizens and the e-Government portals.
The CSC scheme is based on the Public Private Partnership (PPP) model that envisages a 3-tier structure consisting of the VLE catering to a cluster of 3-4 villages; the Service Centre Agency (SCA), that will be responsible for a division of 500-1000 CSCs; and a State Designated Agency (SDA) identified by the State Government responsible for managing the implementation in the entire State (Website www.deity.gov.in).

3. Qualitative study to identify additional constructs

Literature review in preceding section reveals that there are several unique features in rural India such as presence of intermediary at Common Service Centre (CSC), lack of reliable ICT infrastructure, lack of computer literacy among the citizens and dependence on PPP partner for providing government services. The model for explaining adoption behaviour needs to take into account these salient features in addition to the constructs explored in technology adoption research.

In order to ground the research in practical perspectives, in-depth interviews were held with stakeholders such as citizens, VLEs, SCA and government officers to elicit their views on factors that may influence intention to use CSC. The responses were recorded and common themes were generated by the interpretive approach which combines the perspectives of different stakeholders into a common set of beliefs. According to [29], theoretical saturation is generally achieved after sample size of 12. However, in this case we collected responses of 15 stakeholders and stopped when no new information was forthcoming [30]. The responses were coded and segregated into common themes as summarized in Table1:

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Statement related to adoption of CSC</th>
<th>Underlying Theme</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Accessibility of CSC location from villages</td>
<td>Ease with which services at CSC can be used</td>
</tr>
<tr>
<td>2</td>
<td>Distance of CSC from village</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Flexible timing of CSC (i.e., no strict office hours)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Simplicity of processes at CSC</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Accuracy of information made available by the CSC</td>
<td>Usefulness of CSC</td>
</tr>
<tr>
<td>6</td>
<td>Instant completion of work without the need for follow-up visits</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>No requirement to pay bribes</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Number of services available at CSC</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Whether the information/certificate made available by CSC is accepted by other organizations</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Behavior of VLE</td>
<td>Service quality at CSC</td>
</tr>
<tr>
<td>11</td>
<td>Comfortable environment at CSC such as fan, light, water etc.</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>CSC should not have long queues</td>
<td></td>
</tr>
</tbody>
</table>
4. Proposed Conceptual Model

Most of prior research in technology adoption has involved direct interface of technology with the users. The situation in present context is different because citizens at CSCs do not directly handle the technology. It can be a matter of debate whether the constructs of technology adoption should apply in this context. According to [31] [32], "technology is a design for instrumental action that reduces the uncertainty in the cause-effect relationships involved in achieving a desired outcome". Therefore any action that helps in achieving the objective with less ambiguity can be termed as a technology. In the present context, CSC enables service delivery in rural areas without the requirement of citizens to visit headquarters located far away from their village. The new system of CSC (consisting of technology and the intermediary) reduces the uncertainty in achieving a desired outcome (availing government service) and therefore can be viewed as a technology even though the citizens do not interact with the website themselves. This scenario clearly indicates that the technology adoption constructs should form the basis for the conceptual model.

It is necessary to include other constructs in the framework that emerge from the qualitative study. First is the behaviour of VLE with the users, second is timely provision of the services and third relates to physical facilities at the CSC. These dimensions relate to quality of service delivered at the CSCs. Accordingly the conceptual model proposed in Figure 1 includes these important constructs apart from the technology adoption constructs, namely, ease of use of CSC, usefulness of CSC and social influence.

![Figure 1: Proposed Conceptual model](image-url)
These constructs are described as follows:

**Ease of use of CSC:** In our context it is defined as “the degree of ease associated with obtaining government services through CSCs” and this leads to the hypothesis H1: Ease of using CSC is positively related to the behaviour intention for using CSC to avail e-Government services.

**Usefulness of CSC:** In our context, it is defined as 'the degree of ease associated with obtaining government services through CSCs’ and leads to hypothesis H2: Usefulness of CSC is positively related to the behaviour intention for using CSCs.

**Social Influence:** In our context it is defined as “the degree to which an individual perceives that it is important for others to believe that he or she should obtain government services through the CSC” and leads to hypothesis H3: Social influence is positively related to the behaviour intention for using CSCs.

**Behaviour of intermediary:** It is defined as “the empathy and responsiveness that is displayed by the intermediary towards the users approaching CSC for availing e-Government services” and this leads to hypothesis H4: Greater empathy and responsiveness shown by the intermediary to the users is positively related to the behaviour intention for using CSCs.

**Reliability of services provided by intermediary:** It is defined as “the extent to which reliable services are provided by the intermediary to the users” and this leads to hypothesis H5: Reliability of services provided by intermediary is positively related to the behaviour intention for using CSCs.

**Physical facilities at intermediary outlets:** It is defined as “the extent to which the equipments and ambience at the CSC are perceived to be attractive by the users” and this leads to hypothesis H6: Physical facilities at intermediary outlet are positively related to the behaviour intention for using CSCs.

We posit that H4, H5 and H6 are captured by dimensions of service quality, namely, tangibles, reliability, responsiveness, assurance and empathy that are proposed in the SERVQUAL scale. Dimensions of empathy and responsiveness can measure perception of users about behaviour of VLE while timely provision of service without uncertainty is captured by dimensions of reliability and assurance in the SERVQUAL scale. Similarly, extent to which equipment and ambience are perceived to be attractive by the users is captured by the dimension of tangibles in SERQUAL. In accordance to the findings in prior research, it is felt that SERVPERF scale will be appropriate in the present context where the respondents are not much educated.

**Age, sex, income and education:** Based of prior literature, it is proposed that the demographic factors such as age, sex, income and education will have moderating relation with ease of use, usefulness of CSC and social influence.

### 5 Conclusions and implications for research and practice

In the paper, we have presented a conceptual model for identifying the determinants for adoption of common service centres for delivery of e-Government services in rural areas. The conceptual model presented in Figure 1 takes into account the unique e-Government delivery context where technology is manifested to the citizens by success of the transactions at the CSC and the intermediary plays a crucial role in determining the quality of service. The study extends the body of knowledge in the domain of
technology adoption by providing a framework for assessing intent to use a different kind of delivery channel of e-Government services, namely the common service centres. Apart from the CSC, there are other innovative upcoming technology-based channels such as SMS and mobile apps on smart phones which are expected to dominate the service delivery in future. The research process by which the model in this paper has been developed can be replicated for further research in adoption of services delivered through these new delivery channels.
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Abstract. Mobile government could be conceptualized as the use of diverse mobile technologies to provide information and services to citizens, businesses, and other stakeholders. Governments around the world, particularly in developing countries are finding mobile strategies to be useful ways to reach their citizens, including disadvantaged groups. In fact, individuals are increasingly using mobile phones for accessing information and this trend is becoming stronger with the improvement of long-range technologies and the high penetration of mobile devices in developing countries. However, their use to deliver government services to citizens remains generally low. Since smart devices are not as widely spread as more traditional mobile phones, it is necessary to think about commonly available and low cost technologies such as Short Message Service (SMS) as a useful alternative for governments around the world. Therefore, based on some foundational concepts from configuration theory, this paper proposes a conceptual business model for SMS-based government services. We think that this model not only contributes to theory, but could also provide guidance to public managers for them to decide when and how to implement SMS-based government services.
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1. Introduction

Government-delivered services with universal access through internet are essential requirements for electronic government (eGov) [7]. Mobile phones have become the most rapidly adopted technology in history and the most popular and widespread personal technology in the world [25]. Mobile government (mGov) is important in many developing countries because of the extensive use of mobile devices by citizens and this puts great pressure upon its implementation [16]. Just to cite an example, in Brazil there are 37 percent more cell phones than inhabitants [29], but only 31 percent of the phones have internet access. Forty one percent of the population use traditional equipment and not smartphones. The most important use is to receive and send SMS. This service corresponds to 66 percent of mobile phone use in Brazil [6]. In 2009, over 70 percent of world’s population used SMS and Voice technologies showing that other countries have similar situations [14].

Government agencies use technology to offer services and information and to contact people, but mostly through old and sometimes obsolete bureaucratic structures [4]. While there are many worldwide success stories with the use of SMS, this service re-
mains incipient when compared to the increase in number of mobile phones in many countries [19]. Governments and researchers apparently ignore the potential value generated by the use of the simple and low cost SMS technology. Few have looked at mobile phones under the business and information system perspective [27], with the mobility business model (BM) receiving very little attention [2]. There is a need to examine issues related to mGov from different perspectives. It seems that mGov may substantially influence the generation of emergent complex strategies and tools for eGov [16].

Interdependent imperatives like environment, structure, leadership, strategy [21] and sustainability [12] help to shape organizational settings when considered holistically [20]. Patterns and generalized forms define the components related to each imperative that are combined into gestalts or configurations [21]. The absence of an appropriate BM be behind the low use of SMS by governments [18], but its use may be long lived and extensive providing all mobile devices embrace it in all government levels. The aim of this paper is to propose a conceptual BM for SMS-based government services. It is based on a configurational approach to organizational design [21] [22] [23] and recent developments on business model [26].

The paper is organized in five sections, including the foregoing introduction. The second section describes the different approaches to studying e-government, m-government, and SMS. The third section explains some important concepts of Configuration Theory and their relationships with the generation of a Business Model. Section four proposes and discusses a preliminary BM Structure for SMS-based government services. Finally, section five provides some final comments and suggests areas for future research about this topic.

2. Electronic Government, Mobile Government, and SMS

Electronic government aims to provide citizens and businesses a better access to government information and services, improve the quality of services, reduce costs, and create opportunities for participation [11]. So, eGov could play a very important role in this new governance model, with the participation of a wide network of actors [8]. eGov could be seen as the supply side and the digital divide could be seen as the demand side of the same socio-technical phenomenon [13]. If government pays attention to the technology used by citizens in their daily lives, a small part of the complexity of eGov may be resolved or at least better understood. However, mGov requires more than technical feasibility for enterprise-wide adoption in government. It requires the ability to discuss issues related to economic, social and, especially, political aspects [8].

2.1 Mobile Government

This paper uses mGov as government-delivered services for citizens on mobile phones. mGov is an essential platform of communication between government and citizens. The mobile services value chain includes the government (1), which is expected to lead in developing and improving services. It also includes the (2) hardware industry, software and solutions; (3) telecommunications companies, with infrastructure and services; (4) brokers (aggregating companies specialized services in integrating networks and billing) and finally at the end, (5) the citizen [10] [18]. The value chain integration can be further complicated by the lack of clarity of its actors and their roles [9].
Users need mobile government services to be accessible and delivered anywhere and anytime. It will cause the government activities to achieve greater mobile base more conveniently [16]. Mobile devices are a common part of everyday life for most citizens, so there is great potential in the use of mobile phones as a government service delivery channel. It is important to understand that government efforts to use digital media can be unfruitful if they do not consider citizens’ access and the necessary skills to meaningfully use some of these information and services [8]. So, one of the most basic technologies embedded in all cell phones could be the most efficient way of government to communicate with citizens and provide them with information and services [20].

2.2 A Short Message Service and Government

Since 2001 SMS is being successfully exploited by private companies worldwide. Although encryption of SMS messages is relatively safe, once sent, it is almost impossible to see or modify the message content; ii) accessibility: the success of mGov will depend largely on the number of citizens using it and it is known that socioeconomic factors such as income, education level, gender, age, disability, language and regional differences affect the attitude of citizens towards mGov [16].

Any country with a moderate to high level of mobile phone coverage ought to be able to benefit from the SMS use [1]. The SMS is one of the highly used and well-tried mobile services with global availability within all GSM/CDMA networks (Global System for Mobile Communications/Code Division Multiple Access), limited to the transmission of secure plain text between subscribers and server for different purpose [15].

However, this technology does not replace, and cannot replace, the internet or any other form of government relationship, but it could complement the services already offered in person or electronically [16]. Thus, SMS could become an alternative channel for governments services, which can be used to expand the supply of new or improved services, particularly those already available electronically. There is reasonable agreement about the possibilities of use of SMS technology to optimize the delivery process of combined services with other practices of eGov.

While there are many success stories about government-delivered services through the use of SMS, the proportion is still far from the increase of mobile phones. This proves to be a critical factor which prevents all three government levels to fully incorporate delivery services through SMS. While there are many success stories about government-delivered services through the use of SMS, the proportion is still far from the increase of mobile phones. This proves to be a critical factor which prevents all three government levels to fully incorporate delivery services through SMS. Through the lens of Configuration Theory we will try to identify the relationships present in the value chain of mGov and investigate the existence of possible relationships between variables and the perceptions of power involved in this process.

3. Configuration Theory and Business Models

This section briefly presents some basic concepts from configuration theory and business model, which are later used to propose a conceptual business model for SMS-Based Government services.
3.1 Configuration Theory

Configuration Theory (CT) proposes that the environment, structure, leadership, strategy, and sustainability are the imperatives that help shape organizational settings [21] [12]. For the development of a configurational perspective in organization studies, Miller argued that these variables [21]: (1) were widely accepted paradigms in organizational analysis; (2) had solid empirical demonstrations; and (3) had already played a central role in the generation of organizational settings repeatedly.

Mintzberg [24] also adds that this perspective in organizations writes its history based on periods of stability and transformation. According to Pereira and Toni [28], due to the great changes taking place, society suffers disruptions in its technological and social systems, leading to most changeable and uncertain environment that require diverse combinations of elements of an organization. For Gimenez [12] this approach indicates the existence of multiple ways to achieve organizational success, but there is a limited number of viable patterns of behavior that can be followed by organizations to accomplish their goals.

The complexity of the organizational governance environment requires that each of its characteristics is studied and understood within a continuum, where each topic should be examined in a unique way in its context, and the environmental variables and the organizational reality are considered. There are various gears and levers in a decision-making structure, large acts are the consequences of innumerable and often conflicting smaller actions by individuals at various levels of government [3]. Therefore, the multidimensional rationality proposed by CT seems to be highly adequate to support the BM building process for mGov. It can include proper contexts and result in an actionable model [27].

3.2 Business Models

In 2008, the BM concept was first used for mGov [10]. However, those were generic references and no detailed models were discussed. Diniz and Cunha [10] argue that the success of mobility in government depends largely on the existence of applications focused on the needs of the citizen and the massive investment in services provision to citizens via mobile devices. On the other hand, these authors also point out that the lack of preparation for this type of service could significantly hinder efforts of government organization.

mGov could be an emerging channel to create new spaces and participation of society, involving the development of innovative models. However, there is no structural BM to work with the most basic technology embedded in any type of mobile phone [17]. There are still barriers to current BM change in the organizations. In order to change this situation it is necessary to deploy new tools, changing organizational processes and adopt a new business posture [5]. It is also necessary to establish a BM that explicitly attempts to complement state bureaucracy in the provision of public services and supports government action [18], because the relationship is much more complicated in government than in the private sector.

For designing the BM for SMS-based government services the vision of Ostervald and Pigneur [26] is adopted. Their proposal shall be implemented through the organizational structuring of processes and systems, including nine components. Each of these components is briefly describe in the following section. This was chosen because its components come, in a simple way, to present the five imperatives proposed in the CT, that help shape organizational setting. The literature shows that this model
has been used more by the private sector, but taking more or less emphasis, all components can and should be the agencies of government, without exception.

4. Proposing a preliminary BM Structure

This section presents how the adoption of two modes of reasoning from TC – synthesis and analysis – may be applied in the development of a BM for SMS-based government services. This paper presents an ongoing research project, which will be based in multiple case studies using quantitative and qualitative evidence. In addition, in terms of data collection we will use official government documents, general media, interviews, and questionnaires.

4.1 Using synthesis to understand mGov cases

First, in this proposal the synthesis lens is used to understand holistically the mGov cases that have occurred in the past and they are in the present. This way proposed by Miller [21] is adequate to deepen understanding of the historical relationships and sequence among the five imperatives, how and why this imperatives might change during the course of the projects’s lifecycle, especially in government agencies where there are constant transitions or top leadership changes. The lifecycle concept suggests an ordering that describes some common transitions among imperatives [20]. Then, for each case its lifecycle is designed and compared with the patterns and configurations suggested by Miller and Gimenez, to verify common transitions among imperatives over lifecycle, identify phase of cycle (birth, growth, maturity and revival), factors initiating, and resulting imperatives. The following is a brief description of the first four imperatives advocated by Miller [21] and the last by Gimenez [12].

**Environment** - the proponents of the environmental imperative argue that organizations must adapt to their environments. The uncertainty and unpredictability government policies the nature and degree of competition from stakeholders, and the fast changes of technologies create important constraints that determine which modes of structure and strategy are viable. **Structure** - the formal structure of organizations, as the hierarchy, formal rules and procedures, and managerial authority could influence strategy and decision making and these structures can be implications in performance of organizations. **Leadership** - this imperative shows the influence that chief executive officer's behavior can have on their organizations, how significant an impact the leader can have on the strategies, structure, and culture of an organization. **Strategy** - this imperative defends that the organization has the power to seek out the best niches of the market and the strategic choice operates as managers determine product scope, and consistent with market needs. **Sustainability** - this imperative advocated a balance between economic, social and environmental interests. Focuses on partnerships, cooperation, Coopetition and participative management, with recursive interaction between organization and environment reflected in the structure and strategy [12].

Second, the analysis is used to measure the components present in the cases using the components suggested [26]. For example, investigate whether each of the nine components, previously cited, are present and how they are related among them and to the specific contexts of the cases.

**Key Activities** - for this components we suggest three categories: (1) production - system development, management and delivery of SMS as a whole; (2) production of resolution - consulting, knowledge management, updating and technical training; (3)
platform / network - networks of services provided by operators, platforms and more of these platforms of brokers, government IT companies, software. **Partners** - there are several types of partnerships, including the strategic alliances between competitors and non-competitors; ventures. In this component should also ensure that the government can have control of the content of this information. **Key Resources** - this component describes the most important physical, human and financial resources for the BM operation, for the government to create and offer your Value Proposition, reach the target audience, keep sustainable relationships with citizens. **Cost Structure** - this cost structure would be based on low-cost structures. It should contain: fixed cost (structure, system); variable cost (SMS amount, new system implementations); economy of scale (purchase SMS). Also it is must reflect how the costs would be shared if it were centralized corporate purchasing SMS in government. **Customer Relationships** - this describes the types of relationships that the government provides to citizens, explains the type of relationship whether personal or automated. **Customer Segments** - this component defines the different groups of people or segments that government should serve and which to ignore. This component is possible to exhibit clearly the target audience is those who own a mobile phone. **Value Propositions** - this component describes the services that create value specifically for the needs of people segment you want to achieve. May be similar to existing ones, but with additional features and attributes. The values considered may be quantitative (price, service speed) or qualitative (citizens' experience with your device, efficiency, accessibility). **Channels** - this seems to be simpler than the model for the private sector because the public and the delivery channel are very specific, well-defined. But it is necessary to pay attention that citizens need to adhere to the service, for that there should be specific legislation. **Revenue Streams** - the public sector is constantly challenged to implement the principles of private enterprise and generally BM is referred to something that it is financial gain. It presents some questions: i) Only the government should pay the costs in the generation of these new services? ii) the SMS providers should not pay part of the costs, since they will increase their profits when the government actually use SMS corporately? The Figure 1 shows how is has been used the TC e BM approaches to propose BM for SMS-Based Government Services.
5. Final Comments

This study helps to identify in what conditions traditional mobile phones and the use of SMS can help government reach to their citizens, including disadvantaged groups. It also identifies other reasons why the technology embedded in all cell phones is not used enterprise-wide by government, such as (1) lack of a clear and actionable BM for this technology; (2) the lack of clarity of the actors and the roles in the mGov supply chain; and (3) the lack of a better use policy and price exclusive to government. More specifically, this paper proposes a conceptual BM for SMS-based government services. It proposes the use of the five elements of configuration theory (environment, structure, leadership, strategy and sustainability) and the BM approach to structure the processes associated with the use of SMS in government-delivered services. In the analyzed literature BM and mGov are treated only as descriptions of how business is done. In other studies, there is only a mention of BM in mGov, but no research was found that presented a proposal of a BM structure for mGov using SMS.

Again, Cunha and Miranda [8] emphatically argue that the use of eGov systems to provide services should consider citizen access and their ability to use those services and information. This is one of the strongest reasons to defend the use of SMS-based government services because all cell phones (traditional and smart) have this technology and it can receive information even if the device holder has no credit (this happens in several countries such as Brazil). This research aims to contribute to the BM and mGov literatures, but also to present recommendations for countries where the conditions are similar to the Latin American reality. We argue that even at an early stage, the proposed approach shows a model potentially useful for governments, especially in developing countries with a clear increase of mobile phones and high penetration among disadvantaged groups. This model, following appropriate methodological procedures, can later be empirically evaluated and contribute to the consolidation of a Business Model for SMS-Based Government Services.
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Abstract. In the process of implementing the Services Directive, Member States have implemented electronic Points of Single Contact (PSCs) offering public services categorised according to business events. The objective of this paper is to present a commonly agreed data model for describing business events and public services with a particular focus on the electronic PSCs. The paper describes the definition and verification of this data model, called Application Profile of the ISA Core Public Service Vocabulary (CPSV-AP), which includes 16 classes and 85 properties. Moreover, the paper describes the model’s mapping to the data models used in the PSCs of 10 MS.
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1. Introduction

In the process of implementing the Services Directive, Member States have implemented electronic Points of Single Contact, in the form of eGovernment portals that allow businesses to:

• Find information about business events and related public services, i.e. the rules to be followed, the prerequisites to be fulfilled, the formalities to be completed and the legislation that is governing a particular business event and its related public services; and
• Execute the public services online (wherever possible).

These electronic PSCs are currently facing several challenges, such as:

• Lack of coordination between the electronic PSCs within the same country and fragmentation of responsibilities;
• Heterogeneous, monolingual, descriptions of public services and business events;
• Administration-centric vs. business centric-approach; and
• National vs. cross-border public service provision.
There is thus a strong need within the MSs for harmonising the way business events and related public services are described. This can be achieved by means of a common data model for representing business events and public services. In our work, such common data model is defined as an Application Profile of the ISA Core Public Service Vocabulary1 (henceforth referred to as the CPSV-AP). An Application Profile2 is a specification that re-uses terms from one or more base standards, adding more specificity by identifying mandatory, recommended and optional elements to be used for a particular application, as well as recommendations for controlled vocabularies to be used.

2. Methodology

Work reported in this paper has been conducted according to the ISA process and methodology3 for developing Core Vocabularies. The process involved the set-up of a Working Group (WG) and the publication of drafts of the specification for external review. The CPSV-AP was developed under the responsibility of the European Commission’s ISA Programme4 which was also chairing the WG. The WG5 was responsible for defining the specifications and was established from (part of) the members of the EUGO Network6 and TIE Cluster representatives. The representatives from 10 MSs (Austria, Estonia, Finland, Greece, Netherlands, Latvia, Lithuania, Poland, Spain and Sweden) participated in this process. Apart from email communication, the WG members participated in 4 webinars.

In practice, the specification of the CPSV-AP followed a four-step process:

**Step 1**: Following a bottom-up approach, we started by reviewing and analysing the state-of-the-art in the 28 MSs concerning the models being used for describing business events and public services on the electronic PSCs. This analysis led to the documentation of the classes and properties of the model being used in each MS.

**Step 2**: The participating 10 MSs were then asked to review and validate the analysis of the documented data model for their country.

**Step 3**: Subsequently, the PSCs’ data models for describing business events and public services were compared in order to identify differences and commonalities. As a result, we identified possible new classes and properties for the CPSV-AP. These were suggested as a proposal to the WG. The CPSV-AP also includes a set of recommended controlled vocabularies for different properties with a primary focus on the identification of a common controlled vocabulary for public service types, which can then be linked to key business events. These controlled vocabularies were also subject to the approval of the WG.

**Step 4**: Furthermore, we proceeded to the creation of a (machine-readable) mapping of each PSC model to the classes, properties and values of the controlled vocabularies of the CPSV-AP, in order to harmonize the national data models and the common data model. The 10 participating MSs were then asked to contribute to and validate these mappings. Finally, a public review period was organised.

---

1 https://joinup.ec.europa.eu/asset/core_public_service/description
2 http://dublincore.org/documents/2001/04/12/usageguide/glossary.shtml/A
3 https://joinup.ec.europa.eu/node/43160
4 http://ec.europa.eu/isa
5 https://joinup.ec.europa.eu/node/104619
6 http://ec.europa.eu/internal_market/eu-go/index_en.htm
3. Related work

All countries nowadays, including the 10 European Member States that were surveyed in the context of this work, have created models for describing public services. A commonly agreed view for public service is that it can be defined as a “set of deeds and acts performed by or on behalf of a public administration for the benefit of a citizen, a business or another public administration”. Researchers in the past years, such as the Government Enterprise Architecture [[2]], have also been busy with studying and modelling public services. With the advent of eGovernment, the question on how to organise and present public services and information on public services at government portals emerged. The need for an efficient and citizen-centric way to organise public services on electronic PSCs led to the introduction of the Life Events (LE) term [[3],[4]]. This term has been defined as referring “to the government services needs at specific stages in life” [[5]] and as describing “situations of human beings where public services may be required” [[6]]. Similarly, the Business Events (BE) term – also called business episodes or business life-events – has been introduced for describing public services referring specifically to businesses [[4]].

Most public administrations have adopted the aforementioned terms and offer their services categorised according to LEs and BEs. This categorisation of public services is also used in the majority of PSCs. Consequently, the commonly agreed data model proposed in this paper intends to document public services in the context of BEs that comprise the business life cycle. Typical examples of such business events are:

- Starting a business, e.g. starting a new activity or company;
- Starting cross-border business e.g. registering a company on abroad;
- Doing business, e.g. staffing, reporting and notifying authorities;
- Closing a business, e.g. selling the company, closing a branch.

4. The Core Public Service Vocabulary Application Profile

The CPSV-AP (see Figure 1) has 16 classes and 85 properties. To indicate the minimum requirements to comply with the CPSV-AP, the classes and properties are being classified as being mandatory or optional. A minimal implementation of the CPSV-AP at least provides information on the mandatory properties of the mandatory classes. Optional classes can still have properties that are indicated as mandatory, if the particular class is used. 4 mandatory classes are defined, i.e. Business Event, Public Service, Input and Formal Organisation classes, and 27 mandatory properties.

Following, we discuss briefly one by one the classes of CPSV-AP:

**Business Event class.** This class represents a Business Event. A Business Event is a specific situation or event in the lifecycle of a business, which relates to one or more needs or obligations of that business at this specific point in time. A Business Event requires a set of public services to be delivered in order for the associated business needs or obligations to be fulfilled.

---
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Figure 1. Graphical representation of the relationships between the classes and properties of the CPSV-AP

**Public Service class.** This class represents the Public Service itself. A Public Service is the capacity to carry out a procedure and exists whether it is used or not. CPSV-AP adopts the definition of the Public Service as defined in Section 3.

**Input class.** Input can be any resource, e.g. document, artefact. In the context of Public Services, Inputs are usually administrative documents, applications, etc.

**Output class.** Outputs can be any resource, e.g. document, artefact, produced by a Public Service. In the context of a Public Service, the Output documents an official documentation of the Competent Authority (Formal Organisation) that permits/authorises/entitles an Agent to (do) something.

**Cost class.** The Cost class represents any costs related to the execution of a Public Service or to all Public Services related to a Business Event which the Agent consuming it, needs to pay.

**Channel class.** The Channel class represents the medium through which an Agent provides, uses or otherwise interacts with a Public Service.

**Period of Time class.** The Period of Time class represents an interval of time that is named or defined by its start and end dates. This interval indicates from when to when a Public Service is executable.

**Rule class.** The Rule class represents a document that sets out the specific rules, guidelines or procedures that the Public Service follows.

**Formal Framework class.** This class represents the legislation, policies that lie behind the rules that govern the service. The definition and properties of the Formal Framework class in the CPSV-AP are aligned with the ontology included in “Council conclusions inviting the introduction of the European Legislation Identifier (ELI)”.

**Agent class.** The Agent class is any resource that acts or has the power to act. In some countries’ legislation the concept Person is a class for anyone that can be legally

---

9 http://eur-lex.europa.eu/legal-content/EN/ALL/?uri=CELEX:52012XG1026%2801%29
represented and can thus have both Natural Person and a Legal Person (organisation) as subclasses. In the context of this specification a Natural Person is described through the “Person” class, defined in the Core Person Vocabulary\(^{10}\), and the Legal Person through the “Legal Entity” class, defined in the Core Business Vocabulary\(^{11}\).

**Formal Organisation class.** The Formal Organisation class has been defined in the Organization Ontology\(^{12}\). It represents an Organisation which is recognized, with associated rights and responsibilities.

**Public Organisation class.** The Public Organisation class represents a Formal Organisation that is owned by and managed by a state’s government.

**Person class.** The Person class represents a natural person. A natural Person can be the user of a particular Public Service.

**Legal Entity class.** The Legal Entity class has been defined in the Core Business Vocabulary\(^{13}\) and represents a business that is legally registered. A Legal Entity is able to trade, is legally liable for its actions, accounts, tax affairs, etc. This makes legal entities distinct from the concept of organisations, groups or sole traders. This vocabulary is concerned solely with registered legal entities and does not attempt to cover all possible trading bodies. A Legal Entity can play different roles related Public Services. The Legal Entity can be a user of a particular Public Service but can also be the Competent Authority of the Public Service.

**Location class.** The Location class represents an identifiable geographic place. The Address class has been defined in the context of the Core Location Vocabulary\(^{14}\).

**Address class.** The Address class represents an address for the representation of a Location. The representation of addresses varies widely from one country's postal system to another. Even within countries, there are almost always examples of addresses that do not conform to the stated national standard.

5. **Mapping of the PSC data models to CPSV-AP**

The mapping of the PSC data models to the CPSV-AP was based on the review and analysis on the way information is provided on the PSC on the one hand, and the CPSV-AP on the other hand. The objective of the mapping exercise was to promote the harmonization between the business event and public service models used in the 10 MSs and the commonly-agreed European data model, i.e. the CPSV-AP. Each mapping can be of five types (Figure 2), where A is the foreign class or property and B is the class or property from CPSV-AP.

A discussion on the mapping results for each of the participating countries follows:

**Austria.** Austria has 9 PSCs, while there is also a main Austrian PSC operating as an “umbrella” of the individual PSCs and as a gateway for easily finding each regional PSC. Our analysis included therefore one Austrian data model. The Austrian data model includes 6 classes (i.e. Business Event, Public Service, Input, Formal Framework, Formal Organisation, Location) of the CPSV-AP and 41 properties. All 6 classes have been mapped as “exact match” and 39 of the properties are also mapped as “exact match”; the rest 2 properties are a “related match” and a “close match”.
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\(^{10}\) [https://joinup.ec.europa.eu/asset/core_person/description](https://joinup.ec.europa.eu/asset/core_person/description)

\(^{11}\) [https://joinup.ec.europa.eu/asset/core_business/description](https://joinup.ec.europa.eu/asset/core_business/description)

\(^{12}\) [http://www.w3.org/TR/vocab-org/](http://www.w3.org/TR/vocab-org/)

\(^{13}\) [https://joinup.ec.europa.eu/asset/core_business/description](https://joinup.ec.europa.eu/asset/core_business/description)

\(^{14}\) [https://joinup.ec.europa.eu/asset/core_location/description](https://joinup.ec.europa.eu/asset/core_location/description)
Estonia. The Estonian data model includes 5 classes of the CPSV-AP and 37 properties. 4 classes of the Estonian model are an “exact match” to CPSV-AP classes (Public Service, Input, Formal Framework, Formal Organisation) and 1 class (Business Event) is a “narrow match”. More specifically, information and services on the Estonian PSC is categorized according to Topics which is a term with a wider meaning than Business Events. Hence, the “narrow” mapping used between Business Event and Topic. As regards properties’ mapping, 32 properties have an “exact match” with CPSV-AP properties, 1 property has a “close match”, 1 a “related match” and 3 a “narrow match” due to their direct relation with the Topic class.

Finland. The Finnish data model includes 9 classes (i.e. Business Event, Public Service, Input, Cost, Rule, Channel, Formal Framework, Formal Organisation, Agent) of the CPSV-AP and 80 properties. The Finnish PSC has the Service class which is an “exact match” to Public Service, but it also considers permits as a special subtype of services. The rest 7 classes have an “exact match” with CPSV-AP and 1 class (Agent) has a “close match”. As regards the properties, most of them are “exactly” mapped; there are 2 properties with a “close match”, 4 with a “related match” and 9 with either a “broad” or a “narrow match” due to the Service/Permit issue described previously.

Greece. The Greek data model includes 4 classes (i.e. Business Event, Public Service, Input, Location) of the CPSV-AP and 14 properties. The Business Event class of the CPSV-AP is only closely matched to the Provision Method of the Greek PSC which defines whether a service refers to business establishment, to cross-border business or both. The rest 3 classes are all an “exact match” to the relevant CPSV-AP classes. As regards properties, 12 are an “exact match” and 2 a “related match”.

Netherlands. The concept of Public Service does not appear in the Dutch PSC. For this reason, the Dutch representative has additionally provided the description of the data model used in public administrations in the Netherlands. In total, the Dutch data model includes 4 classes (i.e. Business Event, Public Service, Formal Framework, Address) and 25 properties. 2 of the classes (Public Service, Address) are an “exact match” with CPSV-AP and the rest 2 a “close match”. As regards properties, 22 of them are an “exact match”, 2 a “close match” and 1 a “related match”.

Latvia. The Latvian data model includes 7 classes (i.e. Public Service, Input, Cost, Channel, Rule, Formal Framework, Formal Organisation) and 53 properties. The Latvian PSC is organized to support two types of services: e-Services and Services. Both of these have been mapped with the Public Service class of the CPSV-AP, the former as a
“narrow match” and the latter as an “exact match”. The rest classes are an “exact match” apart from the Contact class that is “close match”. As regards properties, 30 of them are an “exact match” and the rest 23 properties are either a “close” or a “related match” with CPSV-AP.

**Lithuania.** The data model includes 6 classes (i.e. Business Event, Public Service, Input, Rule, Formal Framework, Formal Organisation) and 30 properties. The information on the Lithuanian PSC is organized according to Business Events and Permits. For this reason the Permit class is “broadly” matched to Public Service class. All other classes are an “exact match” to CPSV-AP. Regarding properties, 33 are an “exact match”, 6 a “close match” and 1 a “related match” with CPSV-AP.

**Poland.** The Polish data model includes 6 classes (i.e. Business Event, Public Service, Input, Rule, Formal Framework, Formal Organisation) and 62 properties. All classes are an “exact match” apart from the Step (of the procedure) class that is “close match” matched to Rule class of the CPSV-AP. As regards properties, 52 of them are an “exact match”, 9 a “close match”, 1 a “related match” and 1 a “narrow match” with CPSV-AP.

**Spain.** The Spanish data model includes 11 classes (i.e. Business Event, Public Service, Input, Output, Period of Time, Formal Framework, Formal Organisation, Public Organisation, Location, Address) and 60 properties. All classes are an “exact match” with the CPSV-AP apart from the Public Service class that is “closely” matched to CPSV-AP. As regards properties, 50 of them are an “exact match”, 4 a “close match”, 4 a “related match” and 2 a “narrow match” with CPSV-AP.

**Sweden.** The Swedish data model includes 4 classes (i.e. Business Event, Public Service, Input, Formal Organisation) and 23 properties. The Swedish PSC is built around the concept of Permits which are considered the result of the Public Services. For this reason the Permit class is “broadly” matched to the Public Service class. The rest classes as well as all properties are an “exact match” with CPSV-AP.

Mapping PSC data models with CPSV-AP revealed some interesting results. First, the national data models describing Business Events and Public Services do not cover the whole set of classes or properties defined in the CPSV-AP. Nevertheless, all national data models had additional concepts (mostly properties but sometimes also classes) not defined in the CPSV-AP. This is attributed to the fact that PSCs want to provide detailed information to users, and it cannot be considered as a deficiency of the CPSV-AP.

Second, this mapping exercise lead to a few updates of the CPSV-AP that was originally defined. One such important update is the connection of the Public Service and the Formal framework classes. These classes were originally related only through the Rule class. However, the mapping revealed that usually Public Service and Formal framework classes were directly related. Another update is the specification of the Channel class to Email, Homepage, Fax, Telephone and Assistant. The latter was inserted purely as a result of the PSCs’ analysis. Finally, the Cost class is also the result of the mapping exercise. Initially, cost was only related to Public Service as a property. However, the PSC analysis showed that cost is often related with Business Event and Formal Organisation classes as well.

6. Conclusions and future work

The CPSV-AP model can be used as the native data model for publishing business event and public service descriptions on a PSC or any other platform containing public service information. Also, it could serve as a common layer for mapping different existing data
models and seamlessly exchanging information on public services across platforms within and across borders. The CPSV-AP should be seen as a generic data model that can be further extended and tailored to the national context or to be suitable for other purposes like Public Service Portfolio management.

The adoption of CPSV-AP largely depends on its implementation in tools for the creation, publication, searching and finding, and exchange (mapping, exporting and harvesting) of these descriptions. In order to facilitate this adoption, future work will focus on the functional specifications of the following reusable tools: (a) a tools for creating machine-readable descriptions of public services; (b) tools for mapping the classes, properties and controlled vocabularies of any data model to CPSV-AP; and (c) tools enabling to harvest public service descriptions, by tagging the content with HTML tags (RDFa) and crawling the pages, or by using a web service that can be called for exporting and harvesting the information.

These tools will stimulate further usage of CPSV-AP towards a more user-centric and harmonised way of publishing information and descriptions of public services and towards easy exchange of this information between different platforms, both within the context of a country and cross-border.
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Government Crowdsourcing: the role of trust and community in creating public value

Ann O’BRIEN

Abstract. Inspired by the e-Participation framework of Saebo, the activities of online political discourse and decision making are studied in the context of crowdsourcing (platforms which enable the wisdom from the crowd) as an underlying technology; and are examined though the public administration theory of creating public value. Due to the shared locus of power, crowdsourcing is situated at the intersection between government led and citizen led e-Participation. Previous research has shown that a high Sense of Community has positive and significant effects on both internal and external efficacy; translated to government crowdsourcing, it would mean that design features that encouraged a Sense of Community in government crowdsourcing would be best placed to create public value by promoting civic engagement, and enabling the creation of a public that could understand and act in their own interests. As citizens are the arbiters of public value, the second phase of the research looks at the outcomes of government crowdsourcing process from the perspective of the citizen. Proposing that there is a hierarchy of participation; that there are different routes to participation; allowing many different actors with different values to deliberate and learn from the process in different ways according to their needs and time constraints. A key contribution is in the novelty of the subjects being investigated – as these two constructs, crowdsourcing and public value have to date not been researched together. The outcomes of the research will guide interactions and connections in government crowdsourcing communities through the technical, legal and social capabilities offered to community members, similar to the way that architecture guides people in physical spaces.

Keywords. Crowdsourcing, Public Value, Trust, Sense of Community

1. Research Aim

Recent research by both Fung and Li have highlighted divergent views from similar research areas of interest; those of political analysts and technologists in e-Participation; both highlight the merits of integrating research [1, 2] to better understand complex problems and lead to more complete solutions. This research aims to incorporate the views of both the public administration perspective using public value as a lens, and the technology perspective with the process of crowdsourcing to explore the effects of design decisions on government crowdsourcing. A key principle of government crowdsourcing
is that of citizen participation, and by seeking the wisdom of the crowd the co-creation of value. Earlier research has concentrated on business crowdsourcing [3], whereas this research examines design decisions of government crowdsourcing to determine the key features of government crowdsourcing that influence the participation of citizens and the achievement of stated goals. Knowledge network effectiveness [4] is used as a basis for a framework of government crowdsourcing, to help to identify where public value can be created from both intrinsic (ends in themselves) and instrumental (means to an end) perspectives.

Trust is a multi-faceted construct which is both a prerequisite [5] to and an outcome of e-participation; trust is also identified as a central component in the achievement of public value [6]. This research brings together and extending two distinct areas of research identified by Bannister and Connolly [7] that of the broader public administration literature who argue that the restoration of citizen trust in traditional government is at the core of public sector modernization. Yet, e-government literature, has emphasized, trust in e-government specifically rather than government in general. Carter and Belanger emphasize that citizens must have confidence in both the government and the enabling technologies; trust is also essential to maintaining ongoing relationships and countering uncertain situations [8]; The construct trust will be examined as a prerequisite of participation, an enabling factor to the creation of public value and an outcome of the crowdsourcing process. By integrating public administration and technologist views outcomes of this research should aid governments in policy making and in developing their crowdsourcing platforms to improve the quality and effectiveness of engaging with citizens.

2. Theory

Crowdsourcing is a term that refers to a diversity of practices and is subject to many definitions. The term originally coined by Jeff Howe, states that crowdsourcing “is a business practice that means literally to outsource an activity to the crowd”[9]. More than that crowdsourcing can be seen as a distributed problem solving and production model and as a public participation tool for governance and planning [10]. Crowdsourcing exists at the intersection between government led and citizen led e-Participation. Recognizing the duality of e-Participation as the integration of government led and spontaneous citizen-led e-Participation [11] raises further questions of power distribution and value recognition. In crowdsourcing the locus of control resides between the organization and the online community [10]. The public value paradigm recognizes citizens as the arbiters of value [12] this opens up a route to agenda setting and decision making for citizens that facilitates the co-creation of value.

The requirements of government crowdsourcing differ considerably from business crowdsourcing in particular equity and education; where balancing the need for broad inclusiveness and informed understanding is a key challenge [13]. In the interest of fairness and inclusiveness it is important to use a broader definition of the digital divide; one that goes beyond access to technology and takes into account motivational access, material access, skills access, and usage access and context of technology adoption [14]. e-Participation is taken to mean the technology-mediated interaction between the civil society sphere and the formal politics sphere and between the civil
society sphere and the administration sphere, with the focal point being the citizen [15]. It is acknowledged that an e-Participation framework needs to recognize both the complexity of the domain, and the need to use methods relevant to all those with an interest in the outcome [16]. While recognizing that knowledge is discursive, contingent, and changeable and that it emerges through interaction [17]. E-Participation projects are undertaken with the aim of increasing transparency in governance, the creation of legitimacy and even revitalizing democracy [18]. Influential frameworks to understand and measure success include; Net Benefits of e-government success from a citizen perspective [19] and e-cognocracy a concept of citizen participation that combines direct or participative democracy and liberal or representative democracy to cognitive ends; along with the EF3 framework it has been used to evaluate the success and impact of e-participation experiences [20].

Government crowdsourcing facilitates citizen participation, also a shared locus of power and multiple stakeholders. It is of strategic importance to identify differing interests among stakeholders and to analyse stakeholders’ interests and power bases [21]. So that by mapping e-government benefits against stakeholder groups, useful insights into the benefits that are important across stakeholder groups can be discovered [22]. Equally important is the practice of obtaining stakeholder feedback at all stages of the design process [23].

Public value comes from delivering benefits that extend beyond narrow monetary outcomes to include that which is valued by society generally [24]. Public value research is seen as a perspective to link the individual and society [25]. As new public management have fallen short of their goal; public value can be seen as a new paradigm to change the way ICT enabled reforms are addressed [26]. The government has a special role as guarantor of public values, public management in the broader sense with increased emphasis on collaborative governance, democracy and citizenship [27]. A key tenant of the public value paradigm is enabling citizens to be responsive as partner in the state and take up the duty of active participation [6]. E-Participation provides new forms of civic involvement and this has in turn led to revised concept of volunteerism and citizenship in the US and we-Government in the EU [28] it calls on governments to provide the public with the technology tools that enable citizens to create public value.

2.1 The public value of crowdsourcing and the role of trust

One of the key premises in creating public value [24] is that of individuals coming together to 'form a public' [12, 29]. In this way individuals form groups to enter into dialog and learn from each other in so doing they decide which values are most important, and co-create value [30]. Crowdsourcing enables this dialog and exchange of views [31]. It represents the intersection of technology tools, problem-solving techniques, and the participatory spirit of citizen engagement [32]. The public value paradigm calls on the public themselves to identify what is considered ‘valuable’ so that citizens are not just beneficiaries of public interventions but also client obligates [33]. To create a sense of online community; collaboration must take place, a key skill required is trust, the cornerstone of building trust is cooperation [34] and the ability to build relationships with others. To participate in government crowdsourcing a citizen must first trust the site and
by participating will confer legitimacy on the crowdsourcing and its outcomes. While acknowledging that virtual policy communities challenge both the primacy of politicians, and civil servants position of privileged information and knowledge; and the established practices within public administration [28].

![Figure 1. Proposed model of Public Value in Government Crowdsourcing](image)

Figure 1 above shows two different types of public values; instrumental values [35] (means to an end) that are derived from the co-production of knowledge, made possible by multiple stakeholders who trust the process of government crowdsourcing enough to participate. The second strand consists of intrinsic values [36] (ends in themselves) from the normative argument; these are developed alongside instrumental values. Here the shared locus of power and the development of the virtual community of government crowdsourcing could enable a greater Sense of Community. Four main elements contribute to Sense of Community; that of membership, a sense of belonging, influence, when a person believes they can make a difference to their group; integration and fulfilment of needs, values in the group are shared and needs fulfilled and finally shared emotional connection or shared history among members of the community [37]. Political efficacy occurs in two forms: internal efficacy refers to beliefs about an individuals’ own ability to influence the political process and external efficacy is concerned with beliefs about the responsiveness of government officials to the concerns of citizens. Anderson’s research shows that a high Sense of Community has positive and significant effects on both internal and external efficacy and trust [38]; translated to government crowdsourcing, it would mean that design features that promoted a Sense of Community in government crowdsourcing would be best placed to create public value by promoting civic engagement and enabling the creation of publics (or communities) that could understand and act in their own interests [39].

Virtual community plays a central role in the crowdsourcing process; they are the bedrock upon which the wisdom of the crowd is gathered. Virtual communities can be highly prolific producers of social capital [40] and the original four factor structure of Sense of Community proposed by McMillan and Chavis can be validated in virtual
Therefore, the Sense of Community Index is a measurement that opens the constructs of trust and political efficacy to greater scrutiny, which can then guide design decisions of the government crowdsourcing process.

2.2 A hierarchy of e-Participation

For Fogg and Eckles [42] the sequential nature of persuasion on successful web services lead to a pattern of behavioural goals or behaviour chain. These phases are made up of one or more goals called target behaviours. Users are not all expected to contribute in the same way; but they are exposed to a variety of influence strategies that lead them to create value for themselves and others [42]. From discovery through superficial involvement and on to true commitment, these phases also hold true to e-Participation. When viewed through Arnstein’s typology of participation or ‘rungs of a ladder’ from non-participation up to tokenism where citizens’ voices can be heard but decisions are made which disregard their voice. On to placation where citizens have an advisory position, and partnership where trade-offs are made between powerful and ‘ordinary’ citizens. Only on the top of the ladder, the rungs of delegated power and citizen control can citizens have a major role in decision-making processes [43]. This categorisation resonates with the positioning of the locus of control in crowdsourcing and suggests that there might be a hierarchy of e-Participation that incorporates the role of social media, context and change allowing for thick or thin engagement as appropriate. Extending from liking and tagging leading to discovery, on to voting or sharing in superficial involvement and finally creating informed comments or starting new discussions/threads in true commitment. Although, Fung [44] reminds us that sometimes it is more appropriate for members of the public to have a consultative role; also how political theory distinguishes between aggregative and deliberative decision making [45]. This highlights the different routes participation could take; allowing many different actors with different values to deliberate and learn from the process and begin to act more like citizens [46], in their own way, depending on the context.

3. Methodology

The existing theory on creating public value [24] holds as one of its central premises the importance of forming a public as a way that individuals create public value and become arbiters of public value [12]. Crowdsourcing fits well into this concept as it consists of creating a community that seeks knowledge from the ‘crowd’. In constructing a participation architecture to act as a model for a comparative study of multiple projects it will be possible to identify the best practices along with problems and weaknesses. By examining a crowdsourcing community as a knowledge network, it is possible to break down the design dimensions that focus on developing, distributing and applying knowledge. The design dimensions of knowledge networks encompass strategic, structural and tactical issues; this influences dynamics and behaviours within the knowledge network, which in their turn affect the outcomes achieved [4]. In a business crowdsourcing context the participation architecture of a technical community is determined not only by its technical architecture, but also by community design decisions made by the community’s leaders [3]. Governments must decide to what extent the outcome of crowdsourcing will be implemented into the current policy making
framework or risk alienating their citizens who have participated. Government crowdsourcing can be examined by comparing the application of these dimensions, because they offer a holistic approach for achieving collaboration, network cohesion and broad connectivity and help yield important outcomes of coordination and learning [4]. While allowing Bryson’s design science inspired, iterative design guidelines [47] for public process participation to remind us that e-Participation must fit with the broader policy process.

This research will follow a deductive approach using case studies; some will be chosen on the basis that similar results will be expected, this literal replication would lead to using projects with participatory goals, or those from the EU only. A contrasting group will be chosen where the contextual factors are expected to be different, for theoretical replication [48] those that are deliberative in nature, or from the US. The US have the most experience of using crowdsourcing in government and operate to international best practice. Other case studies will be used outside of the US to ensure that; the political, cultural and administrative context is also examined. For example as well as US case studies such as Keep the Web Open and Regulation Room, EU case studies such as completed crowdsourcing projects (Cockpit – Palermo, Tilburg, Athens), Smart City initiatives e.g. (Smartip - Manchester, Cologne, Bologna and Ghent) and the ongoing Route to PA or UK Open Government Manifesto. Increasingly secondary data sources open up new areas of possibility; as demonstrated by a recent study of social media and public value [49].

There will be an in depth examination of the community’s website and analysis of literature pertaining to each project followed by semi-structured interviews, that will focus on understanding how sponsors approached the prospect of building community. Interviews will cover the following domains: (1) when and how the crowdsourcing community was founded; (2) how they prepared for and designed the crowdsourcing community; (3) explore their experience in building the community; and (4) what metrics were used to measure the outcomes of the crowdsourcing efforts. Using the proposed model of government crowdsourcing; case studies will be used in phase one to examine design decisions of knowledge management and community building within the crowdsourcing project. Seeking answer the question: how can government crowdsourcing be designed to create public value and trust? Phase two uses a quantitative questionnaire to examine the views of citizens regarding the outcomes of government crowdsourcing. Looking at the context of individual citizens’ views by using the Sense of Community Index; along with their level of interaction with the government crowdsourcing site will help to highlight areas where they identify public value has been created.

4. Prospective results

Using the proposed model of government crowdsourcing to examine how government crowdsourcing can be designed to create public value and trust; will lead to an improved understanding of how design influences participation; and help to develop a more explicit causal model [50]. Analyzing case studies using the proposed model will help identify the role of trust and community; the tensions, dynamics and behaviors within government crowdsourcing that affect outcomes and the creation of public value. In phase two, by using the experiences of citizens as the arbiters of public value [12] to
examine the outcomes of government crowdsourcing, a clearer picture will emerge of how different levels of citizen engagement with government crowdsourcing create public value and trust. In this way constraints and enabling factors will be identified using public value as a lens.
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Integrated Public Service Delivery in Agile e-Government System through Service Oriented Enterprise Model in the Context of India

ANU PAUL

Abstract. The efficient public administration becomes a universal phenomenon in developed and developing countries. It aims better, faster, convenient, and cost-effective services to citizens, business, and employees. The revolution of ICT with the citizens changing demands enforced e-Government (EG) researchers and practitioners for developing new skills, competencies, capabilities, and knowledge to respond to changes in its service delivery environment. This requirement rooted to achieve an agile EG system (EGS). Since the business environment of enterprises is undergoing rapid changes, researchers are trying to find an appropriate approach toward the creation of an enterprise agility to cope with this vicissitudes. Transforming the traditional enterprise model to Service-Oriented Enterprise Architecture (SOEA) is one of the best state-of-the-art solutions for an organization to get agile. It is the evolution of Enterprise Architecture style and it integrate the business and IT logic to create an agile enterprise system. This research adopted this philosophy and applied in the EGS. The researcher proposed a Service-Oriented e-Government Enterprise Architecture to achieve agile EG system in view of Indian context. Government of India has taken various EG initiatives with high importance given to citizen-centric service delivery, but they are islands of attempts in the absence of interoperability. The proposed approach is capable to solve the interoperability and integration issues of EGS and is illustrated using a public service provided by Government of India.

Keywords. E-Government Development in India, Interoperability and Integration, Agile e-Government System, Service Oriented e-Government Enterprise Architecture, SCA, DSM.

1. Introduction

The e-Government (EG) is defined as the application of electronic means in transactional exchanges of government services and information between government, employee, citizen, and business [25]. The focal aspire of EG is to offers better, faster, convenient, and cost-effective services to citizens, business, and employees in a single window [3]. This necessitates the EG become a seamless government or matured EG. It is evolving through four different maturity stages emergence, interactive, transactional, and then connected or integrated. i.e., it is a transformation from disseminate the digitized

1 Corresponding Author: Mahatma Gandhi University, Kottayam, Kerala, India, anupaul71@gmail.com.
information of each government agencies to the integration these information silos. The final stage requires Integration (INT) of governmental departments across the country and it is apparent with the EG Interoperability (EGIOP). The entities of EG System (EGS) work together and share information for the business motive of citizen-centered service delivery. Accordingly, the citizenry act as service consumers and multiple government agencies are the service providers [16]. The national portal is acting as a platform for provision and accession of public services [25]. Hence, EG is an enterprise and its logical structure is the EG Enterprise Architecture (EA) [21][24]. Universally, many countries have viewed EA as a solution for EGIOP [2][12][21].

The revolution of ICT with the citizens changing demands enforced EG to develop new capabilities to respond to the changes in its service delivery environment. Universally it is a big challenge for governmental organizations to keep abreast with citizens changing demands. Information is scattered across organizations and leads to conflicts of value, goal, and culture exist between partners. Since EG is an automated enterprise with IT oriented multifaceted service-centric system, EA confines the integration requirements of software components [26]. Service-Oriented Architecture (SOA) manifestation led some governments to pertain this in their EGs, but it limits business artifacts of an enterprise [9]. The concurrent use of EA and SOA in EGS is most beneficial for integration of business requirements [9][26]. As an automated enterprise logic consists of Business Processes (BP) and application logic, EGS should comprises of centralized public service processes with the existing application logic that belong to various departments at central, state and local level. This is pragmatic only when the EG is viewed as a Service Oriented Enterprise (SOE). This concept leads to an agile EG resulted the efficiency, re-usability, non-redundancy, citizen friendliness, rapid service delivery, and citizen’s active participation in governance process [16]. This is an evolutionary movement than a revolutionary [5].

The agility of EGS is defined as the quality that determines its responsiveness, competency, quickness, and flexibility [1][27]. These capabilities enable EGS to respond proactive and innovative changes of the citizens needs on a timely basis. It is the provision to permit adding or removing independent systems from the integrated structure without major modifications that increases the time-to-market of new services. The EGS agility is based on the flexibility, adaptability, reactivity, robustness, and integration [27]. Information sharing and integration is one of the crucial approach for increasing organizational efficiency and performance [29]. The challenges are encountered when achieving cross-boundary information sharing and integration and it increases the complexity of Enterprise System (ES). A centralized SOE architectural style is one of the state-of-the-art tool for enterprise information system integration [10][11][29]. Since EG is viewed as an enterprise, the agility in EGS can be achieved in the same way as the ES progresses towards service-oriented direction [27]. This research studies how cross-boundary information sharing and integration are carried out in EGS using the service-oriented mechanism. It explores how EGIOP&INT issues are solved in view of an agile EGS through a Service-Oriented e-Government Enterprise Architecture Framework (SOeGEAF) [11] in Indian context and then modeled public service integration in a more pragmatic way. The researcher progressed with a practical solution for the proposed framework and models by the Service Component Architecture (SCA) standards which is a programming model for service creation and implementation [4][30], and the Dependency Structure Matrix (DSM) methodology [28][8] to integrate the service components (SCs) from disparate platforms. Thus the public services within SOeGEA would be instantiated by the SCs in a frame of SCA.
2. Research Background

2.1. Context and motivation of Research

Globally, the EG Development (EGD) is similar in countries, but in India it is more complex due to the multi-tire administrative structure, diversity of culture, and different process management methods in various governmental departments. There are several EG initiatives across the country at the center, state and grass-root level. The diverse governmental agencies are developing their own systems to provide better services to their stakeholders, without knowing other department’s systems and also without considering the integration. They are islands of attempts and many of them providing excellent services, but some are still using legacy systems as manual process. These application silos caused multiple similar software systems with duplication of data and efforts. The ventures of EG departments are designed, developed, and implemented independently by the line departments. This caused the duplication of design artifacts, application assets, data archives, and human efforts which increases the secure storage requirements of confidential data and its density, redundancy, cost due to man hours, and deliberate responses due to slow decision making process. In the existing context, the citizen need to interact with each governmental departments to get their public services. The government processes are inter-linked by the multiple government agencies, and poor performance in service delivery due to deprived coordination among these agencies. Because of its inherent organizational fragmentation, citizen have several obstacles to access single window e-services. This context leads to our research problem.

2.2. Research Problem

The main objective of this research is to develop a solution for EGIOP in order to get integrated public services in Indian context using the state-of-the-art paradigms. To reach the research objective we present the following main research question, “How to provide single-window public services to citizenry in an agile e-Government system!” Single-Window access is meant for the interactions between government and citizens done 24X7 from anywhere through a national portal of centralized EGS. Agile EGS meant for the efficient, reusable, non-redundant, integrated, and rapid service delivery with citizen friendliness. The following sub-questions help us to answer the main research question.

- RQ1 - What are the existing e-Government Development scenarios in India?
- RQ2 - What are the possibilities of EA and SOA adoption in Indian EGS?
- RQ3 - How to solve the Interoperability and Integration issues of EGS in India?
- RQ4 - How to integrate the public services in the agile EGS perspective?
- RQ5 - How to manage the service dependency of service components?

Single-window public services provision in an agile EGS is the most innovative stage of EG while traditional government transformed to EG through different maturity stages. To attain a solution of the research question, the researcher has done a profound exploration by the five aforementioned sub-questions for the existing context, up-to-date developments, and current stage of EG in RQ1; then the need and possibility of the proposed elucidation by RQ2; how to achieve matured EGS by existing developments in RQ3; options of advanced tools to get agile EGS and also to manage the service dependency by RQ4 and RQ5.
2.3. Research Approach

The objective of the research were achieved through the Design Science Research (DSR) methodology. The research process begin with the review of the literatures which provides context for the importance and meaning of the research topic and questions. The DSR method is concerned with the construction and evaluation of an IT artefact [7]. Hevner et al. list guidelines that DSR should follow, it is presented in Table 1. In addition to the literature review, the researcher accomplished three phases such as analysis, framework formulation, and prototyping.

Table 1. Application of design science guidelines in this research.

<table>
<thead>
<tr>
<th>Guideline name and description</th>
<th>Meeting the guideline in this research</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guideline 1: Design as an Artifact</td>
<td>The produced artifact such as framework and models are fruitful for EGIOP&amp;INT issues in view of an agile EGS of India.</td>
</tr>
<tr>
<td>Guideline 2: Problem Relevance</td>
<td>EGIOP&amp;INT is one of the most essential matter in research and also in practice to the evolution of EG maturity. Since the findings and conclusions are based on Indian context, it is applicable for policy makers globally to guide them towards taking correct strategic decisions towards a mature EGS.</td>
</tr>
<tr>
<td>Guideline 3: Design Evaluation</td>
<td>The constructed artifacts were evaluated by prototyping a public service in EG domain.</td>
</tr>
<tr>
<td>Guideline 4: Research Contributions</td>
<td>The research has sound contributions and the subsequent section conferring them.</td>
</tr>
<tr>
<td>Guideline 5: Research Rigor</td>
<td>EG as a multidisciplinary area of research rises the volume of literature that hasten the convolution of literature survey. Prototyping is comparative when modelling in view of transformation of an automated enterprise into the SOE.</td>
</tr>
<tr>
<td>Guideline 6: Design as a Search Process</td>
<td>Due to the extensive research process, the resultant artifacts are completed in iterations. Each iteration results in the inclusion of new practical concept and is one step closer to finding solution for EGIOP&amp;INT issues, as well as reuse of public service processes by managing its dependency.</td>
</tr>
<tr>
<td>Guideline 7: Communication of Research</td>
<td>The framework and models in view of EG in India has been presented in the National Conference on e-Governance (NCeG) in India which is a platform for policy makers, practitioners, industry leaders and academicians. The other perceptions also has been communicated to the appropriate audience.</td>
</tr>
</tbody>
</table>

3. Related Work

Many countries have realized the need to develop a national EGS to deliver integrated public services as a part of EG transformation. This is concerned with the solutions for EGIOP&INT issues which have been studied for years (Scholl, H., 2007; Scholl & Klischewski, 2007; Janssen, M., 2007; Guijarro, L., 2007; Lallana, E. C., 2007; Estevez, E., 2007; Kubicek, H., 2008; Gottschalk, P., 2009; IDABC, 2010; Saha, P., 2010; Chourabi, H., 2011; Janssen, M., 2011; Scholl, H., 2012). It requires systems integrated across different functions in both information and service and also real one-stop service for citizens and businesses (Wimmer, M., 2002; Estevez, E., (2007); Dias, G. P., 2007; Apostolov, M., 2008). Numerous literature attested the globally widespread use of EA and SOA for EGIOP&INT issues. Literature proposes the concurrent use of comparable
technologies EA and SOA in an administrative system is most useful (Scott J. Dowell, 2007, B. Chakravarti, 2008; M.Ibrahim, 2009). Many literature specifies the successful use of agile capabilities in large scale ESs. There is already much work in the use of SOA in enterprise integration and also to create agility in systems, especially in the EG domain (Sweden, E., 2006; Votis, K., et.al., 2006; Grant, G., 2007; Soumia, A., 2011; Weerawarana, S. H., 2012; Soumia, A., 2013; Almahamid, S. M., 2013; Budiardjo, E. K., 2013; Ramtohul, A., 2014). The literature disclosed that SOA is prerequisite for enterprise agility, but it confines the business artifacts of an enterprise.

The concurrent use EA and SOA leads to view an enterprise in a new perspective SOE and is required to solve the EGIOP&INT issues along with the effective governance process in order to increase agility in ESs. Thus it need to be restructured in a service-oriented way by the transition of enterprise into SOE models (M. Mircea, 2011a). Many literature discloses the service and service-oriented modeling of systems (Arsanjani, A., 2008; Engels, G. and Assmann, A., 2008; Assmann, M., 2009; Lee, J., 2010; Tohidi, H., 2011; Hulstijn, J., 2011; Rafati, L., 2012; Mircea, M., 2012; Afsarmanesh, H., 2012; Fazlollahtabar, H., 2013; Juric, M. B., 2013; Yousef, R., 2014; Al-Khanjari, Z., 2014). But, these attempts are conceptual frameworks and architectural models that describes principles for services structuring with publishing methods to facilitate enterprise integration. It doesn’t state practical solution for service creation and integration. This research modeled SOeGEA in a more pragmatic way to achieve agile EGS by specifying a programming model SCA to create, implement, compose, and reuse public services that are defined in multiple languages, deployed in multiple container technologies, with multiple service access methods (Chappell, D., 2007; Fiadeiro, J., 2012; KejriWal, M. K., 2014) along with DSM for representing and analyzing (T. R. Browning, 2002; Jacob, J., 2011; Brown, N., 2011; Jacob, J., 2012) public service integration. Though, this is based on Indian context, it is valid towards a mature EGS for countries globally.

4. Outcomes

In the first phase of the research, three analysis were conducted to explore the EGD in India. The first study investigated key EG initiatives across the country by a content analysis method of secondary sources. This study concluded that India have developed all the amenities which facilitate GEA to solve the EGIOP&INT issues in perspective of a centralized EGS [13][14]. The EGD methods and programme management approaches of the country [22][23][19] were scrutinized in the second analysis by direct interview method and content analysis of primary source materials. This investigation revealed the earnestness of EGIOP to the integration of department wise information silos [18][17]. The third analysis evaluates the global position of India based on the surveys carried out by the United Nations during 2003 to 2014 by documentary research method and it uncover the lacking for further development to reach at a matured EGS[20][15].

This research proposed a framework for EGIOP by using the existing amenities of India [21][18][17] in the second phase. Figure 1 shows this Government Enterprise Architecture Framework (GEAF) that comprises SOA based portal as a platform for all the stakeholders to interact with EG agencies in the role of service providers. Service Delivery Gateways are acting as the Government Service Bus instead of an Enterprise Service Bus that is the heart of GEAF. In view of EG as a SOE, GEAF turned into a SOeGEAF this bring agility in EGS [11]. Thus the public services can be instantiated by the SCs in a frame of SCA [30][4], this research modelled a service architecture in this
perspective [17][16]. Business functions of SOE are provided as a series of business services and are assembled together to create a particular business need [6]. Thus, integration of SCs to form a business services requires the establishment of relationships between them and the flow of deliverables among them should be coordinated. This is very challenging process and we proposed DSM method [28][8] to overcome this in the case of public services. This approach offer a view of architectural conformity of SC dependency management while integrating public services using SCA.

The third phase prototyping, illustrate our approach using a citizen-friendly public provision ‘Passport Service’ provided by GoI in the EG domain. The researcher anticipated public services are the BP in SOeGE system [18][17][16]. Passport is delivered by central administrative government agency ‘Passport Department of India’, established under the Ministry of External Affairs. The applicant’s identity is verified in local Police Station which is come under the Ministry of Home Affairs and has no direct control by central Department. These departments should be coordinated to issue passport. According to the componentization of BP into SCA modelling elements [6], passport service is decomposed into 3 business services, 5 corresponding composites and its SCs. Figure 2 shows SCA model and it articulates integration of related business functions by the configuration and administration of service elements. Then researcher proposed and designed a dependency model of these SCs using DSM to integrate the business service of passport service. In the proposed SOeGE system, the passport can deliver in time by completing all the formalities with the coordination of the concerned departments involved in the process under the monitoring of the central EGS.

5. Conclusions

The EGIOP&INT is a searing research problem for many researchers universally. The changing demands of citizens enforced agile EGS and it brings EGIOP&INT. Transforming the traditional enterprise model to SOEA is one of the best state-of-the-art solutions for organizations to get agile system and this research applied this philosophy towards the EGS in the perspective of India. A centralized structure for interoperability across governmental agencies in a country is a rapport for public service integration, will
increases efficiency of one-stop service delivery to citizen and also eases evolution to the EG maturity. In view of EG as a multidisciplinary area of research, this encompassing the advanced proficiencies such as SOE, SCA and DSM that belongs to various fields such as ESs, Software Architecture and System Engineering respectively.

Researching a solution for EGIOP&INT by constructing a framework and models is very complex and inconsistent, but quite relevant. This study has several limitations as it considers only the functional features of EGS in the perception of IT and the illustration is using only one public service. It doesn’t considering the non-functional facts such as workflow management, taxonomy and ontology of services, management style, organization culture, political issues, practical difficulties as EGS of India such as loathe in the supremacy of center over the states in terms of decision making, etc. Despite the above limitations, this study is quite rare in related research universally and it is a first attempt to make a link between SOE, SCA and DSM to achieve an agile EGS so as to solve the EGIOP&INT issues. Therefore, the aforementioned limitations are the opportunities for future research.
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Virtual applications: analysis of forums and mechanisms for participation in virtual environments and the public policy process
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Abstract. The debate on the internet and democracy seeks to highlight the importance of the contributions of the theories of participation and deliberation with respect to innovative digital experiences pro-democracy. However, studies treat analysis watertight, escaping the perception of the established correlation between the context and the mechanisms of political practice everyday. Assuming that the use of the internet can impact or influence political participation, to include virtual environments and its manner of use as a significant impact on public policy process, and not necessarily in response to possible democratic deficiencies pointed out by the literature current. The project deals with the bodies and mechanisms of participation in virtual environments, virtual appliances in the national context, therefore, relies on the perspective of institutionalized participation on the Internet experiments, and the prospect of gradual integration into the assembly's agenda, policy formulation, decision making, implementation and evaluation of public policy process. In other words analyzes virtual applications created by governments on the internet, into the process of public policy, emphasizing specifically its manner of use, either function assigned to the phases or cycles of the policy process, or on its function "politics" of formation of public opinion, voting behavior and communication flow. The analytical scenario speculates that the virtual applications, while instances and mechanisms of participation in virtual environments can help to foster functions in the "cycle of public policies", although secondarily, admits the possibility of those virtual appliances, in its manner of use, do not have role in the process, but political function.

Keywords. Internet, public policy, participation.

1. Introduction

This project deals with the relationship between information and communication technologies (ICTs) and political institutions in the democratic context of recent decades. Analyzes, specifically, the function or ways of using channels, events, devices, tools or applications created by governments in virtual environments (internet) and its insertion in the process of public policies, essentially in character instances and mechanisms of participation. It is therefore proposed that the understanding of the function of political participation experiences in the public policy process, from its size and type of policy, related to some stage, cycle or function, creating new participatory processes exclusively in virtual environments.

\textsuperscript{1}E-mail: larissagms@yahoo.com.br.
According to Medeiros and Guimarães (2004), the depletion of conventional management platforms was driven by the need for governments to increase their revenues by improving its internal processes; and the pressures of society for the government to perfect their spending acting with transparency and quality in the provision of services to citizens and changing the approach to public management. Soon the use of ICTs for political platform and through new institutional arrangements of public administration, provides the participation and / or resolution of various social actors in state institutions, whether through design, implementation, regulation, implementation, monitoring and decision of public policy.

The various institutionalized forms of participation of civil society in interaction with the state as participatory budgeting, public policy councils, conferences, participatory master plans, committees and thematic committees, and others, can be interpreted "as different ways of incorporating citizens and civil society associations in the deliberations on policy (AVRITZER 2008, p. 45) . [2] These institutionalized processes are located in participatory arrangements "(...), so common elements of public administration, but with differing combination of mechanisms of representation, participation and deliberation in the public policy process (NASCIMENTO, 2012, p .70)."

Virtual applications created by government are being inserted or added to the experience, forums and mechanisms for participation, and competes be regarded as engendered in the public policy process, relating them to their functions or forms of use, which supports the interactive approach analysis. Its operation depends on endogenous factors (institutional design; dynamics of participation and scope of the policy) and exogenous factors (civil society organization, public management, political, political project, technical and bureaucratic constraints, political will, actors, etc.).

So the strategy that guides this, consider a new object, seen from the public policy cycle, and a secondary circumstance, reflects on the political process. Therefore the research assumes virtual applications as instruments incorporated into the policy process, whose function can be linked to any stage of the process, promotes democratic potential, or can be used to renew the ways of popular participation and making government decisions (FREY, 2002), contributing to the democratic refreshment, insofar as it involves the most diverse sectors of civil society in addition to the representative institution (COLEMAN, 1999). Later, postulates the perspective on how to use virtual applications, as they do not have functions in the public policy process, but "political" functions, establishing relations with the political landscape, public opinion, communication flows, social representation, voting behavior or political decision. Thus, although governments use tools that enable a distinct relationship between citizen and the state, not always these features ensure the primacy of civil society, therefore, "are used as traditional media outlets, promoting one-way information without worrying about hosting, the potential permitted by the Internet, the contributions that citizens can and want to offer (BRAGATTO, 2009, p.152). "

1.1. Internet and expansion of democracy

Considering the relationship between the internet and means or forms of state closer to the citizen, it is speculated that "new technologies would therefore have the potential to build a new relationship between government and citizens, to be assumed that enable public administration more efficient, democratic and transparent (MEDEIROS, GUIMARÃES, 2004, p.49)."
For some it is precisely the promotion techniques different conditions of the Internet relative to other traditional platforms of communication, which invigorates expanding expectations of democratic practices (NEGROPONTE, 1995; MORRIS, 2000; FROOMKIN, 2004; STANLEY, WEARE, 2004; KLEIN, 1999; MCNIVEN, MARCHE, 2003; DELLI CARPINI, 2000). However, others disagree with this positive relationship, when considering the uneven access to technologies, the dubious quality of information, the threat to freedom and privacy of users (BUCHSTEIN, 1997; SUNSTEIN, 2001; DAVIS, 1999; DEAN, 2003; WILHELM 2002).

The discussion of internet and politics, two affiliations include: the institutional aspect and the social aspect. According to Gomes (2007) the literature on digital democracy shows a differentiation as to the emphasis on society and the State. The social aspect involves about civic engagement, public sphere, online deliberation, restoring relations with the capital. The institutional component operates in three ways: the study of the digital configuration of democratic institutions, parliaments digital cities; activities transmitted from the state to citizens, such as online public services and e-government; or initiatives toward the citizen to the state, including opportunities for participation or enabling "(...) the inputs from the citizens in the form of votes, responses to polls, decisions and budget suggestions, registration and discussion of opinions in forums electronics, etc.) (GOMES, 2007, p. 11)"

The different interpretations of democracy are related to different political theory platforms. Roughly speaking, with the inclusion of the Internet in politics, criticism of the composition of democracy are transferred to the debates on democratic practices in virtual environments, so there are different divisions in this debate. The understanding of the impacts and effects of the Internet and political issues also have variations and evaluations are related to the chosen theoretical platforms, as in the case of participation, effectiveness or benefits of democracy.

Even the most progressive currents are cautious about the positive effects of the Internet on the public sphere, and participation potential in the democratic environment, and the Internet can help make complex political issues between society and state, allowing a greater flow of information, strengthening communal ties, expanding political participation and promoting new forms of relationship between society and state institutions (CHADWICK, 2003; ESTER, VINKEN, 2003).

But another line warns of the dangers as the Internet marketing process, the lack of credibility of the information available (BUCHSTEIN, 1997; DEAN, 1997; BARNETT, 1997). Buchstein (1997, p.259) ponders the negative effects of the Internet use of political ends, as it can encourage the private lives of public affairs coming into collision with the publicly expressed citizenship. Still, for the author, lacking effective controls for the propagation of polarized speeches and messages, disregarding inequalities and address issues such as gender and race.

A final group of researchers recognized the potential of democratic growth of the Internet, but aware that the effects and impacts of political issues in the network will depend on the organization and its use (COLEMAN, 1999; BARBER, 2000). Papacharissi (2002, p.10) highlights the need to speculate the Internet and similar technologies can revolutionize the public sphere or become part of the current democratic environment, especially in this context in which traditional political activities require revitalization.

This differential scenario also boosted the demand for changes in the nature and structure of democratic institutions. The confluence of conditions and technological innovations ultimately reverberate the demands for participation of the
population and of the State itself to promote forms of political participation on the Internet. It is this analytical purpose which deals this research.

1.2. Public policies: the cycle and its limits

According to Souza (2006), public policy is a field of knowledge which aims to analyze the government into action, and that action therefore focuses on the role of governments, and directs his gaze to the conflicts around the context, interests. It is therefore denomination and object of this research, at the same time, which involves a diverse range of stakeholders, decision-making levels and involves subsequent processes of decision or proposition, formulation, implementation and evaluation.

The explanatory models [10] on public policy, for purposes of analysis stands out, a priori, the model of "public policy cycle” as analysis feature of public policies, i.e, heuristic model. Prioritizing interactive approach of the three dimensions that make up the policy analysis, institutions, political dispute (power relations) and the public policy itself, the heuristic model of the public policy cycle defined phases function as device for critical analysis of the political processes under way. This, since it is important to know in what context they operate policies (the specifics) and the arrangement constitutes in each case to enable analyzes that reflect the political debate in question and which are not simple reproductions of rational political models and general (BAPTIST, REZENDE 2011, p. 161).

The heuristic model of the public policy cycle is to find viable answers to the research problem, that is, although does not correspond exactly to what happens in practice works as an analytical subsidy to the political process. Its relevance stems from the fact of its phases have certain conformity with the following elements of the political-administrative process, and can be investigated regarding its actors, relationships, resources, networks and practices typical of each phase. Although systemic perspective of the public policy cycle that "breaks" the process at different stages have been criticized on the causality between one stage and another; as the sequence and direction of the stages and empirical studies (CAPELLA, 2006), for purposes of this research is considered that "to divide the public act on partial political and administrative process phases of problem solving, the 'policy cycle' is over revealing a heuristic model rather interesting to analyze the life of a public policy (FREY, 2000, p.226)."

The idea of public policies cycle Howlett and Ramesh (1995) as a process of reformulation of times and not as accurate analytical mechanism guides the analysis Improved Model, condensing stages of the policy process into five stages: (1) Mounting the agenda; (2) policy formulation; (3) decision making; (4) implementation and (5) evaluation.

Considering the discussions on the size of the Internet and political participation as relevant to the public debate and influence in public decision-making (GOMES, 2011), this research project seeks to understand the role of virtual applications, as bodies and mechanisms participation in virtual environments, integrated into the public policy process, casting lights, specifically on the analysis of public policy and its relationship with the Internet, without however disregarding the possible political use of covert applications in the public policy cycle. Understanding the summarized above models and approaches enables contribute to understand the reasons why public policy is designed, the trajectory and the role of the actors, the conflicting relationships, groups and institutions involved in public policy, and then to
understand the role of virtual applications in the process of public policy, or how to use
the policy. It is, in short, the intellectual challenge of this research.

2. Objectives

The main objective is the realization of such objects and their function in the
process of public policy or its policy function, through the survey and mapping of
different practices or digital experiments. This means understanding the main points of
such practices, namely: when ?, where ?, how ?, why ?, and running both function in
the public policy cycle, as possible forms of political use.

That is, it is here analysis using two different standards, in which, first, the
perception of the functions of virtual applications as will be approaching the specified
function of the public policy cycle - ie if the virtual appliance connects to the time of
policy formulation or its monitoring, or review etc.

Second, considering the possible fragility and non-compliance of virtual
appliance to the public policy cycle, we will consider its existence as that linked to
external goals to cycle and thus closer to what we call "political use". In this research
field, will prevail the vision of virtual applications as mechanisms for expanding social
base and political mobilization.

Thus, the first specific objective of the project seeks to understand how these
initiatives relate to the public policy cycle functions. Therefore, the main objective is to
analyze the role of virtual applications of government, while instances and mechanisms
of participation in virtual environments, considering the ‘production cycle’ of public
policies. Based on the data collected and preliminary results, the second specific goal is
understanding the ways of use of the bodies or mechanisms of participation in virtual
environments that have no role in the public policy cycle, but use forms related to
politics, referring to the ‘political role’ of the application.

3. Material and methods

The theoretical-methodological problem at hand is to establish connections
between function in the cycle of public policies through virtual applications when
negative, in addition to point out the ways to use the applications in politics. No
cumulative contribution that connects these goals and substance to the hypothesis,
which supports the operation of mixed method research.

On the relationship between cause and effect, what changes is the public
policy process as it is composed of the dependent variables (functions, type of policy,
actors, networks, interests, rules and regulations, and political context) that they operate
in environments Virtual in different ways, so the independent virtual applications the
cycle. But considering ways to use virtual applications, they become dependent on
interests, molds, power relations, built by the policy. Therefore, the articulation of
assumptions, and location functions or forms of uses can illustrate the variation of the
causes, modes, associations, and produce certain effects while political participation
tools in virtual environments or as an instrument of world politics (applications virtual)
(MAHONEY, 2003; REZENDE, 2011; SCHMITTER, 2008).

From the point of view of order of search problem of this approach uses: the
quantitative methods, translating values and qualifying information categories; and
qualitative, interpreting phenomena and attributing meanings or functions in the
analytical process through direct data collection.

Considering the proposed work plan, research objectives and hypotheses, to
establish correlations and verification of admissible assumptions, defining the contours
and limits of this research based on methods and materials, through the following stages:

1st Stage of knowledge and understanding of the research:

1.1. Exploratory research: preliminary study’s research objective providing greater accuracy and understanding of subsequent research. This approximate phase favors research with little cumulative studies, whether through observation, patterns, ideas and hypotheses and also the refinement of theories and concepts to be applied and further developed (PIOVESAN, TEMPORINI, 1995);

1.2. Research universe: (a) spatial area: the phenomenon of observation is the internet, and the chosen spatial parameter is the national context, considering the federal, state and municipal levels. (B) time frame: the period in which the phenomenon is circumscribed is between 2014 and 2015, however can go back in time, to show the time series of a particular phenomenon related to the virtual appliance.

1.3. Literature review: theoretical basis for the treatment of the topic and the research problem, from material published in journal articles, books, newspapers, and material available on the internet, through bibliographical and documentary research, enabling the discussion of ‘state of the art’.

2nd Stage of application and analysis of the survey:

2.1. Monitoring objects through the field study: carried out through direct observation of the activities of governments at the national level on the internet, either through official channels, but also on social networks (more informal channels of interaction) capturing objects (virtual applications mediated by the idea of forums and mechanisms for participation in virtual environments) to occur interpretation of that reality.

2.2. Data organization for the Virtual Application Mapping: to map virtual applications, considering the breadth of virtual scenarios, considered key-strategic prospecting elsewhere, such as scientific journals, studies and reports on the main themes, websites, portals, blogs, social networks, discussion lists, forums, and search engines, mostly used, like Google, and other academic environment, such as Periodicals Portal of Capes, Google Scholar and Sciencie Direct.

2.3. Implementation of mapping: meets specific criteria, based on the strategic key of virtual applications and analytical dimensions already established by the state of the art (and referenced in the review). For research, the use of the phases or stages of the cycle of public policy to name the function of the applications it is intended; already for ways to use other literature has been listed related to political marketing, electoral behavior, media and public opinion.

2.4. Database: the construction of the database will be used the software Statistical Package for Social Sciences (SPSS) version 20, for this type of encoding. To obtain the virtual data is guided by two methods: guided navigation and the evaluation framework (set of variables / phases that meet the cycle), the material will be backed up. Clarifies that the Framework evaluation (TONHATI, 2007; SILVA, 2009; MAGALHÃES, 2013) comprises a number of criteria, built on literature (above) for virtual analysis of the function. It therefore indicators that assess and identify the construction, functions, design, information practices, content, services, transactions, and online participation. Already guided navigation ensures that the route analysis and evaluation through the items, criteria and parameters (contained in the framework) is carried out properly and effectively. The questions that guide the framework of evaluation and compilation of the data, compiled for the following categories of virtual data base will be used: case name; Location and population; promoter; political
system; realization (temporality); mode - online or mixed; the participants: number and selection technique (if any compilation); Application role in the public policy cycle (SAMPAIO, 2014). In cases of applications related to the forms of use when it comes to politics, initially will be classified as ‘Other’, and as the seat is being consolidated through observation and systematization of data will be possible to set parameters or standards on how to use, so the materials and methods listed in knowledge and understanding stage of research will be constantly taken up during the analysis.

3rd research synthesis stage:
3.1. Analysis Consolidation: standards and / or comparative analysis compiled the data through virtual exploration, and located the duties of the public policy cycle, can systematically analyze becomes each of these stages, making use of explanatory models and key Theoretical tracked in the previous steps (debate with bibliography), establishing causal relationships able to respond if the virtual applications are innovations that can help to foster the process of public policies encouraging democratic political participation through virtual environments.

4th Stage of research evaluation:
4.1. Dissemination of results: still on the data and forms of storage, files will be made of logs, usually in electronic form, based on analytical categories and using SPSS or Excel. For data analysis purposes I suggest three streams: the reduction of the data from the categories; Exposure data from the typologies; and then check on the basis of inferences evidence and theoretical premises (MILES, HUBERMAN, 1984).
4.2. Final elaboration of the text: the forms of analysis and use of certain theoretical and methodological strategies, and analytical resources in question, it is understood that variations on the run, and in the public policy process is influenced by the function or form of use of virtual applications. Thus the final drafting of the text rests in the forms of analysis of the results, taking as input the concurrent debate of knowledge production and research.

4. Shape analysis of the results
Considering the above program, the proposal is to think of a connection between virtual applications in their functionality in the public policy cycle. Moreover, not all created and forged tool in a virtual environment by governments achieve the function that whether or called, so the application would be out of the public policy process, because its function in the cycle is not real and effective. But this application may be related to the world of politics, the constraints and limits of doing politics, the interests of governments, the flow of communication, speeches, political and public communication strategies, marketing, and so are not disregarded in the proposed target and in the background, it is intended to analyze the ways to use these virtual applications connected to its political use.

Finally, to take three-dimensional analysis to the study of public policy in order to substantiate the goal, which presupposes: institutional dimension (polity), procedural dimension (politics) and the material dimension (policy/policies).

Coleman (1999) Flip the internet has no functionality without people to do something with it, and its manner of use is relevant. Lee Salter (2004) in his article on the structure and forms of internet use on deliberative democracy, brings important information to the understanding that the internet offers many tools and possibilities, but it depends on agents for their development and definition purposes. In view of this, to analyze the virtual applications that are not located in the public policy cycle, but in politics, operates the prospect of “forms of use”, based on the concept that the
technologies are developed to meet certain uses and purposes, so home use corresponds to a need, and the need, an interest. What this project shows is that often the technologies (virtual applications) can be prepared and used for purposes other than those anticipated. Moreover, Salter (2004) emphasizes that the choice of a form of use or another depends on the agents.
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Abstract. Mobile government could be conceptualized as the use of diverse mobile technologies to provide information and services to citizens, businesses, and other stakeholders. Governments around the world, particularly in developing countries are finding mobile strategies to be useful ways to reach to their citizens, including disadvantaged groups. In fact, individuals are increasingly using mobile phones for accessing information and this trend is becoming stronger with the improvement of long-range technologies and the high penetration of mobile devices in developing countries. However, their use to deliver government services to citizens remains generally low. This research argues that the government use of Short Message Service (SMS) to offer information and services to citizens is low because of a lack of a clear and actionable business model for this technology. So, it proposes guidelines for SMS-based government services.
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1. Introduction

Government-delivered services with universal access through internet are essential requirements for electronic government (eGov) [8]. Just to cite an example, in Brazil has only 49 percent of its population using the web regularly [6]. Mobile phones have become the most rapidly adopted technology in history and the most popular and widespread personal technology in the world [22]. Mobile government (mGov) is important in many developing countries because of the extensive use of mobile devices by citizens and this puts great pressure upon its implementation [14]. In Brazil there are 37 percent more cell phones than inhabitants [12] [24], but only 31 percent of the phones have internet access. Forty one percent of the population use traditional equipment and not smartphones. The most important use is to receive and send Short Message Service (SMS). This service corresponds to 66 percent of mobile phone use in Brazil [6]. In 2009, over 70 percent of world’s population used SMS and Voice technologies showing that other countries have similar situations [17].

Government agencies use technology to offer services and information and to contact people, but mostly through old and sometimes obsolete bureaucratic structures [3]. While there are many worldwide success stories with the use of SMS, this service remains incipient when compared to the increase in number of mobile phones in many countries [15]. Governments and researchers apparently ignore the potential value gen-
erated by the use of the simple and low cost SMS technology. Few have looked at mobile phones under the business and information system perspective [23], with the mobility business model receiving very little attention [1]. There is a need to examine issues related to mGov from different perspectives. It seems that mGov may substantially influence the generation of emergent complex strategies and tools for eGov [14].

Interdependent imperatives like environment, structure, leadership, strategy [17] and sustainability [11] help to shape organizational settings when considered holistically [16]. Patterns and generalized forms define the components related to each imperative that are combined into gestalts or configurations [17]. The absence of an appropriate business model may be behind the low use of SMS by governments [15], but its use may be long lived and extensive providing all mobile devices embrace it in all government levels. The aim of this paper is to propose guidelines for SMS-based government services. It is based on a configurational approach to organizational design [17] [18] [19].

The paper is organized in five sections, including the foregoing introduction. The second section describes the different approaches to studying mobile government, short message service and government and, configuration theory. Section three describes the methodology used. Section four presents empirical setting. Finally, section five provides next steps for this research.

2. Theoretical and Conceptual Approaches

This section briefly presents some basic concepts from c Electronic Government, Mobile Government, Short Message Service and Government, and Configuration Theory.

2.1 Mobile Government

This research uses mGov as government-delivered services on mobile phones. mGov is an essential platform of communication between government and citizens. The mobile services value chain includes the (1) government, which is expected to lead in developing and improving services. It also includes the (2) hardware industry, software and solutions; (3) telecommunications companies, with the infrastructure and services; (4) brokers (aggregating companies specialized services in integrating networks and billing) and finally at the end, (5) the citizen [11] [15]. This chain can be further assisted by research institutes and universities that can provide predictive models and impact analysis [24]. The value chain integration can be further complicated by the lack of clarity of its actors and their roles [10].

mGov is being built on eGov efforts, and there are basically two major issues related to this transition [14]; (1) mGov is inevitable, the main forces that influence its adoption are the technological advances in network infrastructure and wireless internet; (2) mGov will not bring additional costs to eGov - there are services in eGovernment that are the same on mobile platforms. However, the real value of mGov comes to light with services and applications that are only possible using the wireless infrastructure and modern mobile devices.

Some governments recognize the great potential of mobile devices. For example, in Singapore the mGov program is part of the central government's plan, released in June 2011, in order to increase the range and diversity of services provided by government. In recognition of the growing importance and widespread use of SMS for deliv-
ery services in that country semi-annual performance tests to check the SMS response time are conducted [26].

For Cunha and Miranda [9], it is important to understand that government efforts to use digital media can be unfruitful if they do not consider citizens’ internet access and the necessary skills to meaningfully use some of these information and services. So, one of the most basic technologies embedded in all cell phones could be the most efficient way of government to communicate with citizens and provide them with information and services [25].

2.2 Short Message Service and Government

While there are many success stories about government-delivered services through the use of SMS, the proportion is still far from the increase of mobile phones. This proves to be a critical factor which prevents all three government levels to fully incorporate delivery services through SMS. While there are many success stories about government-delivered services through the use of SMS, the proportion is still far from the increase of mobile phones. This proves to be a critical factor which prevents all three government levels to fully incorporate delivery services through SMS. Through the lens of Configuration Theory we will try to identify the relationships present in the value chain of mGov and investigate the existence of possible relationships between variables and the perceptions of power involved in this process.

2.3 Configuration Theory

Configuration Theory (CT) proposes that the environment, structure, leadership, strategy, and sustainability are the imperatives that help shape organizational settings [13] [17]. For the development of a configurational perspective in organization studies, Miller argued that these variables [17]: (1) were widely accepted paradigms in organizational analysis; (2) ad solid empirical demonstrations; and (3) had already played a central role in the generation of organizational settings repeatedly.

Mintzberg [21] also adds that this perspective in organizations writes its history based on periods of stability and transformation. According to Pereira and Toni [25], due to the great changes taking place, society suffers disruptions in its technological and social systems, leading to most changeable and uncertain environment that require diverse combinations of elements of an organization. For Gimenez [13] this approach indicates the existence of multiple ways to achieve organizational success, but there is a limited number of viable patterns of behavior that can be followed by organizations to accomplish their goals.

The complexity of the organizational governance environment requires that each of its characteristics is studied and understood within a continuum, where each topic should be examined in a unique way in its context, and the environmental variables and the organizational reality are considered. There are various gears and levers in a decision-making structure, large acts are the consequences of innumerable and often conflicting smaller actions by individuals at various levels of government [2]. Therefore, the multidimensional rationality proposed by CT seems to be highly adequate to support the business model building process for mGov. It can include proper contexts and result in an actionable model [20].

According to Miller [17], synthesis is used to identify patterns and configurations and forms of generalizations and analysis is used to define and measure the components or attributes of a phenomenon. This way proposed by Miller [17] is adequate to deepen understanding of the historical relationships and sequence among the five im-
peratives (environment, structure, leadership, strategy, and sustainability), how and why this imperatives might change during the course of the projects’ lifecycle. The lifecycle concept suggests an ordering that describes some common transitions among imperatives [17].

3. Methodology

This chapter aims to further develop this empirical research by designing the research methodology to meet the aim, objectives, and research questions of this study.

3.1 Research problem, objective, and research questions

The problem domain in this research is the government use of SMS to offer information and services to citizens is low because of a lack of a clear and actionable business model for this technology. To aim the objective this study, that is, proposing guidelines for SMS-Based Government Services, the research questions that will be answered are the following: (1) What are the trajectories of mGov State and Local governments, highlighting the transitions between the five imperatives: Environment, Structure, Leadership, Strategy, and Sustainability? (2) What are the common dimensions and differing dimensions of State and Local Government? (3) What guidelines for SMS-Based Government Service?

3.2 Research type, data collection

This study is based in Multiple Case Studies on any mix of quantitative and qualitative evidence. The research participant are: project managers and mGov’s technicians of the State and local government and project managers and mobile services value chain’s technicians (software and solutions companies, telecommunications companies and brokers). No part of this research the hardware industry and citizens. The data collection: official government documents, general media, interviews and questionnaires. Analysis of data: documents be analyzed using documentary analysis, interviews by the technique of content analysis and questionnaires for content analysis.

3.3 Using Configuration Theory

The synthesis lens is used to understand holistically the mGov cases that have occurred in the past. This way is adequate to deepen understanding of the historical relationships and sequence among the five imperatives (environment, structure, leadership, strategy, and sustainability), how and why this imperatives might change during the course of the projects’s lifecycle.

To answer the first question for each case - What are the trajectories of mGov Project, highlighting the transitions between the five imperatives: Environment, Structure, Leadership, Strategy, and Sustainability? - data will collect via the deeply interviews using 19 dimensions, each one related to its respective imperative, as show Figure 1.
With data collected will be assembled a lifecycle, from its birth until the date of data collection for each project, showing the sequence among the five imperatives. Then, for each case its lifecycle is designed and compared with the patterns and configurations suggested by Miller, Mintzberg and Gimenez, to verify common transitions among imperatives over lifecycle, identify phase of cycle (birth, growth, maturity, revival and permanence), factors initiating, and resulting imperatives. This perspective permit writes the historical from each case studied based on theirs periods of stability and transformation.

To answer the second research question *What are the common dimensions and differing dimensions of State and Local Government?* Using content analysis to compare the life cycles with the literature researched in each project studied to highlight what are common and what are differing. And, if so, what emerged from the data that has not been presented in the literature.

Finally, I hope I will have enough data to answer the fourth research question - *What guidelines for SMS-Based Government Service* can be proposed from the case studies?

### 4. Empirical Setting

Brazil is the biggest country simultaneously South America’s largest country by geographical size (8,515,767 km²) and both population (202,768,562 inhabitants). The
only Portuguese-speaking country in both North and South America. This Portuguese heritage dates back to the 1700’s, when Brazil was first colonized by this European nation. Therefore, there is also a large proportion of Brazilian inhabitants that have an African heritage. Not only European and Asian descents immigrated to Brazil in the 19th century, but also Japanese, Polish, Spanish, Italians and Germans.

In Brazil there are 278,482,125 cell phones devices, these 76,49% pre-paid. There are eight cells companies: Vivo (28,47%), TIM (26,97%), Claro (25,33%), Oi (18,14%), ALGAR (0,43%) Nextel (0,54%), Sercomtel (0,02%), Others (0,10%). In Brazil regardless if you have or not credit in your billing plan, you receive sms. Only the sender pay a charge for it.

Paraná, whose capital is Curitiba (2 million inhabitants), is one of Brazil’s southern states, it is also bordered by São Paulo, Argentina and Paraguay and the Paraná River. It is the ninth largest state in terms of the area it covers, which totals at 199,314.9 square kilometers or 76 955.9 square miles. In addition, it is the home of the UNESCO World Heritage Site, the National Park of Iguaçu. The entire state has a population of well over 10 million people.

Celepar is a semi-public-held company, whose largest shareholder is the Government of Paraná, which aim is to develop modernization solutions of public management aimed at continuous improvement of the services that the government provides to citizens Paraná.

5. The Next Steps

The data will be collected in state and local governments, as they are close to the day-to-day interests and needs of citizens. In order to have more robust results, I also suggest that the data should be collected in cities or states with different geographical, political, and economic situations.
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Keywords. Open Government Data, Linked Data, Statistical Data

1. Research aim

Public sector produces, collects, maintains and disseminates a wealth of information [11]. The opening up of this information is a priority in Europe but all over the globe as well in order to improve public services, promote public sector transparency and accountability and stimulate amongst others economic growth and innovation. This movement of opening governmental data is also known as the Open Government movement or the PSI Directive1 and the corresponding data as Open Government Data (OGD). OGD is available on various data portals that have been developed and maintained by national, regional or local public bodies all around the world. Examples include data.gov.uk from the UK, the data.gov from the US at national level and the opendata.paris.fr from the city of Paris at the municipality level.

A significant part of OGD is of statistical nature meaning that it consists of data maintained in an organized and strictly structured form. Statistical OGD contain information regarding indicators such as e.g. the unemployment rate, the gross domestic product growth rate (GDP), the level of internet access in households or the number of people killed at road accidents and may come out of observations made in terms of many different disciplines including economics, social sciences, health and others. Statistical OGD are often modelled as data cubes by employing the RDF Data Cube vocabulary [1]. This model describes data cubes through the definition of their dimensions, measures and attributes.

At the same time, Linked Data technology has been introduced that aim at facilitating the linking of dispersed data on the Web [1]. A significant part of open

statistical data from international organizations (e.g. the World Bank) has already been published under the principles of Linked Data. In the context of statistical OGD, Linked Data can be used to facilitate the exploitation of OGD that are dispersed in different sources on the Web [13]. This exploitation refers to, for example, the performing of advanced data analytics on top of linked statistical OGD or the creation of high-quality visualizations out of linked statistical OGD.

However, the potential of linked statistical (OGD) has been unrealized to a large extent [1]. Although currently literature includes a number of technical solutions [12][16][6][7], processes [16] and methods [12] regarding the creation and exploitation of statistical OGD all these solutions are not able to efficiently address the complexity of OGD. In this context, this PhD thesis aims to contribute in the exploitation of statistical OGD from three different dimensions by (i) inventing, designing and describing new processes regarding linked statistical OGD (process level), 2) designing and developing software tools and components (technological level) and 3) inventing conceptual models and methods regarding the exploitation of linked statistical OGD (semantic level).

2. Methodology

The methodology adopted so far for the implementation of this PhD thesis includes two stages.

Stage 1. Preparatory stage – Understanding the scope of the dissertation. This first stage of the PhD thesis is considered to be particularly important as it targets in obtaining the necessary theoretical background of the fields of my interest. In addition, this stage aims at identifying the gap in the research evidence related to the topic that will formulate a well-defined research question. The introduction to the field of the dissertation started with a thorough literature study of the principles and technologies of open data and linked data. Relative scientific research was identified and studied in order to achieve deep understanding of the literature in the field. In order to achieve an extended and comprehensive literature review Webster and Watson’s instructions were followed according to which “authors could deal with a mature topic where an accumulated body of research exists that needs analysis and synthesis. In this case, they would conduct a thorough literature review and then propose a conceptual model that synthesizes and extends existing research” [19]. Towards this end a concept-centric approach of literature review was conducted that was not guided by or confined to specific authors, set of journals or geographic regions, but presented a concept-centric character focusing on the key concepts that embrace the field to be reviewed. Several indexed bibliographical databases such as Web of Knowledge and Scopus were searched, ensuring the low loss of significant articles. The result of this process was a a number of scientific works that were extracted and studied with respect to methodology, subjects and methods of analysis. More importantly, this process facilitated the formulation of a comprehensive map consisting of the major topics in the field of open data and linked data. The topic that is considered as a gap in the field and that was selected for this dissertation was the exploitation of linked statistical OGD.

Stage 2. Definition of the research question. The next step is to explicitly define the exact research question that this dissertation comes to answer. The results of the previous step will lead the creation of a well-defined research question that will be the subject of this PhD thesis.
3. Preparatory stage

Statistical OGD can be accessed from the various online portals that have been launched and maintained by many governments and other public authorities around the globe. Table 1 presents a list of portals at an international, continental, national, municipality or state (of the US) level.

<table>
<thead>
<tr>
<th>Portal URL</th>
<th>Level of Public Administration</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>data.gov.uk</td>
<td>national</td>
<td>UK</td>
</tr>
<tr>
<td>data.gov</td>
<td>national</td>
<td>USA</td>
</tr>
<tr>
<td>data.gouv.fr</td>
<td>national</td>
<td>France</td>
</tr>
<tr>
<td>Open Data Portal2</td>
<td>continental</td>
<td>Europe</td>
</tr>
<tr>
<td>opendata.paris.fr</td>
<td>municipality</td>
<td>Paris</td>
</tr>
<tr>
<td>dati.gov.it</td>
<td>national</td>
<td>Italy</td>
</tr>
<tr>
<td>data.go.jp</td>
<td>national</td>
<td>Japan</td>
</tr>
<tr>
<td>data.un.org</td>
<td>international</td>
<td>International</td>
</tr>
<tr>
<td>data.maryland.gov</td>
<td>state</td>
<td>State of Maryland</td>
</tr>
<tr>
<td>publicdata.eu</td>
<td>continental</td>
<td>Europe</td>
</tr>
</tbody>
</table>

According to the Linked Data principles, Linked Data refers to machine readable data published on the Web that have explicitly defined meaning, it is linked to data sets located in external sources and, vise-versa, can be linked to from data sets located in external resources [1]. At the moment the Linked Data Web provides a compendium of over 300 datasets containing over 30 billion RDF triples, which are interlinked by over 503 million RDF links. Literature shows two main vocabularies that can be used to model statistical data as data cubes i.e. the RDF data cube vocabulary and the Open Cubes vocabulary [7], with RDF being the most popular between them. The RDF data cube vocabulary is also currently a W3C standard for modeling structured data with multiple dimensions including statistical data as RDF. RDF data cube vocabulary also allows the “RDFising” of statistical data according to the Linked Data principles and in a way that it can be linked to related data sets and concepts. According to the RDF data cube vocabulary, the basic structure elements (collectively called components) of a data cube are its (i) dimensions, (ii) measures and (ii) attributes. The dimensions of a data cube are used to identify a specific observation of the data cube. Representative examples of data cube dimensions are the time instance or time period that an observation applies to or the geographical area covered by the observation. Dimensions typically represent concepts taken from a code list so as to be used across different data cubes. Code lists are usually identified using the SKOS vocabulary. The measure components of a data cube represent the phenomenon (or phenomena) under observation such as, for example, an indicator that the statistical dataset describes. Finally, the attribute components of a data cube facilitate the interpretation of the observations of the cube. For example, an attribute component can be employed to express the unit of a measure component e.g. percentage.

A literature review was also conducted so as to identify processes, tools, models and methods that currently exist at the three levels that constitute the scope of this PhD dissertation i.e. the process level, the technological level and the semantic level.

2 http://open-data.europa.eu
Regarding the *process level*, a recent work in literature identifies three major phases in the linked data lifecycle i.e. the Publish, Expand and the Reuse phase [16]. The Publish phase, further consisting of three steps, involves the creation of linked data out of raw data. The Expand phase that consists of two steps regards the expansion of data cubes by linking them with other data cubes. Finally, the Reuse phase that consists of three steps regards the exploitation of data cubes. Additional processes in literature include Hyland and Wood’s OGD seven-step linked data lifecycle [8], Auer et al.’s eight-step linked data lifecycle [1] and Villazon-Terrazas’s five-step linked data lifecycle [18].

Literature also reveals a number of software components and tools at the *technological level* that have been developed for the publishing and reuse of data cubes. Table 2 presents an extensive list of such tools, widgets and components. Examples include Capadisli et al.’s tool [4] for transforming statistical data from SDMX-ML format to Linked Data as well as Salas et al.’s tool [17] for creating linked data from CSV files and OLAP databases. Moreover, the OpenCube toolkit [14][15] that has been developed during the lifetime of the European funded project OpenCube offers tools for each of the phases of the lifecycle. In particular, the author is one of the mentors, designers and developers of the OpenCube MapView component described in detailed in the next section.

<table>
<thead>
<tr>
<th>Software tool/component</th>
<th>Phase of the lifecycle</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>1OpenRefine RDF Extension3</td>
<td>Publish</td>
<td>For creating and exporting RDF.</td>
</tr>
<tr>
<td>2TARQL extension for data cubes4</td>
<td>Publish</td>
<td>Converts CSV files to RDF.</td>
</tr>
<tr>
<td>5D2RQ extension for data cubes5</td>
<td>Publish</td>
<td>Converts relational tables to RDF.</td>
</tr>
<tr>
<td>13R2RML extension for data cubes6</td>
<td>Publish</td>
<td>Integration of data from tabular legacy sources (such as relational databases and CSV files) into the RDF repository as data cubes.</td>
</tr>
<tr>
<td>14OpenCube JSON-stat2qb extension for data cubes7</td>
<td>Publish</td>
<td>Automatic conversion from JSON-stat format to RDF using Data Cube vocabulary.</td>
</tr>
<tr>
<td>15Ontowiki’s CSVImport extension8</td>
<td>Publish</td>
<td>Converts excel sheets as RDF using the RDF Data Cube vocabulary.</td>
</tr>
<tr>
<td>16Ontowiki’s OLAP2DataCube extension9</td>
<td>Publish</td>
<td>Transforms OLAP databases into RDF.</td>
</tr>
<tr>
<td>17CSV2RDF4LOD10</td>
<td>Publish</td>
<td>Production of RDF encoding out of Comma-Separated-Values (CSV)</td>
</tr>
<tr>
<td>18TabLinker11</td>
<td>Publish</td>
<td>Converts manually annotated Microsoft Excel workbooks to the RDF Data Cube vocabulary.</td>
</tr>
</tbody>
</table>

3 http://openrefine.org/  
4 http://opencube-toolkit.eu/tarql-extension-for-data-cubes/  
5 http://opencube-toolkit.eu/d2rq-extension-for-data-cubes/  
6 http://opencube-toolkit.eu/r2rml-extension-for-data-cubes/  
7 https://github.com/opencube-toolkit/json-stat2qb  
8 http://aksw.org/Projects/CSVImport.html  
9 https://github.com/AKSW/olapimport.ontowiki  
10 http://logd.tw.rpi.edu/technology/csv2rdf4lod  
11 https://github.com/Data2Semantics/TabLinker
Finally at the semantic level, a number of models and methods exist in literature regarding linked statistical OGD. The RDF data cube vocabulary described above is one of the most important contributions to this level but other significant efforts exist as well. For example, the Linked Statistical Models (limo) [12] is a vocabulary created

19 Linked Media Framework\(^{12}\) Publish Publishes Excel, CSV and XML files as Linked Datas
20 DB2RDF\(^{13}\) Publish Converts data from relational data model to semantic data model (in RDF and RDFS).
21 D2RQ\(^{14}\) Publish Allows the access of relational databases as virtual, read-only RDF graphs.
22 Karma\(^{15}\) Publish Enables the integration of data from a variety of data sources including databases, spreadsheets, delimited text files, XML, JSON, KML and Web APIs.
23 Datalift\(^{16}\) Publish Publish databases, CSV, XML, RDF, RDFS, GML, Shapefile as Linked Data.
11 OpenCube expander\(^{17}\) Expand To search for compatible cubes and create a new expanded cube by merging two compatible cubes.
12 OpenCube compatibility explorer\(^{18}\) Expand Identify compatible cubes for potential merge and establish typed links between cubes.
3 OpenCube MapView\(^{19}\) Reuse Enables the visualization of RDF data cubes on a map based on their geospatial dimension.
4 Grafter\(^{20}\) Reuse Converts tabular data to RDF.
6 Interactive chart visualization widgets\(^{21}\) Reuse Visualizes RDF Data Cube slices.
7 OpenCube R statistical analysis module\(^{22}\) Reuse To apply statistical analysis methods to data represented as RDF data cubes.
8 OpenCube aggregator\(^{23}\) Reuse Its main role is to compute aggregations of existing cubes using an aggregate function.
9 OpenCube OLAP browser\(^{24}\) Reuse A browser for RDF data cubes.
10 Data catalogue management solution\(^{25}\) Reuse A UI for managing catalogues with multiple datasets.
24 SILK\(^{26}\) Reuse Integrates heterogeneous data sources
25 LIMES\(^{27}\) Reuse Creates links

---

\(^{12}\) https://bitbucket.org/srfgkmt/lmf/
\(^{13}\) http://sourceforge.net/projects/db2rdf
\(^{14}\) http://d2rq.org/
\(^{15}\) http://www.isi.edu/integration/karma/
\(^{16}\) http://datalift.org
\(^{17}\) http://opencube-toolkit.eu/opencube-expander/
\(^{18}\) http://opencube-toolkit.eu/opencube-compatibility-explorer/
\(^{19}\) http://opencube-toolkit.eu/opencube-map-view/
\(^{20}\) http://grafter.org/
\(^{21}\) http://opencube-toolkit.eu/interactive-chart-visualization-widgets/
\(^{22}\) http://opencube-toolkit.eu/r-statistical-analysis-module/
\(^{23}\) http://opencube-toolkit.eu/opencube-aggregator/
\(^{24}\) http://opencube-toolkit.eu/opencube-browser/
\(^{26}\) http://wifo5-03.informatik.uni-mannheim.de/bizer/silk/
\(^{27}\) http://aksw.org/Projects/LIMES.html
to allow the description of statistical and data mining models in the RDF model. As it will be described in the next section, the author had an active role towards the invention of the limo vocabulary. There are also additional standards such as RDF Schema vocabularies closely related to statistical data as for example the Predictive Modelling Markup Language (PMML) [20] XML standard and the DDI-RDF vocabulary [2] that focuses on raw record-level datasets and describes their structure. Finally, Kalampokis et al. [12] introduce the concept of data analytics on top of distributed linked statistical OGD and describe the technical prerequisites needed to enable effective exploitation of linked statistical OGD in data analytics.

4. Progress so-far

Regarding the progress of this PhD dissertation and towards the understanding of the general domain the author has thoroughly studied the relevant research work found in literature as described in the section above.

Regarding the technological level, as a first step the identified software tools and components described in the preparatory section were identified and tested in order to understand their functionalities. Moreover, as mentioned in the previous section, the author has also significantly contributed in the inspiration, design and development of the MapView tool component of the OpenCube toolkit [14][15]. In particular, the OpenCube MapView component allows the visualization of RDF data cubes on maps according to their geospatial dimension. OpenCube MapView component implements three different types of maps:

- marker map that uses markers to show the values of the measure of observations in different locations on the map.
- bubble map that creates bubbles having size proportional to the value of the measure of observations in different locations on the map.
- choropleth map that represents locations on the map using polygons and colors its polygon using greater color density for locations with higher measure values.

Figure 1 and Figure 2 illustrate examples of instances of a marker and choropleth map of the OpenCube Mapview component.

In addition, regarding the semantic level, existing models and methods have been thoroughly studied. In addition, the author is one of the creators of limo, the open vocabulary for the description of predictive models according to the linked data principles [12]. limo allows the description of statistical and mining models in the RDF model hence enabling their incorporation on the linked data Web as well as their linking to other resources (datasets, people, organizations and articles).
5. Defining the research question

This stage of the dissertation involves the definition of the exact research question that this PhD thesis comes to answer. As already stated, the current vision of the PhD thesis is to contribute to the following areas of interest in the domain of the exploitation of linked statistical OGD:

- **Semantic level.** This thesis aims to inspire, expand and create models for the description and exploitation of linked statistical OGD. These may include, for example, the expansion of limo so as to describe in detail any type of predictive models or the expansion of the RDF data cube model so as to face possible particularities of linked statistical OGD.

- **Application level.** This regards the technical part of the PhD thesis. In particular at the technical level, this thesis envisions to inspire, design and develop tools that facilitate the easy and efficient exploitation of linked statistical OGD so as to unleash its full potential.

- **Process level.** The vision is to suggest new processes relative to statistical linked OGD.
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1. Research aim

Current worldwide conditions include rapid generation of data, information and technologies and the continuous emergence of new professional fields. This requires competent workforce that will be equipped with cognitive and transversal skills, i.e. skills that they can use in order to adapt to these changes, absorb and comprehend all the new information, utilize the novel technologies, transfer across professional domains and contribute to economic growth and boost societal benefits ([1], [10], [5]). Towards this goal, participatory learning pedagogies should be incorporated during education, where as students they can learn how to communicate their ideas, collaborate with their peers and witness in practice how their opinion makes a difference.

A well established learning strategy that allows the development of such skills is Problem Based Learning (PBL), as it enables active participation of students who “learn by doing”. Furthermore, the emergence of Web 2.0, brought on the new version of PBL, namely PBL 2.0., where learners use the newly developed tools (e.g. forum, chat, blogs, wikis etc) in the learning process. However, the utilization of PBL in this present mode has reached its maximum potential. There is a need for this very promising model to be renovated and exploit novel opportunities and technologies that will unleash new benefits and capabilities, i.e. Learning Analytics (LA), semantics, Linked Open Data (LOD) etc.

1 Corresponding Author.
Thus, the main research aim of this thesis is to provide tools and learning methods that will ensure a more up-to-date and connected learning solution and enhance students’ transversal skills by:

1. Improving the existing learning strategy of PBL and utilizing novel methods and tools such as LA, Semantics etc. This will bring forth a new data-driven PBL paradigm that will allow students to be guided through the learning process with specific steps and learn to use ICT tools actively.

2. Utilizing novel technologies such as Web 2.0, cognitive tools, learning semantics, Linked Open Data (LOD) etc. These new technologies will allow activities such as semantic annotation of learning resources with descriptions, linkage of learning resources with EU standards, e.g. the ESCO ontology [19], enrichment of the vocabularies that currently exist to describe education concepts etc. It is essential for education to connect with the web of data, and participate in providing meaning to data, enabling resources discoverability and enriching knowledge utilized by observing the worldwide developments.

An important issue for the development and validation of the work carried out is the testing of the developed techniques and tools in domains that encourage active participation. Such a domain is Open Data (OD) and more specifically Open Government Data (OGD). This domain has promised to provide a variety of benefits to society such as to stimulate innovation and contribute to economic growth. Furthermore, OGD can empower citizens for meaningful participation in more informed decision making, influencing public decisions and participating in a balanced dialogue with the governments and public authorities. Citizens’ ability to discover OGD, understand it and exploit it ensures accountability for public authorities and the creation of enhanced public services and data. However, although a number of recently launched applications have been developed by reusing OGD, academic studies have shown that the full potential of this data has not yet been realized. One of the main reasons is that capacity-oriented education and training on OGD and relevant technologies such as Linked Open Data (LOD) in Europe is still limited.

Another important domain regards Project Management (PM), where students are required to create a project that solves a specific problem by actively participating in all the different PM phases (e.g. analysis, design, implementation, evaluation).

This research aims to perform pilots by applying the developed tools and strategies in these two domains, i.e. PM and OGD education and training. The current paper will focus on providing details on the OGD pilot. The incorporation of the work done in OGD courses will unleash many benefits for citizens who will be equipped to:

1. exploit OGD and create applications and services that address existing societal, economic or political needs
2. identify emerging societal, economic or political needs and participate actively in finding a solution
3. enrich and publish OGD for various domains
4. use ICT tools efficiently and participate in activities such as digital democracy, use of OGD in eParticipation initiatives etc.

This fusion of the “well tested but old” with the “new but hectic” will allow a more evidence-based approach when integrated with different educational domains.

---

2. Method

To ensure the quality of the research work carried out in the context of this thesis as well as the rigor of its results, we draw upon the design science research methodology [11]. The steps of the methodology are defined as shown in Figure 1.

- Problem identification and motivation. This step regards the process of defining the problem that the thesis will address and the justification of the solution that is proposed to address it. This aims to motivate the research work to be carried out and to trust the results that will be produced.
- Objectives. This step structures the work’s objectives, both qualitative and quantitative.
- Design and development. This step specifies and develops the different artifacts of the proposed solutions. These artifacts can be either models, frameworks, architectures etc.
- Demonstration. This step refers to the usage of the developed artifacts for solving the defined problem through a series of well organized case studies in specific domains, e.g. OGD or PM.
- Evaluation. This final step of the research methodology assesses to what degree the artifacts addressed and solved the initial problem and to what extent they managed to fulfill the set objectives.

It should be noted that the methodology follows an agile approach, where various interval rounds of assessment are carried out in order to improve the internal processes of each step as well as all operations.

3. Background work

3.1. Data-driven Problem based Learning

The PBL learning strategy shifts the focus from understanding common knowledge to developing new knowledge through “learning by doing” activities and accommodates active participation of students. A very commonly used PBL model was
developed by Aalborg University [8], which consists of 7 well-defined steps, as shown in Table 1. The table also depicts a mapping between each PBL step with the type of work required by the learners and with examples of supporting technology.

**Table 1. PBL Aalborg model steps and supporting technology**

<table>
<thead>
<tr>
<th>PBL step</th>
<th>Work</th>
<th>Supporting technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clarification of terms and concepts</td>
<td>Group</td>
<td>Forum</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Resources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Web research</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Glossary</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Self reflection questionnaire</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interim quiz</td>
</tr>
<tr>
<td>Problem definition</td>
<td>Group</td>
<td>Thematic blocks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Forum</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Self reflection questionnaire</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interim quiz</td>
</tr>
<tr>
<td>Problem analysis</td>
<td>Group - Brainstorming</td>
<td>Forum</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Notes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mind map</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tasks chain</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Self reflection questionnaire</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interim quiz</td>
</tr>
<tr>
<td>Inventory of problems and solutions</td>
<td>Group – Discussion</td>
<td>Mind map</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Research</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Self reflection questionnaire</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interim quiz</td>
</tr>
<tr>
<td>Definition of self-study learning objectives</td>
<td>Group</td>
<td>Checklist</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Self reflection questionnaire</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interim quiz</td>
</tr>
<tr>
<td>Private study</td>
<td>Individual</td>
<td>Journal</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Notes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Self reflection questionnaire</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interim quiz</td>
</tr>
<tr>
<td>Conclusions – Synthesis</td>
<td>Group</td>
<td>Forum</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wiki – Collaborative report</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Self reflection questionnaire</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Final quiz</td>
</tr>
</tbody>
</table>

Additionally, the “Opening up Education” Agenda[^1] highlights the benefits of using technologies in education, which supports learning with no cultural, social or geographical boundaries. The usage of ICTs however, should be structured in order to ensure the development of proper skills. This unleashes a number of benefits, such as:

- Enables learners to become more familiarized with the different types of ICT tools they can utilize during class but also in the future.
- Allows learners to develop transversal skills such as critical thinking, problem solving, communication of ideas, collaboration etc, that will transform them into participatory and engaging citizens.
- Enables learners to get an active foretaste on how their actions and participation in solving a problem or creating a project makes a difference.

Subsequently, the utilization of a pedagogical model that allows students to participate more actively as well as the incorporation of technologies that support

students' activities lead to the generation of multiple types of data ([17], [18], [7]). The exploitation and analysis of the data can be carried out through a data-driven learning approach, where data is gathered and analyzed with specialized methods and technologies such as LA ([12], [3], [13]). This approach will take into consideration the whole LA lifecycle:

- **data gathering**, by identifying educational data generated in all steps of PBL
- **information processing**, by analyzing processes and techniques that transform educational data to meaningful, multi-modal information
- **knowledge application**, by identifying all intervention mechanisms that could be put into practice based on LA feedback during course design and execution.

3.2. Pilot: Open Government Data

A recent study by the McKinsey Global Institute estimated “the global annual economic potential value of Open Data to $3 trillion” [9] whereas another study by Deloitte measures the value of Open Data to consumers, business and the public sector in terms of $ billions [4]. The successful publication and re-use of Open Data is also one of EU’s main priorities [5]. The inventor of the World Wide Web stated that “opening up data is fundamentally about more efficient use of resources and improving service delivery for citizens.” [2]. This has led to national and European initiatives that have brought forth abundant datasets from different fields (government, statistics, finance, environment, health, transport etc) [6] paving the way for the creation of new services and the growth of new markets. However, these opportunities require competent workforce with in depth knowledge on Open Data as well as high-level skills that will enable them to identify existing societal, political and financial needs as well as identify OD and create innovative applications that can address these needs. The ongoing and gradually increasing release of OGD has created significant added value, including:

- Transparency, accountability and democratic monitoring
- Citizens participation
- Improved and efficient new private and public products and services

One of the most important benefits of OD in general is the underpinning of the collective intelligence of the public. The main idea is that, under the right circumstances, groups can create better alternative solutions and result to better decisions [14]. Thus, when the public is equipped to collaboratively access and re-use OD as well as publish OD for different domains, it can significantly and fundamentally alter and improve the political, financial and societal ecosystems.

However, the openness of data faces various challenges [4]. Some of them are:

- Lack of skills on tracking and assessing the relevance of data
- Lack of knowledge of citizens on the different possible uses of data
- Lack of motivation and incentive to re-use or publish data

These challenges indicate a prominent need for education opportunities in the field, addressing both lifecycles of the OGD domain, i.e. re-use and publication of OGD. Currently, EU and expert organizations carry out training initiatives mostly as seminars.

---

4 Market Assessment of public sector information, Department for Business Innovation & Skills, 2013. https://goo.gl/bRJUwA
and workshops that usually include content in slides and occasionally quiz tests that allow self-reflection (e.g. Europa portal, OD Support, Open Knowledge Foundation etc). However, these are not structured based on pedagogical models that would foster participatory activities and usually only provide content that learners passively study. Thus, a new paradigm of innovative OGD education and training is required, based on novel pedagogies and advanced technologies.

4. Expected results

In the context of this thesis, issues will be tackled that together can solve one major problem; the integration of PBL with LA tools as well as the utilization of novel technologies such as semantics, LOD etc to connect education with the web of data. Finally, the thesis will launch the developed outputs in OGD and PM courses and assess the results.

4.1. Results so far

Currently, the OGD lifecycles have been thoroughly studied and approximately 300 slides of learning content have already been created to cover all aforementioned steps in depth. This content has been used in OGD higher education courses and has led to over 200 students discovering, transforming and linking OGD as well as creating a number of interesting and innovative visualizations and applications by re-using OGD. Figure 2 shows a representative example of a web-based graph created with OGD that depicts the number of students and employees in primary, secondary and tertiary education institutes in Thessaloniki, Greece. This visualization changes dynamically when the stored data is updated and thus provides a dynamic overview of the city’s educational institutes. This could alert citizens of interesting phenomena, e.g. if a school with a large number of students does not employ the appropriate number of employees, and citizens can take appropriate measures based on this information. For now this is being carried out traditionally, with no support of PBL or any novel tools.

![Figure 2: Example of visualization using OGD](image)

On the other hand, the PBL model and ICT and LA tools have been utilized in other project-oriented higher education courses such as Project Management [10]. The following Figure shows feedback based on an LA tool integrated in the e-learning platform used for the PM course, showing statistical data on the access for each learning resource.
A list of quantitative and qualitative indicators have been formulated that depict the results of the work done so far. Each indicator serves as an evaluation metric to measure the success of the research.

<table>
<thead>
<tr>
<th>Thesis outcome</th>
<th>Quantitative indicators</th>
<th>Qualitative indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>State of the art on PBL</td>
<td>- Number of PBL models studied</td>
<td>- Results provide an overall overview of PBL steps and concepts</td>
</tr>
<tr>
<td></td>
<td>- Number of concepts in chosen PBL model</td>
<td>- Results provide information on the transversal skills that are fostered with PBL</td>
</tr>
<tr>
<td>State of the art on OGD</td>
<td>- Number of scientific papers studied and stakeholders reached</td>
<td>- Results identified provide an overall overview of OGD lifecycles steps and corresponding concepts</td>
</tr>
<tr>
<td></td>
<td>- Number of concepts identified</td>
<td></td>
</tr>
<tr>
<td>Educational materials for OD publication and re-use</td>
<td>- Number of units of learning</td>
<td>- Content covers all phases of both publication and re-use OD lifecycles</td>
</tr>
<tr>
<td></td>
<td>- Number of content modes (e.g. online pages, slides, videos etc)</td>
<td>- Content is provided in many modes</td>
</tr>
<tr>
<td>e-learning platform</td>
<td>- Modules installed</td>
<td>- Is active and online</td>
</tr>
<tr>
<td></td>
<td>- Number of registered participants</td>
<td>- Is based on existing technologies</td>
</tr>
<tr>
<td></td>
<td>- Collaboration tools installed</td>
<td>- Includes LA functionalities</td>
</tr>
<tr>
<td>LA tools and techniques for course re-design</td>
<td>- LA tools installed</td>
<td>- Allow data gathering</td>
</tr>
<tr>
<td></td>
<td>- Data gathered</td>
<td>- Provide visualization and statistical analysis opportunities</td>
</tr>
<tr>
<td></td>
<td>- Number of LA tools configured / developed</td>
<td>- Guidelines for course re-design</td>
</tr>
<tr>
<td>Educational activities</td>
<td>- Number of educational activities</td>
<td>- Allow participatory learning</td>
</tr>
<tr>
<td></td>
<td>- Number of university students participating</td>
<td>- Provide OGD content</td>
</tr>
<tr>
<td></td>
<td>- Number of courses</td>
<td>- Allow practical experimentation with existing OGD</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Increased interest of students in active participation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Increased students’ interest in OGD and its benefits</td>
</tr>
</tbody>
</table>

4.2. Next steps

This thesis aims to combine the know-how of both cases and to result in a new paradigm of data-driven OD_PBL education. Towards this goal, the OGD re-use and publication lifecycle will be mapped across each PBL step during the learning process.
Each step will also be supported with the corresponding ICT tools and LA-specific tools in order to allow active participation and gather all generated data for analysis. This will provide informative insights on students’ progress, support adaptive learning pathways and allow helpful content or suggestions.

Finally, the implementation and evaluation results will lead to the suggestion of future work that needs to be tackled in order to solve any issue that occurred and improve the identified benefits.
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Investigation and Evaluation of the Usage of Social Media in Saudi Government 2.0

Reemiah ALOTAIBI
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Abstract. Introducing Government 2.0 which simply translates as employing social media platforms in the government communication system is a worldwide trend. Despite the fact that more than half of the Saudi population are users of social media platforms [1] this wide acceptance of social media networks and tools among Saudi population could be a great opportunity for governmental agencies to communicate with the citizens through these tools. Evidence from the literature [2; 3; 4] showed that Saudi governmental institutions are not fully adopting these platforms to engage the citizens. Little research efforts have been done to evaluate the progress of social media adoption in general. The overall aim of this research is to investigate and evaluate the usage of social media in Saudi government. To conduct this research project, mixed methods were used. The web analysis conducted by the researcher has shown that minority of Saudi Ministries are effectively employing social media platforms. Moreover, the results from the interviews conducted with the Saudi e-government staff used CATWOE Analysis tool to explain the state of Saudi Government 2.0 implementation. The main factor for the gap between usages of social media in Saudi government agencies, which is affecting social media adoption, is that each government agency has its vision and strategic plan for their e-government transformation to fulfil the government goals and initiatives. Future research will be done to explore more factors affecting social media adoption in Saudi government 2.0.

Keywords. Social media, adoption, Government 2.0, Government’ agencies, Saudi e-government.

1. Introduction

Research problem and Research aim:

Despite the fact that more than half of the Saudi population are users of social media platforms [1] this wide acceptance of social media networks and tools among Saudi population . The literature [2; 3; 4] showed that Saudi government agencies are not fully adopting these platforms to engage the citizens. The overall aim for this research is to investigate the usage of social media in Saudi government 2.0.

Research Methodology:

Mixed methods approach was deemed appropriate for this study . The qualitative with semi-structured interviews allow us to explore in depth with Saudi e-government staff (CATWOE Analysis tool used to explain the state of Saudi Government 2.0 implementation) and the quantitative research with Web analysis conducted by the researcher to investigate the current usage (Saudi Ministries as a sample of government agencies). The researcher used several indicators for the 3 most popular social media tools among Saudi government agencies.
Results:

The web analysis conducted by the researcher has shown that there are three levels of social media usage among the different Saudi Ministries, some are actively used to communicate with citizens, and others use it for information distribution only or do not use it at all. According to the analysis of the collected data out of 23 ministries only 16 Ministries use some forms of social media tools.

<table>
<thead>
<tr>
<th>Ministry of Interior</th>
<th>Social Media tool</th>
<th>Likes/Followers (June 2014)</th>
<th>Up to date</th>
<th>Direction of communications</th>
<th>Citizen to government</th>
<th>Interactive</th>
<th>Government to citizens</th>
<th>Interactivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>286,478</td>
<td>Yes</td>
<td>Two ways</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Twitter</td>
<td>128,000</td>
<td>Yes</td>
<td>Two ways</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>YouTube</td>
<td>241,647</td>
<td>Yes</td>
<td>One way</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ministry of Transport</th>
<th>Social Media tool</th>
<th>Likes/Followers (December 2014)</th>
<th>Up to date</th>
<th>Direction of communications</th>
<th>Citizen to government</th>
<th>Interactive</th>
<th>Government to citizens</th>
<th>Interactivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>103</td>
<td>No</td>
<td>Two ways</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Twitter</td>
<td>1,016</td>
<td>No</td>
<td>Two ways</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>YouTube</td>
<td>150</td>
<td>No</td>
<td>One way</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1: Result to Ministry of Interior Transport ministries as example Saudi government ministries

CATWOE Analysis tool: is a Soft Systems Methodology tool used to set up a precise and comprehensive root definition to establish the base for solving issues with various readings [5]. The main reason for such differences in social media usages by Saudi government agencies is that each government agency has its own vision and strategic action plan for its e-government transformation to fulfill the e-government goals and initiatives.

<table>
<thead>
<tr>
<th>Letter</th>
<th>Stands for</th>
<th>Saudi government</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>Clients</td>
<td>Citizens, private sector and other government agencies.</td>
</tr>
<tr>
<td>A</td>
<td>Actors</td>
<td>The actors in the Saudi case can be divided into two classes: The decision makers are: the main government body responsible for e-Government, Ministry of communications, and Ministry of planning. Policy executors: these are the actual government agencies responsible for choosing specific strategies to fulfill the government's goals and initiatives.</td>
</tr>
<tr>
<td>T</td>
<td>Transformation</td>
<td>The process of moving towards Government 2.0 requires a change in the mentality, processes, and tools of both the public and the staff in the different governmental agencies. The style of communication with the citizens should also be changed to a more democratic one. Based on the initial investigation on achieving the full outcome of Government 2.0, many of them have not adopted any social media platforms yet. Only a minority have fully facilitated social media platforms in their communications with the citizens.</td>
</tr>
<tr>
<td>W</td>
<td>Weltanschauung (or worldview)</td>
<td>The empowerment that people in the Middle East have gained, especially after the Arab Spring events, has also pushed governments in the region to move towards adopting social media to communicate with their citizens.</td>
</tr>
<tr>
<td>O</td>
<td>Owner</td>
<td>The government as a whole and the separate government agencies individually.</td>
</tr>
<tr>
<td>E</td>
<td>Environmental constraints</td>
<td>There are several constraints that can be considered in this case, the Saudi culture, regulations, speed of growth of technology, Saudi organization’s regulations and policy, technological infrastructure and security constraints.</td>
</tr>
</tbody>
</table>

Table 2: CATWOE Analysis for Saudi Government 2.0
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Time Divide, Money Divide and Attitudes towards Globalization, and eGovernment
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Abstract. In order to achieve this enhanced eGovernment, it was necessary to provide adequate infrastructure to the citizens. This has been achieved in many countries. The digital divide has become quite narrow. One aspect that has not been covered to the same extent is time and money divide and attitudes towards globalisation. The Department of Management and Engineering, Linköping University, Sweden, and the Institute of Psychology, Wroclaw University, Poland, have started a joint project in order to fill this gap by investigating different profiles based on two models:
- Socio-economical (time-rich/time-poor and money-rich/money-poor) by Helena Lindskog
- Attitudes towards globalisation by Alicja Senejko et al.

Keywords. Socio-economical profiles, time divide, attitudes towards globalization, electronic government

Extended abstract

eGovernment has become a mainstream feature in many countries and for contacts between government authorities and citizens. Governments use Internet to provide information about public administration, laws, rules, instructions and forms to fill in. Internet is also more and more a vehicle to get citizens’ feedback and opinions, as well as in web-dialogues engage and involve them in the democratic processes and political decisions.

In order to achieve this enhanced eGovernment, it was necessary to provide adequate infrastructure to the citizens. This has been achieved in many countries. Today, the digital divide is quite narrow. One aspect that has not been covered to the same extent is time and money divide and attitudes towards globalisation. The Department of Management and Engineering, Linköping University, Sweden, and the Institute of Psychology, Wroclaw University, Poland, have started a joint project in order to fill this gap by investigating different profiles based on two models:

\textbf{Attitudes towards globalisation by Alicja Senejko et al}

Attitudes towards globalisation are defined as a set of personal biases towards various dimensions of the globalization reality that influence how people function in that reality. The survey included estimated answers to 35 items concerning:

---

\textsuperscript{1} helena.lindskog@liu.se.
- **Accepting attitude** (11 items) – openness to and exploration of the globalized reality, trusting the changes
- **Critical attitude** (10 items) – opposition and lack of consent to globalization-related abuse, condemning most aspects of globalization
- **Fearful attitude** (9 items) – sensitivity to globalization-related threats, feelings of uncertainty about the future, which are associated with the lack of trust

**Socio-economical (time-rich/time-poor and money-rich/money-poor) developed by Helena Lindskog**

The survey included estimated answers to 38 questions concerning:
- **A/ Material resources** (22 questions):
  - Type of employment and income
  - Additional sources of income (letting of an apartment, scholarship, donations)
  - Standard of housing (space, standard and type of residence)

- **B/ Temporal resources** (16 questions):
  - Time for everyday responsibilities (professional, school, family, commuting)
  - Time for rest and relaxation (sleep, rest, personal hygiene)
  - Time for leisure activities (sport, entertainment, hobby, social meetings)

Both the Polish and Swedish sides are currently in parallel collecting information through the same questionnaire in both countries. The collected information will be analysed in each country and then compared. We hope to get answers to questions such as:

- Are there differences between time-rich/money-poor and time-poor/money-rich as well as time-rich/money-rich and time-poor/money-poor towards globalisation and usage of Internet for contacts with companies and government and for private usage?
- Are there differences between the sexes, age and education together with the divisions presented above?
- What is common between the two investigated countries and what differs?

The answers from this study can then be applied for marketing, product development and also for further analysis of the impact of time and money divides and attitudes towards globalisation on eGovernment. In this way, programs can be developed which are inclusive for all citizens independently of their income, disposable time and attitudes towards Internet and globalisation.
From data to data’s transparency
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Abstract. Decades ago governments, businesses and other actors used to make benefit of generated data in order to manage and monitor their activities. However traditionally data cleaning and analysis have been time consuming and thus used to be kept limited of access. Making the governmental data available and easily accessible and reusable increases the information visibility and decision makers, thus it improves the transparency and efficiency. In this paper we present an ongoing project, which aims to enhance the transparency and efficiency in Swiss public administration, by making use of dashboards communication power.
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1. Introduction

Since 2009, a revolution over the open data approach has gained importance. This revolution is based on the information and communication technology and has been catalyzed by open government directives that have emerged. Making the governmental data available and easily accessible and reusable will increase the information visibility to the citizens and decision makers and thus improve the transparency and efficiency. Nowadays, Swiss public administrations do not make full use of data power in order to enhance their communication services and their strategy of transparency towards the citizens. This paper presents a data transparency based approach conducted over the Swiss public administrations, which aims to enhance the efficiency and decision making in Swiss public administration, by making use of dashboards.

2. Approach

In the current structure of a Swiss public administration, the different members of the public body at both strategic and operational levels will hardly share the information. This situation lead to: No transparency, Subjective Vision, Decision-making "feeling-driven", and Inefficiency. We propose to make use of dashboards, which will allow different stakeholders to share the same picture of the situation. This sharing will facilitate the dialogue between the different politics party, and it will help the convergence of objectives. In a first phase these dashboards will be available at public administration to target only the efficiency of internal operations. The actors of these public bodies could then decide to include, for example, these dashboards in the reports presented at the primary assemblies. In a third step, data and dashboards could be offered to citizens before meetings so that they can take full knowledge and better prepare their questions. In a later stage, the citizens would have the means to contribute.
to the political implementation by taking advantage of the open data in order to propose open innovation services. In our project we work with a set of public administration, which play the role of pilot administrations. We adopted the following methodology: 

(1) **Analysis of the current situation:** The analysis of public administration needs is defined through iterative workshops. These workshops include different actors and public bodies in order to make a list of potential needs of public bodies. 

(2) **Data aggregation:** The collection of data necessary to dashboards is primarily with external partners. Then we format the data for integration, processing and sharing. 

(3) **Data analysis:** A phase of validation and clustering of data is required depending on the chosen dashboards, potentially heterogeneous sources of data and data mining algorithms to be selected. 

(4) **Data visualization:** Depending on the areas of activity of public organizations and target players, we conduct analysis visualizations of the most appropriate data. 

(5) **Validation:** A session with specifically chosen public bodies is organized to provide the results for their field and harvest their feedback.

A first study has been conducted over 10 public administrations. It was focused on the energy domain. The analyses were conducted over 10 different communes. A set of different questions was addressed to the public administration. A set of dashboards was designed by combining energetic and financial data revealing hence an overview of the energetic status. In a glance, the dashboards allow to identify the large consumers, the most expensive resources and their evolution over time (Figure below).

These dashboards helped identifying critical points and consequently undertake appropriate decision to investigate in depth the cause of the raised issue. They were a base for discussion to stakeholders and decision makers. These discussions helped enhancing the comprehension of the critical issues. The dashboards have been realized by extracting from the annual account the rows involving water or energy (electricity and heat) using the KNIME software. Then the data are mashed-up in a single view.

3. Conclusion

These first results pointed out the issues in public administrations in order to provide dashboards. It confirmed that dashboards seem to meet the needs related to visualization and communication; it also revealed a clear lack of operational tools that public administrations can use everyday for monitoring and driving their decisions.
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Abstract. The paper seeks to understand how ICT tools are used in Russia to obtain information about government budgets, how to participate online in discussing government spending, and what the effects of open budget initiatives are.
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1. Motivation

We are interested in better understanding democratic effects of eParticipation on decision-making outside western liberal democracies. More specifically, our research interests are focused on the use of open government data for participatory budgeting realized online.

2. Approach

eParticipation is context-dependent [1]. Conceptually, openness, participation, decision-making are interconnected. Fiscal transparency and democracy are already closely intertwined [1]. However, it is not always clear how to interlink these seemingly disparate processes into one whole, and encourage different actors to work in concert? Brazil’s rich experience indicates that participatory budgeting can lead to stronger government transparency and accountability, more equitable and democratic decisions on public spending, higher levels of public participation, stronger sense of democratic socialization and citizenship [2]. We also know that participatory budgeting implies public dialogue and deliberation to decide on government spending priorities. Yet it is not sufficient to make public sector information open and accessible. It is paramount that authorities deploy dedicated information and communication technology (ICT) instruments to use the availability of open data to engage citizens in public debate and increase the effectiveness of managing public resources, including budgets, and eventually raise the legitimacy of taken decisions [3].

3. Current model

As elsewhere, eGovernance landscape in Russia includes two main parts: eGovernment and eDemocracy (see Figure 1 below). Services, Openness and eParticipation dimensions constitute the foundation of eGovernance map. Each dimension includes additional branches in the form of more specialized web platforms and resources. Viewed from that
perspective, eDemocracy looks quite comprehensive, especially the Openness dimension represented by several resources, including those related to Open Government Data and Open Budgets (yellow marked).

![Figure 1: Open Government Data and Open Budgets on eGovernance map in Russia](image)

Despite scepticism regarding the effectiveness of these platforms in Russia [4, 5, 6], Open Budgets are part of the overall eParticipation concept. However, in practice there is a clear disconnect between eGovernment and Open Government developments. The existing portals are not interlinked. The Open Budget web page does not contain or refer to eConsultation tools for participatory budgeting tools. Moreover, the budgetary information is not aggregated enough reflect upon policy priorities which is essential for citizens’ comprehension of financial information. There have been a lot of participatory budgeting experimentations during 2013-2014 but mostly without a using ICT tools.

4. Conclusion

There is no consolidated eParticipation platform in Russia which would interlink different resources into one whole. The current model is incomplete. It lacks distinctive eConsultation tools that could be used for public deliberation across the government in general and to discuss government spending online in particular. The future research will investigate the use of ICTs for participatory budgeting at regional and municipal levels.
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Abstract • The Open Data exploitation is strictly related with the quality of data and by consequence with the maintenance of dataset. The paper presents a qualitative study aimed at investigating open data maintenance process (including sharing and re-use issues). Participatory activities and visual tools, involving public, private and societal stakeholders have been applied. The outcome consists in the design of an Open Data Maintenance Life Cycle and operational proposals raised by groups. The study highlights that innovation by design framework is an effective way to manage complexity and plurality of actors, adoptable by any organizations to improve their innovation capability and gain strategic perspectives.

Keywords. Open Data; Innovation by Design; Open Data maintenance, Open Data quality, Open Data validation.

1. Context and aim of the study

How to design an effective and sustainable open-data maintenance process in favor both of public administrations (PA) and novel actors? This question has driven a qualitative study, part of a wider project aimed at studying Open Data in mobility. According to the national observatory (www.dati.gov.it), the Italian PAs have so far made available online over 3000 dataset, 70\% of which classified by three out of five stars on the Tim Berners Lee scale \cite{[1]}. At present the data are published online and in open formats, but there are no structured links between them nor a working flow between data-holders and re-users. Aim of the study is to raise and to assess, through a participatory process involving data holders (PA) and re-users (SMEs), innovative solutions to optimize the process of collection, management, maintenance and provision of Open Data.

2. Methodology: innovation by design

The European Commission has recognized service design as a key driver of service, social and user-centred innovation. In a growing number of countries, governments adopt techniques of design innovation to policy-making and design of services and processes that affect the public \cite{[2]}, \cite{[3]}. A qualitative study based on this approach was performed in January 2015 through three focus groups organized according to pre-selected application scenarios: Urban Mobility, Culture and Tourism, Hiking and Mountain Tourism. It involved 25 participants from: 11 private enterprises, 8 public institutions, 4 non-profit organizations, 3 Digital Champions \cite{[4]}. The working path consisted of two main phases: first, the collection and sharing of current practices,
needs and demands, motivations and strengths related with the process of collection and use of open data as is; then, the translation of requirements and inputs in a re-design process of the open-data management cycle.

3. Results of the Study: the Maintenance Life Cycle and Actions, Results, Benefits

As a result of the participatory activities, the focus groups allowed to reconstruct a shared hypothesis of an Open Data Maintenance Life Cycle (Fig. 1), in five phases. New roles and functions have been envisaged by the stakeholders (PA, SMEs, citizens), putting more attention on the open dataset re-use and feedback on them. It came out that the maintenance activities pertains every actor at every stage (orange blocks of the Fig.1), and therefore it should be a distributed task to trigger a virtuous cycle. The heterogeneity of the groups (PA and SMEs) allowed observing and recording the negotiation of needs and the path bringing them to the definition of shared proposals, presented as operational suggestions regarding:

• Actions enabling a sustainable open data maintenance cycle;
• Specifications concerning the quality criteria to reach the 5 stars data;
• Benefits accruing to the involved actors, both public and private.

![Figure 1. Maintenance Open Data Life Cycle](image)

4. Benefits experienced from the methodology

The application of participatory design methods and hands-on tools has allowed to tackle complex challenges and to gain strategic vision: the involvement of different actors of the process allowed to assume different points of view and trigger new insight about the key-question. Furthermore, visual tools (such as the Platform Model Canvas [5] Issues board, Journey Map[6]) allowed to map the flow of information, touchpoints and actors involved, providing a quick overview of tangible and intangible aspects. On the base of underlying patterns (e.g. good practices, recurring problems and needs) several proposals have been outlined and composed into an ‘ideal open data management process’. The study highlighted that new ways of working and dealing with plurality of stakeholders bring transparency and visibility and enable participants’ engagement and shared awareness, moving from an abstract plan to the local and pragmatic problem setting and addressing solutions aimed at simplifying complex processes.
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1. Workshop’s Objectives

It can be taken for granted that present socio-economic systems are more complex than ever before, as the involved stakeholders have dissimilar (and sometimes contradicting) agendas and, most important of all, might even understand the success (or failure) of specific initiatives in a different way. Thus, the concept of including all interested parties in a structured and active dialogue is constantly gaining momentum and can heavily aid the policy making process. In addition, the wealth of available data of the Web2.0 era can also constitute a very effective weapon towards coping with the aforementioned problem; however, the non-unified nature of the data, accompanied by the different approaches of their publishing and exploitation have not yet revealed their full potential.

Along the above lines, having a set of proper instruments able to aggregate and interpret this dispersed information in an aggregated and timely manner, can be of great help in supporting prompt and effective policy decisions, offering institutions and organizations in charge of policy modelling and policy making a considerable advantage in their policy design and governance. Related methods and systems either leverage the social web and mine information from discussions in social networks, blogs and news streams while inferring sentiments and opinions, or directly involve stakeholders through online participatory and crowdsourcing platforms.

2. Workshop Structure

The purpose of this workshop is to present and discuss the up-to-date methodologies and findings of five of the projects constituting members of the Global Systems Science (GSS) cluster and promote active dialogue among the participants. In more detail, findings and breakthroughs of the following projects will be presented:
• CONSENSUS: Identifying publicly acceptable policy implementations. Even though it is unrealistic to expect citizens to pinpoint the policy implementation that they prefer from the set of alternatives, it is still possible to infer such information through an exercise of ranking the importance of policy objectives according to them. Assuming that the mapping between policy options and objective evaluations is a priori known (through models and simulations), this can be achieved either implicitly through appropriate analysis of social media content related to the policy objective in question or explicitly through the direct feedback provided in the frame of a game. The session will focus on the demonstration of the latter, discussing about the impact of such indications to policy making as well as to the education of citizens about policy decisions.

• EU Community. EU Community will present its approach to provide decision makers with better policy options by combining social media interactions, qualified contributors, document curation, visual analysis plus online and offline trust-building tools. The discussion will focus also on the innovations brought by project through the open source platforms developed, alongside with re-usable data that could serve third party developers. Moreover, EU Community will present early results of the three pilots selected.

• Policy Compass: Open Data Driven Policy Analysis and Impact Evaluation. The presentation will demonstrate the underlying concepts and the technical infrastructure of a research prototype put in place that enables citizens and public officials to easily create, apply, share, embed, annotate and discuss causal models, charts and graphs of historical data from trusted open data sources. The aim is to develop methods and tools that facilitate more factual, evidence-based, transparent and accountable policy evaluation and analysis.

• SENSE4US: Data Insights for Policy Makers and Citizens. The presentation will provide an overview of the SENS4US project and the components focusing on its added value to users, starting from the point of analysing social media to inform policy making and talking about modelling and simulating public policy problems of our age.

• SYMPHONY: Nowcasting Policy Indices with Information Markets. The availability of appropriate methods and tools to aggregate scattered pieces of information and stakeholders’ expectations is becoming increasingly important for policy making officials. This presentation will show how to use 'Information Markets' as a tool to collect, aggregate and analyse stakeholders’ expectations on policy indices in order to support public policy design and implementation. We will discuss various types of Information Markets, as well as cases where both human and computational agents participate in such markets.

• GRACeFUL “Global systems Rapid Assessment tools through Constraint FUnctional Languages. GRACeFUL is working towards a universal language to communicate about the dynamics of global systems and the complex decision making necessary to produce good policy advice. Such formal domain-specific language will be employed by Rapid Assessment Tools supporting a visual and participatory way of modelling, which can be used in situations involving the participation of different stakeholders in decision making and policy design. Constraint Technology will support active, goal-directed problem solving.
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Abstract. This workshop is a working meeting of the Smart Cities and Smart Government Research-Practice Consortium. The main goal of the workshop is to continue conversations started since 2012 among teams of researchers interested in doing collaborative work by sharing protocols and data with the purpose of advancing knowledge in the area of smart cities and smart government. The workshop will welcome current and future members of the Consortium and build on SCSGRP Consortium meeting held at dg.o 2015.
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1. Introduction

The Smart Cities and Smart Government Research-Practice Consortium (SCSGRP) is a robust global research community focused on innovations in technology, management and policy that change the fabric of the world’s cities. Created in 2012, the Consortium now includes more than 15 teams of researchers from around the world, sharing ideas, new knowledge, and research and practice innovations in the interest of increasing opportunity for all those who live in and work in these cities. The main purposes of the consortium are

- To formally connect those engaged in cutting edge research on smart cities.
- To support the development of a robust, global and well-connected smart cities research community.
- To create a foundation for the development of multi-institution, multi-national research teams focused on the use of ICTs in cities.

2. Potential Discussion Points

The purpose of the workshop will be to advance the vision of the consortium, exploring frameworks of reference and potential funding opportunities and collaborations among members build on SCSGRP Consortium meeting held at dg.o 2015. Potential topics for discussion include some pending topics and next steps agreed on the ongoing conversations of Consortium members, such as:

- Organize a series of face to face meetings at conferences and through teleconferences.
• Develop strategies and agree on practices that maximize opportunity for data and results sharing among the members.
• Define a research framework to support efforts to conduct comparative studies.

3. Workshop Description

The workshop will be organized as a 4-hour session, including a series of brief presentations and facilitated discussions related to the main points included in the preceding section. The proposed agenda for the workshop will include the following items.

1. Welcome and brief introductions of participants.
2. Short presentation of SCSGRP, and report on progress of main agreements from the dg.o workshop and from the quarterly management conference calls.
3. Discussion on tools and procedures for document, protocols and data sharing.
   i. Dropbox
   ii. GoToMeeting
   iii. Reference management tools (Zotero, Endnote, etc.)
4. Discussion on current research frameworks and projects by members and other interested parties.
5. Outreach plans and Consortium Meeting.

4. About Workshop Facilitators

Theresa A. Pardo is the Director of the Center for Technology in Government, University at Albany, State University of New York (SUNY) and a Research Associate Professor at the Rockefeller College of Public Affairs and Policy and the College of Computing and Information. Dr. Pardo serves as Open NY Policy Adviser to New York State’s Governor Andrew Cuomo, a member of the National Advisory Committee for the U.S. Environmental Protection Agency and President of the Digital Government Society.

Luis Felipe Luna-Reyes is an Associate Professor of Informatics at the University at Albany, NY. He holds a Ph.D. in Information Science from the University at Albany, and he is also a member of the Mexican National Research System. His research focuses on electronic government and on modeling collaboration processes in the development of information technologies across functional and organizational boundaries. He is the author or co-author of articles published in Government Information Quarterly, European Journal of Information Systems, Information Polity, Gestión y Política Pública, and System Dynamics Review, among others.

Hans Jochen Scholl is an Associate Professor with tenure in the University of Washington’s Information School (Seattle, WA). In his public sector-related research Dr. Scholl’s special interests include disaster science, interoperability, smart government, and information artifact evaluation in government. He served as President of the Digital Government Society from 2010 to 2011 and serves as Chair of the IFIP Working Group 8.5 (Information Systems in Public Administration). Dr. Scholl chairs the Electronic Government Track at the Hawaii International Conference on System Sciences (HICSS) and co-organizes the European IFIP EGOV conferences.
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Abstract. A major part of Open Data concerns statistics that is structured as multi-dimensional data cubes. Linked Data technologies have the potential to realise the vision of combining and performing analytics on top of previously isolated cubes on the Web. Although a few recently launched tools focus on handling linked data cubes, they fall short to support the whole lifecycle including the integration of multiple cubes and performing analytics on top of integrated and expanded cubes. In this workshop, we will present the OpenCube Toolkit, a set of open source tools that cover the whole linked data cubes lifecycle in an integrated manner. The participants will be guided to a hands-on tour on using and evaluating some of the tools with real datasets e.g. from Eurostat or Digital Agenda.
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1. Introduction

During the last years, an increasing number of public agencies and organisations have started to open up their data following the so-called Open Government Data movement [1]. A major part of this data concerns statistics such as financial and social indicators. Statistical data is often structured as data cubes where a measured fact is described based on a number of dimensions.

Linked Data has been introduced as a promising paradigm for opening up data as it facilitates the integration of datasets across the Web. In the case of cubes, Linked Data has the potential to realise the vision of performing data analytics on top of integrated but previously isolated cubes across the Web [2]. A fundamental step towards this vision is the RDF data cube (QB) vocabulary, which enables modelling cubes as RDF graphs [3].

2. Dealing with Linked Open Statistical Data

In the case of linked data cubes we consider that relevant raw data go through a process that creates, expands, and exploits linked data cubes. Stakeholders interested in this process include: (a) data publishers (e.g. public agencies, international organisations, research institutes, etc.) that create linked data from raw statistical datasets in an easy way, and (b) data consumers (e.g. policy makers, researchers, citizens, businesses, etc.) that combine and exploit statistics e.g. in decision-making.
The create phase deals with transforming raw data into linked data cubes and stakeholders are able to:
- Create RDF data adhering to the Data Cube vocabulary
- Manage and re-use controlled vocabularies (concept schemes, code lists etc.)
- Publish cubes through different interfaces i.e. Linked Data, SPARQL endpoint etc.

The expand phase deals with expanding linked data cubes by joining them with other cubes on the Web and stakeholders are able to:
- Discover compatible to join linked data cubes from (a) existing collections of cubes, and (b) an initial cube by computing aggregations across dimensions.
- Establish typed links between compatible to join cubes.
- Create expanded cubes by increasing the size of one of the sets that define a cube i.e. measures, objects of a dimension’s level, levels of a dimension, or dimensions.

The exploit phase deals with exploiting linked data cubes in data analytics and visualisations and stakeholders are able to:
- Perform OLAP operations on linked data cubes.
- Perform statistical analyses on linked data cubes e.g. compute descriptive statistics, calculate statistics such as correlation coefficient, and create learning models.
- Communicate results through visualisations.

3. Workshop Outline

The aim of the workshop is to present the OpenCube Toolkit [4] comprising software tools that support the three phases of the linked data cube lifecycle. After that, the participants will be guided to a hands-on tour on using and evaluating some of the OpenCube tools with real datasets e.g. from Eurostat or Digital Agenda. These include tools for visualising statistical data and for identifying and merging data residing in different Web locations.
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