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Abstract

The dynamic behaviour of long-span bridges is governed by stochastic loads from typically ambient excitation sources. In real life, these loads cannot be measured directly at full scale. However, inverse methods can be utilised to identify these unknown forces using response measurements together with a numerical model of the relevant structure. This paper presents a case study of full-scale identification of the wave forces on the Bergsøysund bridge, a long-span pontoon bridge that has been monitored since 2013. First, a numerical model of the structure is formed, resulting in a reduced-order state-space model that takes into account the frequency-dependent hydrodynamic mass and damping from the fluid, based on fitting of rational transfer functions. Using acceleration data of the structure measured during several events of moderate and strong seas, the wave forces are identified using stochastic-deterministic methods for combined state and input estimation. In addition, a separate frequency-domain assessment of the wave forces is performed, in which the spectral density of the first-order wave forces is constructed from an estimated directional wave field model driven by wave elevation data. When compared in the frequency domain, the force estimates from the two approaches are of comparable magnitude. However, uncertainties in the assumptions and models behind the force estimates from the two approaches still play a significant role.
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1. Introduction

For long-span bridges, a good understanding of the dynamic behaviour is essential to ensure the life-time integrity of these structures. Numerical simulations of the dynamics of long-span bridges have come far, as increased computational power has allowed complex models to be handled in combination with many loading scenarios. However, the numerically obtained response has inherent uncertainties from the structural model and the adopted load model. Models of the ambient loads are dictated by design codes, often supplemented by hindcast data or on-site field measurements for the specific structure prior to construction. The numerical simulations can also be combined with scale model experiments conducted in ocean basin laboratories for marine structures or in wind tunnels for long-span cable-supported bridges. Even though the experiments may allow a good physical representation of the problem, the scaling laws used to design these experiments can introduce additional uncertainties.
Compared to small-scale experiments, the full-scale monitoring of structures offers the advantage of observing the behaviour under real operational conditions. The input forces on civil engineering structures are, however, impractical to measure directly at full scale. For vibrating structures, the response is far easier to measure, typically by means of accelerometers or strain gauges. This leads to the proposal of force identification techniques, where the idea is to estimate the input forces using the output response data.

Active development and experimental testing of new methods for input estimation have occurred in recent years. Wind load identification by Kalman-filter-based inverse methods has been utilised in wind tunnel tests of chimneys [1] and buildings [2], as well as in field measurements on super-tall buildings [3, 4]. Among the techniques that have gained popularity are the class of Kalman-type methods for combined state and input estimation, for example an augmented Kalman filter [5], a dual Kalman filter [6], and joint input-state estimation algorithms with instantaneous inversion [7, 8] or time-delayed inversion [9]. In experimental and full-scale applications, these methods have also been tested in studies of ice forces on Arctic structures [10, 11].

This article presents an application of a new smoothing algorithm for input estimation [9], where we aim to identify the full-scale wave forces on a long-span floating bridge. The Bergsøysund bridge is a pontoon-type bridge located on the northwest coast of Norway and has been monitored since 2013. These types of floating bridges are currently under consideration in the E39 Coastal Highway Route project for crossing fjords that are several kilometres wide, as conventional bridges are not a viable option. The new designs require a detailed analysis of the response to ambient loads. Numerical studies of the wave-induced response for super-long floating bridge concepts have been performed for homogeneous [12, 13] and inhomogeneous [14] wave conditions. However, the true load conditions may not conform to the numerical load models. In this contribution, we wish to test the practical applicability of the inverse methods for input estimation to a real-life structure. It is well known that the identification of forces at full scale poses a challenge, i.e., facing uncontrollable factors such as noise, model errors and uncertainties.

In floating bridges, the effect of the surrounding fluid plays an important role in the global dynamic behaviour. For linear systems with fluid-structure interaction (FSI) and stationary stochastic loading conditions, frequency-domain studies are common since the fluid effects often are well defined by frequency-dependent transfer functions. In the time domain, these functions appear as convolution terms, which can be difficult to handle efficiently. This article therefore also presents a framework for the linear time-domain modelling of floating bridges. Herein, the convolution terms are replaced with an equivalent state-space model, which is crafted by curve fitting rational transfer functions to the added mass and damping from the fluid. A similar approach has been widely used in marine control applications for vessels and floating structures; see, e.g., [15–17]. Alternatively, one can use time-domain identification methods of state-space models based on impulse responses instead of frequency responses [18, 19].

This paper consists of two main parts. The first covers the equations for the modelling of floating bridges in a finite element (FE) format and, in particular, the establishment of a time-invariant system model. In the second part, the established system model is utilised, together with measurement data from the Bergsøysund bridge, in a force identification study where we assess the wave forces on the pontoons.
2. Time-domain models of the dynamic behaviour of floating structures

This section covers the time-domain modelling of elastic floating structures that are supported at discrete points, e.g., by pontoons. The motion of these structures is governed not only by the structural properties but also by the FSI with the surrounding water at the pontoons.

Let \( u \in \mathbb{R}^{n_{DOF}} \) be the vector containing the \( n_{DOF} \) degrees of freedom (DOFs) of the system. When only wave forces are considered, the frequency-domain representation of the equations of motion is given as follows:

\[
-\omega^2(M_s + M_h(\omega))u(\omega) + i\omega(C_s + C_h(\omega))u(\omega) + (K_s + K_h)u(\omega) = L_p p_w(\omega)
\]

Here, \( p_w \in \mathbb{R}^{n_p} \) are the wave forces assigned to the wetted DOFs by the binary selection matrix \( L_p \in \mathbb{R}^{n_{DOF} \times n_p} \). \( M_s, C_s \) and \( K_s \) represent the mass, damping and stiffness of the structure, respectively. \( M_h(\omega) \) and \( C_h(\omega) \) are the hydrodynamic frequency-dependent added mass and potential damping, respectively, and \( K_h \) is the hydrostatic restoring stiffness.

The (complex) eigenmodes of the system can be found by solving the eigenvalue problem obtained when equating Eq. 1 to zero. This is often the desired approach in frequency-domain studies of floating structures and gives insight into the natural frequencies and damping of the coupled fluid-structure system [20]. In this case, however, a time-domain model of the system is sought. An equivalent time-domain formulation of Eq. 1 is found by applying the inverse Fourier transform, yielding the formulation known as the Cummins equation:

\[
(M_s + M_h,\infty)\ddot{u}(t) + C_s \dot{u}(t) + (K_s + K_h)u(t) + p_{mi}(t) = L_p p_w(t)
\]

Here, \( M_h,\infty \) is defined as \( \lim_{\omega \to \infty} M_h(\omega) \), which in practice converges for frequencies far less than infinity. Due to the frequency dependency of the hydrodynamic mass and damping, the so-called radiation or motion-induced forces \( p_{mi}(t) \) appear as a convolution integral:

\[
p_{mi}(t) = \int_0^t h(t-\tau)u(\tau) \, d\tau
\]

The convolution memory kernel \( h(t) \) is the inverse Fourier transform of the following transfer function:

\[
h(\omega) = i\omega C_h(\omega) - \omega^2(M_h(\omega) - M_h,\infty)
\]

It is also possible to consider these motion-induced forces as an external stimulus as felt by the structure [21]. In the presented study it is however desired to only have one source of (unknown) external loading on the pontoons, i.e. the wave excitation forces.

We seek a linear time-invariant [..] system model of Eq. [..]. This implies the direct convolution must be avoided, and is carried out in an approximation step as described in the following. We assume that the transfer function

\footnote{removed: approximation of the system in [..]}

\footnote{removed: so that the convolution can be avoided}
\( \mathbf{h}(\omega) \in \mathbb{C}^{n_{\text{DOF}} \times n_{\text{DOF}}} \) can be substituted by the following parametric expression, known as Rogers’ approximation \([22]\), commonly used in, for example, wind engineering \([23, 24]\):

\[
\hat{\mathbf{h}}(\omega) = \sum_{l=1}^{N_l} a_l \frac{i\omega}{i\omega + d_l}
\]

(5)

where the hat symbol indicates an approximated quantity. The order \(N_l\) determines the number of terms in the approximation. It can be shown that the expression in Eq. 5 is a partial fraction decomposition of a rational transfer function, and it is a so-called common denominator model since the poles of the transfer function \((-d_l \in \mathbb{R})\) are shared among all the wetted DOFs.

Similar approaches have been used to model marine structures, where it is more common to use the polynomial form of rational transfer functions directly \([16]\).

Eq. 5 has the following real and imaginary parts:

\[
\text{Re}(\hat{\mathbf{h}}(\omega)) = \sum_{l=1}^{N_l} a_l \frac{-\omega^2}{d_l^2 + \omega^2}
\]

(6)

\[
\text{Im}(\hat{\mathbf{h}}(\omega)) = \sum_{l=1}^{N_l} a_l \frac{d_l \omega}{d_l^2 + \omega^2}
\]

(7)

From Eq. 4 it is seen that the mass and damping can be reconstructed in the parametric model by the following expressions:

\[
\hat{\mathbf{M}}_h(\omega) = \frac{\text{Re}(\hat{\mathbf{h}}(\omega))}{-\omega^2} + \mathbf{M}_{h,\infty} = \sum_{l=1}^{N_l} a_l \frac{-1}{d_l^2 + \omega^2} + \mathbf{M}_{h,\infty}
\]

(8)

\[
\hat{\mathbf{C}}_h(\omega) = \frac{\text{Im}(\hat{\mathbf{h}}(\omega))}{\omega} = \sum_{l=1}^{N_l} a_l \frac{d_l}{d_l^2 + \omega^2}
\]

(9)

In the cases where the hydrodynamic matrices are given at discrete frequencies \((\omega_r > 0)\), the coefficients of \(a_l \in \mathbb{R}^{n_{\text{DOF}} \times n_{\text{DOF}}} \) and \(d_l > 0 \ (l = 1 \ldots N)\) can be found by minimizing the objective function:

\[
\sum_{r \in \omega} \sum_{i,j} W(\omega_r) [\hat{\mathbf{M}}_{h,i,j}(\omega_r) - \mathbf{M}_{h,i,j}(\omega_r)]^2 + [\hat{\mathbf{C}}_{h,i,j}(\omega_r) - \mathbf{C}_{h,i,j}(\omega_r)]^2
\]

(10)

where the indices \(ij\) select the non-zero matrix elements (i.e.\([\ldots]\) the wetted DOFs). This fit is a non-linear least squares problem, where the objective is to reconstruct the hydrodynamic mass and damping in the parametric model. \(W(\omega_r)\) is an optional penalty weight assignment, which can be used to emphasise a frequency range of interest.

Next, a truncation is performed. First, the following eigenvalue problem is solved:

\[
[K_s + \mathbf{K}_h - \omega_j^2 (\mathbf{M}_s + \mathbf{M}_{h,\infty})] \phi_j = 0 \quad (j = 1 \ldots n_m)
\]

(11)
We introduce the truncation \( u(t) \approx \Phi z(t) \), where \( \Phi \in \mathbb{R}^{n_{DOF} \times n_m} \) contains \( n_m \) mass-normalised eigenvectors and \( z(t) \in \mathbb{R}^{n_m} \) is the generalised coordinate vector. Next, the following truncation relations are used:

\[
\begin{align*}
\Phi^T (M_s + M_{h,\infty}) \Phi &= I \quad (12) \\
\Phi^T (K_s + K_h) \Phi &= \Omega^2 \\
\Phi^T C_s \Phi &= 2\Omega \Xi \quad (14)
\end{align*}
\]

where \( \Omega = \text{diag}(\omega_j) \in \mathbb{R}^{n_m \times n_m} \) and \( \Xi = \text{diag}(\xi_j) \in \mathbb{R}^{n_m \times n_m} \). Note that Eq. 14 is purely an assumption on the proportionality of the damping matrix \( C_s \). Full damping matrices are rarely known explicitly, but the modal damping ratios \( (\xi_j) \) of the structure are often approximately known. Furthermore, even though \( \Phi \) does not represent the true vibration modes of the combined structure-fluid system, Eq. 14 is used as a simplified way to introduce the structure-borne damping into the model.

We remark that a classic modal truncation of the system in Eq. 1 is not possible in this case due to the frequency dependency of the system matrices. The truncation we apply still exploits the property that the shapes in \( \Phi \) from the sub-system in Eq. 11 will be similar to the system eigenmodes of Eq. 1. The column vectors of \( \Phi \) therefore serve as a set of shapes that is efficient in the model order reduction of the time-invariant model. However, since \( \Phi \) does not contain the system eigenmodes in the true meaning of the term, we refer to the truncation as a generalised one rather than a classic modal reduction. The truncation results in a generalised equation of motion when Eq. 2 is premultiplied by \( \Phi^T \):

\[
\ddot{z}(t) + 2\Omega \Xi \dot{z}(t) + \Omega^2 z(t) + \Phi^T p_{mi}(t) = \Phi^T L p_w(t) \quad (15)
\]

The parametric modelling of the (generalised) motion-induced forces in the frequency domain now becomes:

\[
\Phi^T p_{mi}(\omega) = \Phi^T h(\omega) u(\omega) \approx \Phi^T h(\omega) \Phi z(\omega) = \sum_{l=1}^{N_l} \Phi^T a_l \Phi \frac{i\omega}{i\omega + d_l} z(\omega) = \sum_{l=1}^{N_l} \Phi^T a_l \Phi \mu_l(\omega) \quad (16)
\]

where, in the last step, the following frequency-domain definition of the vector \( \mu_l(\omega) \in \mathbb{C}^{n_m} \) is introduced:

\[
\mu_l(\omega) = \frac{i\omega}{i\omega + d_l} z(\omega) \quad (17)
\]

Using the inverse Fourier transform, this equation translates to a first-order differential equation in the time domain:

\[
\dot{\mu}_l(t) = -d_l \mu_l(t) + \dot{z}(t) \quad (18)
\]

Alternatively, this can be formulated for all the poles \( (l = 1 \ldots N_l) \):

---

5 removed: From the truncation
6 removed: relations hold
7 removed: assumes that the damping is proportional, i.e., \( \Phi \) diagonalises \( C_s \) such that only the damping from the structure is given by the modal damping ratios, denoted as
8 removed: in which
form of Eq. 16 may also be written in matrix form:

\[
\begin{bmatrix}
\dot{\mu}_1(t) \\
\vdots \\
\dot{\mu}_N(t)
\end{bmatrix} = 
\begin{bmatrix}
-d_1 I \\
\vdots \\
-d_N I
\end{bmatrix}
\begin{bmatrix}
\mu_1(t) \\
\vdots \\
\mu_N(t)
\end{bmatrix} +
\begin{bmatrix}
1 \\
\vdots \\
1
\end{bmatrix} \tilde{z}(t)
\tag{19}
\]

or written in compact matrix form:

\[
\dot{\mathbf{q}}(t) = \hat{\mathbf{A}} \mathbf{q}(t) + \hat{\mathbf{B}} \tilde{\mathbf{z}}(t)
\tag{20}
\]

where we define the state \( \mathbf{q}(t) = [\mu_1(t)^T \ldots \mu_N(t)^T]^T \in \mathbb{R}^{Nn_m} \). The state elements in \( \mathbf{q}(t) \) do not have a particular physical meaning; they can be seen as variables assisting in modelling the motion-induced forces. The summation in the time-domain form of Eq. 16 may also be written in matrix form:

\[
\Phi^T \mathbf{p}_{m}(t) = \begin{bmatrix} \Phi^T \mathbf{a}_1 \Phi & \ldots & \Phi^T \mathbf{a}_N \Phi \end{bmatrix} \begin{bmatrix} \mu_1(t) \\
\vdots \\
\mu_N(t) \end{bmatrix} = \hat{\mathbf{C}} \mathbf{q}(t)
\tag{21}
\]

The obtained matrices \( \hat{\mathbf{A}} \in \mathbb{R}^{Nn_m \times Nn_m}, \hat{\mathbf{B}} \in \mathbb{R}^{Nn_m \times n_m}, \) and \( \hat{\mathbf{C}} \in \mathbb{R}^{n_m \times Nn_m} \) are time-invariant, which is desired to replace the convolution in Eq. 3. The coupled system dynamics can finally be described by combining Eq. 15, 20 and 21 in state-space form:

\[
\begin{bmatrix}
\dot{\mathbf{z}}(t) \\
\dot{\mathbf{q}}(t)
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & \mathbf{I} \\
-\mathbf{\Omega}^2 & -2\mathbf{\Omega} \mathbf{\Xi} & -\hat{\mathbf{C}}
\end{bmatrix}
\begin{bmatrix}
\mathbf{z}(t) \\
\mathbf{q}(t)
\end{bmatrix} + 
\begin{bmatrix}
0 \\
\mathbf{I} \Phi^T \mathbf{L}_p \mathbf{p}_w(t)
\end{bmatrix}
\tag{22}
\]

This can also be written in compact matrix form:

\[
\dot{\mathbf{x}}(t) = \mathbf{A}_c \mathbf{x}(t) + \mathbf{B}_c \mathbf{p}(t)
\tag{23}
\]

For reasons which will be explained later, we have defined \( \mathbf{p}(t) = \Phi^T \mathbf{L}_p \mathbf{p}_w(t) \) such that generalised forces \( \mathbf{p}(t) \in \mathbb{R}^{n_w} \) are used instead of the wave forces directly. The state vector is now \( \mathbf{x}(t) = [\mathbf{z}(t)^T \mathbf{q}(t)^T]^T \in \mathbb{R}^{n_w} \) with continuous system matrices \( \mathbf{A}_c \in \mathbb{R}^{n_w \times n_w} \) and \( \mathbf{B}_c \in \mathbb{R}^{n_w \times n_m} \), where the state order is \( n_w = (2 + N_l)n_m \). For some applications of the state-space model, it is convenient to limit the state order to reduce the computational burden. Thus, the order \( N_l \) must be chosen while keeping in mind both the approximation accuracy and the resulting size of the system model.

Next, measurements of the accelerations and displacements are considered. Using the binary matrices \( \mathbf{S}_a \) and \( \mathbf{S}_d \in \mathbb{R}^{by \times n_{DOF}} \) to select the measured DOFs, the output vector \( \mathbf{y}(t) \in \mathbb{R}^b \) becomes:

\[
\mathbf{y}(t) = \mathbf{S}_a \tilde{\mathbf{u}}(t) + \mathbf{S}_d \mathbf{u}(t) = \mathbf{S}_a \Phi \tilde{\mathbf{z}}(t) + \mathbf{S}_d \Phi \mathbf{z}(t)
\tag{24}
\]

\[
= \begin{bmatrix} \mathbf{S}_a \Phi - \mathbf{S}_a \Phi \mathbf{\Omega}^2 \quad -\mathbf{S}_a \Phi 2\mathbf{\Omega} \mathbf{\Xi} \quad -\mathbf{S}_a \Phi \hat{\mathbf{C}} \end{bmatrix} \begin{bmatrix} \mathbf{z}(t) \\
\dot{\mathbf{z}}(t)
\end{bmatrix} + 
\begin{bmatrix} \mathbf{S}_a \Phi \end{bmatrix} \Phi^T \mathbf{L}_p \mathbf{p}_w(t)
\]

\[
= \mathbf{G}_c \mathbf{x}(t) + \mathbf{J}_c \mathbf{p}(t)
\]
where $G_c \in \mathbb{R}^{n_y \times n_s}$ and $J_c \in \mathbb{R}^{n_y \times n_m}$. 

By imposing a zero-order-hold assumption on the input, we now discretise the state-space formulation by a time step $\Delta t$ such that $t_k = k \Delta t$ ($k = 0, 1, \ldots, N_t - 1$):

$$x_{k+1} = Ax_k + Bp_k$$  \hspace{1cm} (25) \\
y_k = Gx_k + Jp_k$$  \hspace{1cm} (26)

where $x_k = x(t_k)$, $p_k = p(t_k)$ and $y_k = y(t_k)$. The discrete time system matrices are given as follows:

$$A = \exp(A_c \Delta t), \quad B = (A - I)A_c^{-1}B_c, \quad G = G_c, \quad J = J_c$$  \hspace{1cm} (27)

It can be noted that when the frequency-dependent mass and damping are neglected, the matrices $\hat{A}$, $\hat{B}$ and $\hat{C}$ vanish, and the resulting state-space model becomes an ordinary model of a linear system with $n_m$ modes. For floating bridges, however, the mass and damping from the fluid plays a large role in the dynamics of the structure and cannot be neglected.

The established state-space system is the model basis used in the identification of the input forces via inverse methods, which is further elaborated in Section 4.1.

3. The Bergsøysund Bridge

3.1. Description of the bridge and instrumentation

The Bergsøysund Bridge, shown in Fig. 2, is located on the west coast of Norway. The bridge consists of a steel truss superstructure supported by seven concrete pontoons. The structure is anchored only at the end supports and has a floating span of 840 m.

The monitoring system at the site, which is described in detail in [25], can be summarised as follows: two triaxial accelerometers are installed at each of the seven pontoons, five sonic anemometers are mounted on lampposts and six wave radars are mounted on the steel superstructure. Note that the wave radars have been moved from their original locations given in [25] and are now clustered together, as shown in Fig. 1. The current configuration of these sensors makes it feasible to identify the directional wave spectrum, which is discussed further in Section 4.2.

3.2. System model

The modelling part of the structure utilises two different software programs. The first is the wave-structure interaction software HydroD WADAM, which is based on first-order potential theory. Panel models of the pontoons are created in this program (Fig. 3), where a single pontoon is assumed to behave as a rigid object, meaning its local mass, damping and stiffness properties can be described by $6 \times 6$ matrices, representing its six local DOFs. From HydroD, the matrices $K_h$, $C_h(\omega)$ and $M_h(\omega)$ are obtained for frequencies up to 15 rad/s or 2.4 Hz. The second software used is the FE program ABAQUS, in which the steel superstructure is modelled; see Fig. 3. In the FE model, the pontoons are replaced with dummy rigid body objects, which are assigned nodal stiffness $K_b$ and mass $M_{b,\infty}$, meaning that the natural frequencies and generalised modes obtained from the ABAQUS model equal those given in Eq. [1].

\footnote{removed: We}
A non-linear least squares solver is used to fit the coefficients $a_i$ and $d_i$ by minimizing Eq. 10. The residual penalty weights $W(\omega)$ are chosen as the first singular value of a power spectral density (PSD) matrix of measured acceleration data from the bridge. This penalty emphasizes a low frequency range ($0–6$ rad/s), but is found to not have a large significance here. As shown in Fig. 4, the hydrodynamic curves are quite smooth, which tends to give a good fit along the whole frequency axis. The hydrodynamic mass of a single pontoon has the following local structure:

$$
\begin{bmatrix}
M_{h,11}(\omega) & 0 & 0 & 0 & M_{h,15}(\omega) & 0 \\
0 & M_{h,22}(\omega) & 0 & M_{h,24}(\omega) & 0 & 0 \\
0 & 0 & M_{h,33}(\omega) & 0 & 0 & 0 \\
0 & M_{h,24}(\omega) & 0 & M_{h,44}(\omega) & 0 & 0 \\
M_{h,15}(\omega) & 0 & 0 & 0 & M_{h,55}(\omega) & 0 \\
0 & 0 & 0 & 0 & 0 & M_{h,66}(\omega)
\end{bmatrix}
$$

(28)

where indices 1-6 represent sway, surge, heave, roll, pitch and yaw, respectively (cf. Fig. 3). Here, only 8 elements are unique and non-zero due to the symmetry planes in the pontoon layout and the matrix symmetry. The local hydrodynamic damping matrix is structured similarly. In the parametric modelling of these matrices (Eq. 8 and 9), it is found that the ap-
proximation order \( N_l = 8 \) yields a good trade-off in terms of accuracy vs. system size when the coefficients \( a_i \) and \( d_i \) are fitted by minimising Eq. 10. In Fig. 4, the hydrodynamic mass and damping for the middle pontoon are shown, as well as both the non-parametric data from HydroD and the reconstructed mass and damping from the parametric fit. Small discrepancies are visible; \( M_{55} \) has the largest relative deviation. While not shown here, a similar goodness of fit is obtained for the other pontoons.

As the structure is primarily excited by waves, generalised modes from Eq. 11 with natural frequencies up to 5 rad/s (0.8 Hz) are included in the model \((n_m = 18)\). These modes are shown in Fig. 5. Due to the curved shape of the bridge, many of the generalised modes are a combination of bending and torsion. A structural damping ratio of \( \xi_j = 0.5\% \) is assumed for all modes. As already mentioned, these damping ratios represent the approximate level of damping from the structure only. Operational modal analysis indicate that damping ratios of 0.3 – 1\% is reasonable for this bridge [26], when only the structural damping is considered. Thus, 0.5\% is deemed a qualified guess that is reasonable for a welded steel structure. Furthermore, changing the assigned damping does not significantly alter the results.

The resulting state order for the employed state-space model becomes \( n_s = 180 \).
4. Methods for identification of wave forces

4.1. Estimation by inverse identification algorithms

The techniques used in this study for the inverse identification of forces can be classified as stochastic-deterministic methods. This implies the addition of zero-mean white noise vectors to Eq. 25 and 26:

\[ x_{k+1} = Ax_k + Bp_k + w_k \quad (29) \]
\[ y_k = Gx_k + Jp_k + v_k \quad (30) \]

The following covariance relations are used to describe the process noise \( w_k \in \mathbb{R}^n \) and measurement noise \( v_k \in \mathbb{R}^m \):

\[ \mathbb{E}[w_k w_k^T] = Q \delta_{kl}, \quad \mathbb{E}[v_k v_k^T] = R \delta_{kl}, \quad \mathbb{E}[w_k v_k^T] = S \delta_{kl} \quad (31) \]

In this study, we apply a newly developed Kalman-type smoothing algorithm for state and input estimation [9]. This is an extension of the filter in [8], except that a time delay of \( L \) time steps is introduced in the estimation. The time-delayed smoother has some advantages compared to a non-delay filter: it can reduce the error uncertainty of the state and input estimates due to the extra information provided by the measurement data in the \( L \) time lags, particularly for cases [..] with non-collocated forces. In this context, collocation refers to a configuration where the locations of the vibration sensors coincide with the forces[..], which leads to a strong influence on the output data from the input forces. The time delay smoothing comes at the cost of increased computational time. From this algorithm, state estimates \( \hat{x}_k \) and input estimates \( \hat{p}_k \) are available. These estimates can either be utilised directly or be used to extrapolate the response to unmeasured locations.

Since the focus of this paper is input estimation, it is essential to have an initial overview of the types of forces present. The bridge under consideration has three sources of excitation. The first and most important are the wave actions on the pontoons. Second, there are wind actions on the superstructure. Finally, traffic can cause some vibrations, although the traffic density on the Bergeøysund bridge is usually low.

In previous numerical simulations of force identification, it was shown that three of the six wave force components on each pontoon can be neglected in input estimation [27], as they contribute little to the output. However, this assumes a head sea,

\[^{11}\text{removed: where the measurements are not collocated}\]
\[^{12}\text{removed: . This}\]
i.e., waves mainly approaching perpendicular to the bridge, which is not always the case in reality. In the context of identifying wave forces, the wind can be seen as an additional stochastic excitation. Previous studies of the bridge show that it is possible to neglect the wind forces and still obtain an adequate stochastic estimation of the full-field response using inverse methods [21]. When input estimation is the main goal, however, the resulting input estimates are more sensitive to any unmodelled forces, thus contradicting the system description and therefore manifesting as errors. Even though the system description in Eq. [29][30] includes noise terms, it is not always possible to filter out errors from additional excitation sources, either because they are too large, non-white, or in unknown locations.

All in all, we conclude that in the current case study, there are too many wave forces and additional unknown sources of excitation present. For this reason, we are compelled to identify the total generalised forces on the structure rather than the individual wave force components. The generalised forces \( p_k \) in Eq. [29][30] encompass, by definition, any type of excitation on the structure; thus, the wind and traffic loads are not required to be filtered out by the algorithms. It is expected that these generalised forces will still be dominated by the wave force content for most medium- or high-level sea states.

For input estimation to be possible, the set of theoretical identifiability conditions given in [28] must be fulfilled. It is verified that the employed state-space model fulfils the requirements for invertibility and observability. For the structure under consideration, this means that the inputs can be estimated instantaneously \((L = 0)\) or with a time delay \((L > 0)\) and that all the states can be observed, i.e., both the generalised coordinates \( z(t) \) and the auxiliary variables \( q(t) \).

4.2. Frequency-domain assessment of wave force spectral densities using wave radar data

In the previous section, the unknown forces considered had no parametric model behind them. In this section, we look at the wave forces from a parametric model of the sea state. It is necessary to assume that the sea surface elevation \( \eta(x, y, t) \) is a zero-mean stationary stochastic process that is spatially homogeneous. This process can be characterised by the directional wave spectral density \( S_{\eta\eta}(\omega, \theta) \), where \( \theta \) represents the wave direction. The unidirectional wave spectrum \( S_{\eta\eta}(\omega) \) can be obtained by integration over the directions:

\[
S_{\eta\eta}(\omega) = \int_0^{2\pi} S_{\eta\eta}(\omega, \theta) \, d\theta
\]

The significant wave height (SWH) is defined as four times the standard deviation of \( \eta(t) \):

\[
\text{SWH} = 4\left( \int_{-\infty}^{\infty} S_{\eta\eta}(\omega) \, d\omega \right)^{1/2}
\]
The marginal spectrum for only the directions is found by integration over the frequencies:

$$S_{\eta\eta}(\theta) = \int_{-\infty}^{\infty} S_{\eta\eta}(\omega, \theta) \, d\omega$$  \hspace{1cm} (34)

The approach now considered makes use of the available wave radar data and the transfer functions for wave excitation from the HydroD pontoon model to reconstruct the wave forces in the frequency domain. $S_{\eta\eta}(\omega, \theta)$ can be estimated using data from a distributed array of wave radars. Numerical simulations have shown that it is feasible to reconstruct the wave field at the Bergsøysund bridge with the current positions of the wave radars [29]. In this study, $S_{\eta\eta}(\omega, \theta)$ is estimated by the extended maximum entropy principle (EMEP), implemented in the DIWASP Toolbox for MATLAB [30]. The directional spectrum can, in this method, be interpreted as a probabilistic distribution of the wave energy over the directions; for details, see [31].

The installed wave radars measure the distance from the sensor to the water surface. For this reason, these measurements refer to a dynamic frame of reference since the structure, and therefore also the sensor, is moving. According to Fig. 6, the true sea surface elevation $\eta(t)$ is therefore obtained by adjusting the individual measurement $\eta_{\text{meas}}(t)$ as follows:

$$\eta(t) = \eta_{\text{meas}} - (\eta_{\text{meas}}(t) - u_z(t))$$  \hspace{1cm} (35)

where $\eta_{\text{meas}}$ denotes the mean measured value and $u_z(t)$ is the vertical structural displacement at the location of the radar. The latter quantity is not measured directly but can be estimated from an output equation similar to Eq. 24, letting $S_a = 0$ and selecting the vertical displacement at the individual wave radar by the matrix $S'_d \in \mathbb{R}^{1 \times \text{DOF}}$:

$$\hat{u}_z(t_k) = S'_d \hat{u}(t_k) = \left[ S'_d \Phi \ 0 \ 0 \right] \hat{x}_k$$  \hspace{1cm} (36)

Eq. 36 assumes that a state estimate $\hat{x}_k$ is available, for example, from the algorithms discussed in Section 4.1. For the Bergsøysund bridge, the magnitude of $u_z(t)$ typically amounts to 1-5% of $\eta(t)$. Since this fraction is small, it is, for the sake of simplicity, chosen to neglect $u_z(t)$ to avoid the wave elevation measurements depending on the state estimation.

Provided that $S_{\eta\eta}(\omega, \theta)$ is known, the cross-spectral density of the two first-order wave forces $p_{w,i}^{(m)}$ and $p_{w,j}^{(n)}$ can be calculated by the following integral [32]:

Figure 7: Local and global coordinate axes for a pontoon. The angle $\alpha$ varies from $0^\circ$ for the middle pontoon to $\pm 14^\circ$ for the outermost two.
\[
S_{p(m)}^{(m)}(\omega) = \int_0^{2\pi} S_{pp}(\omega, \theta) \, Q_{j}^{(m)}(\omega, \theta - \alpha_m) \, (Q_{j}^{(m)}(\omega, \theta - \alpha_m))^* \, \exp( - i \kappa(\omega)(Ax \cos(\theta) + Ay \sin(\theta))) \, d\theta
\]

(37)

where the asterisk denotes the complex conjugate and \( m, n \in \{1 \ldots 7\} \) is an index numbering of the pontoons. The sub-indices \( i, j \in \{1 \ldots 6\} \) denote the DOFs of a pontoon, where 1-3 are displacements (or translation forces) and 4-6 are rotations (or moments); see Fig. 3 \( \Delta x = x_m - x_n \) and \( \Delta y = y_m - y_n \) are the spatial separations between pontoon \( m \) and \( n \) such that \( \Delta x = \Delta y = 0 \) when \( m = n \). The wave number \( \kappa(\omega) \) is given by the dispersion relation, which simplifies to \( \kappa(\omega) = \omega^2/g \) for deep water waves (\( g = 9.81 \, \text{m/s}^2 \)). \( Q_{j}^{(m)}(\omega, \theta) \) is the directional transfer function relating wave elevation to wave force for pontoon \( m \); it depends on the incoming wave direction \( \theta \). This transfer function is also obtained from the HydroD WADAM pontoon models but in the local \( xy \)-coordinate system, as an individual pontoon has a local rotation \( \alpha \) with respect to the global coordinate system; see Fig. 7.

A transformation into global \( xy \)-coordinates is therefore necessary:

\[
\begin{bmatrix}
Q_1^{(m)} \\
Q_2^{(m)} \\
Q_3^{(m)} \\
Q_4^{(m)} \\
Q_5^{(m)} \\
Q_6^{(m)}
\end{bmatrix} =
\begin{bmatrix}
\cos(\alpha_m) & -\sin(\alpha_m) & 0 & 0 & 0 & 0 \\
\sin(\alpha_m) & \cos(\alpha_m) & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & \cos(\alpha_m) & -\sin(\alpha_m) & 0 \\
0 & 0 & 0 & \sin(\alpha_m) & \cos(\alpha_m) & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
Q_{1,loc}^{(m)} \\
Q_{2,loc}^{(m)} \\
Q_{3,loc}^{(m)} \\
Q_{4,loc}^{(m)} \\
Q_{5,loc}^{(m)} \\
Q_{6,loc}^{(m)}
\end{bmatrix}
\]

(38)

The rotation also causes a directional shift in the integrand in Eq. 37. The six directional transfer functions for the middle pontoon are shown in Fig. 8. The pontoons have small variations in their geometry, but their transfer functions are quite similar to the ones shown.

The PSD matrix \( S_{p_p}^{(m)}(\omega) \in \mathbb{C}^{n_p \times n_p} \) containing all the wave forces \( n_p = 42 \) is populated with the elements \( S_{p_{w_j}p_{w_j}}^{(m)}(\omega) \) from Eq. 37. For most sea states encountered at the site, the wave forces on two different pontoons are almost uncorrelated due to the large pontoon interdistance; hence, \( S_{p_{w_j}p_{w_j}}^{(m)}(\omega) \approx 0 \) when \( m \neq n \). Since generalised forces are identified using the inverse

\[1^{[3]} \text{removed: power spectral density (PSD)}]
methods from Section 4.1, $S_{pp}(\omega)$ is transformed into the following generalised form $S_{pp}(\omega) \in \mathbb{C}^{n \times m}$ to obtain a common basis of comparison:

$$S_{pp}(\omega) = \Phi^T L_p S_{pp}(\omega)(\Phi^T L_p)^T$$ (39)

5. Results of wave force identification from measurement data

5.1. Initial assessment and pre-processing of data acquired

The data acquired from the monitoring system is stored in recordings that are 30 minutes long. The acceleration data and wave data are originally sampled at 200 Hz and 50 Hz, respectively, but are resampled to a common rate of 10 Hz for the analysis here. In this study, only recordings with an SWH greater than 0.4 m are considered, as the wave field inhomogeneity is highly reduced as the SWH increases [25]. Note that the homogeneity assumption is required only for the wave field reconstruction (Section 4.2) and not for the inverse methods (Section 4.1).

A recording from 2017-10-02 02:06 is used to illustrate the typical characteristics of the observed data. Fig. 9 shows sample acceleration time series from the south-side accelerometer on the middle pontoon. The response is largest around $[0.3 - 0.5 \text{ Hz}]$, which is the range in which the wave energy is concentrated. Fig. 10 shows the recorded wave elevation for three of the wave radars. The SWH is 0.47 m, and the wave elevation appears to be fairly stationary throughout the period. No significant peaks are visible in the wave PSDs (Fig. 10b, d and f); thus, the influence of the structural response on the wave elevation measurements seems negligible, as previously assumed. The wave data are further studied in Fig. 11. Here, a PSD estimate by Welch’s method is shown for the individual wave radar W1b-W6b in addition to the estimate from the EMEP.
estimation (Eq. [34]). It appears that the wave field is fairly homogeneous in the middle of the strait, where the wave radars are located.

The acceleration data is low-pass filtered with a cut-off frequency of 4.5 rad/s (0.7 Hz) before it is passed to the force identification algorithm. [15] In practice, static-sensitive [16] output data is necessary in these algorithms, [17] since a divergence is met for a continuous online application with acceleration output only. Here, no static-sensitive data are measured directly, displacement data are [18] generated by numerical integration of the acceleration output data. This is has the convenience of a steady-state convergence of the gain matrices, which reduces the total computational time.

The covariance matrices $Q = 10^{-2} \times I$ and $S = 0$ are used as tuning matrices for the system noise. $R$ is populated diagonally with $10^{-3}$ and $10^{-6}$, respectively, for the displacement and acceleration outputs to place more emphasis on the accelerations, as this is the quantity that is directly measured. It is known that in practice the white noise assumption is violated. Furthermore, the true "noise" in the system is not really known. Due to the lack of available information, the covariance matrices are assigned constant values on the diagonal, which is a common simplification [2, 4, 7]. The assigned magnitude is approximately a fraction of the variance of the output data and the (unknown) states. In this case, the first-order sensitivity of the results with respect to these covariance matrices is not very significant.

A delay of $L = 10$ time steps in the smoothing is used, leading to a 25-50% reduction in the force error variance compared to an instantaneous inversion ($L = 0$).
5.2. Identification of forces

Four recordings with durations of 30 minutes each are chosen for the estimation of the wave forces. Although more recordings are available, the identification methodology is still young and requires close scrutiny in the evaluation of the results; automated processing of a larger amount of data is deemed an objective for future work.

The ambient conditions for the four recordings are depicted in Fig. 13, 15, 17 and 19 in the form of a directional wave spectrum estimated from the wave data, as well as the measured wind direction. In all four recordings, the dominant direction of the waves coincides well with the wind direction, which here is reported as the spatial average of all five anemometers. The local coastal geography around the bridge is shown in Fig. 12. In recordings 1, 3 and 4, the waves approach from the fjords to the south, while in recording 2, the northeast fjord at $\theta = 50^\circ$ is the source. The main statistical characteristics of the waves and wind in the four recordings are summarised in Tab. 1. The observed peak periods vary from 2.22 to 3.39 s; higher SWHs tend to yield longer peak periods.

Using the wave data, the PSD matrix of the wave forces is constructed using Eq. 37 and 39, as shown in Fig. 14, 16, 18 and 20. The figures also show the forces identified by the smoothing algorithm driven by acceleration data, where the PSDs...
Table 1: Overview of the wave and wind conditions in the four recordings.

<table>
<thead>
<tr>
<th>Recording</th>
<th>Date and time</th>
<th>SWH [m]</th>
<th>Peak period [s]</th>
<th>Dominant wave direction [deg]</th>
<th>Mean wind velocity [deg]</th>
<th>Mean wind direction [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2017-10-02 02:06</td>
<td>0.47</td>
<td>2.67</td>
<td>250</td>
<td>13.1</td>
<td>252</td>
</tr>
<tr>
<td>2</td>
<td>2017-10-29 08:33</td>
<td>0.77</td>
<td>3.39</td>
<td>50</td>
<td>13.1</td>
<td>65</td>
</tr>
<tr>
<td>3</td>
<td>2018-01-15 22:57</td>
<td>0.43</td>
<td>3.03</td>
<td>300</td>
<td>12.7</td>
<td>285</td>
</tr>
<tr>
<td>4</td>
<td>2018-01-24 14:13</td>
<td>0.44</td>
<td>2.22</td>
<td>296</td>
<td>12.3</td>
<td>281</td>
</tr>
</tbody>
</table>

of the time series are calculated by Welch’s method. An important point to emphasise is that a direct comparison of the two force estimates can be problematic, as they stem from two separate approaches based on different assumptions. Caution should be taken in the result evaluation since it is not a given that either one represents a "correct" solution. Sources of uncertainties in the two approaches are further discussed in the next section. The results still indicate that the force estimates appear to be reasonable within the range $2 - 4 \text{ rad/s} (0.3 - 0.6 \text{ Hz})$, in which it is expected that the first-order wave forces are concentrated.

It is apparent that low-frequent content occurs within the range $0 - 1 \text{ rad/s} (0 - 0.15 \text{ Hz})$ in both force estimates, a characteristic which is not typical of wind-driven sea states. However, this can be the result of two different reasons for the two approaches. For the inverse methods, it is likely due to a combination of model errors and inaccuracies in the accelerometer data close to the zero frequency, causing the force estimates to inflate to unrealistic values. In the forces estimated from the wave data, the zero tail increase as $\omega \to 0$ primarily originates from the transfer function $Q(\omega, \theta)$, which has its maximum at the zero frequency (cf. Fig. 8). The generalised modes with significant vertical motion at the pontoons, for example, 2, 3, 4, 12 and 13, are therefore prone to this zero-tail content. This also depends on the value of $S_{\eta\eta}(\omega)$, which, for most of our experimental data, does not decay towards zero but has a plateau within the range $0 - 1 \text{ rad/s} (0 - 0.15 \text{ Hz})$ similar to the one in Fig. 11. It is not certain that this plateau represents the true physics of the wave elevation; it could be an artefact of measurement inaccuracies or low-frequency vertical movement of the structure due to wind (cf. Eq. 35). In comparison, parametric wave spectra such as JONSWAP decay as $1/\omega^5$ close to the zero frequency and thus do not include any low-frequency waves, as it is common to have separate spectra for wind sea and swell sea. Second-order-difference wave forces can, in reality, also occur at lower frequencies. These are, however, usually magnitudes smaller than the first-order forces.

Overall, recording 2 (Fig. 15 and 16) has the best agreement. When evaluating the observed discrepancy in the force PSDs, it is difficult to point out a strong trend between the recordings. This could be explained by the fact that the four recordings have different load characteristics in terms of wave frequencies and directions. Small changes in the wave directions can cause a large change in the occurring loads, as the transfer functions $Q_i^{(m)}(\omega, \theta)$ (Fig. 8) are highly dependent on the direction. Similarly, a small frequency shift in the wave spectrum can lead to a large change in the generalised load, especially since the generalised modes are closely clustered together.

---

removed: low-frequency
5.3. Sources of uncertainties

It is clear that for real-life case studies of force identification, uncertainties from various sources will play a significant role. The sources that are deemed most important are discussed here.

There are two main sources of uncertainties in the state-space model that need to be considered. The first are the errors in the dynamic model itself, i.e., the generalised modal properties or the hydrodynamic model, which manifest as an error both in the process equation (Eq. 29) and the output equation (Eq. 30). The second is the measurement uncertainty of the sensors, which affects only the output equation. The signal-to-noise ratio is very high for the acceleration sensors; thus, we expect that the model errors dominate the uncertainties brought into the analysis. For the generated displacement data, small errors can also arise from the numerical integration.

Even though the Kalman-type algorithms provide uncertainty covariance for the estimated states and forces, it is only correct if the noise description in Eq. 31 holds true, i.e., if the noise is truly white and the true noise covariance matrices are prescribed. Since we know that these assumptions are violated in the case presented, it is difficult to directly quantify the uncertainties of the input estimates. Even with the current models of floating bridges, there are aspects of the observed response that are not fully understood or well predicted; thus, the numerical models of these structures do have uncertainties that are seldom negligible.

As explained in Section 4.1, it was chosen to use generalised forces in this study, implying that the identified forces will account for excitations applied in any location. This is favorable in the sense that it considers the true load state as felt by the bridge in-operation, where multiple sources of excitation always are present. The drawback is that the wave forces cannot be studied separately, as the output data always will contain contributions from wind and traffic. We do still expect that the wave force is dominant, especially in the frequency range $2 - 4$ rad/s ($0.3 - 0.6$ Hz).

There are also uncertainties associated with the force reconstruction from wave data. Since no other information was available, it was assumed that the wave field is homogenous across the entire strait, meaning that the directional wave spectrum is the same at the seven pontoon locations. However, it cannot be ruled out that in reality, the wave field differs closer to land, for example, or that inhomogeneities can occur when waves approach from $\theta = 90^\circ$ due to the islands north of the bridge (cf. Fig. 12).

In a stationary sea state, it is likely that the waves propagate from one dominant direction. However, it is not uncommon, in the EMEP estimation of $S_{\eta\eta}(\omega, \theta)$, for the spectral energy to bleed out in erroneous directions. For example, it is unlikely that waves will approach from directions close to 0 or 180 degrees, as large land masses are found at either end of the bridge. This can be seen in Fig. 15, where a minor peak occurs at $\theta = 180^\circ$. The EMEP utilises the cross-spectral density between the different wave elevation measurements; how the cross-spectral density matrix is calculated can influence the estimation of $S_{\eta\eta}(\omega, \theta)$. We notice that the directional part of this function can be sensitive, but the frequency content is relatively stable. Errors in the wave directions in turn lead to errors in the estimated forces. Ideally, more than six wave radars should be used for a robust reconstruction, and the array of radars should extend both in the x- and y-direction, although at the Bergsøy sund bridge, practical limitations restrict the number of feasible locations of the sensors. Since the transfer functions
$Q_i^{(m)}(\omega, \theta)$ originate from a pontoon model, which can be erroneous, the cross-spectral density from Eq. 37 will also be prone to model errors. However, it will not be highly sensitive to these model errors considering that the force reconstruction in Eq. 37 is not ill-posed in the same way as the inverse identification.

The narrow peaks that occur in the identified forces often indicate errors propagated from (state-space) model errors. However, it cannot be ruled out that some also stem from actual load phenomena. For example, the interaction between two pontoons through the fluid is a proximity effect that is not considered but can have a significant influence since the pontoon size is approximately $20 \times 34$ m and the centre-to-centre distance is 105 m. Interaction phenomena can give rise to peaks in the transfer functions $Q_i^{(m)}(\omega, \theta)$, for example, which could be mistaken for a resonant peak from the structure itself. The modelling of this interaction would be interesting to study but requires a multibody model of the pontoons, which is a problem that is highly costly to compute.

Inverse identification of forces could ideally be used to verify current load models and give insight into uncertain load mechanisms. Although these forces will relate to the specific structure, any new observations and accumulated experiences could be useful in future design of bridges, as predictions of the structural and environmental behavior (and related uncertainties) still often rely on reference data from existing structures. Overall, the reported uncertainties indicate that challenges are faced in the robust application of the force identification methods to full-scale studies with high complexity. A reduction of these uncertainties by improvements in modelling, methodology or measurement data is necessary for more reliable force estimates.
Figure 13: Ambient conditions of recording 1: (a) Estimated directional wave spectrum; (b) evolution of wind direction; (c) one-dimensional wave spectrum; (d) directional spectrum.

Figure 14: Diagonal elements of the PSD matrix $S_{pp}(\omega)$ for the generalised forces in recording 1.
Figure 15: Ambient conditions of recording 2: (a) Estimated directional wave spectrum; (b) evolution of wind direction; (c) one-dimensional wave spectrum; (d) directional spectrum.

Figure 16: Diagonal elements of the PSD matrix $S_{pp}(\omega)$ for the generalised forces in recording 2.
Figure 17: Ambient conditions of recording 3: (a) Estimated directional wave spectrum; (b) evolution of wind direction; (c) one-dimensional wave spectrum; (d) directional spectrum.

Figure 18: Diagonal elements of the PSD matrix $S_{pp}(\omega)$ for the generalised forces in recording 3.
Figure 19: Ambient conditions of recording 4: (a) Estimated directional wave spectrum; (b) evolution of wind direction; (c) one-dimensional wave spectrum; (d) directional spectrum.

Figure 20: Diagonal elements of the PSD matrix $S_{pp}(\omega)$ for the generalised forces in recording 4.
6. Conclusions

This paper presented a case study of the full-scale identification of the wave forces on the pontoons of the Bergsøysund bridge. Two approaches were used to assess the wave forces. The first is an application of inverse methods for force identification using measured acceleration data together with a high-fidelity numerical model of the structure. The second constructs the spectral density of the wave forces by combining the pontoon transfer functions for wave excitation and a directional wave spectrum estimated from six wave elevation measurements. A frequency-domain comparison of the force estimates from the two approaches indicated that the identified forces were reasonable. The discrepancies that were observed can be attributed to a number of significant uncertainties, such as model errors, sensor inaccuracies, pontoon interaction, and inhomogeneities in the wave field. However, a direct quantification of the force uncertainty is not yet attainable, and it remains unknown to what extent each of these sources of uncertainties influences the solution.
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