Magnetic phase transition in disordered Fe-Ni alloys studied by means of small-angle neutron scattering and three-dimensional analysis of the neutron depolarization
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The magnetic phase transition in iron-nickel fcc alloys Fe_{70}Ni_{30} doped by carbon (0.7% at.) is investigated using the three-dimensional analysis of the neutron depolarization (ND) and small-angle neutron scattering (SANS). The coexistence and the growth of two different scale magnetic correlations are observed in a paramagnetic phase as temperature closes to $T_C$. The usual critical fluctuations of a Lorentzian shape with size $R_c<200$ Å are found by the analysis of SANS intensity $I(q)$. The ND analysis shows also presence of the large scale correlations (about $10^3-10^4$ Å) with the “squared” Lorentzian shape. We attribute these large scale correlations to local variations of the Curie temperature $T_c$. The local $T_c$ variations are described by the disorder parameters of the system: $\langle T_c \rangle$, a spread of $T_c$ variations $\Delta T_c$, and characteristic size of the local areas $R_0$, where $T_c$ variations occur. The ratio between the depth of the $T_c$ variations ($\Delta T_c/\langle T_c \rangle$) and its characteristic correlation length $R_0/a$ ($a$ is a lattice constant) determines a scenario of the transition: “percolative” or “homogeneous” ones. At $R_0/a>\langle \Delta T_c/\langle T_c \rangle \rangle^{-2/3}$ locally ordered ferromagnetic regions appear in paramagnetic phase and form a large percolative cluster. In this case the connectivity length of the ordered regions dominates at the correlation length of thermal fluctuations. Therefore this transition goes in accordance with the “percolative” scenario. All three parameters of the transition are obtained from the data of the three dimension analysis of the ND. From the temperature dependence of the magnetization, we found $\langle T_c \rangle = 397 \pm 0.5$ K and $\Delta T_c = 4.55 \pm 0.05$ K. From ND data we estimated the temperature independent characteristic size $R_0$ of the $T_c$ variations. It is equal to $10^3$ Å.
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I. INTRODUCTION

The problem of a coexistence of two length scales for the fluctuations of the order parameter above the phase transition temperature $T_C$ has been extensively discussed for twelve years, ever since Andrews reported a line shape consisting of two components in the critical x-ray scattering associated with the structural phase transition in SrTiO$_3$. The large scale fluctuations, present along with the critical fluctuations of an ordinary lengthscale, are attributed to some kind of disorder in the system and could be connected with quenching of the long-range disorder.

Similarly, we established the coexistence of two different spatial scale lengths in the magnetic correlations in invar FeNi alloys above $T_c$ by means of a neutron depolarization (ND) and small-angle neutron scattering (SANS) measurements. It was shown in Refs. 3, 4 using SANS that the smaller scale length is attributed to the critical fluctuations and their shape is well described by a Lorentzian in momentum transferred space. Using neutron depolarization (ND) much larger magnetic inhomogeneities were found above $T_c$. Their shape could be roughly modeled by a “squared Lorentzian” expression. Later on, ordinary ND was replaced by three-dimensional analysis of the ND in order to study how these large magnetic inhomogeneities near $T_c$ appear.

In the present paper we continue the investigation of the ferromagnetic phase transition in a disordered FeNi alloy. In homogeneous ferromagnets the phase transition is of second order. However, spin lattice interaction leads to a first order transition. This change of type of the transition should be strongly enhanced in the Invar by the combination of strong spin lattice interaction and disorder. On the other hand, it is well known that point defects do not change the type of the transition. Meanwhile large scale disorder leads to spatial fluctuations of the transition temperature as was pointed out by Ginzburg. These local $T_c$ variations are described by average Curie temperature $\langle T_c \rangle$, a spread of $T_c$, $\Delta T_c$, and a characteristic size $R_0$ of the areas with different $T_c$.

Since at the Curie temperature long-range order appears, it is, by definition, a macroscopic characteristic of the material. Then areas of the scale $R_0$, mentioned above and attributed to the local $T_c$, have to be essentially mesoscopic objects. To be such, the size $R_0$ should be much greater than the size $R_c$ of the critical fluctuations. Here the concept of the critical fluctuations with their correlation length $R_c$ stems from the scaling theory of the critical phenomena. Indeed, the scaling theory of the second order phase transition implies the only scale length which determines the properties of the material near the phase transition. This is the correlation length of the critical fluctuations of the order parameter $R_c = a \tau^{-\nu}$, where $\tau=(T-T_c)/T_c$ is the reduced temperature and $\nu=2/3$ is a critical index in pure materials.

Starting from this basic supposition ($R_0 \gg R_c$) Ginzburg suggested that some number of magnetic clusters appears above $\langle T_c \rangle$ as a result of $T_c$ variations. As there is no connection between them, there are randomly oriented magnetized regions, so the mean magnetization equals zero. As the temperature decreases, the connection between the magnetic clusters enhances. Hence a nonzero value of the mean mag-
point defects and we get the “homogeneous” scenario. In opposite case $\tau_2 < \tau_1$, $R_0 \gg a\tau_1^{-2/3}$, the thermal fluctuations do not destroy the locally ordered regions and that is a basis of a percolative transition (Fig. 1). (For more details see Refs. 5-7). The critical fluctuations do not play a big role in this scenario. They are averaged over $T_C$, spread, so that their average correlation length $\langle R_c \rangle$ is of order of $a\tau_1^{-\nu}$ through the whole range of the critical temperatures.

Note, however, that the effect of the dipole interaction in the ferromagnets is ignored in the percolative scenario proposed in Refs. 5-7. The dipole interaction blocks actually the percolation. As soon as it happens, a domain structure is formed in the sample. Thus the correlation length of the inhomogeneities does not become infinite at some temperature.

The applied magnetic field moves out the domain walls and let the magnetization “percolate” along the field direction. According to Refs. 5-7, the percolation temperature is considered to be $T_p = \langle T_C \rangle (1 + \tau_1)$. However, the magnetic structure caused by $T_C$ variations still remains inhomogeneous. We suggest the continuous growth of the size of the inhomogeneities with lowering temperature and discuss our suggestion below (Sec. IV).

Due to the linear dependence between $T_C(r)$ and $\Delta \tau(r)$ and from the assumption of a Gaussian distribution of $\Delta \tau$ with temperature, one can derive the distribution function of $T_C$ variations $\rho(T_C)$ with center $\langle T_C(r) \rangle$ and spread $\Delta T_C = \tau_1 \langle T_C \rangle$. For a pure ferromagnet it looks similar to a $\delta$ function of temperature $\rho(T_C) = \delta(T - T_C)$. In case of a disordered system let us consider it to be described by the Gauss law

$$\rho(T_C) = \frac{1}{\sqrt{2 \pi (\Delta T_C)^2}} \exp\left(-\frac{(T_C - \langle T_C \rangle)^2}{2(\Delta T_C)^2}\right).$$

In the interpretation of our experimental data we show that for invar FeNi alloy the case, when $\tau_2 < \tau_1$, is realized and then the ferromagnetic phase transition goes in accordance with the “percolative” scenario. Our experimental findings demonstrating coexistence of two scale lengths of the magnetic correlation\,4,4 are well described by the theoretical concept proposed in Refs. 5-7. Continuing the study of the “two scale” problem, we use the three-dimensional (3D) neutron depolarization analysis as an appropriate method. The magnetization and depolarization of the neutron beam was measured as a function of temperature at different magnetic fields. We fitted the temperature dependence of the magnetization by the convolution of the distribution function $\rho(T_C)$ and the scaling law for the magnetization in a pure system. The parameters of the distribution functions $\langle T_C \rangle$ and $\Delta T_C$, were obtained. The analogous procedure being carried out with ND data results in finding the scale parameter of the disorder $R_0$ in Eq. (1). The temperature dependence of the characteristic size of the magnetic inhomogeneities was also derived from the data. The result presented in this paper is an extension of the previous works\,3,4. In the previous works the size of the magnetic inhomogeneities near $T_C$ was estimated of order $10^{-7} - 10^{-5}$ Å. In the present study it is transformed to the characteristic size $R_0$ of the $T_C$
due to the strong magnetovolume coupling. The temperature due to an increase of the internal pressure and known also that introduction of a small amount ($\varnothing$) of carbon is necessary to get fcc structure throughout sample. According to this model and the final conclusion.

The neutron depolarization measurements described in this paper were carried out using the mirror setup SP at IRI Delft. Figure 2 gives its schematic outline. A polychromatic neutron beam emerging from a 2 MW swimming-pool type reactor is polarized by a mirror polarizer ($P$). Using rotator ($T1$) the polarization of the beam can be successively rotated towards one of the laboratory axes ($j=x,y,z$). After the transmission through the sample holder containing the sample, positioned in the sample box of $\mu$ metal ($S$) the polarization can be successively analyzed along the directions $i(i=x,y,z)$, using a second polarization rotator ($T2$) and an analyzer ($A$). By Bragg reflection at a monochromator crystal (MC), neutrons with wavelength $\lambda=(0.32 \pm 0.02)$ nm are reflected into the neutron detector (MD). A magnetic field is applied to the sample in the $y$ direction. It is created by a coil wound on the sample. In order to minimize the sample demagnetization field, the sample together with the coil is positioned in a magnetic yoke which short-circuits any flux emerging from it. In turn the yoke is mounted in a furnace whose temperature could be regulated to better than 0.1 K between 300 and 500 K.

The relation between the polarization of the neutron beam $I_{ij}$ and the intensity $I_{ij}$ measured in the detector (MD) is given by

$$P_{ij} = I_{ij} - (I_{ij}/I_{shim}),$$

where $I_{shim}$ is the intensity of the fully depolarized beam. The first and second subscripts denote the projections of the initial and transmitted polarization on the $i,j$ axes, respectively. All measured elements are normalized to correct for the depolarization caused by the setup. This normalization factor $P_{ij}$ is determined from the measurement of the length of the polarization vector well above ($T_C$).

C. Neutron depolarization: theory

The polarization $\vec{P}'$ of the beam after transmission is related to the initial polarization $\vec{P}^0$ by the $3 \times 3$ depolarization matrix $\vec{D}$:

$$\vec{P}' = \vec{D} \cdot \vec{P}^0.$$  

In general, this change involves both a rotation of the polarization vector, due to the magnetic induction in the sample $\vec{B}(\vec{r})$, and a change of its length, i.e., a decrease of the degree of polarization, due to inhomogeneities in the magnetic induction within the sample $\Delta \vec{B}(\vec{r}) = \vec{B}(\vec{r}) - \langle \vec{B} \rangle$, where $\langle \vec{B} \rangle$ is local magnetic induction.

When no net rotation of polarization occurs ($\langle \vec{B} \rangle = 0$), the measured depolarization matrix $\vec{D}$ is diagonal. The relation between the elements of $\vec{D}$ and the micromagnetic state of the isotropically disordered media can be given through the integral cross section of neutron scattering $\sigma_{qL}$ within the detector acceptance angle $\Psi$ by the expression

$$D_{xx} = D_{yy} = \exp[-(3/2)\sigma_{qL}], \quad D_{zz} = \exp(-\sigma_{qL}).$$

where $L$ is the sample thickness and the neutron velocity $v$ is parallel to the $z$ axis (Fig. 2). The neutron magnetic scattering cross section $\sigma_{q}$ is determined by the correlation function of the magnetization density along the neutron trajectory. It can be written as

\begin{align*}
D_{xx} &= D_{yy} = \exp[-(3/2)\sigma_{qL}], \\
D_{zz} &= \exp(-\sigma_{qL}).
\end{align*}
\[
\sigma_y = \frac{1}{3} \left( \frac{2 \mu_n B(T)}{h\nu} \right)^2 R_d,
\]

\[
R_d = \frac{1}{2} \int_{-\infty}^{\infty} dz \langle m(x,y,z)m(x,y,z') \rangle,
\]

where \(m(x,y,z)\) is an unit vector along the magnetization and \(\mu_n\) is the neutron moment. For convenience we introduce the wavelength dependent constant \(c = (2 \mu_n / h \nu)^2 = 2.14 \times 10^{30} \times 2^{-2} \) that will be used in the expressions. It is readily seen from Eq. (6) that the cross section \(\sigma_y\) depends on the size as well as the shape of the magnetic correlation \(\langle m(x,y,z)m(x,y,z') \rangle\). As proved in Refs. 10,11 (see also Refs. 3,4), in the case of critical fluctuations the intrinsic induction is large at the center of the fluctuation only and falls off drastically as \(1/r\) towards the periphery giving a small value of the parameter \(R_d\). Therefore, the cross section \(\sigma_y\) should be small for any reasonable correlation radius of the critical fluctuations (up to \(10^5\) Å). A small value of \(\sigma_y\) leads to absence of any measurable change of the polarization. Then Eq. (5) is simplified to \(D_{ii} = 1, (i=x,y,z)\) and Eq. (4) to \(\vec{P} = \vec{P}^0\). So a measurable depolarization can be attributed exclusively to the appearance of the magnetic clusters with relatively homogeneous distribution of the induction. This conclusion is important for the ND study of the magnetic structure near \(T_C\) since the critical fluctuations can be ignored in the interpretation of the ND data.

Consider the case when an external magnetic field \(\vec{H}\) is applied along the \(y\) axis, so that the sample is magnetized along the field \(\langle \vec{B} \rangle \| \vec{H}\). Then the matrix \(\vec{D}\) can be written\(^{12-14}\)

\[
\vec{D} = \begin{pmatrix}
D_{x} \cos(\phi) & 0 & D_{z} \sin(\phi) \\
0 & D_{z} & 0 \\
-D_{z} \sin(\phi) & 0 & D_{x} \cos(\phi)
\end{pmatrix},
\]

where

\[
\phi = \sqrt{c} \langle \vec{B} \rangle L
\]

is the rotation angle of the precession of the polarization vector in the mean magnetic induction \(\langle \vec{B} \rangle\) over the sample length \(L\). The quantities \(D_{||}\) and \(D_{\perp}\) are dissipative coefficients of the parallel and perpendicular (to the field) components of the polarization vector. In full analogy to Eqs. (5),(6), they are related with the local variation of the magnetic induction \(\Delta B\) and its correlation length \(R_d\) by the expression\(^{12,13}\)

\[
D_{||,\perp} = \exp \left( -\frac{1}{2} c (\Delta B^2 R_d) L (1 - \gamma_{||,\perp}) \right),
\]

where \(\gamma_{||,\perp}\) are related with the mean square cosines of the local magnetic induction and with the intrinsic anisotropy of the ND. The product \(\langle \Delta B^2 R_d \rangle\) is an average over the sample volume.

The quantities \(D_{||,\perp}\) are calculated from the measured elements of the depolarization matrix [Eq. (7)] by the following combinations of its elements:

\[
D_{||} = D_{xx}, \quad D_{\perp} = (D_{xx}D_{zz} - D_{zx}D_{zx})^{1/2}.
\]

According to Eq. (7) the rotation angle \(\phi\) is derived from the matrix \(\vec{D}\):

\[
\phi = \tan^{-1} \left( \frac{D_{zx} - D_{zx}}{D_{xx} + D_{zz}} \right).
\]

### III. RESULTS

#### A. Three-dimensional depolarization measurement

The elements of the matrix \(\vec{D}\) were measured from far below \(T_C\) up to far above \(T_C\), consecutively, in various magnetic fields \(H = 0.05,1.5,3,10\) G. The raw depolarization data are presented in Figs. 3,4. Figure 3 gives the temperature dependence of the elements of the depolarization matrix \(D_{xx}, D_{yy}, D_{zz}\) (diagonal) and \(D_{xz}, D_{zx}\) (nondiagonal) at the field \(H = 0.05\) G. The nondiagonal elements shown are antisymmetrical: \(D_{xz} = -D_{zx}\) [Fig. 3(b)]. In the case of applied field for the diagonal and nondiagonal elements the data are presented in Figs. 3(a) and 4(b), respectively. The element \(D_{yy}\) of the matrix, characterizing the depolarization along the applied field, decreases while the perpendicular elements \(D_{xx}, D_{zz}\) show an oscillatory behavior with diminishing temperature. The nondiagonal elements are antisymmetrical \((D_{xz} = -D_{zx})\) and are also oscillating with temperature. The other elements of the depolarization matrix are zero within the experimental error both for \(H = 0.05\) G and for \(H = 10\) G. Two factors contribute to the error of the measurement, the statistics of the measurement and uncontrolled deviation of the magnetic field direction from the \(y\) axis which

![FIG. 3. Temperature dependence of the diagonal \(D_{xx}, D_{yy}, D_{zz}\) (a) and nondiagonal \(D_{xz}, D_{zx}\) (b) elements of the depolarization matrix at \(H = 0.05\) G.](image-url)
is evaluated of order of $2^\circ - 3^\circ$. The former factor does not exceed 0.5%, while the latter gives a main contribution of order of 3–5%.

From Figs. 3, 4 one can conclude the following. First, only two nondiagonal elements $D_{xz}$ and $D_{zx}$ are antisymmetrical and oscillating as functions of temperature. This implies the existence of a mean induction in the sample along the $y$ direction, while the other directions are magnetically non-distinguished. Therefore the experimental results can be treated by Eqs. (7)–(11).

From the raw data the values $D_i$ and $D'$ were calculated according to Eqs. (10), (11). The temperature dependence of the quantities $D_i$ and $D'$ for both small $0.05$ G and large $10$ G magnetic field are given in Figs. 5 and 6, respectively. At $T \approx T_C$ the polarization of the transmitted beam is equal to the incident polarization $P_0$. As the temperature decreases to the transition temperature $T_0 \approx 405$, depolarization appears. It increases over a wide temperature range of some tens of degrees. According to Eq. (9) the neutron depolarization is attributed to the appearance of magnetic inhomogeneities with $B \approx 10^2 - 10^3$ G and size about $10^3 - 10^5$ Å. Temperature hysteresis of $D_{i,\bot}$ is observed at the field $H = 0.05$ G. The sequence of the measurements is shown in the figures by the arrows. The hysteresis loop is suppressed at the field $H = 10$ G. Note also that the value $D_{i,\bot}(H = 10$ G) is a few times lower than $D_{i,\parallel}(H = 0.05$ G) in the range $[T_C, T_0]$, while the value $D_i(H = 10$ G) has a hardly remarkable change. The explanation of this fact is presented below.

The rotation angle $\phi$ is given in Fig. 7 as a function of temperature at different magnetic fields $H = 0.05, 1.5, 3.0, 10$ G as the alloy was cooled and heated. According to Eq. (8), it is proportional to the mean magnetic induction $\langle B \rangle$. The rotation angle is corrected for the rotation caused by the external magnetic field by subtracting the rotation angle $\phi_{\min}$, which is measured at temperatures where the sample is paramagnetic. Thus in the paramagnetic range $\phi = 0$ and it grows with decreasing temperature at $H = 1.5, 3.0, 10$ G. The magnitude of $\phi$ is maximal at $H = 10$ G while at $H = 0.05$ G it is practically equal to zero in the whole temperature range. From Eq. (8) a value of $\langle B \rangle$ can be obtained. Thus at $H = 10$ G at $T = 393$ K, $\phi$ equals 15 rad, $L = 0.11$ cm and thus $\langle B \rangle \approx 930$ G. As is seen from Fig. 7

![FIG. 5. Temperature dependence of the quantities $D_\parallel$ and $D_\bot$ at $H = 0.05$ G.](image)

![FIG. 6. Temperature dependence of the quantities $D_\parallel$ and $D_\bot$ at $H = 10$ G.](image)

![FIG. 7. Temperature dependence of the rotation angle of the polarization vector $\phi$ at different magnetic fields: 0.05, 1.5, 3, 10 G.](image)
the temperature scan is also observed at $H = 1.5$ and 3.0 G. It is suppressed by the magnetic field $H = 10$ G. The temperature dependence of the rotation angle $\phi$ is interpreted using the concept of a probability function $p(T_C)$ which describes the variations of the Curie temperatures over the sample. This concept is extensively discussed in the next chapter.

The elements of depolarization matrix were also measured as function of the field in the range $H = [-9, 9]$ G at constant temperature $T = 399$ K. The magnetic field dependence of the rotation angle $\phi$ of the polarization vector is given in Fig. 8. The magnetic hysteresis in the mean magnetic induction is observed. The width of the hysteresis loop (at $\langle B \rangle = 0$) is approximately equal to 1.5 G. Figure 9 gives the quantities $D_{||}$, $D_\perp$ as a function of the magnetic field at $T = 399$ K. The value of $D_\perp$ decreases remarkably as the field increases while $D_{||}$ remains almost unchanged. The hysteresis observed in the values $D_{||}$ is related to reorganization of the magnetic structure when the magnetic field changes sign and is varied over the range of the small values. The value of the hysteresis in the depolarization of 10 \% at zero field (Fig. 9) matches the value of the hysteresis loop at the temperature scan (Fig. 5).

In our opinion, the strong change of the depolarization $D_\perp$ together with the weak change of $D_{||}$, as magnetic field is applied, demonstrates the enhancement of the extra factor $D_{\text{ext}}$ in depolarization $D_\perp$ that is caused by variation of the rotation angle over the beam cross section.\(^{12,13}\) Indeed, if $f(\phi)$ is a normalized distribution function of the rotation angle of polarization vector in the magnetic field over the beam cross section, then the depolarization elements perpendicular to the applied field $D_{xx}, D_{xz}, D_{zx}, D_{zz}$ and therefore $D_\perp$ will be decreased by the factor

$$D_{\text{ext}} = \int_0^\infty f(\phi) \cos(\phi - \langle \phi \rangle) d\phi. \quad (12)$$

If distribution function $f(\phi)$ is assumed to be Gaussian with squared standard deviation $\sigma^2_\phi$, then substitution of Gaussian instead of $f(\phi)$ in Eq. (12) yields $D_{\text{ext}} = \exp(-\sigma^2_\phi/2)$. The variation of $\phi$ is possibly caused by a gradient of the temperature over the sample. An estimation shows that the gradient of the temperature over the sample of about 1 K results in about 1 rad variations of the rotation angle over the beam cross section (Fig. 6) and therefore in the extra depolarization of the perpendicular components $D_{\perp}$ of about 30\%.

As can be observed in Fig. 8, by the applied field the magnetic moment of these locally ordered regions tends to align. The magnetic induction $\langle B \rangle$ grows rapidly with $H$ and reaches saturation at a magnetic field of 10 G. In comparison, the depolarisation $D_{||}$ in Fig. 9 only shows a weak field dependence. From this we conclude that the applied magnetic field is sufficiently strong to move out the domain walls, but is weak in comparison with the anisotropy field. So, when a magnetic field of 10 G is applied, all magnetic inhomogeneities contribute to the mean magnetic induction through the whole temperature range but the magnetic inhomogeneous structure is hardly effected in this field range.

**B. Small-angle neutron scattering measurement**

The SANS experiment was performed on the multidetector small-angle polarized-neutron scattering setup “Vector” at WWR-M reactor in St. Petersburg Nuclear Physics Institute.\(^{15}\) The temperature dependence of SANS intensity in the momentum transfer range $3 \times 10^{-3} \leq q \leq 3 \times 10^{-2}$ Å\(^{-1}\) was measured through the transition with a step of 1 K. Figure 10 displays the scattering intensity $I(T)$
for different values of momentum transfer q in the temperature interval 380–450 K. The SANS intensity I(T) does not change in the paramagnetic temperature range. With decreasing temperature, the intensity I(T) increases, demonstrating the appearance of critical fluctuations in the sample. The intensity reaches its saturation at T≈385 K.

The SANS intensity as a function of the momentum transfer q is well described by Lorentzian

\[ I(q) = A(q^2 + \kappa^2)^{-1}, \quad (13) \]

where the A and \( \kappa \) are the scattering amplitude and the inverse correlation length, respectively. This demonstrates that we deal with conventional critical fluctuations. The parameters A and \( \kappa^2 \) were obtained from a least squares fits of Eq. (13) to the data.

The temperature dependence of the square of inverse correlation radius \( \kappa^2(T) = R_c^{-2} \) is presented in Fig. 11. We see that \( \kappa^2 \) decreases as temperature decreases until a certain temperature \( T_f \) and then remains almost constant for \( T < T_f \). From Figs. 10 and 11 it is seen that the critical range spreads over a wide temperature band from \( T_0 = 410 \) K, where critical scattering starts to increase, to \( T_f = 386 \) K, where it is saturated. The magnetic system is paramagnetic at \( T > T_0 \) and it has a hard domain structure at \( T < T_f \) (\( T_f \) is referred to ferromagnet). We set the temperature \( T_f \), where the inverse correlation length \( \kappa \) becomes constant, as the transition temperature of the alloy. The temperature dependence of \( \kappa^2 \) is described satisfactorily by the power law

\[ \kappa^2(\tau) = \kappa_0^2 + \kappa_0^2 (\tau - \tau_f)^2 \]

with \( \tau = (T - T_f)/T_f \), \( \kappa_0^2 = (R_c^{\text{max}})^{-2} \), \( \kappa_0^2 = (R_c^{\text{min}})^{-2} \), \( \nu = 2/3 \) typical for ferromagnets. The line in Fig. 10 represents this expression with \( R_c^{\text{max}} = 200 \pm 20 \) Å, \( R_c^{\text{min}} = 6 \pm 2 \) Å, and \( T_f = 386 \pm 1 \) K.

The parameter \( \kappa_0^0 \), being a coefficient in the power law relation \( R_c \approx \kappa_0^0 \tau^{-\nu} \), is effectively the inverse correlation radius at \( \tau = 1 \). The value \( \kappa_0^0 = 6 \) Å indicates the presence of spin fluctuations of this scale in the far paramagnetic region. The spin correlations of this size (about 6–8 Å) in the invar FeNi alloys well above \( T_C \) were reported in a number of papers. It gives an additional confidence to the fitting procedure performed with the power law relation of \( R_c(\tau) \). The presence of these spin fluctuations well above \( T_C \) is explained by a sensitive dependence of the magnetic moment on the atomic volume or, by a moment-volume instability resulting also in Invar effect.

Another peculiarity is the fact that the inverse correlation length \( \kappa \) does not appear to go to zero. This behavior is commonly observed in disordered systems and in these cases is treated to originate from the spread on the transition temperature. With use of the power law relation one can estimate the \( \tau \) range which \( R_c(\tau) \) is averaged at \( R_c^{\text{max}} \sim k_0^{-1} \tau_1^{-\nu} \). This estimation gives the value of \( \tau_1 \) about 0.005, but with the low accuracy of about 30%. Finally it is clear that the correlation length of the critical fluctuations is not assumed to be unique and is averaged over the \( T_C \) variations.

### IV. DISCUSSION

In order to interpret the above data we summarize the conclusions which follow from the SANS and depolarization experiments. The complementary analysis shows a coexistence of two types of the correlations in the system in the temperature range \( T_0 > T > T_f \). First, there are the usual critical fluctuations above \( T_f \) which cannot produce strong neutron depolarization (see Sec. II). Their correlation length \( R_c = \kappa^{-1} \) was obtained from SANS data and it is about 100–200 Å over the whole range. Secondly, the large depolarization above \( T_f \) is attributed to the existence of large magnetic inhomogeneities in the system. The size and/or the number of these inhomogeneities rises as temperature decreases.

The presence of these inhomogeneities determines the properties of the magnetic system in the temperature range \( T_f < T < T_0 \) which is considered as a critical range. Hence, the magnetic state of the sample in this critical temperature range looks similar to ferromagnetic drops in a paramagnetic matrix with critical fluctuations both in the ferromagnetic and paramagnetic regions. These locally ordered magnetic regions grow in the paramagnetic phase and form a large percolative cluster. The correlation length of the ferromagnetic cluster exceeds the correlation length of the critical fluctuations \( R_c \), at least by a factor of 10. In this case the dominating lengthscale is not the correlation length of thermal fluctuations but the characteristic length of the ordered regions.

Therefore this transition goes in accordance with the "percolative" scenario. With lowering temperature this system of the ferromagnetic regions is smoothly transformed into the domain structure caused by the dipole interaction. Thus in this study we follow changes of the characteristic size of the magnetic inhomogeneities formed at \( T \sim T_C \) and turning into the domain size at \( T \leq T_C \). The directions of magnetization of these inhomogeneities are random, so that the average magnetization is equal to zero both above \( T_C \) and below it. However, the magnetic moments of these locally ordered regions may be aligned by the magnetic field. Then a mean magnetic induction (about \( 10^2 \sim 10^3 \) G) appears as a response to the external magnetic field (about \( 1 \sim 10 \) G). The mean magnetic induction is composed of the magnetic moments of the locally ordered regions over the whole sample volume.

The data of the depolarization, the rotation angle \( \phi \) and SANS give an evidence of the smeared phase transition: the
Curie temperature fluctuates over the sample around the average $\langle T_C \rangle$. In Ref. 9 two main reasons of variations of the Curie temperature and smearing the transition are pointed out. One of them is an enhancement of some component concentrations over the sample volume when the phase diagram is complex due to a competition of exchange interactions. Another one is the inhomogeneous mechanical deformation leading to local distortions of the lattice in the case of the strong magnetostriction. It is experimentally shown\(^9\) that both factors are equally presented in Invar FeNi alloys. Rough estimations demonstrate that large scale variations of the component concentrations $\Delta c$ of about 0.1% result in fluctuations of the Curie temperature in the alloy $\langle \Delta T_C^2 \rangle^{1/2} \sim 1-3$ K. It can be estimated that volume variations $\Delta V \sim 0.1\%$ lead to $\langle \Delta T_C^2 \rangle^{1/2} \sim 10-30$ K. There are no experimental proofs that the latter reason of $T_C$ variations is the dominant one, however, it is beyond doubt that it cannot be neglected. The latter reason is essentially important for the Invar FeNi alloy doped with carbon which tends to form clusters and then creates regions of different volume density.

A. Temperature dependence of the mean magnetization

We assume above that there are local $T_C$ variations and magnetically ordered regions appear above $\langle T_C \rangle$. We suppose also that the magnetic induction in the locally ordered region is described by the scaling expression

$$B(\tau) = B_0 |\tau|^\beta,$$

where $\tau = (T - T_C)/T_C$ is the local reduced temperature, $\beta \approx 0.37$ is the critical index of magnetization of the pure ferromagnet. As a result the mean magnetic induction of the sample can be expressed by the convolution $B(T, T_C)$ [Eq. (14)] and $\rho(T_C)$ [Eq. (2)]:

$$\langle B(T) \rangle = B_0 \int_T^\infty \rho(T_C') \left| \frac{T - T_C'}{T_C} \right|^\beta d'T_C',$$

where $B_0$ is a fitting parameter which takes into account the demagnetization from magnetic interaction between ordered regions. Upon substituting this expression into the expression (8) $\phi = \sqrt{\epsilon} (B) L$ relating the rotation angle of polarization vector $\phi$ and the mean magnetic induction $<B>$, we obtain

$$\phi = \sqrt{\epsilon} B_0 \int_T^\infty \rho(T_C') \left| \frac{T - T_C'}{T_C} \right|^\beta L d'T_C'.$$

Substituting for $\rho(T_C)$ the Gaussian [Eq. (2)] in Eq. (16), the best fit procedure for the experimental data was carried out. As a result, the three parameters $B_0$, $\Delta T_C$ and $\langle T_C \rangle$ were found.

Figure 12 shows the experimentally measured points of the rotation angle (closed squares) and the theoretical curve calculated from Eq. (16) (solid line) with the Gaussian [Eq. (2)] as the probability function $\rho(T_C)$ in the magnetic field of 10 G. The parameters of the fit at different magnetic fields and temperature regimes (cooling and heating) are given in Table I. The fitted curves are plotted in Fig. 7 as solid lines.
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**FIG. 12.** Temperature dependence of the rotation angle of the polarization vector $\phi$ ($H=10$ G) [squares: experimental points; solid line: theoretical calculation Eq. (16)] and the probability function $\rho(T)$ described by a Gaussian law with fitting parameters $\langle T_C \rangle = 397.2$ K and $\Delta T_C = 4.55$ K.

It is seen from Table I that for different conditions of experiments (cooling-heating, magnetic field) we find $\langle T_C \rangle = 397 \pm 1$, independent of the applied field, while $\Delta T_C$ grows slightly with applied magnetic field. This may be connected with the alignment of the domain inside inhomogeneities into the field direction. Since at $H=10$ G more inhomogeneities contribute to the mean magnetic induction, $\Delta T_C = 4.55$ K obtained at this field may be considered as the most correct value. Furthermore, an increase of the paramagnetic magnetization in the critical region with applied field is neglected. Note that according to Refs. 5–7, the percolation temperature is approximately equal to $T_p \approx \langle T_C \rangle + \Delta T_C = 401.5$ K.

A large difference exists between $T_f = 386$ K obtained from SANS and $\langle T \rangle = 397$ K from the fit above. The difference between the sensors in the SANS and ND setups does not exceed 2–3 K, so this does not explain the observed discrepancy. The discrepancy is explained as follows. The temperature $T_f$ obtained by SANS is actually defined as a boundary between the ferromagnetic state with a “hard” do-

<table>
<thead>
<tr>
<th>Magnetic and temperature conditions</th>
<th>$B_0$ (G)</th>
<th>$\langle T_C \rangle$ (K)</th>
<th>$\Delta T_C$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H = 10$ G, cooling</td>
<td>4620±5</td>
<td>397.2±0.1</td>
<td>4.55±0.05</td>
</tr>
<tr>
<td>$H = 3$ G, cooling</td>
<td>3120±5</td>
<td>397.0±0.1</td>
<td>3.47±0.05</td>
</tr>
<tr>
<td>$H = 3$ G, heating</td>
<td>3150±5</td>
<td>397.8±0.1</td>
<td>3.35±0.05</td>
</tr>
<tr>
<td>$H = 1.5$ G, cooling</td>
<td>1940±5</td>
<td>397.1±0.1</td>
<td>3.00±0.05</td>
</tr>
<tr>
<td>$H = 1.5$ G, heating</td>
<td>1900±5</td>
<td>397.9±0.1</td>
<td>2.90±0.05</td>
</tr>
</tbody>
</table>
main structure and the critical region where critical fluctuations and large ferromagnetic inhomogeneities coexist. Further the center \( \langle T_C \rangle \) of the probability function \( \rho(T_C) \) obtained from ND shows the middle point of the critical region. Thus, the temperatures \( T_f \) and \( \langle T_C \rangle \) characterize the low boundary and the center of the magnetic phase transition in such a disordered system, respectively. This confirms that the critical fluctuations play a secondary role of at this transition. First, their average length \( R_c \) is much less than the size of the magnetic inhomogeneities. Second, the magnetic inhomogeneities appear some degrees above \( T_f \), where \( R_c \) becomes maximal and saturated. Finally we can conclude that the critical fluctuations are suppressed by the appearance of large scale magnetic inhomogeneities. In spite of this suppression, the transition in the local regions is supplied by the energy of the critical fluctuations. Therefore the mechanism of the transition in these separated regions is one of the second order.

**B. Temperature dependence of the neutron depolarization**

As we see the value \( D_\perp \) includes the extra factor \( D_{\text{ext}} \) [Eq. (12)] under the condition of the nonzero applied field. Therefore using Eq. (9) we cannot obtain the true temperature dependence of \( \gamma_i \). \( D_\perp \) cannot be also considered in a way analogous to the analysis of temperature dependence of the rotation angle \( \phi(T) \). On the other hand, the value \( D_i \) can be analyzed in the same manner. Fortunately, two circumstances allow us to ignore the temperature dependence of \( \gamma_i \) in Eq. (9). First, the polarization \( D_i \) changes little when the magnetic field is applied. From this follows that \( \gamma_i \) does not change significantly also and the magnetic system is close to the isotropic phase. This means that the applied magnetic field moves out the domain walls but the magnetic structure caused by \( T_C \) variations remains inhomogeneous. Second, as it is shown in Refs. 12, 13, \( \gamma_i \) may change in the range from 0.25 (full disorder) to 0.75 (full alignment). As compared with a total change of the value \( \ln D_i \) which is from 0.01 up to 10 near the phase transition, a change of \( \gamma_i \) in the same range can be roughly neglected. We set below the value of \( \langle \gamma_i \rangle \) = 1/2.

In analogy to Eq. (16), the temperature dependence of the neutron depolarization \( -\ln D_i \) for magnetic field \( H = 10 \) G (see Fig. 13) was fitted with the convolution of the product \( [\Delta B(T,T_C)]^2 R_\parallel(T,T_C) \) and \( \rho(T_C) \):

\[
-\ln D_i = \frac{1}{4} c L \int_{T_f}^{\infty} \rho(T'_C) B_0^2 \left\{ \frac{T - T'_C}{T'_C} \right\}^{2\beta} R_\parallel(T,T'_C) dT'_C.
\]

(17)

To fit the data in Fig. 13, we take again a power-law description with Gaussian distribution of transition temperature \( \rho(T_C) \). It is supposed that the local magnetic induction in the magnetic inhomogeneities at \( T < T_C \) is described by the scaling law Eq. (14) where \( \tau \) is the local reduced temperature. The critical index \( \beta \) is doubled because of the square of the local magnetic induction in Eq. (9). We assume that the size of the inhomogeneities grows with decreasing local reduced temperature also according to a power law

\[
\frac{\Delta T_C}{T_C} \approx 4.55 \ \text{K}.
\]

The assumption Eq. (18) comes in contradiction with the percolative concept proposed in Refs. 5–7. According to Refs. 5–7, the temperature of the transition is determined as that \( T_c \) where an infinite percolative cluster appears. Thus the magnetic correlation length \( R_d \) must be infinitely large at \( T = \langle T_C \rangle + \Delta T_c \), while Eq. (18) supposes a continuous growth of \( R_d \) through the whole critical range. However, the neutron depolarization technique provides information on the average size of inhomogeneities which doesn’t change even with applying the magnetic field. So the correct value of the percolative length remains unachivable with this method. Thus, by assuming Eq. (18) we account for the specific feature of the ND technique and suppose a continuous growth of the cluster appearing at the local temperature \( T_C \).

Thus, we fix \( \langle T_C \rangle \) and \( \Delta T_C \) in \( \rho(T_C) \) at the values obtained from the fit of the rotation angle \( \phi \) for \( H = 10 \) G. Thereby we obtained satisfactory fits for the two parameters which are still unknown: \( B_0^2 R_d(0) \) and \( \Delta \). From the best fit procedure we find \( \Delta = 0.65 \pm 0.05 \) and \( B_0^2 R_d(0) = (4.11 \pm 0.01) \times 10^4 \text{ G cm} \). From the parameter \( B_0^2 R_d(0) \) one can roughly estimate the value \( R_d(0) \) substituting \( B_0 \) taken from the Table I at \( H = 10 \) G: \( B_0 = 4620 \) G. Then we calculate easily the value \( R_d(0) = 2 \times 10^5 \text{ Å} \) that is close to the domain size far below the transition temperature. The value of \( R_d \) at room temperature equals \( 8 \times 10^5 \text{ Å} \) which coincides with the domain size in the invar alloys given by the multiple SANS. From Eq. (18) the correlation length of the disorder is estimated through the size of the magnetic inhomogeneities at the critical range \( R_d \approx R_d(0) \approx 10^5 \text{ Å} \).

In spite of the discrepancy between the supposition Eq. (18) and the percolative concept in Refs. 5–7, we agree with the statement that the ratio of the depth of the \( T_C \) variations \( \Delta T_c/(T_C) \) and its characteristic correlation length \( R_0/a \) (\( a \) is the lattice constant) determines the scenario of the transition: “percolative” or “homogeneous.” For the case of FeNi alloy under study the criterium \( R_0/a > (\Delta T_c/(T_C))^{-2/3} \) is well fulfilled and, therefore, the percolative scenario is realized.
It is worth to notice that the idea of the convolution of the power-law description with Gaussian distribution of transition temperature becomes commonly used to treat the experimental data in disordered systems. In our work we emphasize that the idea of $T_C$ distribution is closely related to enhancement of the large scale inhomogeneities above $T_C$ and therefore with the percolative scenario of the transition.

### V. SUMMARY

The magnetic phase transition in a disordered system Fe$_{70}$Ni$_{30}$ was investigated. The experimental data of the neutron depolarization and SANS show a smeared phase transition. To interpret the data we apply the model where the Curie temperature is fluctuating around the average value $\langle T_C \rangle$. In this model the local $T_C$ variations are described by the disorder parameters of the system: $\langle T_C \rangle$, a spread of $T_C$ variations $\Delta T_C$, and the characteristic size of the local areas $R_0$, where $T_C$ variations occur [Eq. (1)]. The parameters of the transition obtained from the data are $\langle T_C \rangle = 397 \pm 0.5$ K, $\Delta T_C = 4.55$ K, and $R_0 \sim 10^4$ Å. This means, according to the criterion proposed in Refs. 5–7 that the criterion $R_0/\langle a\rangle \propto (\Delta T_C/(T_C))^\nu$ is fulfilled in our disordered system, so the transition goes in accordance with the "percolative" scenario. In this case the percolation means that the locally ordered magnetic regions grow in the paramagnetic phase and form a large percolative cluster. It was also found that the magnetic cluster size $R_d$ grows with the local reduced temperature $\tau$ as $R_d \sim \tau^\Delta$ with $\Delta = 0.65 \pm 0.05$. The reasons of the $T_C$ variations which result in smearing of the transition are still not clear. Nevertheless, the enhancement of the $T_C$-variations is proved by the ND experiments along with SANS and the parameters of the phase transition are found from the data.
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