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Wanneer blijkt dat gepromoveerden in exacte wetenschappen eerder in het bedrijfsleven een baan vinden dan in de academische wereld, zal hiermee rekening gehouden moeten worden bij het vaststellen van het onderwijs voor assistenten en onderzoekers in opleiding.


II

Beschouw de lineaire programmeringsproblemen

\[(P) \quad \min_x \{ c^T x : Ax = b, \ x \geq 0 \} \]
\[(D) \quad \max_{y, s} \{ b^T y : A^T y + s = c, \ s \geq 0 \}, \]

waarin $A$ een $m \times n$ matrix is met rang $m \leq n$. Zij $a_i$ de $i$-de kolom van $A$, $x$ en $(y, s)$ toegelaten oplossingen van (P) respectievelijk (D), en $X = \text{Diag}(x_1, \ldots, x_n)$ en $S = \text{Diag}(s_1, \ldots, s_n)$. De verhouding tussen de slack met betrekking tot de $i$-de ongelijkheidsrestrictie en de Euclidische afstand tot de rand van de Dikin-ellipsoïde in de richting orthogonaal op die restrictie wordt in (D) gegeven door (Vaidya, 1989)

\[
\sigma_i(y, s) = \frac{s_i}{\sqrt{a_i^T (AS^{-2} A^T)^{-1} a_i}}.
\]

Het analogon van deze afstandsmaat voor (P) is

\[
\xi_i(x) = \frac{1}{\sqrt{1 - x_i^2 a_i^T (AX^2 A^T)^{-1} a_i}}.
\]

Er geldt $\sigma_i(y, s) \geq 1$, $\xi_i(x) \geq 1$, en

\[
\sum_{i=1}^{n} \frac{1}{\sigma_i(y, s)^2} = m, \quad \sum_{i=1}^{n} \frac{1}{\xi_i(x)^2} = n - m.
\]

Bovendien, als $x$ en $(y, s)$ op de centrale paden van (P) respectievelijk (D) liggen, geldt

\[
\frac{1}{\xi_i(x)^2} + \frac{1}{\sigma_i(y, s)^2} = 1, \quad \text{voor alle } i.
\]

In gedegenereerde problemen geeft het limietgedrag van deze afstandsmaten geen uitsluiting over de optimale partitie van (P) en (D).


Hoofdstuk 2 van dit proefschrift.
Het studieprogramma voor de afstudeer-richting Beslissingstechnologie (Operations Research) van de opleiding Technische Wiskunde aan de Technische Universiteit Delft bevat op het terrein van de Operationele Analyse, naast hoorcolleges en afstudeeropdracht, slechts één (niet verplicht) practicum van 60 studiebelastinguren. Voor een gedegen voorbereiding op de praktijk van de Operationele Analyse is dit onvoldoende.

Wanneer het refereerp-roces van manuscripten niet versneld wordt, zullen elektronische tijdschriften geen oplossingen betekenen voor het probleem dat veel wetenschappelijke artikelen pas gelezen worden als zij al verouderd zijn.

In een mathematisch model ter ondersteuning van strategische beleidsbeslissingen dient met name aandacht te worden besteed aan onzekerheid van externe factoren, alsmede hoe op deze onzekerheid kan worden gereageerd en geanticipeerd.

In het licht van Stelling 5 is de volgende uitbreiding van het depotlocatie probleem interessant. Bepaal beslissingen die efficient zijn met betrekking tot variantie in de waarde van de beslissingsvariabelen en gemiddelde kosten in het model

\[
\begin{align*}
\min_{x,y,y_i} & \quad \sum_{j \in J} \sum_{s \in S} (y_{js} - \bar{y}_j)^2 \\
\sum_{j \in J} x_{ijs} & = 1, \quad i \in I, \ s \in S \\
x_{ijs} & \leq y_{js}, \quad i \in I, \ j \in J, \ s \in S \\
\sum_{i \in I} D_{is} x_{ijs} & \leq P_{js}, \quad j \in J, \ s \in S \\
\sum_{i \in I} \sum_{j \in J, s \in S} C_{ijs} x_{ijs} + \sum_{j \in J, s \in S} F_{js} y_{js} & = |S| C_T \\
|S| \bar{y}_j & = \sum_{s \in S} y_{js}, \quad j \in J \\
x_{ijs} & \geq 0, \ y_{js} \in \{0, 1\}, \quad i \in I, \ j \in J, \ s \in S,
\end{align*}
\]

waarin

- \( I, J, S \) verzamelingen klanten (i), resp. locaties (j), resp. scenarios (s)
- \( x_{ijs} \) percentage van de vraag van i geleverd door j in s
- \( y_{js} \) 1, als j open in s, 0 anders
- \( \bar{y}_j \) gemiddelde waarde \( y_{js} \)
- \( D_{is} \) vraag i in s
- \( P_{js} \) capaciteit j in s
- \( C_{ijs} \) variabele kosten voor i door j in s
- \( F_{js} \) vaste kosten voor j in s
- \( C_T \) richtwaarde gemiddelde kosten.
Het bestaan van meerdere optimale oplossingen in een kwadratisch mean–variance model, dat door Michaud (1989) als een nadeel wordt gezien, geeft de vrijheid om uit deze oplossingen één te kiezen die het best aan een gesteld nevendoel voldoet. Kennis van de tripartitie van het probleem is hiervoor van wezenlijk belang.

Hoofdstuk 5.1 van dit proefschrift.

Bij het plannen van grote projecten voor de bouw van nieuwe woningen in Nederland dient niet alleen rekening gehouden te worden met de actuele vraag, maar evenzeer met de bevolkingsopbouw, de demografische ontwikkeling en de aard van het bestaande woningarsenaal.

Het positieve effect op de doorstroming van het verkeer op een snelweg, dat uitgaat van het vergroten van het aantal rijbanen, wordt verkleind, wanneer dit tevens leidt tot een toename van het aantal overtredingen van artikel 3 lid 1 RVV 1990.
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Chapter 1

Introduction

We first give an historical account of research on interior point methods. Then we describe the research performed in this thesis and the new results obtained. Finally, we summarize the notation to be used.

1.1 Historical background

Major breakthroughs in mathematical programming are often related to linear programming (LP). First of all, the introduction of the simplex method by Dantzig in 1947 [39] had both a theoretical and practical impact in the field, maybe even initiated it. As direct consequences we mention the development of LP and its extensions [41], network problems and algorithms [57], nonlinear programming (NLP) [152], decomposition schemes [43], complementarity theory [35, 154], stochastic programming [40], cutting plane methods for large integer programs [42], etc. The reader is referred to [155] for an overview of the early history of mathematical programming. When in 1979 Khachian [136] showed that the ellipsoid algorithm applied to the LP problem runs in polynomial time, this was not only of importance for the complexity theory of LP, it also had important implications for the complexity theory of many combinatorial optimization problems, as shown by Grötschel et al. [93]. Unfortunately, the good complexity didn’t lead to good computational efficiency in practice, causing the method to become merely a theoretical tool. However, no single development since the introduction of the simplex method has influenced the field of mathematical programming to such an extent as did the 1984 paper by Karmarkar [132] which had (and still has) a great impact on both the theory and practice of mathematical programming. Describing a new polynomial time algorithm (called projective scaling algorithm) for LP with better complexity than the ellipsoid method and claiming it to be extremely efficient in practice, Karmarkar triggered a tremendous amount of research on what is now commonly called interior point methods. Hundreds of researchers all over the world went into the subject, over 2000 papers were written (see Kranich [150] for a bibliography). For an overview of the developments in the theory of interior point methods for LP the reader is referred to surveys by Gonzaga [88] and Den Hertog [101]; the computational state-of-the-art is described in Lustig et al. [163].

The massive interest in interior point methods is even more remarkable if one takes into account that interior point techniques were extensively investigated in the 1960s (see Fiacco and McCormick [54]) and beginning 1970s as part of sequential unconstrained minimization techniques. One of the important techniques is the logarithmic barrier method, introduced by Frisch [63] in 1955. Also, the affine scaling algorithm proposed by Barnes [17] and Vanderbei et al. [243] as a simplified version of Karmarkar’s method appeared to be just a rediscovery of a method developed by Dikin [44] in 1967.
Several reasons can be given why interior point methods were out of sight since the early 1970s, but regained so much interest in the mathematical programming society after Karmarkar's work. The first is of theoretical nature. Interior point techniques were originally developed to solve NLP problems with inequality constraints. For LP the simplex method performed reasonably well, and there was no incentive to investigate the theoretical properties of the interior methods when applied to LP, as theoretical complexity of the algorithm was not regarded to be an issue in the 1960s. In fact it was only around 1970 that complexity theory was developed, mainly in the field of combinatorial optimization (see Karp [133] and Garey and Johnson [68]), and for convex optimization by Judin and Nemirovskii [130]. It was shown by Klee and Minty [137] that certain variants of the simplex method need, in the worst case, an exponential number of arithmetic operations. Since then, the search for a polynomial method being efficient in practice was alive, without considering the possibility that existing methods, when sufficiently adjusted, could satisfy these requirements. Shortly after the publication of Karmarkar's paper Gill et al. [72] showed that Karmarkar's projective algorithm was closely related to the logarithmic barrier method. Following this connection theoretical work on interior point methods soon led to the introduction of the analytic center by Sonnevend [224] and analysis of the central path in a primal–dual setting by Megiddo [174] which are the central themes in both theoretical work as well as in practical implementations of interior point techniques. In 1987 Roos and Vial [216] derived a very elegant and simple complexity proof of the basic logarithmic barrier method, showing a new property of an essentially old method. Renegar [212] derived the complexity of a method using analytic centers which can be traced back to Huard [109]. Anstreicher [9] analyzed SUMT [195], an old implementation of an interior point method and showed it to be polynomial.

A second reason for the revival and popularity of interior point methods comes from the computational side. Hardware and software (particularly for sparse linear algebra) have been improved so much in the last decade that the computationally expensive task in any interior point method (viz., solving a sparse linear system) can be performed efficiently and with great accuracy. Particularly, new preprocessing techniques and research on sparse Cholesky factorization with various ordering heuristics have contributed to the success of interior point methods, see e.g., Lustig et al. [163]. Recently, solving sparse indefinite systems has become popular, see e.g., Fourer and Mehrotra [59] and Gondzio and Terlaky [84]. The use of new theoretical insights on the intrinsic nature of interior point techniques when applied to the LP problem has enhanced the implementation of interior point methods in such a way that very efficient codes now exist and are available at both commercial and academic level; we mention CPLEX [37], OSL [202], LOQO [242], IPMOS [252], LiPSOL [260]. To be honest we have to mention that the improvements in the simplex codes have been equally flabbergasting since the early 1980s. Bixby claims\footnote{Talk at "Workshop Optimization in Production and Transportation", November 10, 1994, Scheveningen, The Netherlands} an improvement in computation time with a factor 1000000, where a factor 1000 is due to more sophisticated methods and the other factor 1000 to evolving computer hardware.

A third reason that interior point techniques were out of sight for fifteen years can be found in the difference between applying the logarithmic barrier method to an LP problem as compared to an NLP problem. First, as was shown by Lootsma [158] and Murray
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[194] the Hessian of the logarithmic barrier function (with which a system needs to be solved in each iteration) becomes increasingly ill-conditioned when the iterates approach an optimal solution. This was experienced in SUMT [195]. However, in the linear case this behavior is less apparent and typically doesn’t influence the efficiency and effectiveness of interior point methods in practice (see e.g., Stuart [229], Wright [250] and Vavasis [244]). For certain NLP problems Wright [250] extends the results in [158] and [194], and more importantly, suggests a way to get around the indicated difficulties in practice. Secondly, the LP environment proposed a natural opportunity to develop primal–dual methods (i.e., methods generating primal and dual solutions in each iteration), initially by Monteiro and Adler [186] and Kojima et al. [145]. Comparing early computational results with pure primal or dual methods and primal–dual implementations (compare e.g., [170] and [162]) shows a big decrease in computational effort with the use of the latter. Using infeasible iterates as proposed by Lustig [161] among others, improved the codes even more, as was the case with Mehrotra’s proposal [176] to use a predictor–corrector scheme. Incidentally, after the success of infeasible primal–dual predictor–corrector methods for LP it has, with some success, been tried to transfer the use of primal–dual techniques to NLP, see e.g., Vial [245] and Yamashita [254].

Apart from its impact on LP, Karmarkar’s algorithm is also ultimately responsible for several other trends in optimization. We mention the revival (c.q., rehabilitation) of decomposition schemes (see e.g., Goffin and Vial [75, 78], Bahn et al. [14], Den Hertog et al. [103]), the revival of Newton’s method in NLP combined with a beautiful analysis of certain interior point methods for NLP by Nesterov and Nemirovskii [199], the use of semidefinite programming (SDP), e.g., in control theory, linear algebra and combinatorial optimization (see Boyd et al. [29, 30], Alizadeh [6]), the development of efficient practical algorithms for NLP problems (see Yamashita [254], Vial [245], Shanno [221], Andersen and Ye [8], Breitfeld and Shanno [32] and Ben–Tal and Roth [20]) and reconsidering sensitivity analysis (Adler and Monteiro [3], Jansen et al. [112], Greenberg [92]). Some of these developments were, to a certain extent, pointed to by Karmarkar (see [132, pp. 394-396]), others are still surprising.

1.2 Scope of the thesis

In this thesis interior point methodology is used to derive new results, develop and analyze some new primal–dual interior point algorithms, and unify (and extend) existing literature in interior point methods. Specifically, it is investigated how initial results and methods for LP can be extended to NLP. As a consequence this thesis contains results in various areas of mathematical programming, viz., linear, quadratic, nonlinear, combinatorial and semidefinite optimization. The leading thread running through this thesis is complementarity which we view as a basic concept in mathematical programming and in interior point methods in specific. Fundamentally, complementarity is a certificate for optimality. For nonoptimal solutions the (error in) complementarity is a measure for the distance of the solution to optimality; for optimal solutions the complementarity is zero. Among all optimal solutions the strictly complementary solutions are of special interest. While much of the literature on interior point techniques (specifically those for NLP) concentrates on the central path and considers methods in (small) neighborhoods of the central path, we will not make such a
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restriction. In this thesis we will use (strict) complementarity to derive results in the theory and sensitivity analysis for LP (Chapter 2). This concerns well-known results for which we provide new proofs, as well as some new results. Here we also introduce the $v$-space of the LP problem which gives a characterization of nonoptimal solutions. The $v$-space is used in the development of a new class of primal–dual algorithms for (non)linear complementarity problems (Chapter 3) and in developing a unifying, called target-following, framework for analyzing interior point methods (Chapter 4). Finally, we use complementarity in three other subjects: we investigate sensitivity analysis in quadratic programming, analyze two applications of semidefinite programming and consider interior point based decomposition methods (Chapter 5). The thesis is concluded with a section containing a summary, conclusions and directions for further research. We will now explain the results obtained in this thesis in some more detail.

1.2.1 Theory and sensitivity

In all classical textbooks on LP, developing the dual problem, weak and strong duality and the complementary slackness theorem are contained in one of the first chapters. While for optimal solutions the complementarity is zero, this is not true for feasible but nonoptimal solutions. A less well-known property of the LP problem is the existence of a strictly complementary solution first shown by Goldman and Tucker [81] in 1956. A strictly complementary solution is an optimal solution with a useful special property. While historically these theoretical results are taught using a basis (which is intimately related to the simplex method) a natural question is whether they can also be obtained using ideas from interior point techniques. For the theory of LP this was first done by Güler et al. [97]. In Chapter 2 of this thesis we derive these results much more easily using a new skew-symmetric reformulation of the LP problem. We give new proofs for duality and the existence of a strictly complementary solution in the general LP problem, using only analytical arguments. The idea of using a skew-symmetric reformulation is due to Tucker [240] and Dantzig [41]. Recently, Ye et al. [259] put new life into the skew-symmetric formulation by showing that an interior point method applied to it can easily handle infeasible starting points and provide a certificate for infeasibility.

For a long time it was generally believed that sensitivity analysis based on interior point solutions were impossible, since in principle no optimal basis is obtained; instead, interior point methods compute a strictly complementary solution (see Güler and Ye [98]). Megiddo [175] developed a strongly polynomial algorithm to compute an optimal basis from a strictly complementary solution, which was implemented by Bixby and Saltzman [25], among others. Normally (in textbooks and in software) sensitivity analysis is performed using one optimal solution; however, this may give ambiguous results in case of degeneracy, see e.g., Gal [66]. We propose a unifying analysis of sensitivity based on optimal sets, stressing the important connection with the optimal value function of a perturbed LP problem. The importance of a strictly complementary solution here is that it provides the optimal partition of the problem which can be used to describe the optimal set. Within this framework we compare three ways of describing optimal sets: using bases, using the optimal partition and using the optimal value. Since the optimal partition is provided by interior point solutions we then derive a way of performing sensitivity analysis in LP on the basis of interior point
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methods. These three approaches have been applied to a practical LP model used at and provided by SHELL.

We also introduce the so-called v-space, or the space of complementarity products of the LP problem, which will play an important role in the chapters to follow. The v-space gives a description of the set of strictly feasible solutions, since any point in the v-space can be shown to be in one-to-one correspondence with such a strictly feasible solution (Kojima et al. [142]). The v-space provides us a tool for developing new interior point algorithms as well as for describing and analyzing many interior point methods in a uniform and coherent way.

1.2.2 Primal–dual Dikin–affine scaling

In Chapter 3 we introduce and analyze a new class of algorithms, called primal–dual Dikin–affine scaling algorithms. The derivation and the analysis are almost exclusively done within the v-space introduced in Chapter 2. Dikin’s original primal affine scaling algorithm [44] in each iteration only generates a feasible solution of the primal LP problem, and it is generally believed not to have a polynomial complexity bound. In 1987 Monteiro et al. [188] introduced an algorithm that could be interpreted as a primal–dual variant of the affine scaling algorithm, and proved its polynomial complexity. Specifically, their algorithm requires at most \( O(n(\ln(1/\epsilon))^2) \) iterations, where \( n \) is the number of variables and \( \epsilon \) the required accuracy in the duality gap. We show that there is a more natural generalization of the affine scaling idea to the primal–dual setting, which leads to an algorithm having better complexity than the one in [188]: it requires at most \( O(n\ln(1/\epsilon)) \) iterations, with the same amount of work per iteration as in [188]. The search–direction in the algorithm is derived by minimizing the complementarity over an ellipsoid in the primal–dual feasible space. We show that in the v-space the resulting direction is exactly Dikin’s direction.

The algorithm being originally derived for LP in Jansen et al. [114] can be transferred to linear and nonlinear complementarity problems. The class of linear complementarity problems (LCPs) contains LP and convex quadratic programming (CQP) as special cases; the class of (monotone) nonlinear complementarity problems ((M)NCPs) contains for instance convex programming problems. It is an analysis for the LCP that we present in this thesis. Due to second order effects in the computation of the search–direction we investigate whether the use of corrector steps can improve the complexity of the algorithm. Correctors have shown great potential in implementations of interior point methods for LP, see e.g., Mehrotra [176]. We prove that correctors improve the theoretical complexity of the algorithm to (asymptotically) the best known bound for LP.

The scaling used in the algorithm can be modified, which leads to a family of algorithms including both the classical primal–dual affine scaling algorithm of [188] and our new primal–dual Dikin–affine algorithm as special cases. We analyze the family for NCPs. The analysis is more complicated than in the linear case since it requires a smoothness condition on the nonlinear mapping involved. We introduce such a condition and relate it to conditions used in the literature, namely the scaled Lipschitz condition [263], the relative Lipschitz condition [124] and the self–concordance condition [199]. An advantage of our condition over the others is that it can also be applied to nonmonotone mappings. Moreover, we show that our condition is suitable for analyzing primal–dual algorithms working in a large
neighborhood, while the others are typically used for small neighborhood methods. To investigate the computational behavior of the family of algorithms we apply it to several NLP problems arising in statistics. Specifically, we consider nonlinear statistical regression problems, entropy optimization problems and maximum likelihood estimation. From our experiments we may conclude that the primal–dual Dikin–affine algorithm performs best within the family, is stable and requires little tuning. So our new primal–dual Dikin–affine scaling method not only theoretically outperforms the algorithm of Monteiro et al. [188], it also does so in practice.

1.2.3 Target–following

A major application of the \( v \)-space or space of complementarity products is a unifying framework for the analysis of primal–dual interior point methods for LP and dual methods for nonlinear problems, which we develop in Chapter 4; we call it the target–following approach. Here we make use of the one–to–one correspondence between points in the \( v \)-space and strictly feasible primal–dual solutions. For LP we first prove general results on the behavior of the complementarity, feasibility and distance to the central path after a step, which we then specialize to different methods. The methods and their analysis are described in the \( v \)-space, which appears to be very convenient.

Our approach leads to simple and uniform complexity proofs for various methods that were previously analyzed in several separate papers in the literature. Furthermore, the analysis in the \( v \)-space suggests some new methods, for which an evenly simple analysis is provided. These methods use the Dikin–affine step derived in Chapter 3 and have the important property of combining approaching optimality as well as the central path simultaneously. So we analyze central path–following methods (e.g., [145, 186]), weighted path–following methods [47, 105], variants of the primal–dual Dikin–affine scaling algorithm [114], a variant of the cone–affine scaling method [230], Freund's shifted barrier method [60], and computing analytic or weighted centers [11, 105, 180, 182]. We first consider short–step algorithms which have the best known complexity bound for LP. We extend the results to the more practical long–step methods which unfortunately have a worse theoretical complexity (cf., Den Hertog [101]). One of the outcomes of this work is a negative influence upon the complexity when a method does not closely follow the central path.

We derive a similar target–following methodology for NLP problems as well as for variational inequalities, thereby analyzing several methods for which the analysis has not yet been transferred from LP to NLP. Here we use the self–concordance condition introduced by Nesterov and Nemirovskii [199]. A major conceptual difference with their approach is that in our applications the self–concordance parameters involved change from one iteration to another, which requires some new machinery to be developed. In the nonlinear case we restrict ourselves to the usual logarithmic barriers (cf., Den Hertog [101]) and show that the target–following concept is closely related to the use of weighted barrier functions.

In the study of (monotone) variational inequalities we extend some of our results to more general spaces, not restricting to logarithmic barriers. Here we take a new approach by considering a self–concordant barrier operator which can be viewed as a mapping having similar properties as the gradient of a barrier function. This has the advantage that we may analyze target–following methods for problems defined on cones other than the nonnegative
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orthant.

1.2.4 Other subjects

In Chapter 5 we group together some results on the use of interior point methods and complementarity in different fields of mathematical programming. First, we investigate to what extent the approach to sensitivity analysis using optimal partitions in Section 2.2.5 can be generalized to CQP. A major difference is that in CQP no strictly complementary solution need to exist. Instead, we use maximal complementary solutions (see Güler and Ye [98]) which define the tripartition of the problem. We characterize the optimal value function using tripartitions. An application we briefly consider is Markowitz’s mean–variance model for portfolio analysis [169].

For some time, it has been attempted to use interior point methods in combinatorial optimization. Mitchell and Todd [179] and Borchers and Mitchell [27] implemented a branch–and–cut respectively branch–and–bound method using interior point methods for solving the LP subproblems. However, the results are comparable or worse than using simplex based solvers\(^2\). One of the reasons for this is that a good warm–start strategy is still missing in interior point methods, see e.g., Andersen and Ye [7]. The application of interior point methods in combinatorial optimization, however, comes from a different side, namely from nonlinear relaxations to combinatorial problems. Such a relaxation scheme was developed by Lovász and Schrijver [160], see also Lovász [159] and Grötschel et al. [93]. Often, these approximations appear to be problems defined over the cone of positive semidefinite matrices, so–called semidefinite programming (SDP) problems. Nesterov and Nemirovskii [199] analyzed an interior point method for SDP, being theoretically efficient; practical primal–dual versions were developed by Boyd and Vandenberghe [30] among others. It is to be attributed to Alizadeh [6] to have brought the possible applications of SDP and interior point methods in combinatorial optimization to the foregound. Goemans and Williamson [73] showed that a solution of the semidefinite relaxation of certain combinatorial problems (as MAXCUT and MAXSAT) can be rounded to a provably good solution, with a better worst–case bound than for previous algorithms. This initiated an extensive new field of research, see e.g., Laurent and Poljak [153], Poljak et al. [206], Helmberg et al. [100]. In this chapter we consider a relaxation of the problem of minimizing a general quadratic form over ellipsoids, which can be used in approximating quadratic 0 – 1–problems. We show that our relaxation is essentially equivalent to other relaxations in Shor [223] and Boyd and Vandenberghe [30]. The main difference is that our relaxation is nonlinear, while the others are linear in a higher dimension. Other applications of SDP can be found in, e.g., control and system theory and linear algebra. In the latter area we analyze a method for computing the smallest eigenvalue of a symmetric matrix. Although the method itself is closely related to well–known Newton–Raphson type methods our interior point methodology enables us to derive strong theoretical results as polynomiality and quadratic convergence.

Finally, we present a result on the use of interior point methods in decomposition schemes. Dantzig–Wolfe [43] and Bender’s decomposition [23] were supposed to be slow for solving large linear problems with a specific structure. However, as noted by Magnanti\(^2\)In our computational experiments on the radio link frequency assignment problem interior point methods behaved dramatically worse [1].
et al. [164, 166] for Bender's decomposition an enhancement can drastically reduce computation time. Paying the price of solving one extra LP problem per iteration a Pareto–optimal cut can be computed, being in a certain sense the best cut that can locally be obtained. We show that modern interior cutting plane methods (e.g., Goffin and Vial [78], Bahn et al. [14]) generate such a Pareto–optimal cut for free. We also give a condition guaranteeing a Pareto–optimal cut to be obtained for free in the classical setting, where this condition appears to be weakest if a strictly complementary solution to the subproblem is computed.

1.3 Contents and references

This thesis is based on a number of papers and technical reports, some of which already appeared in refereed journals and proceedings and others will in the near future. The thesis aims at unifying and improving the results in these papers and presenting them in a coherent way. Although there is a definite structure in the ordering of the chapters and some cross-referencing takes place, they can be read independently.

Section 2.1 on the theory of LP is based on [115]. The interior view to sensitivity analysis in LP in Chapter 2 simplifies and extends results in [111, 112, 118]. The computational results presented were mainly done by De Jong [128]. In Chapter 3 the primal–dual (Dikin–)affine scaling algorithms and their extensions are introduced and analyzed for LCPs and NCPs. This chapter is based on the papers [113, 114, 122, 123], but contains various improvements. The computational results are new. The target–following concept for LP, NLP and variational inequalities in Chapter 4 was developed in [117, 119, 120]; the presentation in this chapter contains many improvements. Chapter 5 mainly contains unpublished material. The algorithm for the smallest eigenvalue problem and its analysis are adapted from [116].

1.4 Notational preliminaries and abbreviations

To simplify formulas we allow ourselves some notational abuse with regard to manipulation of vectors. Specifically, if \( x, s \in \mathbb{R}^n \) then \( xs, x/s, \sqrt{x} \) and \( x^\alpha \) for \( \alpha \in \mathbb{R} \) denote the vectors obtained from componentwise operations. For instance,

\[
w = xs \quad \text{means} \quad w \in \mathbb{R}^n, \quad w_i = x_is_i.
\]

Alternatively, in convenient situations we adopt the approach taken in earlier literature on interior point methods: if \( x \in \mathbb{R}^n \), then \( X \) is the diagonal matrix with the elements of \( x \) on its diagonal; then \( w = Xs \) has the same meaning as \( w = xs \).

With respect to norms, \( (\cdot, \cdot) \) represents a general inner product. Given \( x, y \in \mathbb{R}^n \) and a positive semidefinite matrix \( H \) we define

\[
\|x\|_H := \sqrt{x^T H x}, \quad \text{and} \quad H[x, y] := x^T H y.
\]

For a trilinear form \( H \) in \( \mathbb{R}^{n \times n \times n} \) and \( x, y, z \in \mathbb{R}^n \) we define

\[
H[x, y, z] := \sum_{i,j,k=1}^n x_i y_j z_k H_{ijk}^{(0)},
\]
### 1.4. Notational preliminaries and abbreviations

<table>
<thead>
<tr>
<th>For $x, s \in \mathbb{R}^n$, $\alpha \in \mathbb{R}$:</th>
<th>For $X \in \mathbb{R}^{n \times n}$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X$</td>
<td>$X = \text{Diag}(x_1, \ldots, x_n)$</td>
</tr>
<tr>
<td>$w = xs$</td>
<td>$w_i = x_is_i$, $i = 1, \ldots, n$</td>
</tr>
<tr>
<td>$w = Xs$</td>
<td>$w_i = x_is_i$, $i = 1, \ldots, n$</td>
</tr>
<tr>
<td>$u = x^\alpha$</td>
<td>$u_i = x_i^\alpha$, $i = 1, \ldots, n$</td>
</tr>
<tr>
<td>$v = \sqrt{x}s$</td>
<td>$v_i = \sqrt{x_is_i}$, $i = 1, \ldots, n$</td>
</tr>
<tr>
<td>$d^2 = x/s$</td>
<td>$d_i^2 = x_is_i$, $i = 1, \ldots, n$</td>
</tr>
<tr>
<td>$x(\alpha)$</td>
<td>$x$ at parameter value $\alpha$</td>
</tr>
<tr>
<td>$\sigma(x)$</td>
<td>${i : x_i &gt; 0}$</td>
</tr>
<tr>
<td>$\min(x)$</td>
<td>$\min_{1 \leq i \leq n} x_i$</td>
</tr>
<tr>
<td>$\max(x)$</td>
<td>$\max_{1 \leq i \leq n} x_i$</td>
</tr>
<tr>
<td>$\omega(x)$</td>
<td>$\min(x)/\max(x)$</td>
</tr>
<tr>
<td>$x \geq 0$</td>
<td>$x_i \geq 0$, $i = 1, \ldots, n$</td>
</tr>
<tr>
<td>$x &gt; 0$</td>
<td>$x_i &gt; 0$, $i = 1, \ldots, n$</td>
</tr>
</tbody>
</table>

Table 1.1: Notation used in the thesis.

where $H^{(i)}$ are $n \times n$ matrices. Table 1.1 summarizes the notation.

We use the following abbreviations:

- **LP**: linear programming
- **CQP**: convex quadratic programming
- **NLP**: nonlinear programming
- **LCP**: linear complementarity problem
- **(M)NCP**: (monotone) nonlinear complementarity problem
- **SDP**: semidefinite programming
Chapter 2

Theory and sensitivity in linear programming

In the first part of this chapter we show how duality and the existence of a strictly complementary solution in linear programming can be derived using an interior point approach and a self-dual reformulation of the primal and dual problem. In the second part we analyze the use of optimal sets in sensitivity analysis, and show how the standard approach using optimal bases, an interior point approach with optimal partitions, and an approach using optimal values can be incorporated.

2.1 The theory of linear programming

2.1.1 Complementarity and $v$-space

In textbooks and papers that consider the theory of linear programming (LP) various techniques are used to prove strong duality and the existence of a strictly complementary solution (Goldman-Tucker's Theorem [81]). Among others, Balinski and Tucker [15] and Dantzig [41] basically use the simplex method, Farkas Lemma is used by Schrijver [220] and Stoer and Witzgall [227], mathematical induction by Goldman and Tucker [81] and Tucker [240], while Von Neumann and Morgenstern [201] and Rockafellar [213] apply a separation theorem for convex sets. Recently, Güler et al. [97] presented a complete duality theory for LP based on the concepts of interior point methods, making the field of interior point methods for LP self-supporting. Their proofs of the well-known results use almost only analytical arguments.

A fundamental concept in LP is self-duality. By a self-dual LP problem we mean one which equals its own dual program. From the early days of LP symmetric self-dual structures and algorithms have been recognized for their importance. Tucker [240] considered a skew-symmetric self-dual system. The existence of a strictly complementary solution for this system was proved by induction. Using this construction, Goldman and Tucker [81] proved the existence of a strictly complementary solution for general LP problems. Dantzig [41] presented a self-dual parametric algorithm for LP. He also discussed the symmetric form of the primal and the dual LP problems. Later, Terlaky [233] constructed a simple self-dual pivot algorithm, called criss-cross. Recently, Ye et al. [259] introduced the notion of self-duality in the field of interior point methods. They formulated a new self-dual problem, to which a standard interior point method can be applied to derive the best known complexity bound for an infeasible start interior point method. The approach is also computationally efficient and very effective in discovering primal and/or dual infeasibility (Xu et al. [252]).
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The purpose of this section is to give a very easy proof of strong duality and the existence of a strictly complementary solution in LP by combining the methodology in [97] with a new self-dual formulation like the one in [259]. We first introduce some notation and state the two results mentioned above. Let \( c, x \in \mathbb{R}^n \), \( b \in \mathbb{R}^m \) and \( A \) an \( m \times n \) matrix. The primal LP problem in standard form is given by

\[
(P) \quad \min_x \left\{ c^T x : Ax = b, \ x \geq 0 \right\}.
\]

The associated dual problem is

\[
(D) \quad \max_{y,s} \left\{ b^T y : A^T y + s = c, \ s \geq 0 \right\}.
\]

The sets of feasible solutions of \((P)\) and \((D)\) are denoted by \(\mathcal{P}\) and \(\mathcal{D}\) respectively. Problem \((P)\) is called feasible if the set \(\mathcal{P}\) is nonempty; if \(\mathcal{P}\) is empty then \((P)\) is infeasible; if there is a sequence of feasible solutions for which the objective value goes to minus infinity then \((P)\) is said to be unbounded; analogous statements hold for \((D)\). We assume throughout that \(A\) has full row rank. This implies that \(y\) follows from a given feasible \(s \geq 0\) in a unique way, and we may identify a feasible solution of \((D)\) just by \(s\). The first theorem is the main result in the theory of LP.

**Theorem 2.1.1 (Strong duality)** For \((P)\) and \((D)\) one of the following alternatives holds:
(i) \((P)\) and \((D)\) are feasible and there exist \(x^* \in \mathcal{P}\) and \((y^*, s^*) \in \mathcal{D}\) such that \(c^T x^* = b^T y^*\);
(ii) \((P)\) is infeasible and \((D)\) is unbounded;
(iii) \((D)\) is infeasible and \((P)\) is unbounded;
(iv) Both \((P)\) and \((D)\) are infeasible.

An alternative way of writing the optimality condition in Theorem 2.1.1(i) is the complementary slackness condition

\[ x^*_i s^*_i = 0, \quad i = 1, \ldots, n. \]

Because of the nonnegativity condition on \(x^*\) and \(s^*\) this is also equivalent to \((x^*)_i s^*_i = 0\). Note that for arbitrary complementary solutions we might have \(x^*_i = s^*_i = 0\). In the analysis of interior point methods strict complementarity is a central theme; it is involved in theoretical analyses, in sensitivity analysis as well as in the development and analysis of polynomial time interior point methods.

**Theorem 2.1.2 (Strict complementarity)** If \((P)\) and \((D)\) are feasible then there exist \(x^* \in \mathcal{P}\) and \((y^*, s^*) \in \mathcal{D}\) such that \((x^*)_i s^*_i = 0\) and \(x^*_i + s^*_i > 0\), \(i = 1, \ldots, n\). The solution \((x^*, s^*)\) is called strictly complementary.

The strict complementarity condition implies that for each index \(i\) exactly one of \(x^*_i\) and \(s^*_i\) is zero, while the other is positive. This result was first shown in 1956 by Goldman and Tucker [81]. For convenience we define the support of a vector \(x \in \mathbb{R}^n\) as follows

\[ \sigma(x) := \{ i : x_i > 0 \}. \]

Then a feasible solution \((x, s)\) is optimal if and only if \(\sigma(x) \cap \sigma(s) = \emptyset\), and strictly complementary if and only if it is optimal and \(\sigma(x) \cup \sigma(s) = \{1, \ldots, n\}\). Using a strictly complementary solution the optimal partition of the LP problem is defined as follows.
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Definition 2.1.3 (Optimal partition) Let \((x^*, s^*)\) be a strictly complementary solution of (P) and (D). The partition \(\pi = (B, N)\) of the index set \(\{1, \ldots, n\}\) defined by \(B = \sigma(x^*)\) and \(N = \sigma(s^*)\) is called the optimal partition of (P) and (D).

Combining the conditions for feasibility and optimality, optimal solutions for (P) and (D) are characterized by solutions of the nonlinear system of equations

\[
\begin{align*}
Ax &= b, \quad x \geq 0, \\
A^Ty + s &= c, \quad s \geq 0, \\
x_iss_i &= 0, \quad i = 1, \ldots, n.
\end{align*}
\]

All methods for LP use this system. Dantzig’s simplex method [39] is an iterative method that relaxes one of the sets of inequality constraints \(s \geq 0\) (primal simplex) or \(x \geq 0\) (dual simplex) for intermediate iterates. Interior point methods are characterized by the fact that they keep one or both sets of inequality constraints strictly satisfied during the process. Instead the set of nonlinear complementarity constraints is relaxed; in infeasible start methods this is combined with a relaxation of the linear equality constraints. In (feasible) primal–dual interior point methods each iterate satisfies the system

\[
\begin{align*}
Ax &= b, \quad x > 0, \\
A^Ty + s &= c, \quad s > 0, \\
x_iss_i &= w_i, \quad i = 1, \ldots, n.
\end{align*}
\]  \hspace{1cm} (2.1)

for some positive vector \(w \in \mathbb{R}^n_{++}\). Observe that for \((x, s)\) satisfying the system the (error in) complementarity is given by

\[x^Ts = e^Tw.\]

In most interior point methods system (2.1) with \(w_i = \mu > 0\) for all \(i\) plays a special role, since its solutions for varying \(\mu\) characterize the central path of the problem. The central path in this primal–dual setting was introduced and investigated by Megiddo [174], Bayer and Lagarias [18] and Sonnevend [224]. For decreasing values of \(\mu\) the central path leads to a strictly complementary solution of the problem (cf. Theorem 2.1.14), hence it is used as a guideline to optimality in path-following methods. We introduce the following definition.

Definition 2.1.4 (Positive primal–dual pair) Let \(x\) be feasible in (P) and \((y, s)\) in (D) such that \(x > 0\) and \(s > 0\); then we call \((x, s)\) a positive primal–dual pair.

The following theorem establishes a one–to–one correspondence between positive primal–dual pairs \((x, s)\) and positive vectors in \(\mathbb{R}^n\). The theorem was proved by McLinden [172], Kojima et al. [142], see also Güler et al. [97].

Theorem 2.1.5 Let there exist at least one positive primal–dual pair for (P) and (D). Then for each \(w \in \mathbb{R}^n_{++}\) there exists a unique positive primal–dual pair \((x, s)\) such that \(x_iss_i = w_i, \quad i = 1, \ldots, n.\)

We now define the \(v\)-space of a given LP problem as the space of (the square roots of) the complementary products of positive primal–dual pairs:

\[ V = \{ v \in \mathbb{R}^n : v_i = \sqrt{x_iss_i}, \ Ax = b, \ A^Ty + s = c, \ x > 0, \ s > 0 \} . \]
Note that if \( v = \sqrt{x s} \) then \( \|v\|^2 = x^T s \), so in the \( v \)-space the points with constant norm represent all positive primal–dual pairs with a fixed duality gap. Observe that all optimal pairs \((x, s)\) correspond to the vector \( v = 0 \). In Chapter 3 we will use the \( v \)-space to derive a new primal–dual (affine scaling) interior point method. In Chapter 4 we will extensively use it in the analysis and development of algorithms.

To derive the duality results with an interior point approach we proceed as follows. In Section 2.1.2 we first discuss a very special, almost trivial skew-symmetric self-dual LP problem. Using the logarithmic barrier approach, the concept of the central path and the special structure of the problem, it is quite simple to prove the results for this problem. In Section 2.1.3 these results are applied to derive the strong duality and the existence of a strictly complementary solution for general LPs. Theorem 2.1.5 will follow as a byproduct of the results in this section.

### 2.1.2 Duality theory for skew-symmetric self-dual LPs

We define a specific skew-symmetric self-dual LP problem in the following form

\[
(SP) \quad \min_x \{ a^T x : C x \geq -a, \: x \geq 0 \},
\]

where \( C \) is an \( n \times n \) skew-symmetric matrix (i.e., \( C^T = -C \)) and \( a, x \in \mathbb{R}^n \). We require \( a \geq 0 \). Observe that for each \( x \in \mathbb{R}^n \) it holds

\[
x^T C x = 0. \tag{2.2}
\]

The associated dual program is given by

\[
(SD) \quad \max_y \{-a^T y : C^T y \leq a, \: y \geq 0 \},
\]

with \( y \in \mathbb{R}^n \). Obviously the skew-symmetry of \( C \) implies that the primal and dual feasible sets are identical. The strong duality for these problems is easy.

**Lemma 2.1.6** (\( SP \)) and (\( SD \)) are feasible and for both the zero vector is an optimal solution.

**Proof:** Since \( a \geq 0 \) the zero vector is primal and dual feasible. For each primal feasible \( x \) it holds

\[
0 = x^T C x \geq -a^T x
\]

by (2.2), so \( a^T x \geq 0 \); analogously \( a^T y \geq 0 \) for each dual feasible \( y \). Hence the zero vector is an optimal solution for (\( SP \)) and also for (\( SD \)). \( \square \)

**Corollary 2.1.7** Let \( x \) be feasible for (\( SP \)) and define \( s = C x + a \). Then \( x \) is optimal if and only if \( x^T s = 0 \).

**Proof:** Using (2.2) it holds

\[
a^T x = s^T x - x^T C^T x = s^T x. \tag{2.3}
\]

The statement follows from Lemma 2.1.6. \( \square \)
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Observe that (SP) is trivial from a computational point of view since an optimal solution is readily available. However, the problem is interesting from a theoretical point of view. To complete the duality theory of (SP) we need to prove the existence of a strictly complementary solution. Since (SP) and (SD) are identical it suffices to work with the primal problem (SP). The feasible region of (SP) will be denoted by

\[ \mathcal{SP} := \{ (x, s) : Cx - s = a, x \geq 0, s \geq 0 \}. \]

The set of positive vectors in \( \mathcal{SP} \) is denoted as \( \mathcal{SP}^0 \):

\[ \mathcal{SP}^0 := \{ (x, s) : Cx - s = a, x > 0, s > 0 \}. \]

The set of optimal solutions of (SP) is denoted by \( \mathcal{SP}^\star \). From Corollary 2.1.7 we have

\[ \mathcal{SP}^\star = \{ (x, s) : Cx - s = a, x^T s = 0, x \geq 0, s \geq 0 \}. \]

We will need the following well-known result from elementary convex analysis, see e.g. Rockafellar [213].

**Lemma 2.1.8** Let \( f : D \to \mathbb{R} \) be a convex differentiable function, where \( D \subseteq \mathbb{R}^n \) is an open convex set. Then \( x \in D \) minimizes \( f \) over \( D \) if and only if \( \nabla f(x) = 0 \).

We also use the following straightforward lemma from calculus.

**Lemma 2.1.9** Let \( \mu \in \mathbb{R}_{++} \) and \( p \in \mathbb{R}_{++}^n \) be given. The function \( h(x) := p^T x - \mu \sum_{i=1}^n \ln x_i \), where \( x \in \mathbb{R}_{++}^n \), has a unique minimizer.

**Proof:** We introduce the following notation: \( h(x) = \sum_{i=1}^n \tilde{h}_i(x_i) \), where \( \tilde{h}_i(x_i) := p_i x_i - \mu \ln x_i \). Let

\[ \tilde{h}_i(x_i) := \tilde{h}_i(x_i) - \mu + \mu \ln \mu - \mu \ln p_i = \mu \left( \frac{p_i x_i}{\mu} - \ln \frac{p_i x_i}{\mu} - 1 \right). \]

The functions \( \tilde{h}_i(x_i) \) are strictly convex and nonnegative on their domain \((0, \infty)\); furthermore \( \tilde{h}_i(x_i) \to \infty \) as \( x_i \to 0 \) or \( x_i \to \infty \). Hence all level sets of the functions \( h_i(x_i) \) are bounded, and bounded away from zero. Consider a nonempty \( \tau \)-level set \( \mathcal{L} := \{ x : h(x) \leq \tau \} \) of \( h(x) \). Note that \( \mathcal{L} \) is nonempty if we take \( \tau := h(x^{(0)}) \) for some \( x^{(0)} > 0 \). For \( x \in \mathcal{L} \) and for each \( i \), we have

\[ h_i(x_i) \leq \sum_{i=1}^n h_i(x_i) = \sum_{i=1}^n (\tilde{h}_i(x_i) - \mu + \mu \ln \mu - \mu \ln p_i) = h(x) - n \mu (1 - \ln \mu) - \mu \sum_{i=1}^n \ln p_i \leq \tau - n \mu (1 - \ln \mu) - \mu \sum_{i=1}^n \ln p_i. \]

So \( \mathcal{L} \) is a subset of the Cartesian product of level sets of the functions \( h_i \), and we conclude that the level set \( \mathcal{L} \) is bounded. Since \( h(x) \) is continuous, it has a minimizer in \( \mathcal{L} \). The uniqueness of the minimizer follows from the strict convexity of \( h(x) \). \( \Box \)
For $\mu > 0$ we define the function $\tilde{f}_\mu : \mathbb{R}^n_+ \times \mathbb{R}^n_+ \to \mathbb{R}$ by

$$
\tilde{f}_\mu(x, s) := a^T x - \mu \left( \sum_{i=1}^{n} \ln x_i + \sum_{i=1}^{n} \ln s_i \right),
$$

and $f_\mu : \mathbb{R}^n_+ \to \mathbb{R}$ by

$$
f_\mu(x) := a^T x - \mu \left( \sum_{i=1}^{n} \ln x_i + \sum_{i=1}^{n} \ln(c_i x + a_i) \right), \tag{2.4}
$$

where $c_i$ denotes the $i$th row of $C$. Note that $f_\mu(x) = \tilde{f}_\mu(x, s)$ for $(x, s) \in \mathcal{SP}^0$. The function $f_\mu$ is the logarithmic barrier function for (SP) with barrier parameter $\mu$. Due to (2.3) the term $a^T x$ can equally well be replaced by $x^T s$, which shows that $f_\mu(x, s)$ is symmetric in $x$ and $s$ on $\mathcal{SP}$.

Lemma 2.1.10 Let $\mu > 0$. The following two statements are equivalent:

(i) The function $f_\mu(x)$ has a (unique) minimizer;

(ii) There exist $x, s \in \mathbb{R}^n$ such that

$$
Cx - s = -a, \quad x \geq 0, \quad s \geq 0,
$$

$$
x s = \mu e. \tag{2.5}
$$

Further, if one of the statements holds then $x$ minimizes $f_\mu$ if and only if $x$ and $s$ satisfy (2.5).

Proof: First note that whenever $(x, s)$ solves (2.5), then both $x$ and $s$ are positive, due to the second equation. So the nonnegativity conditions for $x$ and $s$ in (2.5) can be replaced by requiring that $x$ and $s$ are positive. One easily checks that $f_\mu(x)$ is strictly convex, and hence it has at most one minimizer. Since the domain of $f_\mu$ is open, Lemma 2.1.8 applies and it follows that $f_\mu$ has $x$ as a minimizer if and only if $\nabla f_\mu(x) = 0$, i.e.,

$$
a - \mu X^{-1} e - \mu C^T S^{-1} e = 0, \tag{2.6}
$$

where $X = \text{Diag}(x)$ and $S = \text{Diag}(s)$. Using $s = Cx + a$ and $C^T = -C$, we can write (2.6) as

$$
\mu X^{-1} e - s = C(\mu S^{-1} e - x).
$$

Rearranging terms we obtain

$$
0 = (C - X^{-1} S) S^{-1} (\mu e - Xs).
$$

Since $C$ is skew-symmetric and the matrices $X^{-1} S$ and $S^{-1}$ are positive definite and diagonal, the last equation holds if and only if $X s = \mu e$. This proves the lemma. \qed

Assume that $\mathcal{SP}^0$ is nonempty and let $(x^{(0)}, s^{(0)}) \in \mathcal{SP}^0$. By (2.2) we have for any $(x, s) \in \mathcal{SP}$

$$
(x - x^{(0)})^T (s - s^{(0)}) = (x - x^{(0)})^T C(x - x^{(0)}) = 0. \tag{2.7}
$$
2.1. The theory of linear programming

Property (2.7) is known as the orthogonality property and often used in pivoting algorithms, see, e.g., Terlaky and Zhang [236]. Equivalently it holds,

\[(s^{(0)})^T x + (x^{(0)})^T s = x^T s + (x^{(0)})^T (s^{(0)}) = a^T x + a^T x^{(0)},\]

which gives

\[a^T x = (s^{(0)})^T x + (x^{(0)})^T s - a^T x^{(0)}.\] (2.8)

Defining the function $g_\mu : \mathbb{R}^n_+ \times \mathbb{R}^n_+ \rightarrow \mathbb{R}$ by

\[g_\mu(x, s) := (s^{(0)})^T x + (x^{(0)})^T s - \mu \left( \sum_{i=1}^n \ln x_i + \sum_{i=1}^n \ln s_i \right),\]

we have for any $(x, s) \in \mathcal{SP}^0$

\[g_\mu(x, s) := f_\mu(x) + a^T x^{(0)},\]

so $g_\mu(x, s)$ and $f_\mu(x)$ differ by a constant on $\mathcal{SP}^0$. We now prove the following theorem.

**Theorem 2.1.11** Let $\mu > 0$. The following statements are equivalent:

(i) The set $\mathcal{SP}^0$ is nonempty;
(ii) The function $f_\mu(x)$ defined in (2.4) has a (unique) minimizer;
(iii) The system (2.5) has a (unique) solution.

**Proof:** The equivalence of (ii) and (iii) is contained in Lemma 2.1.10. Earlier we noted the obvious fact that (iii) implies (i). So it suffices to show that (i) implies (ii). Assuming (i), let $(x^{(0)}, s^{(0)}) \in \mathcal{SP}^0$. Due to (2.8) minimizing $f_\mu(x)$ over $\mathbb{R}^n_+$ is equivalent to minimizing $g_\mu(x, s)$ over $\mathcal{SP}^0$. So it suffices to show that $g_\mu$ has a minimizer in $\mathcal{SP}^0$. Note that $g_\mu$ is defined on the intersection of $\mathbb{R}^n_+$ and an affine space. By the proof of Lemma 2.1.9 the level sets of $g_\mu$ are bounded, hence $g_\mu$ has a (unique) minimizer. This completes the proof. \(\square\)

Observe that Theorem 2.1.11(i), (iii) constitute Theorem 2.1.5 for (SP). In the remainder of this section, we make the basic assumption that statement (i) of Theorem 2.1.11 holds.

**Assumption 2.1.12** $\mathcal{SP}$ contains a positive vector $(x^{(0)}, s^{(0)})$, i.e., $\mathcal{SP}^0$ is nonempty.

For each positive $\mu$ we denote the minimizer of $f_\mu(x)$ as $x(\mu)$, and define $s(\mu) := Cx(\mu) + a.$

The set $\{ x(\mu) : \mu > 0 \}$ is called the central path of (SP). We now prove that any section $(0 < \mu \leq \overline{\mu})$ of the central path is bounded.

**Lemma 2.1.13** Let $\overline{\mu} > 0$. The set $\{ (x(\mu), s(\mu)) : 0 < \mu \leq \overline{\mu} \}$ is bounded.

**Proof:** Let $(x^{(0)}, s^{(0)}) \in \mathcal{SP}^0$. Using the orthogonality property (2.7) and the fact that (2.5) holds with $x(\mu)$ we get for any $i$, $1 \leq i \leq n$,

\[s^{(0)}_i x_i(\mu) \leq (s^{(0)})^T x(\mu) + (x^{(0)})^T s(\mu) = x(\mu)^T s(\mu) + (x^{(0)})^T s^{(0)} = n\mu + (x^{(0)})^T s^{(0)} \leq n\overline{\mu} + (x^{(0)})^T s^{(0)}.\]

This shows that $x_i(\mu) \leq (n\overline{\mu} + (x^{(0)})^T s^{(0)})/s^{(0)}_i$. So the set $\{ x(\mu) : 0 < \mu \leq \overline{\mu} \}$ is bounded. The proof for $\{ s(\mu) : 0 < \mu \leq \overline{\mu} \}$ is similar. \(\square\)

We proceed by showing the existence of a strictly complementary solution $(x^*, s^*) \in \mathcal{SP}$ under Assumption 2.1.12, that is, a solution satisfying $(x^*)^T s^* = 0$ and $x^* + s^* > 0$. 
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Theorem 2.1.14 If Assumption 2.1.12 holds, then there exist \((x^*, s^*) \in \mathcal{SP}^*\) such that \(x^* + s^* > 0\).

Proof: Let \(\{\mu_k\}_{k=1}^\infty\) be a positive sequence such that \(\mu_k \to 0\) if \(k \to \infty\). By Lemma 2.1.13 the set \(\{(x(\mu_k), s(\mu_k))\}\) is bounded, hence it contains a subsequence converging to a point \((x^*, s^*)\). Since \((x^*, s^*) \in \mathcal{SP}\) and \(x(\mu_k)^T s(\mu_k) = n\mu_k \to 0\), we conclude \((x^*)^T s^* = 0\), so \((x^*, s^*)\) is an optimal solution. We show that \((x^*, s^*)\) is strictly complementary. By (2.7)

\[
(x(\mu_k) - x^*)^T (s(\mu_k) - s^*) = 0.
\]

Rearranging terms and noting that \(x(\mu_k)^T s(\mu_k) = n\mu_k\) and \((x^*)^T s^* = 0\), we arrive at

\[
\sum_{i \in \sigma(x^*)} x_i^* s_i(\mu_k) + \sum_{i \in \sigma(s^*)} x_i(\mu_k) s_i^* = n\mu_k.
\]

Dividing both sides by \(\mu_k\) and recalling \(x_i(\mu_k) s_i(\mu_k) = \mu_k\), we obtain

\[
\sum_{i \in \sigma(x^*)} \frac{x_i^*}{x_i(\mu_k)} + \sum_{i \in \sigma(s^*)} \frac{s_i^*}{s_i(\mu_k)} = n.
\]

Letting \(k \to \infty\), we see that the first sum becomes equal to the number of nonzero coordinates in \(x^*\). Similarly, the second sum becomes equal to the number of nonzero coordinates in \(s^*\). We conclude that \((x^*, s^*)\) is strictly complementary.

Observe that the proof of Theorem 2.1.14 shows that the central path has a subsequence converging to an optimal solution. This suffices for proving the existence of a strictly complementary solution. However, it can be shown that the central path is an analytic curve and converges itself. Since this will be used in the following chapters, we also prove it here. The limiting behavior of the central path as \(\mu \to 0\) has been an important subject in the research on interior point methods since long. In the book by Fiacco and McCormick [54] the convergence of the path to an optimal solution is investigated for general convex programming problems. McLinden [172] considered the limiting behavior of the path for monotone complementarity problems and introduced the idea for the proof-technique of Theorem 2.1.14, which was later adapted by Güler and Ye [98]. Megiddo [174] extensively investigated the properties of the central path, which motivated Monteiro and Adler [186] and Kojima et al. [145] for research on primal-dual algorithms.

Lemma 2.1.15 If Assumption 2.1.12 holds then the central path converges to a unique primal-dual feasible pair.

Proof: The proof very much resembles the one of Theorem 2.1.14. Let \(\bar{x}\) be optimal in (SP) and \((\bar{y}, \bar{s} = C\bar{y} + a)\) in (SD), and let \((x^*, s^*)\) be the accumulation point of the central path as defined in Theorem 2.1.14. It easily follows that

\[
\sum_{i \in \sigma(x^*)} \frac{x_i}{x_i^*} + \sum_{i \in \sigma(s^*)} \frac{s_i}{s_i^*} = n.
\]

Using the arithmetic-geometric mean inequality we obtain

\[
\left( \prod_{i \in \sigma(x^*)} \frac{x_i}{x_i^*} \prod_{i \in \sigma(s^*)} \frac{s_i}{s_i^*} \right)^{1/n} \leq \frac{1}{n} \left( \sum_{i \in \sigma(x^*)} x_i + \sum_{i \in \sigma(s^*)} s_i \right) = 1.
\]
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Applying the inequality with \( \bar{s} = s^* \) gives

\[
\prod_{i \in \sigma(x^*)} \bar{x}_i \leq \prod_{i \in \sigma(x^*)} x^*_i,
\]

and with \( \bar{x} = x^* \) it gives

\[
\prod_{i \in \sigma(s^*)} \bar{s}_i \leq \prod_{i \in \sigma(s^*)} s^*_i.
\]

This implies that \( x^* \) maximizes the product \( \prod_{i \in \sigma(x^*)} x_i \) and \( s^* \) the product \( \prod_{i \in \sigma(s^*)} s_i \) over the optimal set. Hence the central path of (SP) has a unique limit point. \( \Box \)

The proof of the lemma shows that the limitpoint of the central path solves an optimization problem over the optimal set. Actually, we proved that the limitpoint is the analytic center of the optimal set.

Definition 2.1.16 (Analytic center) Let \( D \subset \mathbb{R}^n \) be a bounded convex set. The analytic center of \( D \) is the unique minimizer of

\[
\min_{x} \left\{ -\ln x_i : x \in D \right\}.
\]

The analytic center was introduced by Sonnevend [224] and plays an important role in interior point methods. We will further encounter it in the next chapters. We remark that the central path is the set of analytic centers of the level-sets of the LP problem.

2.1.3 Duality theory for general LPs

The results of the previous section can easily be applied to prove the strong duality theorem of LP. In this way we present a new proof of this classical result. We also obtain Goldman–Tucker’s Theorem for the general case. In this section we consider the LP problem in symmetric form instead of in the standard form (P). Obviously, this can be done without loss of generality since every LP problem can be rewritten from one of these forms to the other, without increasing the number of variables and constraints. So let the primal be given by

\[
(P) \quad \min_{x} \left\{ c^T x : A x \geq b, \ x \geq 0 \right\},
\]

where \( A \) is an \( m \times n \) matrix, \( c, x \in \mathbb{R}^n \), and \( b \in \mathbb{R}^m \). The associated dual problem (D) is

\[
(D) \quad \max_{y} \left\{ b^T y : A^T y \leq c, \ y \geq 0 \right\}.
\]

Expressed in this form, a pair \((x^*, y^*)\) is strictly complementary if \( x^* \) is feasible in (P), \( y^* \) is feasible in (D) and moreover

\[
(A x^* - b)^T y^* = (c - A^T y^*)^T x^* = 0,
\]

\[
y^* + (A x^* - b) > 0,
\]

\[
x^* + (c - A^T y^*) > 0.
\]

We formulate a new skew-symmetric self-dual LP problem, that incorporates the information contained in (P) and (D). A similar embedding of the primal and dual problem
in a skew-symmetric self-dual problem was considered in [81, 259]. Let \(x^{(0)}, r^{(0)} \in \mathbb{R}_+^n\), 
\(y^{(0)}, u^{(0)} \in \mathbb{R}_+^m\) and \(\vartheta_0, \tau_0, \mu_0, \nu_0 \in \mathbb{R}_+\) be arbitrary. Further, we define \(\bar{c} \in \mathbb{R}^n\), \(\bar{b} \in \mathbb{R}^m\) and \(\alpha, \beta \in \mathbb{R}\) as follows:
\[
\bar{b} = (\tau_0 b - A x^{(0)} + r^{(0)})/\vartheta_0, \\
\bar{c} = (\tau_0 c - A^T y^{(0)} - u^{(0)})/\vartheta_0, \\
\alpha = (c^T x^{(0)} - b^T y^{(0)} + \mu_0)/\vartheta_0, \\
\beta = \alpha \tau_0 + \bar{b}^T y^{(0)} - \bar{c}^T x^{(0)} + \nu_0 = ((y^{(0)})^T r^{(0)} + (x^{(0)})^T u^{(0)} + \tau_0 \mu_0)/\vartheta_0 + \nu_0.
\]

It is worthwhile to note that if \(x^{(0)}\) is strictly feasible for \((\overline{P})\) and \(r^{(0)} := Ax^{(0)} - b\), then we have \(\bar{b} = 0\) by setting \(\vartheta_0 = \tau_0 = 1\). If \(y^{(0)}\) is strictly feasible for \((\overline{D})\) and \(u^{(0)} := c - A^T y^{(0)}\), then \(\bar{c} = 0\) if \(\vartheta_0 = \tau_0 = 1\). So, \(\bar{b}\) and \(\bar{c}\) measure the infeasibility of the given vectors \(x^{(0)}, r^{(0)}, y^{(0)}\) and \(u^{(0)}\). We define the problem

\[
\begin{align*}
\text{(SP)} & \quad \min_{\nu, \varphi, \delta, \tau} \quad \beta \delta \\
\text{s.t.} & \quad Ax + \bar{b} \varphi - \bar{c} \tau + \nu \geq 0, \\
& \quad -A^T y + \bar{c}^T x + \alpha \varphi - \beta \geq 0, \\
& \quad b^T y - c^T x + \alpha \varphi \geq 0, \\
& \quad y \geq 0, \quad x \geq 0, \quad \varphi \geq 0, \quad \tau \geq 0.
\end{align*}
\]

The selection of the parameters implies that the positive solution \(x = x^{(0)}, y = y^{(0)}, \varphi = \nu_0, \tau = \tau_0\) is feasible for \((\text{SP})\), hence Assumption 2.1.12 holds. Also, the coefficients in the objective function are nonnegative. So the results of the previous section apply to this problem, and we can derive the following theorem.

**Theorem 2.1.17** For \((\overline{P})\) and \((\overline{D})\) one of the following alternatives holds:

(i) \((\overline{P})\) and \((\overline{D})\) are feasible and there exists a strictly complementary solution \((\overline{x}^*, \overline{y}^*)\);

(ii) \((\overline{P})\) is infeasible and \((\overline{D})\) is unbounded;

(iii) \((\overline{D})\) is infeasible and \((\overline{P})\) is unbounded;

(iv) Both \((\overline{P})\) and \((\overline{D})\) are infeasible.

**Proof:** Problem \((\text{SP})\) is skew-symmetric and self-dual, the objective has nonnegative coefficients and Assumption 2.1.12 holds. Hence Theorem 2.1.14 guarantees the existence of a strictly complementary solution \((x^*, y^*, \varphi^*, \tau^*)\). By Lemma 2.1.6 we also know that \(\varphi^* = 0\), since \(\beta \geq \nu_0 > 0\). Two possibilities may occur. If \(\tau^* > 0\) then \(\overline{x}^* := x^*/\tau^*\) and \(\overline{y}^* := y^*/\tau^*\) are feasible in \((\overline{P})\) and \((\overline{D})\) respectively, and they constitute a strictly complementary pair. So case (i) holds. On the other hand, if \(\tau^* = 0\) then it follows that \(Ax^* \geq 0, x^* \geq 0, A^T y^* \leq 0, y^* \geq 0\) and \(b^T y^* - c^T x^* > 0\). If \(b^T y^* > 0\) then \((\overline{P})\) is infeasible, since by assuming \(\overline{x}\) to be primal feasible one has \(0 \geq \overline{x}^T A^T y^* \geq b^T y^*\), which is a contradiction. Also, it follows immediately that if \((\overline{D})\) is feasible then it is unbounded in this case. If \(c^T x^* < 0\) then \((\overline{D})\) is infeasible, since by assuming \(\overline{y}\) to be dual feasible we have \(0 \geq \overline{y}^T Ax^* \leq c^T x^*\), which is a contradiction; also, \((\overline{P})\) is unbounded if it is feasible. If \(b^T y^* > 0\) and \(c^T x^* < 0\) then both \((\overline{P})\) and \((\overline{D})\) are infeasible, which can be seen in just the same way. \(\Box\)
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The proof reveals that the construction \((\mathcal{S}\mathcal{P})\) cannot always determine which of the alternatives in the theorem actually applies. It is an open question whether a variant of this approach can be found that does not solve an additional feasibility problem, nor uses a 'big M'-parameter, and still identifies exactly which of the four holds for a given pair of LP problems. Now we only have the following corollary.

**Corollary 2.1.18** Let \((x^*, y^*, \vartheta^*, \tau^*)\) be a strictly complementary solution of \((\mathcal{S}\mathcal{P})\). If \(\tau^* > 0\) then (i) of Theorem 2.1.17 applies; if \(\tau^* = 0\) then one of (ii), (iii) or (iv) holds.

2.2 Sensitivity analysis in linear programming

2.2.1 Introduction

The merits of LP are nowadays well-established and it is widely accepted as a useful tool in Operations Research and Management Science. In many companies this way of modeling is used to solve various kinds of practical problems. Applications include transportation problems, production planning, investment decision problems, blending problems, location and allocation problems, among others. Often use is made of some standard code, most of which use a version of Dantzig’s simplex method as solution procedure (for a recent survey we refer to [222]).

Many LP packages do not only solve the problem at hand, but provide additional information on the solution, in particular information on the sensitivity of the solution to certain changes in the data. This is referred to as sensitivity analysis or postoptimal analysis. This information can be of tremendous importance in practice, where parameter values may be estimates, where questions of type "What if..." are frequently encountered, and where implementation of a specific solution may be difficult. Sensitivity analysis serves as a tool for obtaining information about the bottlenecks and degrees of freedom in the problem. Unfortunately, interpreting this information and estimating its value is often difficult in practice; misuse is common, which may lead to expensive mistakes (see e.g., Rubin and Wagner [218]). In the literature there are several references where (often partially) the correct interpretation of sensitivity results is stressed. We mention Gal [65, 66], Ward and Wendell [247], Rubin and Wagner [218], Greenberg [91], among others.

The purpose of this section is manyfold. Our first objective is to convince the reader of a correct way of considering and applying sensitivity analysis in LP. The important observation is that knowledge of the set of optimal solutions is needed, instead of knowing just one optimal solution. Second, we show that, contrary to a popular belief, sensitivity analysis with interior point methods is possible and even natural, using the optimal partition of the LP problem. Research in this area was triggered by Adler and Monteiro [3] and Jansen et al. [112] (see also Mehrotra and Monteiro [177]). Greenberg [92] gives some examples where the interior approach has important practical impact. Third, we unify various viewpoints on sensitivity analysis, namely approaches using optimal bases ('simplex approach'), optimal partitions ('interior approach'), and the optimal value ('value approach'). This unification lingers on the fact that these are three approaches to characterize the optimal set. Finally, we present some computational results obtained with these approaches to sensitivity analysis applied to an LP model of oil distribution and sales developed by SHELL (KSLA, The
2.2.2 Illustrative example

We first give an example showing that different LP packages may give different sensitivity information on the same problem. We focus on the output that most commercial packages give, viz.

- the optimal value,
- an optimal solution,
- an optimal dual solution,
- a range for each of the coefficients in the objective function and the right-hand side.

**Example 2.2.1** Consider the (unbalanced) transportation problem with three suppliers and three markets. Each supplier can serve each of the markets at a transportation cost of 1 per unit. The capacity of the suppliers is equal to 2, 6 and 5 units respectively. The markets each require at least 3 units. We formulate this problem as an LP problem with variables

\[ x_{ij} : \text{ the amount of units transported from supplier } i \text{ to market } j, \]
\[ s_i : \text{ excess supply at supplier } i, \]
\[ d_j : \text{ shortage demand at market } j. \]

Then we solve

\[
\begin{align*}
\min_{x,s,d} & \quad \sum_{i=1}^{3} \sum_{j=1}^{3} x_{ij} \\
\text{s.t.} & \quad x_{11} + x_{12} + x_{13} + s_1 = 2, \\
& \quad x_{21} + x_{22} + x_{23} + s_2 = 6, \\
& \quad x_{31} + x_{32} + x_{33} + s_3 = 5, \\
& \quad x_{11} + x_{21} + x_{31} - d_1 = 3, \\
& \quad x_{12} + x_{22} + x_{32} - d_2 = 3, \\
& \quad x_{13} + x_{23} + x_{33} - d_3 = 3, \\
& \quad x_{ij}, s_i, d_j \geq 0 \quad i,j = 1,2,3.
\end{align*}
\]

The cost structure implies that any solution that exactly transports the total required demand of 9 units is optimal. The results of five commercially available LP packages are given in Tables 2.1 and 2.2.

Even in this simple example no two packages yield the same result: four different optimal solutions are given and all packages return different ranges for the coefficients in the objective function. Note that CPLEX and OSL give the same optimal solution, but that the ranges for the objective coefficients are not all the same. Even though the dual solutions are equal in all packages, the ranges for the right-hand side coefficients are not.

\[ \diamond \]
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<table>
<thead>
<tr>
<th>Package</th>
<th>Optimal primal solution</th>
<th>Optimal dual solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x_{11}$</td>
<td>$x_{12}$</td>
</tr>
<tr>
<td>CPLEX</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>LINDO</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>OSL</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>PC–PROG</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>XMP</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2.1: Optimal primal and dual solution in Example 2.2.1.

<table>
<thead>
<tr>
<th>Package</th>
<th>COST-ranges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x_{11}$</td>
</tr>
<tr>
<td>CPLEX</td>
<td>(1,∞)</td>
</tr>
<tr>
<td>LINDO</td>
<td>(−∞,1)</td>
</tr>
<tr>
<td>OSL</td>
<td>[1,1]</td>
</tr>
<tr>
<td>PC–PROG</td>
<td>[1,∞)</td>
</tr>
<tr>
<td>XMP</td>
<td>(−∞,1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Package</th>
<th>RHS-ranges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(2.9)</td>
</tr>
<tr>
<td>CPLEX</td>
<td>[0,3]</td>
</tr>
<tr>
<td>LINDO</td>
<td>[1,3]</td>
</tr>
<tr>
<td>OSL</td>
<td>[0,3]</td>
</tr>
<tr>
<td>PC–PROG</td>
<td>[0,∞)</td>
</tr>
<tr>
<td>XMP</td>
<td>[0,3]</td>
</tr>
</tbody>
</table>

Table 2.2: Ranges in Example 2.2.1.

Although the differences are completely explainable, showing the above tables to users of LP often gives reactions of disbelief and mistrust. Hence the interpretation of the output should be carefully considered. We feel, that in many textbooks on LP this is not properly done. Particularly, the relation between solutions and ranges is often not stressed enough. A correct interpretation, as we show in this section, is as follows.

1. The primal and dual values given are optimal (basic) solutions to the primal and dual problem; they are not necessarily unique.

2. The primal solution gives the rate of change in the objective value if the corresponding coefficient in the objective is changed within the range provided for this coefficient; the primal solution remains optimal in this range.

3. The dual solution gives the rate of change in the objective value value if the corresponding coefficient in the right-hand side is changed within the range provided for this coefficient; the dual solution remains optimal in this range.
It is important to mention that the ranges where the primal or dual solutions remain optimal can be larger than the ones provided by the package. This can be seen from Table 2.2 for the dual solution, since all the packages return the same optimal solution. Taking the RHS-coefficient for constraint (2.13), we can conclude that the dual solution remains optimal at least in the interval $[0, 6]$ (which is the union of the ranges provided by the packages).

### 2.2.3 Optimal value functions, optimal sets and optimal partitions

We consider the primal and dual LP problems (P) and (D) from Section 2.1.1. The sets of feasible solutions are denoted by $\mathcal{P}$ and $\mathcal{D}$, the sets of optimal solutions are given by $\mathcal{P}^*$ and $\mathcal{D}^*$, respectively. Let the index sets $B$ and $N$ be defined as and

\[
B := \{ i : x_i > 0 \text{ for some } x \in \mathcal{P}^* \}, \\
N := \{ i : s_i > 0 \text{ for some } (y, s) \in \mathcal{D}^* \}.
\]

Combining the Duality Theorem 2.1.1 with the existence of a strictly complementary solution (Theorem 2.1.2) it is easy to see that $B$ and $N$ form the optimal partition (Definition 2.1.3) of the LP problem, so $\pi = (B, N)$. Using the optimal partition we may rewrite the primal and dual optimal sets as

\[
\mathcal{P}^* = \{ x : Ax = b, x_B \geq 0, x_N = 0 \}, \\
\mathcal{D}^* = \{ (y, s) : A^T y + s = c, s_B = 0, s_N \geq 0 \}.
\]

Since we assume $A$ to have full rank we can identify any feasible $s \geq 0$ with a unique $y$ such that $A^T y + s = c$, and vice versa; hence we sometimes just use $y \in \mathcal{D}^*$ or $s \in \mathcal{D}^*$ instead of $(y, s) \in \mathcal{D}^*$.

We study the pair of LP problems (P) and (D) as $b$ and $c$ change; the matrix $A$ will be constant throughout. Therefore, we index the problems as $P(b, c)$ and $D(b, c)$. We denote the optimal value function by $z(b, c)$. We will call the pair $(b, c)$ a feasible pair if both $P(b, c)$ and $D(b, c)$ are feasible. If $(P(b, c))$ is unbounded then we define $z(b, c) := -\infty$; if $(D(b, c))$ is unbounded then we define $z(b, c) := \infty$. If both $(P(b, c))$ and $(D(b, c))$ are infeasible then $z(b, c)$ is undefined. We are specifically interested in the behavior of the optimal value function as one parameter changes. Although this is a severe restriction, it is both common and a computational point of view, since the multi-parameter case is very hard (see e.g. Ward and Wendell [247] for a practical approximative approach). So, let $\Delta b$ and $\Delta c$ be given perturbation vectors and define

\[
b(\beta) := b + \beta \Delta b, \quad f(\beta) := z(b(\beta), c), \\
c(\gamma) := c + \gamma \Delta c, \quad g(\gamma) := z(b, c(\gamma)).
\]

In the next lemma we prove a well-known elementary fact on the optimal value function.

**Lemma 2.2.2** The optimal value function $f(\beta)$ is convex and piecewise linear in $\beta$, while $g(\gamma)$ is concave and piecewise linear in $\gamma$. 
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Proof: By definition

\[ f(\beta) = \max_y \left\{ b(\beta)^T y : y \in \mathcal{D} \right\}. \]

If \( f(\beta) \) has a finite value, the optimal value is attained at the analytic center of one the faces of \( \mathcal{D} \) (Lemma 2.1.15). Since the number of faces is finite it holds

\[ f(\beta) = \max_y \left\{ b(\beta)^T y : y \in S \right\}, \]

where \( S \) is the finite subset of \( \mathcal{D} \) consisting of the analytic centers of its faces. For each \( y \in S \) we have

\[ b(\beta)^T y = b^T y + \beta \Delta b^T y \]

which is linear in \( \beta \). So \( f(\beta) \) is the maximum of a finite set of linear functions, which implies the first statement. The second can be shown similarly. \( \square \)

The proof of the lemma is an ‘interior point variation’ of a well-known proof using for \( S \) the vertices of \( \mathcal{D} \). The intervals for \( \beta \) (or \( \gamma \)) on which the optimal value function \( f(\beta) \) (or \( g(\gamma) \)) is linear are called linearity intervals. The points where the slope of the optimal value function changes are called breakpoints. We give four typical questions a user might ask once an LP problem has been solved for a certain value of, say, \( \beta \):

Question 1 What is the rate of change the optimal value is affected with by a change in \( \beta \)?

Question 2 In what interval may \( \beta \) be varied such that this rate of change is constant?

Question 3 In what interval may \( \beta \) be varied such that the optimal solution of (D) obtained from our solution procedure remains optimal?

Question 4 What happens to the optimal solution of (P) obtained from our solution procedure?

Questions 1 and 2 clearly have an intimate connection with the optimal value function. It will need some analysis to show that the same is true for Questions 3 and 4. The answer to Question 1 is that the derivative (slope) of the optimal value function is the rate at which the optimal value changes. This rate of change is called the shadow price (in case of varying objective we speak of shadow cost). However, if \( \beta \) is a breakpoint then we distinguish between increasing and decreasing \( \beta \), since the rate of change is different in these cases. Moreover, the shadow price is constant on a linear piece of the optimal value function. Hence the answer to Question 2 must be a linearity interval. One of the reasons that Questions 3 and 4 are more involved is that the answer depends on the type of solution that is computed by the solution procedure used.

The next two lemmas show that the set of optimal solutions for \( (D(b(\beta), c)) \) (being denoted by \( \mathcal{D}^*_\beta \)) is constant on a linearity interval of \( f(\beta) \) and changes in its breakpoints. Similar results can be obtained for variations in \( c \) and are therefore omitted.

Lemma 2.2.3 If \( f(\beta) \) is linear on the interval \( [\beta_1, \beta_2] \) then the optimal set \( \mathcal{D}^*_\beta \) is constant on \( (\beta_1, \beta_2) \).
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**Proof:** Let $\overline{\beta} \in (\beta_1, \beta_2)$ and $\overline{y} \in \mathcal{D}_\overline{\beta}^*$ be arbitrary. By definition

$$f(\overline{\beta}) = b^T \overline{y} + \overline{\beta} \Delta b^T \overline{y}. $$

Since $\overline{y}$ is feasible in $(\mathcal{D}(b(\beta), c))$ for all $\beta$ it holds

$$b(\beta_1)^T \overline{y} = b^T \overline{y} + \beta_1 \Delta b^T \overline{y} \leq f(\beta_1), \quad \text{and} \quad b(\beta_2)^T \overline{y} = b^T \overline{y} + \beta_2 \Delta b^T \overline{y} \leq f(\beta_2).$$

Using the linearity of $f(\beta)$ on $[\beta_1, \beta_2]$ yields

$$\Delta b^T \overline{y} \leq \frac{f(\beta_2) - f(\beta)}{\beta_2 - \beta} = \frac{f(\overline{\beta}) - f(\beta_1)}{\overline{\beta} - \beta_1} \leq \Delta b^T \overline{y}. $$

So the above inequalities are equalities and we obtain $f'(\overline{\beta}) = \Delta b^T \overline{y}$, which in turn implies

$$f'(\beta) = b^T \overline{y} + \overline{\beta} \Delta b^T \overline{y} = b(\beta)^T \overline{y}, \quad \forall \overline{\beta} \in (\beta_1, \beta_2).$$

Hence $\overline{y} \in \mathcal{D}_\beta^*$ for all $\beta \in [\beta_1, \beta_2]$. From this we conclude that the sets $\mathcal{D}_\beta^*$ are constant for $\beta \in (\beta_1, \beta_2). \quad \square$

**Corollary 2.2.4** Let $f(\beta)$ be linear on the interval $[\beta_1, \beta_2]$ and denote $\overline{\mathcal{D}}^* := \mathcal{D}_\overline{\beta}^*$ for arbitrary $\overline{\beta} \in (\beta_1, \beta_2)$. Then $\overline{\mathcal{D}}^* \subseteq \mathcal{D}_{\beta_1}^*$ and $\overline{\mathcal{D}}^* \subseteq \mathcal{D}_{\beta_2}^*$.

Observe that the proof of Lemma 2.2.3 reveals that $\Delta b^T y$ has the same value for all $y \in \mathcal{D}_\overline{\beta}^*$ for all $\beta \in (\beta_1, \beta_2)$. We next deal with the converse implication.

**Lemma 2.2.5** Let $\beta_1$ and $\beta_2$ be such that $\mathcal{D}_{\beta_1}^* = \mathcal{D}_{\beta_2}^* =: \overline{\mathcal{D}}^*$. Then $\mathcal{D}_\beta^* = \overline{\mathcal{D}}^*$ for $\beta \in [\beta_1, \beta_2]$ and $f(\beta)$ is linear on this interval.

**Proof:** Let $\overline{y} \in \overline{\mathcal{D}}^*$ be arbitrary. Then

$$f(\beta_1) = b(\beta_1)^T \overline{y}, \quad \text{and} \quad f(\beta_2) = b(\beta_2)^T \overline{y}. $$

Consider the linear function $h(\beta) := b(\beta)^T \overline{y}$. Note that $h(\beta_1) = f(\beta_1)$ and $h(\beta_2) = f(\beta_2)$. Since $f$ is convex it holds $f(\beta) \leq h(\beta)$ for $\beta \in [\beta_1, \beta_2]$. On the other hand, since $\overline{y}$ is feasible for all $\beta$ we have

$$f(\beta) \geq b(\beta)^T \overline{y} = h(\beta).$$

Hence $f(\beta)$ is linear on $[\beta_1, \beta_2]$ and $\overline{y} \in \mathcal{D}_\beta^*$ for all $\beta \in [\beta_1, \beta_2]$. So $\overline{\mathcal{D}}^*$ is a subset of the optimal set on $(\beta_1, \beta_2)$. From Corollary 2.2.4 we know that the reverse also holds, hence for all $\beta \in (\beta_1, \beta_2)$ the optimal set equals $\overline{\mathcal{D}}^*$. \quad $\square$

As we have seen in the proof of Lemma 2.2.3 the quantity $\Delta b^T y$ is the same for all $y \in \mathcal{D}_\beta^*$ for $\beta$ in a linearity interval. The next lemma shows that this property distinguishes a linearity interval from a breakpoint. Gauvin [69] was one of the first\(^1\) to show this result and to emphasize the need to discriminate between left and right shadow prices, i.e., between decreasing and increasing the parameter.

\(^1\)Personal communication 1992; Gauvin's paper is not mentioned in the historical survey by Gal [66].
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Lemma 2.2.6 Let \( f'_-(\beta) \) and \( f'_+ (\beta) \) be the left and right derivative of \( f(\cdot) \) in \( \beta \). Then

\[
\begin{align*}
    f'_-(\beta) &= \min_y \{ \Delta b^T y : y \in D^*_\beta \}, \\
    f'_+ (\beta) &= \max_y \{ \Delta b^T y : y \in D^*_\beta \}.
\end{align*}
\]

Proof: We give the proof for \( f'_+ (\beta) \); the one for \( f'_-(\beta) \) is similar. Let \( \overline{\beta} \) be in the linearity interval just to the right of \( \beta \) and let \( \overline{y} \in D^*_{\overline{\beta}} \). Then

\[
f(\overline{\beta}) = b(\overline{\beta})^T \overline{y} \geq (b + \beta \Delta b)^T y, \quad \forall y \in D^*_\beta.
\]

Since \( \overline{y} \in D^*_{\overline{\beta}} \) by Corollary 2.2.4 we also have \((b + \beta \Delta b)^T y = (b + \beta \Delta b)^T \overline{y}, \forall y \in D^*_\beta \). Hence

\[
\Delta b^T y \leq \Delta b^T \overline{y}, \quad \forall y \in D^*_\beta.
\]

Since \( \overline{y} \in D^*_{\overline{\beta}} \) and \( f'_+ (\beta) = f'(\overline{\beta}) = \Delta b^T \overline{y} \) the result follows. \( \Box \)

Next we show how a linearity interval can be computed.

Lemma 2.2.7 Let \( \beta_1, \beta_2 \) be two consecutive breakpoints of the optimal value function \( f(\beta) \). Let \( \overline{D} := D^*_\beta \) and define \( \overline{D}^* := D^*_{\overline{\beta}} \). Then

\[
\begin{align*}
    \beta_1 &= \min_{\beta, x} \left\{ \beta : Ax - \beta \Delta b = b, \; x \geq 0, \; x^T s = 0 \; \forall s \in \overline{D}^* \right\}, \\
    \beta_2 &= \max_{\beta, x} \left\{ \beta : Ax - \beta \Delta b = b, \; x \geq 0, \; x^T s = 0 \; \forall s \in \overline{D}^* \right\}.
\end{align*}
\]

Proof: We only give the proof for \( \beta_1 \); the one for \( \beta_2 \) is similar. Lemma 2.2.3 shows that \( \overline{D}^* \) is the optimal set for all \( \beta \in (\beta_1, \beta_2) \). Observe that the minimization problem is convex; let \((\beta^*, x^*)\) be an optimal solution. Obviously, \( x^* \) is also optimal in \((P(b(\beta^*), c))\) with optimal value \((b + \beta^* \Delta b)^T y \) for arbitrary \( y \in \overline{D}^* \). Hence \( \beta^* \geq \beta_1 \). On the other hand, let \( x^{(1)} \) be optimal in \((P(b(\beta_1), c))\). By Corollary 2.2.4 it holds \((x^{(1)})^T s = 0, \forall s \in \overline{D}^* \). Hence the pair \((\beta_1, x^{(1)})\) is feasible in the minimization problem and we have \( \beta^* \leq \beta_1 \). This completes the proof. \( \Box \)

Summarizing our results so far we conclude that correct shadow prices and linearity intervals are obtained with the use of optimal sets. While usually just one optimal solution is used in sensitivity analysis, we next give three approaches based on the use of optimal sets, motivated by three different but equivalent ways of describing the optimal set. The first uses (optimal) bases, the second optimal partitions and the third optimal values.

2.2.4 Using optimal bases

Using the simplex method for solving an LP problem gives an optimal basic solution. A basis \( B \) of \( A \) is a set of \( m \) indices, such that the submatrix \( A_B \) of \( A \) is nonsingular. The corresponding variables are the basic variables. The indices of the remaining nonbasic variables are in \( N \). For basis \( B \), the associated primal basic solution \( x \) is given by

\[
x = \begin{pmatrix}
    x_B \\
    x_N
\end{pmatrix} := \begin{pmatrix}
    A_B^{-1} b \\
    0
\end{pmatrix},
\]

and the dual basic solution by

\[ y = A_B^{-T} c_B, \quad s = \begin{pmatrix} s_B \\ s_N \end{pmatrix} := \begin{pmatrix} 0 \\ c_N - A_N^T y \end{pmatrix}. \]

If \( x_B \geq 0 \) then \( B \) is a primal feasible basis; if \( s_N \geq 0 \) then \( B \) is dual feasible. We call a basis optimal if it is both primal and dual feasible; a basis is called primal optimal if the associated primal basic solution is optimal for (P); analogously, a basis is called dual optimal if the associated dual basic solution is optimal for (D). Note that a primal (dual) optimal basis need not be dual (primal) feasible. A basis \( B \) is called primal degenerate if the associated primal solution \( x \) has \( x_i = 0 \) for some \( i \in B \). Analogously, a basis \( B \) is called dual degenerate if the associated dual solution \( s \) has \( s_i = 0 \) for some \( i \in N \).

### Shadow prices and shadow costs

An important aspect of postoptimal analysis is the determination of shadow prices (shadow costs). As follows from Lemma 2.2.6 the left and right shadow prices (costs) can be obtained from solving auxiliary LP problems. Let \( \Delta b := e^{(i)} \), where \( e^{(i)} \) is the \( i \)th unit vector. Let us denote the shadow prices by \( p_i^- \) and \( p_i^+ \). Then

\[ p_i^- = \min_k \{ y_i^{(k)} \}, \quad p_i^+ = \max_k \{ y_i^{(k)} \}, \quad (2.15) \]

where \( y^{(k)}, \ k = 1, \ldots, K, \) are the optimal dual basic solutions. This result has been derived in [5, 12, 69, 91, 138]. We illustrate the notion of left and right shadow prices with the following example, where the dual variables are not necessarily equal to a shadow price.

**Example 2.2.8** Consider the primal–dual pair of LP problems:

\begin{align*}
\min & \quad \{ -2x_2 + 2x_3 + 4x_4 + 5x_5 + 6x_6 : -x_1 - 2x_2 + x_4 + x_5 = 1, \\
& \quad -x_2 - x_3 - x_4 + x_6 = -1, \ x \geq 0 \} ,
\end{align*}

\begin{align*}
\max & \quad \{ y_1 - y_2 : -y_1 \leq 0, -2y_1 - y_2 \leq -2, -y_2 \leq 2, \ y_1 - y_2 \leq 4, \ y_1 \leq 5, \ y_2 \leq 6 \}.
\end{align*}

The optimal dual basic solutions are \( y^{(1)} = (2, -2)^T, \ y^{(2)} = (5, 1)^T \). Using (2.15) the left and right shadow prices are

\[ p_1^- = 2, \ p_1^+ = 5; \ p_2^- = -2, \ p_2^+ = 1. \]

The optimal objective value is 4. From \( y^{(1)} \) it could erroneously be concluded that a unit increase in \( b_1 \) (from 1 to 2) would yield a value 6, whereas the correct value is 9; also \( y^{(2)} \) suggests that decreasing \( b_2 \) from -1 to -2 gives an optimal value 3 instead of 6. \( \diamond \)

The theory and the example show that in case of multiple optimal dual basic solutions (primal degeneracy) one has to distinguish between the rate of change as a consequence of decreasing and increasing the parameter \( \beta \). In this case, the widespread belief that the shadow price is given by the dual value is not valid. Rubin and Wagner [218] indicate the traps and give a number of tips for correct interpretation of results of the dual problem in practice. Analogously, shadow costs are not uniquely defined in a breakpoint of the optimal value function \( g(\gamma) \) (cf. Greenberg [91]). This leads to the introduction of left and right shadow costs for which similar results can be derived. The validity of a shadow price (cost) can be checked by computing the range where it is correct, which is our next subject.
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Linearity intervals

The classical approach to sensitivity analysis is to pose the question in what interval the objective coefficient $c_j$ (or right-hand side $b_i$) can vary such that a given (computed) optimal basis $\mathcal{B}$ remains optimal. In fact, one is interested in the range where the shadow price (cost) is valid. Let us consider the case of varying primal objective, and assume that $\Delta c = e^{(i)}$. Hence we are interested in the problem $(P(b,c(\gamma)))$ and its dual. Let us denote by $T_B$ the interval for $\gamma$ for which $\mathcal{B}$ is an optimal basis. Then

$$T_B = \{ \gamma : \{ (x,y,s) : Ax = b, x_B \geq 0, x_N = 0, \\
A^T y + s = c + \gamma \Delta c, s_B = 0, s_N \geq 0 \} \neq \emptyset \}.$$ 

It is well known that $T_B$ is an interval which can be computed at low cost by twice computing $m$ ratios and comparing them. The results in Tables 2.1 and 2.2 were produced as outlined above. The reason that this approach gives so different answers is explained by the degeneracy apparent in the problem, whence the optimal basis might not be unique and/or the optimal primal or dual solution might not be unique. Recall from Section 2.2.3 that optimal sets should be used, which in the context of the simplex method implies (by definition) that primal optimal bases are required. Let $x^*$ be the optimal basic solution for the original problem and denote the set of primal optimal bases associated with $x^*$ by $S(x^*)$. Ward and Wendell [247] introduce the optimal coefficient set of an optimal solution $x^*$ of $(P(b,c))$ as

$$T(x^*) := \{ \gamma : x^* \text{ is an optimal solution of } (P(b,c(\gamma))) \}.$$ 

A similar definition is given by Mehrotra and Monteiro [177]. Let us also define

$$R(x^*) := \{ \gamma : g(\gamma) = g(0) + \gamma x^*_j \}.$$ 

Since $x^*$ is optimal in $(P(b,c))$, $R(x^*)$ is either a linearity interval of $g(\gamma)$ with slope $x^*_j$, or the set $\{0\}$; in the latter case $\gamma = 0$ is a breakpoint of $g(\gamma)$. The following lemma contains the main result of this paragraph.

Lemma 2.2.9 (i) If $x^*$ is an optimal solution of $(P(b,c))$ then $T(x^*) = R(x^*)$;
(ii) If $x^*$ is an optimal basic solution of $(P(b,c))$ then $T(x^*) = \bigcup_{b \in S(x^*)} T_B$.

Proof: (i) For $\gamma \in T(x^*)$ it holds

$$g(\gamma) = (c + \gamma e^{(i)})^T x^* = c^T x^* + \gamma x^*_j = g(0) + \gamma x^*_j,$$

so $\gamma \in R(x^*)$. If $\gamma \in R(x^*)$ then

$$g(\gamma) = g(0) + \gamma x^*_j = c^T x^* + \gamma x^*_j = (c + \gamma e^{(i)})^T x^*,$$

which shows that $x^*$ is optimal in $(P(b,c(\gamma)))$.

(ii) If $\gamma \in \bigcup_{b \in S(x^*)} T_B$ then clearly $x^*$ is optimal in $(P(b,c(\gamma)))$, so $\gamma \in T(x^*)$. Conversely, if $\gamma \in T(x^*)$ there is a basis $\mathcal{B}$ which is optimal in $(P(b,c(\gamma)))$ and associated with $x^*$; so $\gamma \in T_B$. Since $\mathcal{B}$ is primal feasible for $(P(b,c(\gamma)))$ it is primal feasible for $(P(b,c))$. Hence $\mathcal{B} \in S(x^*)$ by the definition of a primal optimal basis. \qed
A few remarks are in order. Item (ii) of the lemma was shown by Ward and Wendell [247, Th. 17], probably being the first to stress the use of primal optimal bases. Note that the basis $B$ used in its proof is primal feasible for $(P(b,c))$ but not necessarily dual feasible. From Lemma 2.2.9 we may conclude that either the optimal basic solution is only optimal in the breakpoint, or it corresponds to a linearity interval of the optimal value function in the sense that for each value of the parameter in this interval this solution is an optimal solution of the corresponding problem. If $\gamma = 0$ is a breakpoint of $g(\gamma)$ then obviously there exist multiple optimal basic solutions of $(P(b,c))$. The following lemma implies that whenever the intersection of optimal coefficient sets corresponding to different optimal basic solutions is nontrivial, then the sets coincide.

**Lemma 2.2.10** Let $x^*$ and $\bar{x}^*$ be optimal basic solutions of $(P(b,c))$ and let $T(x^*) \cap T(\bar{x}^*) \neq \{0\}$. Then $T(x^*) = T(\bar{x}^*)$.

**Proof:** By assumption, there exists $\bar{\gamma} \neq 0$ such that

$$g(\bar{\gamma}) = g(0) + \bar{\gamma} x^*_j = c^T x^* + \bar{\gamma} x^*_j$$

$$g(\bar{\gamma}) = g(0) + \bar{\gamma} \bar{x}^*_j = c^T \bar{x}^* + \bar{\gamma} \bar{x}^*_j.$$  

From $c^T x^* = c^T \bar{x}^*$ we may conclude $x^*_j = \bar{x}^*_j$. From this the result immediately follows. □

To the best of our knowledge, all commercial LP packages offering the opportunity of performing sensitivity analysis take the approach using one optimal basis, independently of whether degeneracy is present or not; also this approach is standard in textbooks often without referring to degeneracy problems. Earlier attempts have been made to circumvent the shortcomings of this classical approach, e.g., [52, 65, 66, 91, 138]. They suggest to compute the interval for $\gamma$ where at least one of the optimal bases associated with $x^*$ remains optimal. Obviously the overall critical region given by such an approach is the union of intervals, each being one where an optimal basis remains optimal. This requires more computational effort, since (possibly) all optimal bases have to be generated. Evans and Baker [52] suggest to solve a sequence of LP problems to find this interval. Knolmayer [138] proposes an algorithm which does not need to generate all optimal bases associated with $x^*$; however, the statement of his algorithm is not clear nor complete. Gal [67] provides a parametric algorithm inspired by [165] that does not necessarily need all optimal bases associated with $x^*$; however, this approach still does not generate the complete linearity interval as desired. The following example illustrates the difference between using one optimal basis, optimal bases and primal optimal bases for the computation of intervals in sensitivity analysis.

**Example 2.2.11** Consider the pair of primal–dual LP problems with parameter $\gamma$:

$$\min_x \{ -2x_2 + (1 + \gamma)x_3 + 4x_4 + 5x_5 + 6x_6 : -x_1 - 2x_2 + x_4 + x_5 = 0, x_3 - x_2 - x_4 + x_6 = -1, x \geq 0 \}$$

$$\max_y \{ -y_2 : -y_1 \leq 0, -2y_1 - y_2 \leq -2, -y_2 \leq 1 + \gamma, y_1 - y_2 \leq 4, y_1 \leq 5, y_2 \leq 6 \}.$$
In Figure 2.1 the dual feasible region is depicted. Solving these problems for the initial value \(\gamma_0 = 0\), the unique optimal primal solution is \(x^*_i = 1, \ x^*_i = 0, \ i \neq 3\); the optimal dual basic solutions are \(y^{(1)} = (1.5, -1)^T\) and \(y^{(2)} = (3, -1)^T\). The set of optimal bases associated with \(x^*\) is

\[ F(x^*) = \{ \{2, 3\}, \{3, 4\} \}. \]

Figure 2.1 shows that the bases in \(F(x^*)\) are optimal in the following intervals for \(\gamma\):

- \(B_1 = \{2, 3\} \rightarrow \gamma \in [-3, 1]\),
- \(B_2 = \{3, 4\} \rightarrow \gamma \in [-2, 1]\).

The set of primal optimal bases associated with \(x^*\) is given by

\[ S(x^*) = \{ \{1, 3\}, \{2, 3\}, \{3, 4\}, \{3, 5\} \}. \]

For the bases that are not dual feasible we have the intervals

- \(B_3 = \{1, 3\} \rightarrow \gamma \in [-7, -3]\),
- \(B_4 = \{3, 5\} \rightarrow \gamma \in [-7, -2]\).

The union of the intervals of the primal optimal bases gives the complete linearity interval (Lemma 2.2.9), namely \(\gamma \in [-7, 1]\). Only using the optimal bases we find the subinterval \([-3, 1]\). Using any of the individual bases we only find subintervals of the linearity interval. Indeed, the optimal value function is linear on \([-7, 1]\), a breakpoint occurs at \(\gamma = 1\), while for \(\gamma < -7\) the primal problem is unbounded. Observe that the initial value \(\gamma_0 = 0\) is outside the intervals implied by the (at \(\gamma_0 = 0\)) dual infeasible bases \(B_3\) and \(B_4\).
Example 2.2.1 (continued)

The approach outlined in this section has been applied to Example 2.2.1. Table 2.3 gives the ranges and left and right shadow costs for the objective coefficients. The ranges are obtained by considering primal optimal bases. Observe that still different linearity intervals or just a breakpoint may be obtained, since different optimal solutions may have different optimal coefficient sets.

<table>
<thead>
<tr>
<th>Package</th>
<th>(x_{11})</th>
<th>(x_{12})</th>
<th>(x_{13})</th>
<th>(x_{21})</th>
<th>(x_{22})</th>
<th>(x_{23})</th>
<th>(x_{31})</th>
<th>(x_{32})</th>
<th>(x_{33})</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPLEX</td>
<td>([1,\infty))</td>
<td>((\infty,1])</td>
<td>([1,\infty))</td>
<td>([1,1])</td>
<td>([1,1])</td>
<td>([0,1])</td>
<td>([1,1])</td>
<td>([1,\infty))</td>
<td>([1,\infty))</td>
</tr>
<tr>
<td>LINDO</td>
<td>((-\infty,1])</td>
<td>([1,\infty))</td>
<td>([1,\infty))</td>
<td>([1,1])</td>
<td>([1,1])</td>
<td>([0,1])</td>
<td>([1,1])</td>
<td>([1,\infty))</td>
<td>([1,1])</td>
</tr>
<tr>
<td>OSL</td>
<td>([1,\infty))</td>
<td>((-\infty,1])</td>
<td>([1,\infty))</td>
<td>([1,1])</td>
<td>([1,1])</td>
<td>([0,1])</td>
<td>([1,1])</td>
<td>([1,\infty))</td>
<td>([1,\infty))</td>
</tr>
<tr>
<td>PC-PROG</td>
<td>([1,\infty))</td>
<td>([1,\infty))</td>
<td>([1,\infty))</td>
<td>([0,1])</td>
<td>([1,1])</td>
<td>([0,1])</td>
<td>([1,\infty))</td>
<td>([1,\infty))</td>
<td>([1,1])</td>
</tr>
<tr>
<td>XMP</td>
<td>([1,\infty))</td>
<td>([1,\infty))</td>
<td>((-\infty,1])</td>
<td>([0,1])</td>
<td>([0,1])</td>
<td>([1,\infty))</td>
<td>([1,\infty))</td>
<td>([1,\infty))</td>
<td>([1,1])</td>
</tr>
</tbody>
</table>

| shadow costs | 2 | 0 | 2 | 0 | 2 | 0 | 3 | 0 | 3 | 0 | 3 | 0 | 3 | 0 | 0 |

<table>
<thead>
<tr>
<th></th>
<th>RHS-ranges</th>
</tr>
</thead>
<tbody>
<tr>
<td>range</td>
<td>((2.9))</td>
</tr>
<tr>
<td>shadow price</td>
<td>([0,\infty))</td>
</tr>
</tbody>
</table>

Table 2.3: Ranges and prices in Example 2.2.1 using primal optimal bases.

### 2.2.5 Using optimal partitions

In Section 2.1 we showed that in each LP problem a strictly complementary solution exists (Theorem 2.1.17); such a solution uniquely determines the optimal partition of the LP problem. In this section we analyze an approach to sensitivity analysis using optimal partitions. The important result is that the linearity intervals of the optimal value function correspond to intervals where the optimal partition is constant, while in the breakpoints different partitions occur. Recalling from Section 2.2.3 that the optimal partition gives a complete description of the set of optimal solutions this should not be a surprise after having proved Lemmas 2.2.3 and 2.2.5.

This approach to sensitivity analysis is natural in the context of interior point methods. From Lemma 2.1.15 it follows that the limitpoint of the central path is strictly complementary, hence determines the optimal partition. Most interior point methods intrinsically follow the central path and, as shown by G"uler and Ye [98], many of them actually yield a final iterate from which (at least theoretically) the optimal partition can be obtained. Mehrotra and Ye [178] propose and analyze a projection technique that yields the optimal partition in practice. Andersen and Ye [7] apply a similar technique based on [98]. In this section we show that not only we can compute linearity intervals but also the optimal partitions in the breakpoints; when computing shadow prices (costs) we automatically obtain the optimal partitions in the neighboring linearity intervals.
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Perturbations in the right–hand side

As before we use the notation
\[ b(\beta) := b + \beta \Delta b, \quad f(\beta) := z(b(\beta), c). \]

For each \( \beta \) we denote the corresponding optimal partition by \( \pi_\beta = (B_\beta, N_\beta) \), with a strictly complementary solution \((x^{(\beta)}, y^{(\beta)}, s^{(\beta)})\).

**Lemma 2.2.12** Let the value function \( f(\beta) \) be linear for \( \beta \in [\beta_1, b_2] \). Then \( \pi_\beta \) is independent of \( \beta \) for all \( \beta \in (\beta_1, \beta_2) \).

**Proof:** Follows immediately from Lemma 2.2.3, observing that the optimal partition exactly identifies the optimal set.

Let us assume that \( \beta = 0 \) and \( \beta = 1 \) are two consecutive breakpoints of the optimal value function \( f(\beta) \). We show that the optimal partition in the linearity interval \( 0 < \beta < 1 \) can be determined from the optimal partition at the breakpoint \( \beta = 0 \) by computing the right shadow price at \( \beta = 0 \). To this end we define the following primal–dual pair of LP problems\(^2\):

\[
\begin{align*}
(P_{\Delta b}) & \quad \min_x \{ c^T x : Ax = \Delta b, \quad x_{N_0} \geq 0 \}, \\
(D_{\Delta b}) & \quad \max_{y,s} \{ \Delta b^T y : A^T y + s = c, \quad s_{B_0} = 0, \quad s_{N_0} \geq 0 \}.
\end{align*}
\]

Note that in \((P_{\Delta b})\) the variables \( x_i, \ i \in B_0 \), are free, hence we need to define its optimal partition \( \pi = (\overline{B}, \overline{N}) \) in this case. Let \((\overline{x}, \overline{y}, \overline{s})\) be a strictly complementary solution of this pair of auxiliary problems. Since the dual variables \( \overline{s}_i \) for \( i \in B_0 \) are identically zero, it is natural to let them be element of \( \overline{B} \). So, we have \( \overline{B} = B_0 \cup \{ i \in N_0 : \overline{s}_i = 0 \} \). We now derive the following theorem.

**Theorem 2.2.13** Let \( \beta \in (0, 1) \). For the primal–dual pair \((P_{\Delta b})\) and \((D_{\Delta b})\) it holds:
(i) The optimal partition is \((B_\beta, N_\beta)\);
(ii) \( y^{(\beta)} \) is optimal in \((D_{\Delta b})\);
(iii) The optimal value \( \Delta b^T y^{(\beta)} \) is the right shadow price at \( \beta = 0 \).

**Proof:** Note that (ii) and (iii) follow from Lemma 2.2.6. Let \( 0 < \beta < 1 \) be arbitrary and consider
\[
\overline{x} := \frac{x^{(\beta)} - x^{(0)}}{\beta}.
\]  
(2.16)

Since \( x^{(0)}_{N_0} = 0 \) we have \( \overline{x}_{N_0} \geq 0 \). Obviously \( A\overline{x} = \Delta b \), so \( \overline{x} \) is feasible in \((P_{\Delta b})\). Observe that the dual problem \((D_{\Delta b})\) admits \((y^{(\beta)}, s^{(\beta)})\) as a feasible solution. We conclude the proof by showing that the pair \((\overline{x}, \overline{y}^{(\beta)}, \overline{s}^{(\beta)})\) is strictly complementary and that it determines \( \pi_\beta = (B_\beta, N_\beta) \) as the optimal partition. Recall that the support of \( x^{(\beta)} \) is \( B_\beta \) and the support of \( x^{(0)} \) is \( B_0 \). So, for \( i \in N_0 \) we have \( \overline{s}_i > 0 \) if and only if \( i \in N_0 \setminus N_\beta \). On the

---

\(^2\)The notation \( \leftarrow \) (and later \( \leftarrow \), \( \rightarrow \) and \( \rightarrow \)) refers to the starting position and the direction of change. For instance, \( \leftarrow \) means starting in the breakpoint and increasing the parameter; \( \rightarrow \) means starting in a linearity interval and decreasing the parameter.
other hand, if \( i \in N_0 \), then we have \((s^{(\beta)})_i > 0\) if and only if \( i \in N_\beta \). This proves that the given pair of solutions is strictly complementary with optimal partition \( \pi_\beta = (B_\beta, N_\beta) \). The statement in (ii) follows immediately. Using (2.16), we obtain for \( \beta \in (0,1) \)

\[
f(\beta) = c^T x^{(\beta)} = c^T x^{(0)} + \beta c^T \bar{x} = c^T x^{(0)} + \beta (\Delta b)^T y^{(\beta)},
\]

which shows (iii).

Starting from the breakpoint at \( \beta = 1 \) and using the optimal partition \((B_1, N_1)\) a similar result can be obtained using the primal–dual pair of LP problems

\[
\begin{align*}
(P_{\Delta b}^\beta) & \min_x \{ c^T x : Ax = -\Delta b, \, x_{N_1} \geq 0 \}, \\
(D_{\Delta b}^\beta) & \max_{y, s} \{ -\Delta b^T y : A^T y + s = c, \, s_{B_1} = 0, \, s_{N_1} \geq 0 \}.
\end{align*}
\]

Without further proof we state the following theorem.

**Theorem 2.2.14** Let \( \beta \in (0,1) \). For the primal–dual pair \((P_{\Delta b}^\beta)\) and \((D_{\Delta b}^\beta)\) it holds:

(i) The optimal partition is \((B_\beta, N_\beta)\);

(ii) \( y^{(\beta)} \) is optimal in \((D_{\Delta b}^\beta)\);

(iii) The value \( \Delta b^T y^{(\beta)} \) is the left shadow price at \( \beta = 1 \).

For future use we include the following result.

**Lemma 2.2.15** Let \( \beta \in (0,1) \). It holds \( \Delta b^T (y^{(\beta)} - y^{(0)}) > 0 \) and \( \Delta b^T (y^{(1)} - y^{(\beta)}) > 0 \).

**Proof:** Theorem 2.2.13 shows that maximizing \( \Delta b^T y \) over the dual optimal face gives \( y^{(\beta)} \) as an optimal solution, and \( \Delta b^T y^{(\beta)} \) as the right shadow price. As a consequence of Theorem 2.2.14 minimizing \( \Delta b^T y \) over the optimal face at \( \beta = 0 \) gives the left shadow price at \( \beta = 0 \); let \( \bar{y} \) denote an optimal solution for this problem. Since the value function \( f(\beta) \) has a breakpoint at \( \beta = 0 \), its left and right derivatives are different at \( \beta = 0 \), so we conclude \( \Delta b^T \bar{y} < \Delta b^T y^{(\beta)} \). It follows that \( \Delta b^T y \) is not constant on the dual optimal face. Since \( y^{(0)} \) is an interior point of this face, we conclude that \( \Delta b^T \bar{y} < \Delta b^T y^{(0)} < \Delta b^T y^{(\beta)} \), which implies the first result. An analogous proof using \( \beta = 1 \) gives the second result.

Now we consider the case that the optimal partition associated to a linearity interval is known. We will show that the breakpoints and the corresponding optimal partitions can be found from the given partition and the perturbation vector \( \Delta b \). This is done by observing that we may write the problems in Lemma 2.2.7 as LP problems.

For convenience we assume that \( \beta = 0 \) belongs to the linearity interval under consideration, and that the surrounding breakpoints, if they exist, occur at \( \beta^- < 0 \) and \( \beta^+ > 0 \) respectively. To determine \( \beta^- \) we consider the following primal–dual pair

\[
\begin{align*}
(P_{\Delta b}^\beta) & \min_{\beta, x} \{ \beta : Ax - \beta \Delta b = b, \, x_{B_0} \geq 0, \, x_{N_0} = 0 \}, \\
(D_{\Delta b}^\beta) & \max_{y, s} \{ b^T y : A^T y + s = 0, \, \Delta b^T y = -1, \, s_{B_0} \geq 0 \}.
\end{align*}
\]

**Theorem 2.2.16** For the primal–dual pair \((P_{\Delta b}^\beta)\) and \((D_{\Delta b}^\beta)\) it holds:

(i) The optimal partition is \((B_{\beta^-}, N_{\beta^-})\);

(ii) \( x^{(\beta^-)} \) is optimal in \((P_{\Delta b}^\beta)\);

(iii) The optimal value is \( \beta^- \).
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Proof: Items (ii) and (iii) follow from Lemma 2.2.7. The proof of (i) follows the same line of reasoning as the proof of Theorem 2.2.13. We construct feasible solutions for both problems and prove that they are strictly complementary with the correct partition. Since \((y^{(0)}, s^{(0)})\) is optimal in \((D(b(\beta^-), c))\) (Corollary 2.2.4), we obtain the inclusion \(N_0 \subseteq N_{\beta^-}\). This shows that

\[ x := x^{(\beta^-)}, \beta := \beta^- \]

is feasible for \((P^\Delta^-)\). We will show that

\[ y := \frac{y^{(\beta^-)} - y^{(0)}}{\Delta b^T(y^{(0)} - y^{(\beta^-)})} \]

is feasible for \((D^\Delta^-)\). First we deduce from Lemma 2.2.15 that \(\Delta b^T(y^{(0)} - y^{(\beta^-)})\) is positive, so \(y\) is well defined. Clearly \(\Delta b^Ty = -1\). Furthermore,

\[ (\Delta b^T(y^{(0)} - y^{(\beta^-)})) A^T y = A^T(y^{(\beta^-)} - y^{(0)}) = s^{(0)} - s^{(\beta^-)} \]

Since \((s^{(0)})_{B_0} = 0\) and \(s^{(\beta^-)} \geq 0\), it follows that \((s^{(0)})_{B_0} - (s^{(\beta^-)})_{B_0} = -(s^{(\beta^-)})_{B_0} \leq 0\). So \(y\) is feasible for the dual problem. Since for \(i \in B_0\) we have \(x_i > 0\) if and only if \(i \in B_{\beta^-}\), and \(s_i = 0\) if and only if \(i \in B_{\beta^-}\), the given pair is strictly complementary with the partition \((B_{\beta^-}, N_{\beta^-})\). This proves (i) and also (ii). To give also a proof of (iii), it follows from the linearity of the optimal value function on \([\beta^-, 0]\) that

\[ b(\beta^-)^T y^{(\beta^-)} = f(\beta^-) = b^T y^{(0)} + \beta^- \Delta b^T y^{(0)}, \]

or equivalently

\[ b^T(y^{(\beta^-)} - y^{(0)}) = \beta^- \Delta b^T(y^{(0)} - y^{(\beta^-)}). \]  \hspace{1cm} (2.18)

Multiplying (2.17) with \(b^T\) we obtain that the optimal value equals

\[ \frac{b^T(y^{(\beta^-)} - y^{(0)})}{\Delta b^T(y^{(0)} - y^{(\beta^-)})} = \beta^- \]

where the equality follows from (2.18). \(\square\)

The breakpoint \(\beta^+\) and the corresponding optimal partition are found by solving the pair of LP problems:

\[
(P^\Delta^+) \max_{\beta, x} \quad \{ \beta : Ax - \beta \Delta b = b, x_{B_0} \geq 0, x_{N_0} = 0 \}, \]

\[
(D^\Delta^+) \min_{y, s} \quad \{ -b^T y : A^T y + s = 0, \Delta b^T y = 1, s_{B_0} \geq 0 \}. \]

Theorem 2.2.17 For the primal–dual pair \((P^\Delta^+)\) and \((D^\Delta^+)\) it holds:

(i) The optimal partition is \((B_{\beta^+}, N_{\beta^+})\);

(ii) \(x^{(\beta^+)}\) is optimal in \((P^\Delta^+)\);

(iii) The optimal value is \(\beta^+\).

To conclude this paragraph we mention that the auxiliary LP problems given here can be used to compute the optimal value function of a parametric LP problem. For instance, given some initial value \(\beta_0\) with corresponding optimal partition, the part of the function to the right of \(\beta_0\) is computed by alternately solving \((P^\Delta^+)\) (for the breakpoint to the right) and \((D^\Delta^+)\) (for the right shadow price in that breakpoint).
Perturbations in the objective

Let us now consider the effect of variations in the objective vector $c$ on the optimal value function. By ‘dualizing’ the results above we obtain the appropriate results. Just as in the previous section we show that the ‘surrounding’ partitions of a given partition can be found by solving appropriate LP problems, which are formulated in terms of the given partition and the perturbation $\Delta c$. The proofs are based on the same idea as for their dual counterparts: one checks that natural candidate solutions for both problems are feasible indeed, and then shows that these solutions are strictly complementary with the correct partition. Therefore, we state these results without proofs. The discussion is facilitated using

$$c(\gamma) := c + \gamma \Delta c, \quad g(\gamma) := z(b, c(\gamma)),$$

where $b$ and $c$ are such that the pair $(b, c)$ is feasible. For each $\gamma$ we denote the corresponding optimal partition by $\pi_\gamma = (B_\gamma, N_\gamma)$ and strictly complementary solutions by $(x^{(\gamma)}, y^{(\gamma)}, s^{(\gamma)})$. We start with the case that the given partition belongs to a breakpoint. Without loss of generality we assume again that $\gamma = 0$ and $\gamma = 1$ are two consecutive breakpoints of $g(\gamma)$.

Consider the following pair of LP problems.

$$\begin{align*}
(P^\Delta_\gamma) \quad & \min_x \{ \Delta c^T x : Ax = b, \ x_{B_0} \geq 0, \ x_{N_0} = 0 \}, \\
(D^\Delta_\gamma) \quad & \max_{y,s} \{ \ b^T y : A^T y + s = \Delta c, \ s_{B_0} \geq 0 \}. 
\end{align*}$$

**Theorem 2.2.18** Let $\gamma \in (0,1)$. For the primal–dual pair $(P^\Delta_\gamma)$ and $(D^\Delta_\gamma)$ it holds:

(i) The optimal partition is $(B_\gamma, N_\gamma)$;
(ii) $x^{(\gamma)}$ is optimal in $(P^\Delta_\gamma)$;
(iii) The optimal value $\Delta c^T x^{(\gamma)}$ is the right shadow cost at $\gamma = 0$.

A similar result can be obtained for the optimal partition at $\gamma = 1$. Defining the pair of LP problems

$$\begin{align*}
(P^\Delta_1) \quad & \max_x \{ \Delta c^T x : Ax = b, \ x_{B_1} \geq 0, \ x_{N_1} = 0 \}, \\
(D^\Delta_1) \quad & \min_{y,s} \{ -b^T y : A^T y + s = -\Delta c, \ s_{B_1} \geq 0 \},
\end{align*}$$

one has the following theorem.

**Theorem 2.2.19** Let $\gamma \in (0,1)$. For the primal–dual pair $(P^\Delta_\gamma)$ and $(D^\Delta_\gamma)$ it holds:

(i) The optimal partition is $(B_\gamma, N_\gamma)$;
(ii) $x^{(\gamma)}$ is optimal in $(P^\Delta_\gamma)$;
(iii) The optimal value $\Delta c^T x^{(\gamma)}$ is the left shadow price at $\gamma = 1$.

Using these results we derive the following corollary.

**Corollary 2.2.20** Let $\gamma \in (0,1)$. It holds $\Delta c^T (x^{(\gamma)} - x^{(0)}) < 0$ and $\Delta c^T (x^{(1)} - x^{(\gamma)}) < 0$.

The next results concern the determination of the size of the linearity interval and the optimal partition in the breakpoints, given that the optimal partition associated to the
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linearity interval is known. Assume that $\gamma = 0$ belongs to the linearity interval under consideration, and that the surrounding breakpoints, if they exist, occur at $\gamma^- < 0$ and $\gamma^+ > 0$ respectively. We consider the following pair of problems.

$$
\begin{align*}
(P_{\gamma^-}) & \quad \max_x \{ -c^T x : Ax = 0, \Delta c^T x = 1, x_{N_0} \geq 0 \}, \\
(D_{\gamma^-}) & \quad \min_{\gamma, y, s} \{ \gamma : A^T y + s - \gamma \Delta c = c, s_{B_0} = 0, s_{N_0} \geq 0 \}.
\end{align*}
$$

**Theorem 2.2.21** For the primal–dual pair $(P_{\gamma^-})$ and $(D_{\gamma^-})$ it holds:

(i) The optimal partition is $(B_{\gamma^-}, N_{\gamma^-})$;

(ii) $y^{(\gamma^-)}$ is optimal in $(D_{\gamma^-})$;

(iii) The optimal value is $\gamma^-$. 

Similarly, the breakpoint $\gamma^+$ is obtained from the pair of LP problems:

$$
\begin{align*}
(P_{\gamma^+}) & \quad \min_x \{ c^T x : Ax = 0, \Delta c^T x = -1, x_{N_0} \geq 0 \}, \\
(D_{\gamma^+}) & \quad \max_{\gamma, y, s} \{ \gamma : A^T y + s - \gamma \Delta c = c, s_{B_0} = 0, s_{N_0} \geq 0 \}.
\end{align*}
$$

**Theorem 2.2.22** For the primal–dual pair $(P_{\gamma^+})$ and $(D_{\gamma^+})$ it holds:

(i) The optimal partition is $(B_{\gamma^+}, N_{\gamma^+})$;

(ii) $y^{(\gamma^+)}$ is optimal in $(D_{\gamma^+})$;

(iii) The optimal value is $\gamma^+$. 

**Example 2.2.1 (continued)**

Let us show the results obtained with the outlined approach for Example 2.2.1. An interior point solution is given in Table 2.4. This solution is strictly complementary: $B$ corresponds to the variables $x_{ij}$, $i, j = 1, \ldots, 3$ and $s_i$, $i = 1, \ldots, 3$, while the variables $d_j$, $j = 1, \ldots, 3$ are in $N$. Note that the number of variables with a positive value is larger than for the basic solutions. In certain applications this is unpreferable, while in others (e.g., finding critical paths in project planning) this is attractive [92]. The coefficients in the objective function and the right–hand side vector are varied one at a time, so $\Delta b = e^{(i)}$ and $\Delta c = e^{(j)}$, for all $i, j$. Notice that all the cost–coefficients are at a breakpoint. The intervals for the right–hand side coefficients are the same as in Table 2.3.

The 100% rule

An interesting and useful, but not widely known, extension to the standard sensitivity analysis using one parameter is the 100% rule. It was introduced by Bradley et al. [31] for multi–parameter variations in the context of optimal bases. For each of the parameters a separate sensitivity analysis is performed, keeping the other parameters constant. This gives an interval for each of the parameters. The rule says that for combined variations in all parameters the given basis remains optimal if the sum of the percentages of the variation w.r.t. the maximal variation is not larger than 100%. Stated otherwise, the optimal basis remains optimal in the ‘diamond’ determined by the end–points of the separate intervals. Note that the rule only gives a sufficient condition, while the actual region where the basis remains optimal might be larger. The following example clarifies the rule.
Table 2.4: Results from interior approach in Example 2.2.1.

**Example 2.2.23** Consider again Example 2.2.1. Let the right-hand sides of (2.9) and (2.10) be varied. We consider the solution computed by CPLEX. The dark area in Figure 2.2(Left) is given by the 100%–rule; however, also in the light–shaded area the basis from CPLEX is optimal.

![Diagram of regions](image)

Figure 2.2: (Left) Regions for optimal basis in Example 2.2.23; the current value is (2, 6). (Right) Regions for optimal partition in Example 2.2.23.

We show that the 100% rule can be extended to regions where the optimal partition remains constant. This is the contents of the next lemma, which considers the case of varying right–
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hand side coefficients.

Lemma 2.2.24 Let the problems (P) and (D) have optimal partition $\pi = (B, N)$ with strictly complementary solution $(\bar{x}, \bar{y}, \bar{s})$. Let $I \subseteq \{1, \ldots, n\}$. Define

$$b^{(i)}(\beta_i) = b + \beta_i \epsilon^{(i)}.$$ 

Let for each $i \in I$, $\beta_i^+ \neq 0$ be such that the problems $(P(b^{(i)}(\beta_i^+), c))$ and $(D(b^{(i)}(\beta_i^+), c))$ have the same optimal partition $\pi$. Let $\Delta b$ satisfy

$$\Delta b_i = 0 \quad i \notin I, \quad \frac{\Delta b_i}{\beta_i^+} \geq 0 \quad i \in I, \quad \sum_{i \in I} \frac{\Delta b_i}{\beta_i^+} < 1.$$ 

Then $\pi$ is also the optimal partition of the pair

$$(P_{\Delta b}) \quad \min_{x} \{ \ c^T x : Ax = b + \Delta b, \ x \geq 0 \}$$

$$(D_{\Delta b}) \quad \max_{y, s} \{ \ (b + \Delta b)^T y : A^T y + s = c, \ s \geq 0 \}.$$ 

Proof: Define, for $i \in I$, $f_i := \Delta b_i/\beta_i^+$ and $f := \sum_{i \in I} f_i$. Observe that $f_i \geq 0$ and $f < 1$ by assumption. Let $(x^{(i)}, y^{(i)}, s^{(i)})$ be strictly complementary solutions for $(P(b^{(i)}(\beta_i^+), c))$ and $(D(b^{(i)}(\beta_i^+), c))$. We show that

$$x := (1 - f)\bar{x} + \sum_{i \in I} f_i x^{(i)}, \quad y := \bar{y}, \quad s := \bar{s},$$

is a strictly complementary solution of $(P_{\Delta b})$ and $(D_{\Delta b})$. Obviously, $(y, s)$ is feasible in the dual problem. Also,

$$Ax = (1 - f)A\bar{x} + \sum_{i \in I} f_i Ax^{(i)} = (1 - f)b + \sum_{i \in I} f_i (b + \beta_i^+ \epsilon^{(i)}) = b + \Delta b.$$ 

From $f_i \geq 0$ and $f < 1$ it follows that $x_B > 0$ and $x_N = 0$, which completes the proof. 

Example 2.2.25 Consider again Example 2.2.1. As in Example 2.2.23 the right-hand sides of constraints (2.9) and (2.10) are varied. The dark area in Figure 2.2(Right) is given by the 100%-rule for optimal partitions. Notice, that this area is much larger than the one given by the optimal basis from CPLEX in Figure 2.2(Left). However, also in the light-shaded area this partition remains optimal.

2.2.6 Using optimal values

In Section 2.2.3 we showed that correct shadow prices and linearity intervals can be obtained by solving appropriate LP problems over the optimal face of the original primal or dual problem, that is, using the set of optimal solutions. However, once knowing the optimal value $z^*$ of the LP problem, we can trivially describe the optimal faces as follows:

$$\{ \ x : Ax = b, \ x \geq 0, \ c^T x = z^* \},$$

$$\{ \ (y, s) : A^T y + s = c, \ s \geq 0, \ b^T y = z^* \}.$$
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We may use this description in the results of Section 2.2.3. For instance, linearity intervals of \( f(\beta) \) are computed by (cf. Lemma 2.2.7)
\[
\begin{align*}
\beta_1 &= \min_{\beta, x} \left\{ \beta : Ax - \beta \Delta b = b, \ x \geq 0, \ c^T x = (b + \beta \Delta b)^T y^* \right\}, \\
\beta_2 &= \max_{\beta, x} \left\{ \beta : Ax - \beta \Delta b = b, \ x \geq 0, \ c^T x = (b + \beta \Delta b)^T y^* \right\}.
\end{align*}
\]
where \( y^* \in \mathcal{D}^* \). Similarly, left and right shadow prices are found by
\[
\begin{align*}
f_-(\beta) &= \min_{y, s} \left\{ \Delta b^T y : A^T y + s = c, \ s \geq 0, \ (b + \beta \Delta b)^T y = b^T y^* \right\}, \\
f_+(\beta) &= \max_{y, s} \left\{ \Delta b^T y : A^T y + s = c, \ s \geq 0, \ (b + \beta \Delta b)^T y = b^T y^* \right\}.
\end{align*}
\]
An advantage of the approach is that we do not need to know the optimal partition, just the optimal value. In the literature few explicit references to this idea can be found, e.g., Akgül [5], De Jong [128], Gondzio and Terlaky [84] and Mehrotra and Monteiro [177]. Similar ideas appear in Magnanti and Wong [166], who use a subproblem defined on the optimal set to compute certain cuts in Benders decomposition [23] and in Terlaky [234], who considers marginal values in \( \ell_p \)-programming.

2.2.7 Computational results

In De Jong [128] an extensive computational study is made to compare the three approaches to sensitivity analysis described in Sections 2.2.4, 2.2.5 and 2.2.6, using the NETLIB set of LP problems [70]. The approaches in the last two sections were programmed within OSL, while CPLEX was used for the standard simplex approach. In this section we report on the results obtained for an LP model which is a small representative of the type of models used in daily decision making by SHELL. The model concerns an oil refinery and contains production, transportation and product exchange during three periods. The model has 2110 variables and 1101 constraints. Although the number of LP subproblems to be solved is quite large, all the sensitivity information for this model was obtained within 15 minutes on an HP9000–720 workstation.

We compare the sensitivity information from CPLEX with the results obtained from the interior approach. First consider shadow costs. Recall from Section 2.2.4 that different situations may occur: either the number given by CPLEX will be the shadow cost, a left or a right shadow cost (a one-sided shadow cost) or it has no meaning as a shadow cost. In the latter case, the value is in between the left and the right shadow price. In the refinery model, we found that for 4% of the coefficients the number returned by CPLEX was just a one-sided shadow cost while for 0.7% it was no shadow cost at all. Moreover, for 36.4% of the coefficients the range CPLEX reported was not equal to the complete linearity interval. For 2.9% of the coefficients a breakpoint was given. To see whether the differences in the ranges are significant, we split them up into six categories, depending on the ratio between the length of the linearity interval and the length of the range computed by CPLEX. A histogram of this is given to the left in Figure 2.3. Here, the category \textit{breakp} means that the coefficient is in a breakpoint while CPLEX reports a range. If the linearity interval has infinite length then we use the category \textit{inf}. A similar comparison was done for the
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shadow costs. We compared the CPLEX outcome with both the left and right shadow cost and categorized the largest difference (that is, either the difference between the CPLEX outcome and the left shadow cost or between CPLEX and the right shadow cost); if the current value of the objective coefficient is not a breakpoint, then the CPLEX number will be the unique shadow cost (see the right part of Figure 2.3; the category inf means that the LP problem becomes unbounded as soon as the objective coefficient is either increased or decreased).

Figure 2.3: Differences in objective coefficient ranges and shadow costs (%).

For the right-hand side elements of the refinery model it appeared that CPLEX reported a one-sided shadow price for 25.4% of the coefficients and no shadow price for 2.8%. For 45.5% of the coefficients the interval returned was not equal to a complete linearity interval. Again, we made histograms to split the differences with respect to their magnitude, see Figure 2.4.

Figure 2.4: Differences in right-hand side ranges and shadow prices (%).
We conclude that the standard approach to sensitivity analysis gives different results than the one based on optimal sets, and that a commercial LP code often only gives partial sensitivity information. In De Jong [128] and Jansen et al. [111] a more detailed analysis of the differences is found in comparison with the physical meaning of the various variables and constraints.
Chapter 3

Primal–dual affine scaling

We develop a new class of interior point methods, relate it to methods in the literature and prove its complexity for linear complementarity problems. We show that the use of corrector steps improves the complexity asymptotically to the best known bound for such problems. We embed the algorithm in a family and analyze it for nonlinear complementarity problems, using a new smoothness condition on the mappings involved. We give computational results on some problems arising in statistics.

3.1 Introduction

The introduction of Karmarkar’s polynomial time algorithm for linear programming (LP) [132] in 1984 is responsible for an enormous production of research papers on LP in the last decade. Two of the early papers were Barnes [17] and Vanderbei et al. [243], who independently proposed the affine scaling algorithm as a simplification of Karmarkar’s algorithm. While Karmarkar performed a projective scaling in each iteration, this algorithm used a simpler affine scaling. Convergence of the iterates to optimality was shown (under nondegeneracy assumptions), but no complexity proof was given. Implementations soon showed that the affine scaling algorithm was very efficient, see Adler et al. [2]. After the publication of Vanderbei’s paper, the editor of Mathematical Programming received a letter [46] from the Russian researcher Dikin, revealing that the affine scaling algorithm was already proposed by him in 1967 [44], see also [45]. Around the same time a paper by Gill et al. [72] showed that Karmarkar’s algorithm has close connections with the logarithmic barrier method, introduced by Frisch [63] in 1955 and extensively investigated by Fiacco and McCormick [54] among others.

All the methods mentioned above are either primal or dual algorithms, i.e., methods generating either primal or dual feasible solutions in each iteration of the method. In 1987, Monteiro and Adler [186] and Kojima et al. [145] independently proposed a primal–dual logarithmic barrier algorithm, that works with the primal and dual of the LP problem simultaneously. Monteiro et al. [188] then gave a simplified version of the algorithm in [186] which they considered to be a primal–dual version of Dikin’s affine scaling algorithm. This algorithm is normally referred to as the primal–dual affine scaling algorithm. In this chapter we introduce and analyze a new and different generalization of Dikin’s algorithm to the primal–dual setting. The generalization is more natural and leads to a better complexity bound than the one in [188]. The algorithm is named the primal–dual Dikin–affine scaling algorithm. In Jansen et al. [114] the polynomial complexity of this algorithm was first shown for LP. In the analysis a homogeneous potential function was used, viz. \( f : \mathbb{R}_{++}^n \to \mathbb{R} \)
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defined by

\[ f(v) := n \ln \|v\|^2 - \sum_{i=1}^{n} \ln v_i^2 - n \ln n, \]

where \( v := \sqrt{x^*} \) represents a point in the \( v \)-space (Section 2.1.1). This function was introduced by Tanabe [232] and used by Todd and Ye [237] and Kojima et al. [142], among others. Later Ling [156] simplified and improved our analysis in [114] using a different way to measure proximity to the central path. Surprisingly, he showed that the complexity of the algorithm remains unchanged when working with large neighborhoods of the central path.

After a short introduction in primal (or dual) and primal–dual affine scaling and logarithmic barrier methods in Section 3.2 we will derive the new algorithm in an LP context in Section 3.3. We prove the polynomial complexity of the algorithm for the class of linear complementarity problems (LCPs) with \( P_* \) (or sufficient) matrices, for which interior point methods are as difficult to analyze as for LP (cf. Kojima et al. [142]). The class of LCPs contains LP and convex quadratic programming (CQP) as special cases. We further extend the algorithm and its applicability in several ways. In Section 3.4 we analyze the use of corrector steps, which aim at diminishing the second order effect when using Newton’s method. We show that the complexity bound can asymptotically be improved to the best one currently known for LCPs. In Section 3.5 we propose a family of algorithms obtained by the use of different scaling parameters in the basic Dikin–affine method. We show that both the primal–dual affine as well as the Dikin–affine algorithm are special cases of the family. In this section we apply the algorithm to (not necessarily monotone) nonlinear complementarity problems (NCPs). The class of NCPs contains convex programming problems and is closely related to variational inequalities; for a survey see, e.g., Cottle et al. [36], Pang [204] and Harker and Pang [99]. For general NCPs the analysis requires smoothness conditions on the mappings involved. We introduce a new condition, since previous conditions in the literature (Zhu’s scaled Lipschitz condition [263], the relative Lipschitz condition [124] and self-concordance, by Nesterov and Nemirovskii [199]) are only applicable to monotone mappings, and are not suitable for our primal–dual algorithms working in a large neighborhood. The theoretical analysis we provide shows that within the family the Dikin–affine scaling method has the best complexity bound. In Section 3.6 we discuss how to handle feasibility in the algorithms and give some other extensions. Finally, in Section 3.7 we report on computational experience with primal–dual affine scaling algorithms; we apply them to various estimation problems from statistics that can be written as NCPs.

3.2 Logarithmic barrier and affine scaling

We give a short survey of logarithmic and affine scaling methods to later place the new primal–dual Dikin–affine scaling method in a proper context. More elaborate surveys can be found in Gonzaga [88] and Den Hertog [101]. Consider the primal and dual LP problem in standard form:

(P) \[ \min_{x} \left\{ c^T x : Ax = b, \ x \geq 0 \right\}, \]

(D) \[ \max_{y,s} \left\{ b^T y : A^T y + s = c, \ s \geq 0 \right\}, \]
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where \( c, x \in \mathbb{R}^n \), \( b \in \mathbb{R}^m \) and \( A \) is an \( m \times n \) matrix. We make the standard assumptions that \( A \) has full rank and that there exists a positive primal–dual pair (Definition 2.1.4). The primal and dual feasible sets are denoted by \( \mathcal{P} \) and \( \mathcal{D} \). The logarithmic barrier algorithm for \( (P) \) was introduced in 1955 by Frisch [63] and extensively investigated in the 1960s and 1970s (Fiacco and McCormick [54]). The primal logarithmic barrier method uses the logarithmic barrier function \( f_\mathcal{P} : \mathbb{R}_+^n \times \mathbb{R}_+^m \to \mathbb{R} \):

\[
f_\mathcal{P}(x; \mu) = \frac{c^T x}{\mu} - \sum_{i=1}^{n} \ln(x_i).
\]

The barrier parameter \( \mu \) is used to balance the original objective with the distance to the inequality constraints \( x \geq 0 \). The optimality conditions for minimizing \( f_\mathcal{P}(x; \mu) \) over \( \mathcal{P} \), for fixed \( \mu \), are given by the system

\[
\begin{align*}
Ax &= b, \quad x > 0, \\
A^Ty + s &= c, \quad s > 0, \\
x_0 &= \mu e.
\end{align*}
\]

(3.1)

The existence of a solution to (3.1) is guaranteed from Theorem 2.1.5, and is denoted by \((x(\mu), y(\mu), s(\mu))\). The sets

\[
\{ x(\mu) : \mu > 0 \} \quad \text{and} \quad \{ (y(\mu), s(\mu)) : \mu > 0 \}
\]

are the central paths of \( (P) \) and \( (D) \), alternatively defined in primal–dual form as the set

\[
C = \left\{ (x, s) : x \in \mathcal{P}, s \in \mathcal{D}, xs = \frac{x^Ts}{n} e \right\}.
\]

In the latter form, the central path was introduced and investigated by Bayer and Lagarias [18], Megiddo [174] and Sonnevend [224]. As \( x^Ts \to 0 \), this path leads to a strictly complementary solution of \( (P) \) and \( (D) \) (cf. Lemma 2.1.15), hence it can be used as a guideline to optimality. The generic path–following method works as follows. Given a value \( \mu \) compute an approximate minimizer of \( f_\mathcal{P}(x; \mu) \); update \( \mu \) and proceed. Different methods are obtained by varying the updating scheme for \( \mu \), the method for minimizing the barrier function and the criterion that judges approximation to the exact minimizer. The latter aspect is related to the use of neighborhoods of the central path. These neighborhoods include

\[
N_2(\beta) = \left\{ (x, s) : x \in \mathcal{P}, s \in \mathcal{D}, \|xs - \mu e\| \leq \beta \mu, \quad \text{where} \quad \mu = \frac{x^Ts}{n} \right\}
\]

\[
N_\infty(\beta) = \left\{ (x, s) : x \in \mathcal{P}, s \in \mathcal{D}, \|xs - \mu e\|_{\infty} \leq \beta \mu, \quad \text{where} \quad \mu = \frac{x^Ts}{n} \right\}.
\]

for some \( \beta \in (0, 1) \). Algorithms based on the larger \( \mathcal{N}_\infty \) neighborhood are called long–step algorithms, and those based on the smaller \( \mathcal{N}_2 \) are called short–step algorithms. Among all existing path–following (infeasible or feasible) algorithms for LP, the theoretical iteration complexity to obtain an \( \varepsilon \)-approximate solution with a short–step algorithm is \( \mathcal{O}(\sqrt{n} \ln 1/\varepsilon) \) (e.g., Renegar [212], Gonzaga [85], Roos and Vial [216], Kojima et al. [145] and Monteiro and
Adler [186]). The complexity of the long-step algorithms is at least $O(nL)$ (e.g., Gonzaga [86], Mizuno et al. [185], Den Hertog [101], Anstreicher and Bosch [10] and Jansen et al. [121]). In contrast, long-step algorithms outperform short-step ones by a big margin in practice (e.g., Lustig et al. [162, 163] and Mehrortra [176]). Nesterov [197] discusses several long-step strategies in a general (nonlinear) setting.

In the primal logarithmic barrier (path-following) method the search-direction is obtained by minimizing the second order Taylor approximation of $f_P(x; \mu)$ over $\mathcal{P}$ at a given iterate $\bar{x} > 0$, i.e., by Newton’s method. The search-direction obtained in this way is given by

$$\Delta x = \bar{x}(I - \bar{x}A^T(A\bar{x}^2A^T)^{-1}A\bar{x})(\mu e - \bar{x}c).$$  \hspace{1cm} (3.2)

Dikin’s primal affine scaling method does not use the central path as a guideline. Instead, the search-direction is obtained by solving a subproblem in which the nonnegativity constraints $x \geq 0$ are replaced by an ellipsoidal constraint:

$$\min_{x} \{ \ c^T x : Ax = b, \ ||\bar{x}^{-1}(\bar{x} - x)|| \leq 1 \}. $$

Taking its solution $x^+$ as the new iterate, the affine scaling direction is

$$\Delta x = x^+ - \bar{x} = -\bar{x}(I - \bar{x}A^T(A\bar{x}^2A^T)^{-1}A\bar{x})\bar{x}c. \hspace{1cm} (3.3)$$

Note that the search-direction in (3.3) can be obtained from (3.2) by putting $\mu = 0$, i.e., by not using the centering direction

$$\Delta x = \bar{x}(I - \bar{x}A^T(A\bar{x}^2A^T)^{-1}A\bar{x})\mu e. \hspace{1cm} (3.4)$$

Hence, the main difference between affine scaling and path-following algorithms is that in the former the direction only depends on the current iterate, while in the latter target-points (on the central path) are used. Den Hertog and Roos [104], Yamashita [253] and Gonzaga [87], among others, have shown that in many interior point methods the search-direction used is a linear combination of the affine scaling direction and the centering direction.

We noted before that the minimizer of the logarithmic barrier function $f_P(x; \mu)$ over $\mathcal{P}$ is characterized by the system (3.1). This system is also the KKT-system for minimizing the primal–dual logarithmic barrier function

$$f_{PD}(x, s; \mu) = \frac{x^Ts}{\mu} - \sum_{i=1}^{n} \ln(x_is_i).$$

over both $\mathcal{P}$ and $D$. Using (3.1) Monteiro and Adler [186] and Kojima et al. [145] proposed a primal–dual algorithm in which the search-directions $\Delta x, \Delta y, \Delta s$ are determined from

$$\begin{align*}
A\Delta x &= 0, \\
A^T\Delta y + \Delta s &= 0, \\
\bar{x}\Delta s + \bar{y}\Delta x &= \mu e - \bar{x}s,
\end{align*}$$

where $(\bar{x}, \bar{y}, \bar{s})$ is the current iterate. The last equation is motivated from the desire to compute $\Delta x$ and $\Delta s$ such that

$$(\bar{x} + \Delta x)(\bar{y} + \Delta s) = \mu e.$$
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Note that in the last equation of (3.5) the term $\Delta x \Delta s$ is not included (the effect of this linearization will be studied in detail in Chapter 4). A short–step version of the method was shown to be polynomial in [145, 186]. In Jansen et al. [121] the algorithm was interpreted and analyzed completely using the primal–dual logarithmic barrier function; moreover, long–step algorithms of this type were investigated. By analogy with the primal affine scaling direction Monteiro et al. [188] proposed to simplify the direction of the primal–dual algorithm by setting $\mu = 0$ in (3.5), and to call the resulting direction the primal–dual affine scaling direction. This terminology has become standard since 1987. The method was shown to have a polynomial complexity bound of $O(n(\ln(1/\epsilon))^2)$ iterations to obtain an $\epsilon$–accurate solution.

In the next section we show that in the primal–dual case Dikin’s affine scaling idea of replacing the entangling inequality constraints by an ellipsoid and optimizing the objective (the duality gap) can also be done in the primal–dual setting. As we will see, this gives rise to a new affine scaling algorithm, named hereafter primal–dual Dikin–affine scaling algorithm. The search direction used is different from the one in Monteiro et al. [188]. We will show that our algorithm has a complexity bound of $O(n \ln 1/\epsilon)$ iterations, which is better than that for the primal–dual affine scaling algorithm. This improvement is due to the fact that the new direction contains a centering effect as opposed to the primal–dual affine scaling direction. Moreover, we will show that it can be argued that the primal–dual affine scaling direction in [188] is obtained without scaling at all.

3.3 The primal–dual Dikin–affine scaling algorithm

In this section we introduce and motivate the new primal–dual Dikin–affine scaling method for LP as derived and analyzed in Jansen et al. [114]. Then we analyze the complexity of the algorithm for the more general class of LCPs with matrices in $P_+$. 

3.3.1 Deriving the search–direction

Let $(x, s)$ be a positive primal–dual pair, that is

$$Ax = b, \quad x > 0,$$

$$AT^T y + s = c, \quad s > 0.$$ 

Let $\Delta x, \Delta y, \Delta s$ denote search–directions in the respective spaces. For the equality constraints, feasibility is maintained if

$$A \Delta x = 0, \quad A^T \Delta y + \Delta s = 0.$$ 

Observe that $\Delta x$ and $\Delta s$ are orthogonal. Following Dikin’s idea [44], we replace the non-negativity conditions by requiring the next iterates $(x + \Delta x, y + \Delta y, s + \Delta s)$ to belong to a suitable ellipsoid. In our primal–dual setting we define it as follows

$$\|x^{-1} \Delta x + s^{-1} \Delta s\| \leq 1,$$

and call it the (primal–dual) Dikin–ellipsoid. The duality gap (complementarity) after a step is given by

$$(x + \Delta x)^T (s + \Delta s) = x^T s + x^T \Delta s + s^T \Delta x.$$
Minimizing the new duality gap over the Dikin-ellipsoid amounts to solving the following optimization problem:

\[
\min_{\Delta x, \Delta y, \Delta s} \left\{ s^T \Delta x + x^T \Delta s : A \Delta x = 0, A^T \Delta y + \Delta s = 0, \|x^{-1} \Delta x + s^{-1} \Delta s\| \leq 1 \right\}. \tag{3.6}
\]

We proceed by showing that this problem uniquely determines the search-direction. We apply a common rescaling of the variables (see e.g., Gonzaga [88]). Let the vectors \( d \) and \( v \) be given by

\[
d := \sqrt{x^{-1}}, \quad v := \sqrt{x}s. \tag{3.7}
\]

Using \( d \) we rescale both \( x \) and \( s \) as follows: \( d^{-1} x = ds = v \); likewise we define

\[
p_x := d^{-1} \Delta x, \quad p_s := d \Delta s. \tag{3.8}
\]

Note that the orthogonality of \( \Delta x \) and \( \Delta s \) implies that \( p_x \) and \( p_s \) are orthogonal as well. The important property of this scaling is that it maps both \( x \) and \( s \) to the same vector \( v \). As we will see this implies that the scaled search-directions can be expressed as orthogonal complements of a vector (this property has been generalized to a nonlinear setting by Nesterov and Todd [200]). Now we may write

\[
x \Delta s + s \Delta x = xd^{-1}d \Delta s + sdd^{-1} \Delta x = v(p_x + p_s),
\]

\[
x^{-1} \Delta x + s^{-1} \Delta s = x^{-1}dd^{-1} \Delta x + s^{-1}d^{-1}d \Delta s = v^{-1}(p_x + p_s).
\]

The affine constraints can be reformulated as

\[
ADp_x = 0, \quad DA^T \Delta y + p_s = 0,
\]

where \( D = \text{Diag}(d) \). Clearly \( p_x \) and \( p_s \) are uniquely characterized as the components of the vector

\[
p_v := p_x + p_s,
\]

in the null space and the row space of the matrix \( AD \), respectively. Therefore, we may reformulate (3.6) in terms of the vector \( p_v \):

\[
\min_{p_v} \left\{ v^T p_v : \|v^{-1} p_v\| \leq 1 \right\}. \tag{3.9}
\]

The solution of this problem is given by

\[
p_v = -\frac{v^3}{\|v^2\|},
\]

with objective value \( v^T p_v = -\|v^2\| \). The solution of the original problem is then:

\[
\Delta x = DP_{ADp_v}, \quad \Delta s = D^{-1}Q_{ADp_v},
\]

where \( P_{AD} \) and \( Q_{AD} \) denote the orthogonal projections onto the null space and the row space of \( AD \), respectively.
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Observe that these directions are uniquely determined by the system

\[
\begin{align*}
A\Delta x &= 0, \\
A^T\Delta y + \Delta s &= 0, \\
x\Delta s + s\Delta x &= -\frac{x^2s^2}{\|xs\|}.
\end{align*}
\] (3.10)

Note that the directions differ from the primal–dual affine scaling directions: recall from (3.5) with \( \mu = 0 \) that the latter have \(-xs\) as the right-hand side of the third equation. The relation between the two directions becomes more apparent by noting that, up to some scalar factor, the primal–dual affine scaling directions are given by \( DP_{AD}q_v \) for the \( x \)-space and \( D^{-1}Q_{AD}q_v \) for the \( s \)-space, where

\[
q_v := -\frac{v}{\|v\|}.
\]

Note that \( q_v \) is the solution of the problem

\[
\min_{q_v} \left\{ v^Tq_v : \|q_v\| \leq 1 \right\}. \tag{3.11}
\]

Recall that Theorem 2.1.5 implies that we may identify any positive primal–dual pair with a positive vector \( v \), where \( v = \sqrt{xs} \); this mapping is one–to–one. So both types of affine scaling directions are actually obtained in the \( v \)-space (see Section 2.1.1). Comparing problems (3.9) and (3.11) one sees that the objectives are the same (minimize the complementarity). The Dikin–affine scaling algorithm is obtained using the maximal ellipsoid contained in the \( v \)-space; observe that this is exactly the way in which Dikin defined the affine scaling direction for the primal problem. The primal–dual affine scaling direction is obtained using a sphere in the \( v \)-space, which corresponds to a steepest descent step\(^1\). The analogy just described justifies the name affine scaling direction for the new direction more than for the old direction. In fact, we may say that the primal–dual affine scaling directions are obtained without scaling at all. In Figure 3.1 we show the difference between the two directions in a two–dimensional \( v \)-space. In the \( v \)-space we measure distance to the central path by the ratio

\[
\omega(v) = \frac{\min(v)}{\max(v)}.
\]

This measure was proposed by Ling [156]. Note that \( 0 \leq \omega(v) \leq 1 \). On the central path it holds \( \omega(v) = 1 \). Observe, that the Dikin–affine scaling direction has a centering effect in the \( v \)-space, while the primal–dual affine scaling direction keeps \( \omega(v) \) unchanged.

In [196] Nazareth gives a different perspective on the Dikin–affine scaling direction. Let us consider the centering conditions

\[
\begin{align*}
Ax &= b, \quad x > 0, \\
A^Ty + s &= c, \quad s > 0, \\
\frac{1}{x_i}s_i &= \frac{1}{\mu}, \quad i = 1, \ldots, n.
\end{align*}
\] (3.12)

\(^1\)See Gonzaga [88] for an extensive discussion on the difference between steepest descent (Cauchy) and scaled steepest descent (Dikin).
Figure 3.1: Primal–dual affine and Dikin–affine scaling directions in the $v$–space.

Obviously, the system is equivalent to (3.1). Nazareth showed that the Newton direction for (3.12) is given by

$$A\Delta x = 0,$$
$$A^T \Delta y + \Delta s = 0,$$
$$x \Delta s + s \Delta x = \frac{x_s}{\mu} (\mu e - x_s).$$

The resulting direction is a linear combination of the primal–dual affine scaling direction and the primal–dual Dikin–affine scaling direction. As $\mu$ converges to zero it approaches the primal–dual Dikin–affine scaling direction.

3.3.2 The linear complementarity problem

We perform the analysis of the primal–dual Dikin–affine scaling algorithm introduced above for the class of LCPs, which contains LP as a special case. As proposed by Ling [156] we use $\omega(\nu)$ as a measure of proximity to the central path, hence we analyze a large neighborhood algorithm. We extend our analysis in Jansen et al. [113], allowing nonmonotone linear mappings in the definition of the LCP; the class of LCPs considered is that of $P_\ast$ or sufficient matrices, defined below (cf. [142]).

Let $M$ be a given $n \times n$ matrix and $q \in \mathbb{R}^n$. The LCP is defined as follows.

(LCP) Find $(x,s) \in \mathbb{R}^{2n}$ such that $s = Mx + q$, $(x,s) \geq 0$ and $x^T s = 0$.

We denote the sets of feasible and interior-feasible points of (LCP) by:

$$\mathcal{F} = \{ (x,s) \in \mathbb{R}^{2n} : s = Mx + q, (x,s) \geq 0 \},$$
$$\mathcal{F}^0 = \{ (x,s) \in \mathbb{R}^{2n} : s = Mx + q, (x,s) > 0 \}.$$
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We assume that $\mathcal{F}$ is nonempty, or stated otherwise, that an interior point exists. For an introduction in complementarity problems and traditional solution methods we refer to the book of Cottle et al. [36]. The monograph by Kojima et al. [142] analyzes certain interior point methods for complementarity problems. Special classes for matrices $M$ have been distinguished to guarantee the existence of a solution. These include $PSD$ ($M$ positive semidefinite), $P$ ($M$ has positive principal minors), $P_*$ (see below) and $CS$ and $RS$ (column–sufficient resp. row–sufficient). Some known implications are

$$PSD \subset P_* \subset CS, \quad P \subset P_*, \quad P_* = CS \cap RS,$$

see e.g., Cottle [36], Den Hertog et al. [107], Väliaho [241] and Kojima et al. [142]. In this section we will be interested in the class $P_*$ (i.e., the class of sufficient matrices).

**Definition 3.3.1** ($P_*$–matrices) Let $\kappa \geq 0$. The matrix $M \in \mathbb{R}^{n \times n}$ is in $P_*(\kappa)$ if

$$(1 + 4\kappa) \sum_{i \in I_+(\xi)} \xi_i(M\xi)_i + \sum_{i \in I_-(\xi)} \xi_i(M\xi)_i \geq 0, \quad \forall \xi \in \mathbb{R}^n,$$

where

$$I_+(\xi) = \{ i : \xi_i(M\xi)_i > 0 \}, \quad I_-(\xi) = \{ i : \xi_i(M\xi)_i < 0 \}.$$

The matrix $M$ is in $P_*$ if it is in $P_*(\kappa)$ for some $\kappa$.

Throughout this section, we impose the following condition on the matrix $M$.

**Condition 3.3.2** There exists a constant $\kappa \geq 0$ such that $M$ is in $P_*(\kappa)$.

If $\kappa = 0$ then the complementarity problem is called monotone, since for any $(x,s) \in \mathcal{F}$ and $(\bar{x}, \bar{s}) \in \mathcal{F}$ it holds

$$(x - \bar{x})^T(s - \bar{s}) = (x - \bar{x})^TM(x - \bar{x}) \geq 0.$$

In practice, it might be hard to compute the actual value of $\kappa$; fortunately, an implementation of our algorithm does not need its knowledge, although the theoretical complexity depends on $\kappa$.

Observe that the skew–symmetric self–dual reformulation of the LP problem we developed in Chapter 2 is in fact an LCP. Letting $(\overline{\mathcal{S}}\overline{\mathcal{P}})$ be as in Section 2.1 we may define

$$M := \begin{pmatrix}
0 & A & \bar{b} & -b \\
-A^T & 0 & -\bar{c} & c \\
-b^T & -\bar{c}^T & 0 & -\alpha \\
b^T & -c^T & \alpha & 0
\end{pmatrix}, \quad q := \begin{pmatrix}
0 \\
0 \\
\beta \\
0
\end{pmatrix}.$$

In this case $M$ is skew–symmetric which implies that $\xi^T M \xi = 0$ for all $\xi \in \mathbb{R}^{n+m+2}$, so $M$ is in $P_*(0)$. Also, the CQP problem

$$\min_{x} \left\{ c^T x + \frac{1}{2} x^T Q x : Ax \geq b, \ x \geq 0 \right\},$$
where \( Q \) is a symmetric positive semidefinite matrix, can be written as an LCP. The dual problem is given by

\[
\max_{x,y,z} \left\{ b^T y - \frac{1}{2} x^T Q x : A^T y - Q x \leq c, \ y \geq 0 \right\}.
\]

The corresponding LCP is defined by

\[
M := \begin{pmatrix} Q & -A^T \\ A & 0 \end{pmatrix}, \quad q := \begin{pmatrix} c \\ -b \end{pmatrix}.
\]

In this case we have \( \xi^T M \xi = \xi_{\{1,\ldots,n\}}^T Q \xi_{\{1,\ldots,n\}} \geq 0 \), so again \( M \) is in \( P_*(0) \).

Observe from these two examples that complementarity problems offer a natural framework for primal–dual algorithms.

### 3.3.3 The algorithm and its convergence analysis

The primal–dual Dikin–affine scaling method is easily extended to the LCP. Let a strictly feasible pair \((x, s) \in \mathcal{F}^0\) be given. We determine the search–direction \((\Delta x, \Delta s)\) from which the next iterate follows by

\[
x(\theta) = x + \theta \Delta x, \quad s(\theta) = s + \theta \Delta s,
\]

for some step size \( \theta \in (0,1) \). The componentwise product \( x(\theta)s(\theta) \) can be expressed as

\[
x(\theta)s(\theta) = (x + \theta \Delta x)(s + \theta \Delta s) = xs + \theta(s \Delta x + x \Delta s) + \theta^2 \Delta x \Delta s.
\]

For the search–direction we consider (cf. (3.10))

\[
\min_{\Delta x, \Delta s} \quad (xs)^T (x^{-1} \Delta x + s^{-1} \Delta s) \\
\text{s.t.} \quad -M \Delta x + \Delta s = 0, \\
\quad \|x^{-1} \Delta x + s^{-1} \Delta s\| \leq 1. \tag{3.13}
\]

Using the same construction as in Section 3.3.1 the search–direction is obtained from the system of equations

\[
-M \Delta x + \Delta s = 0, \\
xs + s \Delta x = -\frac{(xs)^2}{\|xs\|^2}. \tag{3.14}
\]

Since \( M \) is in \( P_*(\kappa) \) this system has a unique solution (cf. Kojima et al. [142, Lemma 4.1]). The algorithm is formally described in Figure 3.2.

As in Section 3.3.1 we may reformulate the system (3.14) in terms of the \( v \)-space using the usual scaling (see (3.7)-(3.8)), which gives

\[
-DMDp_x + p_* = 0, \\
p_x + p_* = p_v, \tag{3.15}
\]

where \( p_v = -v^3/\|v^2\| \). We now prove the following lemma. Similar lemmas can be found in, e.g., Mizuno et al. [185], Kojima et al. [142] and Jansen et al. [113]. The lemma (and its variants) is important to prove the polynomiality of many primal–dual algorithms ([139, 144, 145, 141, 142, 181, 186], etc.).
3.3. The primal–dual Dikin–affine scaling algorithm

Input

\((x(0), s(0))\): the initial pair of interior–feasible solutions;

Parameters

\(\epsilon\) is the accuracy parameter;

\(\theta\) is the step size;

begin

\(x := x(0); s := s(0);\)

while \(x^T s > \epsilon\) do

calculate \(\Delta x \) and \(\Delta s\) from (3.14);

\(x := x + \theta \Delta x;\)

\(s := s + \theta \Delta s;\)

end

end.

Figure 3.2: Primal–dual Dikin–affine scaling algorithm

Lemma 3.3.3 Let \(p_x, p_s,\) and \(p_v\) be as defined above. Then, it holds

(i) \(\|p_v\| \leq \|v\| \leq \|v\|;\)

(ii) \(-\kappa \|p_v\|^2 \leq \Delta x^T \Delta s = p_x^T p_s \leq \|p_v\|^2 / 4;\)

(iii) \(\|\Delta x \Delta s\|_\infty = \|p_x p_s\|_\infty \leq (1 + 4 \kappa) \|p_v\|^2 / 4.\)

Proof: (i) Obvious from the definition \(p_v = -v^2 / \|v^2\|.

(ii) The vectors \(p_x\) and \(p_s\) satisfy system (3.15). Applying Lemma 3.4 in Kojima et al. [142] gives

\[ p_x^T p_s = -\kappa \|p_v\|^2. \tag{3.16} \]

Note that the cited lemma applies since the \(P_\ast(\kappa)\) property is preserved by pre– and post–multiplication with a positive definite diagonal matrix (cf. [142, Theorem 3.5]). Defining \(q_v = p_x - p_s\), it holds

\[ p_x^T p_s = \frac{1}{4} (\|p_v\|^2 - \|q_v\|^2) \leq \frac{1}{4} \|p_v\|^2. \tag{3.17} \]

(iii) Using (3.16) and (3.17) we obtain

\[ \|q_v\|^2 \leq (1 + 4 \kappa) \|p_v\|^2. \]

Since \(p_x p_s = (p_v^2 - q_v^2) / 4\) it holds

\[ \|p_x p_s\|_\infty \leq \frac{1}{4} \max(\|p_v\|^2, \|q_v\|^2) \leq \frac{1}{4} \max(\|p_v\|^2, \|q_v\|^2) \leq \frac{1}{4} (1 + 4 \kappa) \|p_v\|^2. \]

This completes the proof. \(\square\)

Defining \(v(\theta)^2 = x(\theta) s(\theta)\) we derive

\[ v(\theta)^2 = (x + \theta \Delta x)(s + \theta \Delta s) = v^2 + \theta v p_v + \theta^2 p_x p_s. \tag{3.18} \]

We first give an estimate for the new complementarity, then show that \(v(\theta)\) can be kept sufficiently close to the central path.
Lemma 3.3.4 If \( \theta \leq 2/\sqrt{n} \) then the new complementarity satisfies

\[
x(\theta)^T s(\theta) \leq \left(1 - \frac{\theta}{2\sqrt{n}}\right) x^T s.
\]

Proof: With (3.18) and the definition of \( p_v \) we have

\[
x(\theta)^T s(\theta) = e^T v^2 - \theta \frac{e^T v^4}{\|v^2\|} + \theta^2 p_e^T p_s \leq e^T v^2 - \theta \frac{\|v\|^2}{\sqrt{n}} + \theta^2\frac{1}{4}\|v\|^2,
\]

where the inequality follows from the Cauchy–Schwarz inequality and Lemma 3.3.3. Using the bound on \( \theta \) the lemma is proved.

We proceed with a condition on the step size that guarantees feasibility of the new iterates.

Lemma 3.3.5 If \( \bar{\theta} \) is such that \( v(\bar{\theta})^2 > 0 \) for all \( 0 \leq \theta \leq \bar{\theta} \) then \( x(\bar{\theta}) > 0 \) and \( s(\bar{\theta}) > 0 \).

Proof: If \( \bar{\theta} \) satisfies the hypothesis of the lemma then \( x(\theta) \) and \( s(\theta) \) cannot vanish for any \( \theta \in [0, \bar{\theta}] \). Hence, by continuity, \( x(\theta) \) and \( s(\theta) \) must be positive for any such \( \theta \).

In the analysis we use a large neighborhood of the central path defined by the ratio \( \omega(v) = \min(v)/\max(v) \) in the \( v \)-space. Specifically, we require for all iterates that \( \omega(v) \geq \rho \) for some \( \rho \in (0, 1) \). This neighborhood is essentially the same as the large neighborhood \( N_\infty(\beta) \) introduced in Section 3.2, which can be seen by rewriting its condition in terms of the \( v \)-space as

\[
(1 - \beta) \frac{e^T v^2}{n} \leq v_i^2 \leq (1 + \beta) \frac{e^T v^2}{n}, \quad i = 1, \ldots, n.
\]

So, if \( v \) is in \( N_\infty(\beta) \) it satisfies \( \omega(v) \geq \sqrt{(1 - \beta)/(1 + \beta)} \). Naturally, the complexity of the algorithm will depend on the value of \( \rho \) used. In fact, if \((x^{(0)}, s^{(0)})\) is an arbitrary interior-feasible starting point and \( v^{(0)} := \sqrt{x^{(0)} s^{(0)}} \), we may take \( \rho := \omega(v^{(0)}) \). The next theorem makes clear that, with a suitable step size, the new iterates not only stay feasible, but also that the ratio \( \omega(v) \) remains bounded by \( \rho \).

Theorem 3.3.6 If \((x, s) \in F^0, 0 < \rho < 1, \omega(v) \geq \rho, \theta \geq 0 \) and

\[
\theta \leq \min \left( \frac{2\omega(v)}{\sqrt{1 + 4\kappa}} \left( \sqrt{1 + \frac{\omega(v)^2}{n(1 + 4\kappa)}} - \frac{\omega(v)}{\sqrt{n(1 + 4\kappa)}} \right), \frac{\omega(v)^2\sqrt{n}}{2}, \frac{4\rho^2(1 - \rho^2)}{(1 + 4\kappa)(1 + \rho^2)\sqrt{n}} \right)
\]

then \((x(\theta), s(\theta)) \in F^0 \) and \( \omega(v(\theta)) \geq \rho \).

Proof: The hypothesis of the theorem provides three upper bounds for the step size \( \theta \). As we will see below, the first upper bound guarantees feasibility of the new iterates, the last guarantees that \( \omega(v(\theta)) \geq \rho \), both under the premise that the second bound holds.

Recall from (3.18) and the definition of \( p_v \) that

\[
v(\theta)^2 = v^2 - \theta \frac{v^4}{\|v^2\|} + \theta^2 p_e p_s.
\]
3.3. The primal–dual Dikin–affine scaling algorithm

Consider the function

$$
\phi(t) = t - \theta \frac{t^2}{\|v\|^2}.
$$

One easily verifies that $\phi$ is monotonically increasing on the interval $[0, \max(v)^2]$ if $\theta \leq \|v\|^2/(2\max(v)^2)$. Note that

$$
\frac{\|v\|^2}{2\max(v)^2} \geq \frac{\sqrt{n} \min(v)^2}{2\max(v)^2} = \frac{\sqrt{n} \omega(v)^2}{2};
$$

hence if we enforce the second upper bound in (3.19) the largest and smallest coordinates of $v(\theta)$ can be estimated, upon also using Lemma 3.3.3, as follows:

$$
\begin{align*}
\max(v(\theta))^2 & \leq \max(v)^2 - \theta \frac{\max(v)^4}{\|v\|^2} + \theta^2 \frac{(1 + 4\kappa)\max(v)^2}{4}, \\
\min(v(\theta))^2 & \geq \min(v)^2 - \theta \frac{\min(v)^4}{\|v\|^2} - \theta^2 \frac{(1 + 4\kappa)\max(v)^2}{4}.
\end{align*}
$$

Lemma 3.3.5 implies that the new iterates will be feasible if $\min(v(\theta)^2) > 0$. After dividing (3.22) by $\min(v)^2$ this is certainly true if $\theta$ satisfies

$$
1 - \theta \frac{\min(v)^2}{\|v\|^2} - \theta^2 \frac{(1 + 4\kappa)}{4\omega(v)^2} \geq 0.
$$

Using the inequality in (3.21) this certainly holds if

$$
1 - \theta \frac{\theta^2 (1 + 4\kappa)}{\sqrt{n} \omega(v)^2} \geq 0.
$$

Elementary calculations make clear that this condition is satisfied due to the first upper bound on $\theta$ in (3.19). So the new iterates are feasible. Using again the monotonicity of (3.20) and the fact that

$$
\min(v)^2 = \omega(v)^2 \max(v)^2 \geq \rho^2 \max(v)^2,
$$

we derive

$$
\min(v(\theta))^2 \geq \rho^2 \max(v)^2 - \theta \frac{\rho^4 \max(v)^4}{\|v\|^2} - \theta^2 \frac{(1 + 4\kappa)\max(v)^2}{4}.
$$

Now $\omega(v(\theta)) \geq \rho$ will certainly hold if

$$
\max(v)^2 - \theta \frac{\max(v)^4}{\|v\|^2} + \theta^2 \frac{(1 + 4\kappa)\max(v)^2}{4} \leq \max(v)^2 - \theta \frac{\rho^4 \max(v)^4}{\|v\|^2} - \theta^2 \frac{(1 + 4\kappa)\max(v)^2}{4\rho^2}.
$$

By rearranging the inequality we see that it is equivalent to

$$
\theta \frac{1 + 4\kappa}{\rho^2} \left(1 + \frac{1}{\rho^2}\right) \leq \frac{\max(v)^2}{\|v\|^2} \left(1 - \rho^2\right).
$$

Finally, using

$$
\frac{\max(v)^2}{\|v\|^2} \geq \frac{1}{\sqrt{n}},
$$

the third bound on $\theta$ in (3.19) is obtained. This completes the proof. \qed

Now we are ready to derive the complexity of the algorithm.
Chapter 3. Primal–dual affine scaling

**Theorem 3.3.7** Let $\epsilon > 0$, $(x^{(0)}, s^{(0)}) \in \mathcal{F}^0$ be given, such that $\omega(v^{(0)}) \geq \rho$ for some $0 < \rho < 1$, and let $\theta$ satisfy the conditions of Lemma 3.3.4 and Theorem 3.3.6. The primal–dual Dikin– affine scaling algorithm stops with a feasible solution $(x^*, s^*)$ for which 

$$
(x^*)^T s^* \leq \epsilon \quad \text{and} \quad \omega(v^*) \geq \rho
$$

holds, after at most

$$
\frac{2\sqrt{n}}{\theta} \ln \left( \frac{(x^{(0)})^T s^{(0)}}{\epsilon} \right)
$$

iterations.

**Proof:** By Lemma 3.3.4 in each iteration the duality gap reduces by at least the factor

$$(1 - \frac{\theta}{2\sqrt{n}})^k \leq \epsilon.$$ 

Taking logarithms gives

$$k \ln \left(1 - \frac{\theta}{2\sqrt{n}}\right) \leq \ln \frac{\epsilon}{(x^{(0)})^T s^{(0)}},$$

which is certainly true if

$$-k \frac{\theta}{2\sqrt{n}} \leq \ln \frac{\epsilon}{(x^{(0)})^T s^{(0)}}.$$ 

From this the bound follows. The statement $\omega(v^*) \geq \rho$ is contained in Theorem 3.3.6. □

To derive the actual complexity it should be checked which of the conditions on $\theta$ in Lemma 3.3.4 and Theorem 3.3.6 is strongest. From the bounds it can be seen that for $n$ sufficiently large the third bound in Theorem 3.3.6 will dominate the step size computation. For instance, we may derive the following corollary.

**Corollary 3.3.8** If $(x^{(0)}, s^{(0)}) \in \mathcal{F}^0$ is such that $\omega(v^{(0)}) \geq \rho$ and $n$ is sufficiently large then the primal–dual Dikin– affine scaling algorithm requires at most

$$O \left( \frac{n(1 + 4\kappa)}{\rho^2(1 - \rho^2)} \ln \frac{(x^{(0)})^T s^{(0)}}{\epsilon} \right)$$

iterations.

Specifically, it follows that for 'standard' large neighborhood algorithms in which $\rho = \Omega(1)$ the algorithm stops after at most $O(n(1 + 4\kappa)\ln(x^{(0)})^T s^{(0)}/\epsilon)$ iterations, which is the same as for other algorithms as in Mizuno et al. [185] and Kojima et al. [139]. Observe, that the theoretical step size depends on $\kappa$, which might be hard to compute. However, in practice we may compute the step size with a line search by requiring $\omega(v) = \rho$ for all iterates, which means that the actual step size is at least as large as the theoretical one.
3.4 Higher–order correctors

3.4.1 Motivation

To compute a search–direction interior point methods for LCPs typically use (nonlinear) systems of the form

\[
Mx - s = -q, \quad x > 0, \quad s > 0, \\
x s = \bar{v}^2,
\]

(3.23)

for some \( \bar{v} \in \mathbb{R}^n_{++} \) (cf. Chapter 4). As in the previous section we assume that \( M \) is in \( P_\kappa(\kappa) \) for some \( \kappa \geq 0 \) and that \( \mathcal{F}^0 \) is nonempty. Let \( (\bar{x}, \bar{s}) \in \mathcal{F}^0 \) be the current iterate. Similar to the derivation of (3.5) a direction can be computed from the (linear) system

\[
M \Delta x - \Delta s = 0, \\
\bar{x} \Delta s + \bar{s} \Delta x = \bar{v}^2 - \bar{x} \bar{s}.
\]

Obviously, the new iterate obtained in this way will not satisfy equation (3.23) due to the linearization. Moreover, the major computational effort per iteration is to compute a factorization of a \( n \times n \) matrix, which makes it important to take the utmost advantage of it. This led Monteiro et al. [188] and Mehrotra [176] to the idea of using corrector steps to diminish the error that is made by the linearization. The use of one such corrector step appeared to be very useful in practice and is related to the predictor–corrector algorithm (see e.g., Mehrotra [176] and Lustig et al. [162, 163]). The use of several correctors per iteration has been investigated computationally by Mehrotra [176], Carpenter et al. [34] and Gondzio [83] among others. Recently, Hung and Ye [110] developed an \( r \)-order predictor–corrector primal–dual algorithm, similar to the ones mentioned, and analyzed the theoretical behavior of the algorithm, hereto inspired by Zhang and Zhang [262]. Their algorithm uses a large neighborhood, namely

\[
N_\infty^\infty(\beta) = \left\{ (x, s) \in \mathcal{F}^0 : xs \geq (1 - \beta)\mu e \quad \text{where} \quad \mu = \frac{x^T s}{n} \right\},
\]

where \( \beta \) is a fixed constant in \( (0, 1) \). Consequently, the algorithm is a large neighborhood long–step algorithm. They showed their algorithm to need at most \( O(n^{(r+1)/(2r)}\ln 1/\epsilon) \) iterations where \( r \in [1, n] \) equals one plus the number of corrections per iteration. Each iteration requires \( O(n^3 + rn^2) \) arithmetic operations. Note that if \( r = n \) then the iteration bound is asymptotically \( O(\sqrt{n}L) \), so the complexity approaches the bound for short–step algorithms.

In this section, we prove that an \( r \)-order version of the primal–dual Dikin–affine scaling algorithm also possesses iteration complexity \( O(n^{(r+1)/(2r)}\ln 1/\epsilon) \), where \( r \in [1, n] \). This implies that the affine scaling algorithm is not only polynomial but can also asymptotically achieve the best complexity bound as \( r \) and \( n \) increase. In the analysis we use the neighborhood \( N_\infty(\beta) \), defined in Section 3.2. Recall from the previous section that this neighborhood is essentially equivalent to the one using \( \omega(v) \). The results in this section were derived in Jansen et al. [122] for LP and monotone LCPs and is extended here to LCPs with a \( P_\kappa \)-matrix.
3.4.2 A generic $r$-order algorithm

We describe a generic high-order version of primal–dual interior point algorithms, where (for the moment) the search-direction is determined by a vector $h^{(1)}$. We use the neighborhood $N_\infty(\beta)$ and denote the order of the algorithm by the positive integer $r$. We use the notation

$$v^2 = xs, \quad \mu = \frac{x^Ts}{n} = \frac{e^Tv^2}{n}, \quad \text{and} \quad w = \frac{v^2}{\mu},$$

(3.24)

and also

$$v(\theta)^2 = x(\theta)s(\theta), \quad \mu(\theta) = \frac{x(\theta)^Ts(\theta)}{n},$$

to refer to the complementarity after a step of size $\theta$. Algorithms fitting in the general scheme are specified by the choice of $h^{(1)}$, for instance

$$h^{(1)} = \gamma \mu e - v^2 \quad \text{for some} \quad 0 < \gamma \leq 1 : \text{primal–dual path–following}$$

$$h^{(1)} = -v^2 \quad \text{: primal–dual affine scaling}$$

$$h^{(1)} = -\frac{v^4}{\|v^2\|^2} \quad \text{: primal–dual Dikin–affine scaling}.$$

The second choice was studied by Monteiro et al. [188] and the first choice was analyzed in Hung and Ye [110] for LP. Later in this section we consider the third choice for $h^{(1)}$. The generic algorithm is described in Figure 3.3.

3.4.3 Complexity analysis

To stay in the neighborhood defined by $\beta$, we choose $\theta$ as large as possible but still satisfying the inequalities

$$(1 - \beta)\mu(\zeta)e \leq v(\zeta)^2 \leq (1 + \beta)\mu(\zeta)e, \quad \forall 0 \leq \zeta \leq \theta.$$

(3.27)

Although in practice one will choose a different value for $\theta$ in each iteration (namely, by checking for condition (3.27)), our analysis guarantees the existence of a fixed value for $\theta$ that gives the desired complexity bound. Without loss of generality we assume that $\mu = 1$ (otherwise we perform a scaling to accomplish this), hence (3.24) implies

$$w = \frac{v^2}{\mu} = v^2,$$

(3.28)

and we have the bound

$$(1 - \beta)e \leq w \leq (1 + \beta)e.$$

(3.29)

We first derive some general lemmas, without making an explicit choice for $h^{(1)}$.

Lemma 3.4.1 Using the directions defined by (3.25) and (3.26) in Figure 3.3 it holds

$$v(\theta)^2 = x(\theta)s(\theta) = v^2 + \theta h^{(1)} + \sum_{j=r+1}^{2r} \left( \theta^j \sum_{i=j-r}^{r} \Delta x^{(i)} \Delta s^{(j-i)} \right).$$

(3.30)
3.4. Higher-order correctors

Input
\((x^{(0)}, s^{(0)}) \in \mathcal{N}_\infty(\beta)\): the initial pair of interior-feasible solutions;

Parameters
\(\epsilon > 0\) is the accuracy parameter;
\(r \in [1, n]\) is the order;
\(\beta \in (0, 1)\) is the accuracy parameter;
\(h^{(1)}\) specifies the algorithm;

begin
\(x := x^{(0)}, s := s^{(0)};\)
while \(x^T s > \epsilon\) do
solve the first order direction \((\Delta x^{(1)}, \Delta s^{(1)})\) from
\[
M \Delta x^{(1)} - \Delta s^{(1)} = 0, \\
x \Delta s^{(1)} + s \Delta x^{(1)} = h^{(1)};
\] (3.25)
for \(j = 2, 3, \ldots, r\), solve the \(j\)th order direction \((\Delta x^{(j)}, \Delta s^{(j)})\) from
\[
M \Delta x^{(j)} - \Delta s^{(j)} = 0, \\
x \Delta s^{(j)} + s \Delta x^{(j)} = -\sum_{t=1}^{j-1} \Delta x^{(t)} \Delta s^{(j-t)};
\] (3.26)
choose a step size \(\theta > 0\) such that
\[
x(\theta) = x + \sum_{j=1}^{r} \theta^j \Delta x^{(j)}, \quad s(\theta) = s + \sum_{j=1}^{r} \theta^j \Delta s^{(j)};
\]
is in \(\mathcal{N}_\infty(\beta)\) and \(\mu(\theta)\) as small as possible;
\(x := x(\theta), s := s(\theta);\)
end

end.

---

Figure 3.3: Generic \(r\)-order algorithm

**Proof:** We prove the lemma by induction on \(r\). For \(r = 1\) it holds
\[
x(\theta)s(\theta) = v^2 + \theta(s \Delta x^{(1)} + x \Delta s^{(1)}) + \theta^2 \Delta x^{(1)} \Delta s^{(1)}
\]
\[
= v^2 + \theta h^{(1)} + \theta^2 \Delta x^{(1)} \Delta s^{(1)},
\]
which is the desired equality. Assume the result is true for \(r - 1\). Denote
\[
\Delta^{(r-1)} x := \sum_{j=1}^{r-1} \theta^j \Delta x^{(j)}, \quad \Delta^{(r-1)} s := \sum_{j=1}^{r-1} \theta^j \Delta s^{(j)};
\]
Then for \( r \) we have
\[
x(\theta)s(\theta) = (x + \Delta^{(r-1)}x + \theta^r \Delta x^{(r)})(s + \Delta^{(r-1)}s + \theta^r \Delta s^{(r)})
\]
\[
= (x + \Delta^{(r-1)}x)(s + \Delta^{(r-1)}s) + \theta^r(x \Delta s^{(r)} + s \Delta x^{(r)}) + \\
\theta^r \left( \Delta x^{(r)} \Delta^{(r-1)} s + \Delta s^{(r)} \Delta^{(r-1)} x \right) + \theta^{2r} \Delta x^{(r)} \Delta s^{(r)}
\]
\[
= v^2 + \theta h^{(1)} + \sum_{j=r}^{2(r-1)} \sum_{t=j-(r-1)}^{r-1} \Delta x^{(t)} \Delta s^{(j-t)} - \theta^r \sum_{t=1}^{r-1} \Delta x^{(t)} \Delta s^{(r-t)} + \\
\theta^r \left( \Delta x^{(r)} \sum_{j=1}^{r-1} \theta^j \Delta s^{(j)} + \Delta s^{(r)} \sum_{j=1}^{r-1} \theta^j \Delta x^{(j)} \right) + \theta^{2r} \Delta x^{(r)} \Delta s^{(r)}.
\]

The right-hand side is a polynomial in \( \theta \). It is easy to see that the coefficient of \( \theta^j \) is zero for \( 2 \leq j < r \). For \( j = r \), the coefficient is also zero due to cancellation of terms. The coefficient for \( \theta^j \), \( r+1 \leq j \leq 2(r-1) \), is
\[
\sum_{t=j-r+1}^{r-1} \left( \Delta x^{(t)} \Delta s^{(j-t)} + \Delta x^{(r)} \Delta s^{(j-r)} + \Delta s^{(r)} \Delta x^{(j-r)} \right) = \sum_{t=j-r}^{r} \Delta x^{(t)} \Delta s^{(r-t)}.
\]

For \( \theta^{2r-1} \) we find
\[
\Delta x^{(r)} \Delta s^{(r-1)} + \Delta s^{(r)} \Delta x^{(r-1)} = \sum_{t=2r-1-r}^{r} \Delta x^{(t)} \Delta s^{(2r-1-t)}
\]
and for \( \theta^{2r} \) we have the coefficient
\[
\Delta x^{(r)} \Delta s^{(r)} = \sum_{t=2r-r}^{r} \Delta x^{(t)} \Delta s^{(2r-t)}.
\]

Combining gives the required equality for \( r \) and completes the proof. \( \square \)

Using (3.28) and (3.30) we observe that condition (3.27) is certainly satisfied if
\[
\left\| \sum_{j=r+1}^{2r} \left( \theta^j \sum_{t=j-r}^{r} \Delta x^{(t)} \Delta s^{(j-t)} \right) \right\|_\infty \leq (1 + \beta) \mu(\theta) - (w_i + \theta h^{(1)}_i), \quad i = 1, \ldots, n, \quad (3.31)
\]
and also
\[
\left\| \sum_{j=r+1}^{2r} \left( \theta^j \sum_{t=j-r}^{r} \Delta x^{(t)} \Delta s^{(j-t)} \right) \right\|_\infty \leq w_i + \theta h^{(1)}_i - (1 - \beta) \mu(\theta), \quad i = 1, \ldots, n. \quad (3.32)
\]

For ease of notation we introduce the vectors
\[
\xi^{(j)} := \sum_{t=j-r}^{r} \Delta x^{(t)} \Delta s^{(j-t)}
\]
for \( j = r+1, \ldots, 2r \). Using the Cauchy–Schwarz inequality we may bound \( \mu(\theta) \) from below by
\[
\mu(\theta) = 1 + \theta \frac{e^T h^{(1)}}{n} + \frac{1}{n} \sum_{j=r+1}^{2r} \theta^j e^T \xi^{(j)} \geq 1 + \theta \frac{e^T h^{(1)}}{n} - \frac{1}{\sqrt{n}} \sum_{j=r+1}^{2r} \theta^j \|\xi^{(j)}\|,
\]
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and from above by

\[ \mu(\theta) \leq 1 + \theta \frac{e^T h^{(1)}}{n} + \frac{1}{\sqrt{n}} \sum_{j=r+1}^{2r} \theta^j \| \xi^{(j)} \|. \]  \hspace{1cm} (3.33)

The main task in the complexity analysis is to analyze the effect of the higher-order corrections. For this purpose, it appears that we can use very weak bounds. Observe that

\[ \left\| \sum_{j=r+1}^{2r} \theta^j \xi^{(j)} \right\|_\infty \leq \sum_{j=r+1}^{2r} \theta^j \| \xi^{(j)} \|. \]  \hspace{1cm} (3.34)

Combining (3.34) with the bounds on \( \mu(\theta) \) it follows that (3.31) and (3.32) are certainly satisfied if \( \theta \) satisfies

\[ \sum_{j=r+1}^{2r} \theta^j \| \xi^{(j)} \| \leq \frac{\sqrt{n}}{1 + \beta + \sqrt{n}} \left( 1 + \beta \left( 1 + \theta \frac{e^T h^{(1)}}{n} \right) \right) \left( w_i + \theta h_i^{(1)} \right), \quad i = 1, \ldots, n, \]  \hspace{1cm} (3.35)

and also

\[ \sum_{j=r+1}^{2r} \theta^j \xi^{(j)} \| \leq \frac{\sqrt{n}}{1 - \beta + \sqrt{n}} \left( w_i + \theta h_i^{(1)} - (1 - \beta) \left( 1 + \theta \frac{e^T h^{(1)}}{n} \right) \right), \quad i = 1, \ldots, n. \]  \hspace{1cm} (3.36)

We will proceed as follows. First, we show that the terms \( \| \xi^{(j)} \| \) can be bounded in terms of \( \| h^{(1)} \| \). Then we consider bounds for the right-hand side quantities in equations (3.35) and (3.36). Let \( d = (x s^{-1})^{1/2} \), so the usual primal–dual scaling vector. Define \( p^{(j)} := d \Delta s^{(j)} + d^{-1} \Delta x^{(j)}, \) \( 1 \leq j \leq r \). Observe that

\[ p^{(1)} = w^{-1/2} h^{(1)}. \]  \hspace{1cm} (3.37)

Now for \( j \geq 1 \), we have

\[ \| d \Delta s^{(j)} \|^2 + \| d^{-1} \Delta x^{(j)} \|^2 = \| d \Delta s^{(j)} + d^{-1} \Delta x^{(j)} \|^2 - 2(\Delta s^{(j)})^T \Delta x^{(j)} \leq (1 + 2 \kappa) \| p^{(j)} \|^2, \]

where the inequality follows from Lemma 3.3.3. So

\[ \max(\| d^{-1} \Delta x^{(j)} \|, \| d \Delta s^{(j)} \|) \leq \sqrt{1 + 2 \kappa} \| p^{(j)} \|. \]  \hspace{1cm} (3.38)

In the following lemma a bound on the norm of \( p^{(j)} \) is derived.

**Lemma 3.4.2** For \( j = 1, 2, \ldots, r \), it holds

\[ \| p^{(j)} \| \leq \frac{(1 + 2 \kappa)^{j-1} \phi(j)}{(1 - \beta)^{(j-1)/2}} \| p^{(1)} \|, \]  \hspace{1cm} (3.39)

where the integer sequence \( \phi(j) \) is defined recursively as follows:

\[ \phi(1) = 1, \quad \phi(j) = \sum_{t=1}^{j-1} \phi(t) \phi(j-t), \quad j = 2, 3, \ldots \]
Proof: The proof is by induction on $j$. Note that (3.39) trivially holds for $j = 1$. Assume (3.39) holds for all $\ell$ with $1 \leq \ell < j$. We will show it to hold for $j$.

\[
\|p^{(j)}\| = \left\| w^{-1/2} \left( \sum_{t=1}^{j-1} \Delta x^{(t)} \Delta s^{(j-t)} \right) \right\| \leq \left\| w^{-1/2} \right\|_{\infty} \left\| \sum_{t=1}^{j-1} \Delta x^{(t)} \Delta s^{(j-t)} \right\| \\
\leq \frac{1}{(1 - \beta^{j-t/2})} \sum_{t=1}^{j-1} \| d^{-1} \Delta x^{(t)} \| \| d \Delta s^{(j-t)} \| \leq \frac{1 + 2\kappa}{(1 - \beta)^{j-t/2}} \sum_{t=1}^{j-1} \| p^{(t)} \| \| p^{(j-t)} \| \\
= \frac{1 + 2\kappa}{(1 - \beta)^{j-t/2}} \left( \sum_{t=1}^{j-1} \phi(t) \phi(j - t) \right) \| p^{(t)} \|^{j-t} = \frac{(1 + 2\kappa)^{j-t-1} \phi(j)}{(1 - \beta)^{j-t/2}} \| p^{(1)} \|^{j-t}.
\]

In the second inequality we use (3.29); in the third we invoke (3.38); the last inequality follows from the induction hypothesis. \hfill \Box

Next, we establish an upper bound for $\|\xi^{(j)}\|$ in terms of $p^{(1)}$.

Lemma 3.4.3 For $j = r + 1, \ldots, 2r$, it holds

\[
\|\xi^{(j)}\| = \left\| \sum_{t=j-r}^{r} \Delta x^{(t)} \Delta s^{(j-t)} \right\| \leq \frac{(1 + 2\kappa)^{j-t-1} \| p^{(1)} \|^{j} 16^{r+r}}{(1 - \beta)^{j-1/2}} \frac{8r}{\delta_2}.
\]

Proof: Using Lemma 3.4.2 and (3.38) we have for $j = r + 1, \ldots, 2r$

\[
\left\| \sum_{t=j-r}^{r} \Delta x^{(t)} \Delta s^{(j-t)} \right\| \leq \sum_{t=j-r}^{r} \| d^{-1} \Delta x^{(t)} \| \| d \Delta s^{(j-t)} \| \\
\leq \frac{(1 + 2\kappa)^{j-t-1} \phi(t)}{(1 - \beta)^{(j-t)/2}} \| p^{(1)} \|^{j-t} \frac{(1 + 2\kappa)^{j-t-1} \phi(j - t)}{(1 - \beta)^{(j-t-1)/2}} \| p^{(1)} \|^{j-t} \\
= \frac{(1 + 2\kappa)^{j-t-1} \| p^{(1)} \|^{j}}{(1 - \beta)^{j-t/2}} \sum_{t=1}^{j-r} \phi(t) \phi(j - t) \\
\leq \frac{(1 + 2\kappa)^{j-t-1} \| p^{(1)} \|^{j}}{(1 - \beta)^{j-t/2}} \phi(2r).
\]

The inequality in the lemma follows from the solution of the recurrence relation for $\phi(j)$ in Lemma 3.4.2, which is given by

\[
\phi(j) = \frac{1}{j} \begin{pmatrix} 2(j - 1) \\ j - 1 \end{pmatrix} \leq \frac{1}{j} 2^{2j-2}.
\]

\hfill \Box

In the primal-dual Dikin-affine scaling algorithm the vector $h^{(1)}$ is given by (recall $v^2 = w$ by assuming $\mu = 1$)

\[
h^{(1)} = -\frac{w^2}{\|w\|}.
\]
3.4. Higher–order correctors

Since \((1 - \beta)e \leq w \leq (1 + \beta)e\), we have (recall (3.37))

\[
\|p^{(1)}\|^2 = \frac{\|w^{3/2}e\|^2}{\|w\|^2} \leq \|w^{1/2}\|_\infty^2 \leq 1 + \beta.
\]

This estimation enables us to make the bound in Lemma 3.4.3 independent of \(j\), since the functions

\[
\left(\frac{1 + \beta}{1 - \beta}\right)^{j/2} \quad \text{and} \quad (1 + 2\kappa)^{j-1}
\]

are increasing in \(j\). Hence it holds for \(j = r + 1, \ldots, 2r\)

\[
\left\| \sum_{t=j-r}^r \Delta x^{(t)} \Delta s^{(j-t)} \right\| \leq (1 + 2\kappa)^{2r-1} \left(\frac{1 + \beta}{1 - \beta}\right)^r \frac{(1 - \beta)16^r}{8r}.
\]

(3.40)

We introduce

\[
\bar{\mu}(\theta) := 1 + \theta \frac{e^T h^{(1)}}{n} = 1 - \theta \frac{e^T w^2}{n \|w\|} = 1 - \theta \frac{\|w\|}{n}.
\]

In the next lemma we obtain bounds for the right–hand sides of conditions (3.35) and (3.36) for our choice of \(h^{(1)}\).

**Lemma 3.4.4** Let \(\bar{\mu}(\theta) = 1 - \theta \|w\|/n, \theta \leq \sqrt{n}/2\) and \(1 - \beta \leq w_i \leq 1 + \beta, \forall i\). Then the following bounds hold:

\[
\min_i \left[ \left( w_i - \theta \frac{w_i^2}{\|w\|} \right) - (1 - \beta)\bar{\mu}(\theta) \right] \geq \frac{\theta \beta (1 - \beta)}{\sqrt{n}},
\]

and

\[
\min_i \left[ (1 + \beta)\bar{\mu}(\theta) - \left( w_i - \theta \frac{w_i^2}{\|w\|} \right) \right] \geq \frac{\theta \beta (1 - \beta)}{\sqrt{n}}.
\]

**Proof:** To prove the first inequality we use the fact that \(w_i - \theta w_i^2/\|w\|\) as a function of \(w_i\) attains its minimal value at one of the bounds \(1 - \beta\) or \(1 + \beta\). In the first case we have

\[
1 - \beta = \frac{\theta(1 - \beta)^2}{\|w\|} - (1 - \beta)\bar{\mu}(\theta) = (1 - \beta) \left( 1 - \frac{\theta(1 - \beta)}{\|w\|} - \left(1 - \frac{\theta\|w\|}{n}\right) \right)
\]

\[
= \theta(1 - \beta) \left( \frac{\|w\|}{n} - \frac{1 - \beta}{\|w\|} \right) \geq \theta(1 - \beta) \left( \frac{1}{\sqrt{n}} - \frac{1 - \beta}{\sqrt{n}} \right) = \frac{\theta \beta (1 - \beta)}{\sqrt{n}},
\]

where the inequality follows from the fact that \(\|w\| \geq \sqrt{n}\). In the second case we have

\[
1 + \beta = \frac{\theta(1 + \beta)^2}{\|w\|} - (1 - \beta)\bar{\mu}(\theta) = 1 + \beta - \frac{\theta(1 + \beta)^2}{\|w\|} - (1 - \beta) \left(1 - \frac{\theta\|w\|}{n}\right)
\]

\[
\geq 2\beta - \frac{\theta(1 + \beta)^2}{\sqrt{n}} + \frac{(1 - \beta)\theta}{\sqrt{n}} = 2\beta - \frac{\theta \beta}{\sqrt{n}}(3 + \beta)
\]

\[
= \frac{\theta \beta}{\sqrt{n}} \left( \frac{2\sqrt{n}}{\theta} - (3 + \beta) \right) \geq \frac{\theta \beta (1 - \beta)}{\sqrt{n}},
\]
where the last inequality follows from $\theta \leq \sqrt{n}/2$. This completes the proof of the first inequality in the lemma. The second inequality can be proved in a similar way, where instead of using $\|w\| \geq \sqrt{n}$, the upper bound on $\|w\|$ from Lemma A.2 should be used. This is left to the reader. □

We combine the bounds obtained so far to give a (stronger) condition on $\theta$ such that it certainly satisfies (3.35) and (3.36). Notice that for $n \geq 2$ it holds
\[
\frac{\sqrt{n}}{1 + \beta + \sqrt{n}} > \frac{1}{4}, \quad \frac{\sqrt{n}}{1 - \beta + \sqrt{n}} > \frac{1}{4}.
\]

Using (3.40) and the bounds in Lemma 3.4.4 we now require $\theta$ to satisfy
\[
r \theta^{r+1}(1 + 2\kappa)^{2r-1} \left(1 + \beta \right)^r \left(1 - \beta \right)^{16r} \frac{(1 - \beta)16r}{8r} \leq \theta \beta (1 - \beta) \frac{4\sqrt{n}}{4\sqrt{n}},
\]

(3.41)

to replace conditions (3.35) and (3.36). Hence we obtain the (sufficient) condition that $\theta$ satisfies
\[
\theta \leq \frac{2}{16r(1 + 2\kappa)^{2r-1}} \left(1 - \beta \right)^r \frac{\beta}{\sqrt{n}}.
\]

(3.42)

We can now derive the complexity for the primal–dual Dikin–affine scaling algorithm with corrector steps.

**Theorem 3.4.5** Let be given an initial point $(x^{(0)}, s^{(0)}) \in \mathcal{F}^0$ and in $\mathcal{N}_\infty(\beta)$ for some $\beta \in (0,1)$ and let $r \in [1, n]$ be an integer. Then after at most
\[
\mathcal{O} \left( n^{(r+1)/(2r)} (1 + 2\kappa)^{2r-1/2} \left(1 - \beta \right) \frac{\ln (x^{(0)})^T s^{(0)}}{\epsilon} \right)
\]

iterations the $r$–order primal–dual Dikin–affine scaling algorithm has generated a feasible pair $(x^*, s^*)$ such that $(x^*)^T s^* \leq \epsilon$ and $(x^*, s^*) \in \mathcal{N}_\infty(\beta)$; each iteration of the algorithm uses $\mathcal{O}(n^3 + \tau n^2)$ arithmetic operations.

**Proof:** From (3.27) and (3.42), it immediately follows that in any iteration we can choose the step size
\[
\theta = n^{-1/(2r)} \frac{1}{1 + 2\kappa} \frac{1 - \beta}{\sqrt{2\beta}}.
\]

Using (3.33), the definition of $h^{(1)}$ and Cauchy–Schwarz we have (recall $\mu = 1$, so $\epsilon^T w = n$),
\[
\mu(\theta) \leq 1 - \frac{\theta}{\sqrt{n}} + \frac{1}{\sqrt{n}} \sum_{j=r+1}^{2r} \theta^{j} \|e^{(j)}\|.
\]

The last term can be bounded with (3.40), giving
\[
\mu(\theta) \leq 1 - \frac{\theta}{\sqrt{n}} + \frac{1}{\sqrt{n}} r \theta^{r+1}(1 + 2\kappa)^{2r-1} \left(1 + \beta \right)^r \left(1 - \beta \right) \frac{16r}{8r}.
\]
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Using inequality (3.41) we obtain

$$
\mu(\theta) \leq 1 - \frac{\theta}{\sqrt{n}} + \frac{\theta \beta (1 - \beta)}{4n} \leq 1 - \frac{\theta}{2\sqrt{n}},
$$

for \( n \geq 2 \). Combining this with the bound on \( \theta \) implies that no more

$$
\frac{2\sqrt{n}}{n^{1/(2r)}} (1 + 2\kappa)^{1/(2r)} 16(1 + \beta) \frac{1}{\sqrt{2\beta}} \ln \frac{(x^{(0)})^T s^{(0)}}{\epsilon}.
$$

iterations are needed to obtain a solution \((x^*, s^*)\) for which \((x^*)^T s^* \leq \epsilon. This implies the iteration bound. In each iteration, one factorization of an \( n \times n \) matrix has to be performed, together with \( r \) backsubstitutions. This gives the number of arithmetic operations per iteration. \( \square \)

The theorem shows that asymptotically only \( \mathcal{O}(\sqrt{n} \ln(x^{(0)})^T s^{(0)}/\epsilon) \) iterations are required with \( \mathcal{O}(n^3) \) arithmetic operations per iteration. In practice, however, computational experience with analogous techniques have shown that the use of one corrector is very effective, while using more than a few correctors is not worth the effort (e.g., Carpenter et al. [34]). In Section 3.7 we will see the same phenomenon.

3.5 Nonlinear complementarity problems

3.5.1 Introduction

(Monotone) Nonlinear complementarity problems ((M)NCPs) form a large class of mathematical programming problems with many applications. For instance, any convex programming problem can be modeled as an MNCP. This class of problems is closely related to the class of variational inequalities, which play an important role in the study of equilibria in, e.g., economics, transportation planning and game-theory. We refer to Cottle et al. [36] and Pang [204] for surveys on complementarity problems. A survey on variational inequalities is provided by Harker and Pang [99].

The study of interior point methods for LP also led to the use of barrier methods for nonlinear convex programming problems, see Nesterov and Nemirovskii [199], Jarre [124], Den Hertog et al. [101, 102, 106], Kortanek and Zhu [149], Monteiro and Adler [187], Zhu [263], etc. An important difference between applying these algorithms to linear versus nonlinear problems is that for the latter the convergence rate has only been established for problems satisfying certain Lipschitz conditions. A general and unifying analysis was provided by Nesterov and Nemirovskii [199] for the study of central path-following methods for NLP problems satisfying the self-concordance condition. Jarre [124] and Den Hertog et al. [106] used the relative Lipschitz condition, which was later shown (see e.g., [126]) to be essentially equivalent to self-concordance. Zhu et al. [149, 231, 263] used the scaled Lipschitz condition to analyze path-following methods.

Several interior point algorithms for LCPs and NCPs have been developed as well, see e.g., [95, 96, 142, 143, 144, 189, 205, 251, 257, 258] and the references therein. Only in the beginning 1990s it appeared that many of them are related to fundamental work of McLinden [172]. The global convergence of these algorithms has been shown using the
existence of the central path and relying on a barrier function. For NCPs the study of the convergence rate has been restricted to mappings satisfying a smoothness condition, similarly as for convex programming. Chapter 7 in [199] is completely devoted to the study of variational inequalities, and uses a generalization of the self–concordance condition for convex programming. Some drawbacks of the analysis in [199] are that it focuses on central path–following methods, that the type of search–direction to be used is prescribed (Newton’s direction w.r.t. a self–concordant function), that the algorithm is purely primal, and that small neighborhoods of the central path are used. These negative aspects have been improved upon in subsequent papers. Nesterov [197] uses various strategies with potential functions to be able to make long steps; Nesterov and Todd [200] use a symmetric primal–dual conic reformulation of nonlinear convex problems for the analysis of primal–dual potential reduction methods. Potra and Ye [208, 209] deal with a primal–dual potential reduction algorithm for solving MNCPs, and study the global and local convergence rate and the complexity of the algorithm. Their smoothness condition can be regarded as a generalization of Zhu’s condition [263]. Kortanek et al. [148] employ this algorithm to solve entropy optimization problems. However, we are not aware of results concerning other search–directions, neither of large neighborhood algorithms nor an analysis for problems with nonmonotone mappings.

In this section a complexity analysis for a new family of primal–dual affine scaling algorithms for NCPs is developed. The family is constructed by varying the amount of scaling in the primal–dual (Dikin–)affine scaling direction, and is characterized by a scaling parameter \( \nu \). Special cases include the primal–dual affine scaling direction with \( \nu = 0 \) and the primal–dual Dikin–affine scaling direction with \( \nu = 1 \). Neither the algorithm nor its analysis use a barrier function. We use wide neighborhoods of the central path as in the previous sections. An implication is that we may not hope for a complexity bound better than \( O(n \ln 1/\epsilon) \), and that we need to consider separate components of the vector of complementarity products instead of its norm. The latter, and the fact that we allow for nonmonotone mappings, require us to reconsider the use of several smoothness conditions for this type of analysis. We introduce a new condition (Condition 3.5.2), which is trivially satisfied in the linear case. An advantage of this condition is that it does not require monotonicity of the mapping while this seems to be indispensable for the scaled Lipschitz condition and self–concordance condition, even if the mapping is linear.

### 3.5.2 Problem statement and search–mappings

Let us consider the NCP:

\[
(NCP) \quad \text{Find } (x, s) \in \mathbb{R}^{2n} \text{ such that } s = f(x), \ (x, s) \geq 0 \text{ and } x^T s = 0.
\]

Here \( f \) is a \( C^1 \)–mapping from \( \mathbb{R}^n_+ \) to \( \mathbb{R}^n \). We denote the sets of feasible and interior–feasible points of \( (NCP) \) by:

\[
\mathcal{F} = \{ (x, s) \in \mathbb{R}^{2n} : s = f(x), \ (x, s) \geq 0 \},
\]

\[
\mathcal{F}^0 = \{ (x, s) \in \mathbb{R}^{2n} : s = f(x), \ (x, s) > 0 \}.
\]
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We assume that \( \mathcal{F}^0 \) is not empty, stated otherwise, that an interior point exists. Obviously, the LCP is the special case where the mapping \( f \) is given by

\[
f(x) = Mx + q,
\]

for \( M \in \mathbb{R}^{n \times n} \) and \( q \in \mathbb{R}^n \). Throughout this section we impose the following condition on the mapping \( f \) (recall Definition 3.3.1).

**Condition 3.5.1** There exists a constant \( \kappa \geq 0 \) such that the Jacobian \( \nabla f(x) \) of the mapping \( f \) is in \( P_* (\kappa) \) for all \( x \geq 0 \).

Notice that if \( \kappa = 0 \) then \( f \) is a monotone mapping. In practice, it might be hard to compute the actual value of \( \kappa \); fortunately, our algorithm does not need its explicit knowledge. As in Section 3.3 we use the following notation:

\[
v = (xs)^{1/2}, \quad \omega(v) = \min(v)/\max(v).
\]

Let us now define a search–mapping and derive some of its properties. Suppose that we have an interior–feasible point \( (x, s) \in \mathcal{F}^0 \). Given displacements \( \Delta x \) and \( \Delta s \), we define

\[
x(\theta) = x + \theta \Delta x,
\]
\[
g(\theta) = f(x + \theta \Delta x) - f(x) - \theta \nabla f(x) \Delta x,
\]
\[
\Delta s(\theta) = \Delta s + g(\theta)/\theta,
\]
\[
s(\theta) = s + \theta \Delta s + g(\theta) = s + \theta \Delta s(\theta).
\]

The mapping \( s(\theta) \) was introduced in [146] as a modification of the one in [187] for the convex programming problem. The mapping \( g(\theta) \) contains the second order effect introduced by the displacement. For a linear mapping \( f \) the term \( g(\theta) \) vanishes and we obtain

\[
x(\theta) = x + \theta \Delta x, \quad s(\theta) = s + \theta \Delta s,
\]

which means a usual linear search–mapping; absence of \( g(\theta) \) accounts for the fact that no smoothness conditions are required in the linear case. Hence, one of the major tasks in this section will be to accommodate the analysis of Section 3.3 to the presence of \( g(\theta) \).

Obviously, it holds \( (x(0), s(0)) = (x, s) \). We require our search–directions to satisfy the following (linear) system of equations

\[
- \nabla f(x) \Delta x + \Delta s = 0.
\]

Then it follows

\[
s(\theta) - f(x(\theta)) = s + \theta \Delta s + f(x + \theta \Delta x) - f(x) - \theta \nabla f(x) \Delta x - f(x + \theta \Delta x)
\]
\[
= s - f(x) + \theta (-\nabla f(x) \Delta x + \Delta s)
\]
\[
= 0,
\]

for every \( \theta \geq 0 \), i.e., feasibility is preserved by construction. Consequently, if we can find \( \theta \) such that \( (x(\theta), s(\theta)) > 0 \) then \( (x(\theta), s(\theta)) \) is also interior–feasible. The term \( g(\theta) \) is continuous and higher–order in \( \theta \), i.e., \( \lim_{\theta \to 0} ||g(\theta)||/\theta = 0 \); hence we have

\[
\left. \frac{\partial s(\theta)}{\partial \theta} \right|_{\theta = 0} = \Delta s.
\]
The componentwise complementarity product \( x(\theta)s(\theta) \) can be expressed as follows:

\[
x(\theta)s(\theta) = (x + \theta \Delta x)(s + \Delta s(\theta)) = xs + \theta (s \Delta x + x \Delta s(\theta)) + \theta^2 \Delta x \Delta s(\theta).
\] (3.49)

Using as before the primal–dual scaling vector defined by \( d = (xs^{-1})^{1/2} \) the search–directions in scaled space are

\[
p_x = d^{-1} \Delta x, \quad p_s = d \Delta s = D\nabla f(x) \Delta x.
\] (3.50)

Let us define the vector \( p_v \) as

\[
p_v = p_x + p_s.
\] (3.51)

For convenience in further discussions we define the mappings:

\[
\begin{align*}
p_x(\theta) &= d\Delta s(\theta) = p_s + d g(\theta)/\theta, \\
p_v(\theta) &= p_x + p_s(\theta) = p_v + d g(\theta)/\theta, \\
v(\theta) &= (x(\theta)s(\theta))^{1/2}.
\end{align*}
\] (3.52)

Using these definitions we may write

\[
\begin{align*}
\Delta x + x \Delta s(\theta) &= vp_v(\theta), \\
\Delta x \Delta s(\theta) &= p_x p_s(\theta).
\end{align*}
\]

Hence equation (3.49) can be rewritten as

\[
v(\theta)^2 = x(\theta)s(\theta) = v^2 + \theta vp_v(\theta) + \theta^2 p_x p_s(\theta).
\] (3.53)

Our next task is to prove results analogous to Lemma 3.3.3 for the vectors \( \Delta x \) and \( \Delta s(\theta) \). For this purpose we introduce the following smoothness condition and impose it on the mapping \( f \).

**Condition 3.5.2** Let \( x \in \mathbb{R}^n_+ \), \( s = f(x) \in \mathbb{R}^n_+ \) be given. Let \( p_s \) and \( p_s(\theta) \) be as defined above. There exist \( \Theta > 0 \) and \( \gamma \geq 0 \) such that

\[
\|p_s(\theta) - p_s\| \leq \gamma \theta \|p_s\|
\]

for every \( \theta \in (0, \Theta] \).

The following identity is useful in the analysis:

\[
p_v(\theta) - p_v = p_s(\theta) - p_s.
\]

Notice that the inequality \( \|p_s(\theta) - p_s\| \leq \gamma \theta \|p_s\| \) is equivalent to

\[
\left\| d \left( f(x + \theta \Delta x) - f(x) - \nabla f(x) \Delta x \right) \right\| \leq \gamma \theta \|d \nabla f(x) \Delta x\|,
\] (3.54)

or stated otherwise

\[
\left\| d g(\theta)/\theta \right\| \leq \gamma \theta \|d \Delta s\|.
\]

Note that the condition depends not only on the mapping \( f \) but also on the displacement \( (\Delta x, \Delta s) \) used in an algorithm. If the mapping \( f \) is linear, however, the above condition holds with \( \Theta = +\infty \) and \( \gamma = 0 \), independent of the search–directions. In Section 3.5.5 we will show how Condition 3.5.2 is related to other smoothness conditions on the mapping \( f \). We derive the following lemma.
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Lemma 3.5.3 Let \( p_s, p_s(\theta), p_v \) and \( p_v(\theta) \) be as defined above and let Condition 3.5.2 hold. Then for any \( \theta \in (0, \Theta) \) it holds

(i) \( \|p_v(\theta)\| \leq (1 + \gamma \theta \sqrt{1 + 2\kappa})\|p_v\| \); 
(ii) \( |p_v(\theta) - p_v| \leq \gamma \theta \sqrt{1 + 2\kappa}\|p_v\| |e| \leq \gamma \theta \sqrt{1 + 2\kappa^2\|p_v\| \omega(\|p_v\|)} \).

Proof: Applying Lemma 3.3.3(ii) to relations (3.51) and (3.47) yields

\[ \|p_v\|^2 = \|p_v\|^2 - 2p_v^T p_s - \|p_s\|^2 \leq (1 + 2\kappa)\|p_v\|^2. \]  
(3.55)

Since Condition 3.5.2 holds, we have

\[ \|p_v(\theta)\| \leq \|p_v\| + \|p_s(\theta) - p_s\| \leq \|p_v\| + \gamma \theta \|p_s\| \leq (1 + \gamma \theta \sqrt{1 + 2\kappa})\|p_v\| \]

which is the assertion of (i). Similarly,

\[ |p_v(\theta) - p_v| = |p_s(\theta) - p_s| \leq \gamma \theta \|p_s\| |e| \leq \gamma \theta \sqrt{1 + 2\kappa}\|p_v\| |e|. \]

Finally, we derive

\[ \|p_v\| |e| = \|p_v\| p_v^{-1} p_v \leq \|p_v\| p_v^{-1} |p_v| \leq \sqrt{n} \max(|p_v|) |p_v| = \frac{\sqrt{n}}{\min(|p_v|)} |p_v|. \]

This completes the proof of (ii).

The following lemma serves a similar goal as Lemma 3.3.3 in the linear case.

Lemma 3.5.4 Let \( p_x, p_s, p_s(\theta), p_v \) and \( p_v(\theta) \) be as defined above and let Condition 3.5.2 hold. Then, for any \( \theta \in (0, \Theta) \), it holds

(i) \( -(1 + \gamma \theta)(1 + 2\kappa)\|p_v\|^2 \leq \Delta x^T \Delta s(\theta) = p_x^T p_s(\theta) \leq (1 + \gamma \theta \sqrt{1 + 2\kappa})\|p_v\|^2 / 4; \)

(ii) \( \|\Delta x \Delta s(\theta)\|_\infty = \|p_x p_s(\theta)\|_\infty \leq \left( (1 + \gamma \theta \sqrt{1 + 2\kappa})^2 / 4 + (1 + \gamma \theta)(1 + 2\kappa) \right) \|p_v\|^2. \)

Proof: By (3.44)-(3.47) and (3.52), we have

\[ p_s(\theta) = d \Delta s(\theta) = d \left( \frac{f(x + \theta \Delta x) - f(x)}{\theta} \right). \]

Using also (3.50) we obtain

\[ \Delta x^T \Delta s(\theta) = p_x^T p_s(\theta) = \frac{1}{\theta} p_x^T d(f(x + \theta \Delta x) - f(x)). \]

From (3.54) we derive

\[ \|d(f(x + \theta \Delta x) - f(x))\| \leq (1 + \gamma \theta)\|d \nabla f(x) \Delta x\| = (1 + \gamma \theta)\|p_v\|. \]

Just as in (3.55) it holds

\[ \|p_v\|^2 = \|p_v\|^2 - 2p_v^T p_s - \|p_s\|^2 \leq (1 + 2\kappa)\|p_v\|^2. \]  
(3.56)

Consequently,

\[ |\Delta x^T \Delta s(\theta)| \leq \frac{1}{\theta} \|p_v\| \|d(f(x + \theta \Delta x) - f(x))\| \leq \frac{1}{\theta} \|p_v\| (1 + \gamma \theta)\|p_v\| \]

\[ \leq (1 + \gamma \theta)(1 + 2\kappa)\|p_v\|^2, \]  
(3.57)
where the last inequality follows from (3.55) and (3.56). This proves the left inequality in (i); for the right we proceed as in the proof of Lemma 3.3.3. By (3.52) we have
\[ p_v(\theta) = p_x + p_s(\theta). \]
Letting \( q_v(\theta) = p_x - p_s(\theta) \), we obtain the following bound:
\[ p_x^T p_s(\theta) = \frac{1}{4} ||p_x(\theta)||^2 - ||q_v(\theta)||^2 \leq \frac{1}{4} ||p_x(\theta)||^2 \leq \frac{1}{4} (1 + \theta \gamma \sqrt{1 + 2\kappa}) ||p_v||^2, \tag{3.58} \]
where the last inequality follows from Lemma 3.5.3. This shows the bounds in (i). For (ii) observe that combining (3.57) and (3.58) leads to the bound
\[ \frac{1}{4} ||q_v(\theta)||^2 \leq \frac{1}{4} (1 + \theta \gamma \sqrt{1 + 2\kappa}) ||p_v||^2 + (1 + \gamma \theta)(1 + 2\kappa) ||p_v||^2. \]
Hence, using
\[ p_x p_s(\theta) = \frac{1}{4} (p_x(\theta)^2 - q_v(\theta)^2) \]
we have
\[ ||p_x p_s(\theta)||_{\infty} \leq \frac{1}{4} \max(||p_x(\theta)||_{\infty}, ||q_v(\theta)||_{\infty}) \leq \frac{1}{4} \max(||p_x(\theta)||^2, ||q_v(\theta)||^2) \]
\[ \leq \frac{1}{4} (1 + \gamma \theta \sqrt{1 + 2\kappa}) ||p_v||^2 + (1 + \gamma \theta)(1 + 2\kappa) ||p_v||^2. \]
This completes the proof of the lemma. \( \square \)

The lemmas derived above enable the analysis of primal–dual algorithms for NCPs. Before proceeding we mention that for MNCPs the bounds in Lemma 3.5.4 can be improved using
\[ \Delta x^T \Delta s(\theta) = \frac{1}{\theta^2} (\theta \Delta x)^T (f(x + \theta \Delta x) - f(x)) \geq 0, \]
which is the monotonicity property.

### 3.5.3 A family of affine search–directions

Up to this point the analysis was general in the sense that we did not specify our search–directions explicitly. We now derive the family of affine scaling directions introduced in Jansen et al. [113]. The directions are obtained by minimizing the complementarity (suitably scaled) over the Dikin–ellipsoid, which is the idea of Dikin’s primal affine scaling algorithm [44]. Consider the problem
\[ \min_{x, s} \left\{ x^T s : (x, s) \in \mathcal{F} \right\}. \]

The NCP satisfying Condition 3.5.1 is equivalent to the above problem in the sense that \((x, s)\) is a solution of the NCP if and only if it is a minimum solution of the above problem with objective value zero. According to the search–mapping defined by (3.43) and (3.46), the complementarity after a step is given by
\[ x(\theta)^T s(\theta) = x^T s + \theta \left( s^T \Delta x + x^T \Delta s(\theta) \right) + \theta^2 \Delta x^T \Delta s(\theta). \]
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It follows from definition (3.44) of $g(\theta)$ that

$$\frac{\partial (x(\theta)^T s(\theta))}{\partial \theta} \bigg|_{\theta=0} \equiv \lim_{\theta \to 0} \frac{x(\theta)^T s(\theta) - x^T s}{\theta} = s^T \Delta x + x^T \Delta s. \quad (3.59)$$

This relation points to the following idea for the determination of the search-direction $(\Delta x, \Delta s)$. Let $\nu$ be a fixed nonnegative constant (the order of scaling in the algorithm). Taking account of the equation $-\nabla f(x)\Delta x + \Delta s = 0$, we consider the following subproblem, which for $\nu = 1$ is essentially the same as (3.13)

$$\min_{\Delta x, \Delta s} \left\{ ((x^s)^\nu)^T (x^{-1} \Delta x + s^{-1} \Delta s) : -\nabla f(x) \Delta x + \Delta s = 0, \|x^{-1} \Delta x + s^{-1} \Delta s\| \leq 1 \right\}.$$ 

For $\nu = 1$ the solution of this subproblem minimizes the derivative (3.59). Proceeding as in Section 3.3 it follows that the solution satisfies the KKT-system:

$$-\nabla f(x) \Delta x + \Delta s = 0,$$

$$s \Delta x + x \Delta s = \frac{v^{2\nu+1}}{\|v\|_2^\nu}.$$ 

The reader may observe that in case of LP or CQP for $\nu = 0$ this system exactly determines the primal–dual affine scaling direction of Monteiro et al. [188]. From this point on $p_\nu$ will have the following definition:

$$p_\nu := \frac{v^{2\nu+1}}{\|v\|_2^\nu}. \quad (3.60)$$

Using the definitions in (3.50), the above optimality system can be rewritten as

$$-D \nabla f(x) D p_\nu + p_\nu = 0, \quad (3.61)$$

$$p_\nu + p_\nu = p_\nu. \quad (3.62)$$

Since the Jacobian $\nabla f(x)$ is in $P_\ast(\kappa)$ the system has a unique solution for every $x \in \mathbb{R}^n$ (cf. [142, Lemma 4.1]).

3.5.4 Convergence analysis

General results

We analyze the behavior of the family of primal–dual affine scaling algorithms as follows. First, we derive general results for $\nu \geq 0$. These regard the complementarity and the feasibility of the iterates after a step. Throughout this section, we impose the following condition on the mapping $f$ which is a special case of Condition 3.5.2.

**Condition 3.5.5** There exists a constant $\pi \in [0, 1)$ and a value $\Theta$ such that for all $p_\ast$ and $p_\ast(\theta)$ the algorithm computes, it holds

$$\|p_\ast(\theta) - p_\ast\| \leq \frac{\pi \omega(v)^{2\nu+1}}{\sqrt{n}} \theta \|p_\ast\|$$

for every $\theta \in (0, \Theta]$.
Obviously, we impose the condition for those $p_s$ and $p_v(\theta)$ generated in the algorithm under consideration. Hence, in this section we will further assume that $p_v$ is given by (3.60) for certain constant $\nu \geq 0$, and that $p_s, p_p, p_v(\theta)$ etc., are obtained from solving (3.61)–(3.62). From Lemma 3.5.3 and Lemma 3.5.4 we obtain the following result, which is a key for the behavior of $v(\theta)^2 = x(\theta)s(\theta)$.

**Lemma 3.5.6** Suppose that Condition 3.5.5 holds. Then for every $\theta \in (0, \Theta]$ we have

(i) $\|p_v(\theta)\| \leq (1 + \theta \pi \omega(v)^{2\nu+1}\sqrt{1 + 2\kappa/\sqrt{n}})\|v\|_\infty \leq (1 + \theta \pi \omega(v)^{2\nu+1}\sqrt{1 + 2\kappa/\sqrt{n}})\|v\|$;

(ii) $-(1 + \theta \pi \sqrt{1 + 2\kappa})v^{2\nu+2}/\|v^{2\nu}\| \leq v p_v(\theta) \leq -(1 + \theta \pi \sqrt{1 + 2\kappa})v^{2\nu+2}/\|v^{2\nu}\|$;

(iii) $p_s^T p_s(\theta) \leq (1 + \theta \pi \omega(v)^{2\nu+1}\sqrt{1 + 2\kappa/\sqrt{n}})\|v\|^2/4$;

(iv) $\|p_x p_s(\theta)\|_\infty \leq ((1 + \theta \pi \omega(v)^{2\nu+1}\sqrt{1 + 2\kappa/\sqrt{n}})^2/4$

$+ (1 + \theta \pi \omega(v)^{2\nu+1}/\sqrt{n}) (1 + 2\kappa))\|v\|^2_\infty$.

**Proof:** The vector $p_v$ is given by $p_v = -v^{2\nu+1}/\|v^{2\nu}\|$. Hence we have

$$\|p_v\| = \|v^{2\nu+1}\|/\|v^{2\nu}\| \leq \|v\|_\infty \leq \|v\|,$$

$$\omega(|p_v|) = \omega(v)^{2\nu+1},$$

$$|p_v| = -p_v.$$

Substituting these in Lemmas 3.5.3 and 3.5.4 we complete the proof. \hfill \square

Let us introduce some notation:

$$\pi := \pi \sqrt{1 + 2\kappa},$$

$$\vartheta := \omega(v)^{2\nu+1}/(2\sqrt{n}),$$

$$\gamma := \pi \omega(v)^{2\nu+1}\sqrt{1 + 2\kappa}/\sqrt{n} = 2\pi \vartheta.$$ (3.63)

Notice that $\vartheta$ and $\gamma$ depend on $v$; however, in this paragraph we are concerned with the behavior in one iteration so $v$ can be considered to be fixed. Later we will derive uniform bounds for these quantities. We are now ready to show that the complementarity can be reduced with a suitable step size $\theta$.

**Lemma 3.5.7** Let $\pi, \vartheta, \gamma$ be as in (3.63). After a step it holds

(i) If $0 \leq \nu \leq 1$ and $\theta \leq \min(\Theta, 1/(2\pi), 1/(\sqrt{n}(1 + \vartheta)^2))$ then

$$x(\theta)^T s(\theta) = \|v(\theta)\|^2 \leq \left(1 - \frac{\theta}{4\sqrt{n}}\right)\|v\|^2;$$

(ii) If $\nu \geq 1$ and $\theta \leq \min(\Theta, 1/(2\pi), \omega(v)^{2\nu-2}/(\sqrt{n}(1 + \vartheta)^2))$ then

$$x(\theta)^T s(\theta) = \|v(\theta)\|^2 \leq \left(1 - \frac{\omega(v)^{2\nu-2} \theta}{4\sqrt{n}}\right)\|v\|^2.$$

**Proof:** Since $\theta \leq 1/(2\pi)$ we have $1 + \theta \gamma \leq 1 + \vartheta$. Using (3.53) and Lemma 3.5.6 the new complementarity is bounded by

$$e^T v(\theta)^2 \leq \|v\|^2 - \theta (1 - \theta \pi \omega(v)^{2\nu+2}/\|v^{2\nu}\|) + \theta^2 1/(1 + \theta \gamma)^2 \|v\|^2.$$
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Applying Lemma A.3 and the third bound assumed on \( \theta \) it holds
\[
e^T v(\theta)^2 \leq \|v\|^2 - \theta \|v\|^2 + \frac{1}{2\sqrt{n}} + \theta \frac{1}{\sqrt{n}(1 + \bar{\theta})} \frac{1}{4}(1 + \bar{\eta})^2 \|v\|^2 - \left( 1 - \frac{\theta}{4\sqrt{n}} \right) \|v\|^2.
\]
The proof of (ii) is similar.
\[\Box\]

In the following lemma we derive a bound \( \bar{\theta} \) such that \((x(\theta), s(\theta)) \in F^0\) for every \( \theta \leq \bar{\theta} \), i.e., the new iterate is interior-feasible.

**Lemma 3.5.8** Let \( \nu \geq 0 \) be a given constant and let \( \bar{\pi}, \bar{\eta}, \bar{\gamma} \) be as in (3.63); define also
\[
\bar{\eta}^2 := \frac{1}{4}(1 + \bar{\eta})^2 + \left( 1 + 2\frac{\bar{\eta}}{\sqrt{n}(1 + \bar{\eta})^2} \right)(1 + 2\alpha).
\]

Suppose that Condition 3.5.5 holds. If \((x, s) \in F^0\) and
\[
0 \leq \theta < \min \left( \Theta, \frac{1}{2\bar{\pi}}, \frac{1}{\sqrt{n}(1 + \bar{\eta})^2}, \frac{2\sqrt{n} \omega(v)^{2\nu}(v)}{3(1 + \nu)}, \omega(v) \left( \sqrt{1 + \frac{3\omega(v)}{16n\bar{\eta}^2}} - \frac{3\omega(v)}{4\sqrt{n}\bar{\eta}} \right) \right)
\]
then \((x(\theta), s(\theta)) \in F^0\).

**Proof:** From the fact that the search-direction satisfies (3.47) we have feasibility from (3.48). We still need to show that \((x(\theta), s(\theta))\) is interior-feasible. The first upper bound \( \theta \leq \Theta \) follows from Condition 3.5.5. The second bound on \( \theta \) implies \( 1 + \theta \bar{\gamma} \leq 1 + \bar{\eta} \). Using also the third bound on \( \theta \) and Lemma 3.5.6(iv) we get
\[
\|p_x p_s(\theta)\|_{\infty} \leq \bar{\eta} \|v\|_{\infty}.
\]
Relation (3.53) and Lemma 3.5.6 imply then for every \( \theta \in (0, \Theta] \)
\[
v(\theta)^2 \leq v^2 - \theta(1 - \theta \bar{\pi}) \frac{v^{2\nu+2}}{\|v^{2\nu}\|} + \theta^2 \bar{\eta}^2 \|v\|_{\infty}^2 e,
\]
\[
v(\theta)^2 \geq v^2 - \theta(1 + \theta \bar{\pi}) \frac{v^{2\nu+2}}{\|v^{2\nu}\|} - \theta^2 \bar{\eta}^2 \|v\|_{\infty}^2 e.
\]

Let \( \alpha > 0 \) and consider the function
\[
\phi(t) = t - \theta \alpha \frac{v^{t+1}}{\|v^{2\nu}\|}.
\]
For every \( \alpha, \phi(\cdot) \) is monotonically increasing on the interval \([0, \max(v)^2]\) if \( \theta \leq \|v^{2\nu}\|/(1 + \nu)\alpha \max(v)^2\). Note that
\[
\frac{\|v^{2\nu}\|}{(1 + \nu)(1 - \theta \bar{\pi})\max(v)^{2\nu}} \geq \frac{\|v^{2\nu}\|}{(1 + \nu)(1 + \theta \bar{\pi})\max(v)^{2\nu}} \geq \frac{2\sqrt{n} \omega(v)^{2\nu}}{3(1 + \nu)\max(v)^{2\nu}} \geq \frac{2\sqrt{n} \omega(v)^{2\nu}}{3(1 + \nu)},
\]
hence if we enforce the fourth upper bound in (3.65) the largest coordinate \( \max(v(\theta)) \) of \( v(\theta) \) and the smallest coordinate \( \min(v(\theta)) \) can be estimated as follows:
\[
\max(v(\theta))^2 \leq \max(v)^2 - \theta(1 - \theta \bar{\pi}) \frac{\max(v)^{2\nu+2}}{\|v^{2\nu}\|} + \theta^2 \bar{\eta}^2 \max(v)^2,
\]
\[
\min(v(\theta))^2 \geq \min(v)^2 - \theta(1 + \theta \bar{\pi}) \frac{\min(v)^{2\nu+2}}{\|v^{2\nu}\|} - \theta^2 \bar{\eta}^2 \max(v)^2.
\]
By the continuity of the mapping $v$, dividing relation (3.67) by $\min(v)^2$ gives the following condition to ensure $\min(v(\theta))^2 > 0$:

$$1 - \theta(1 + \theta \bar{\pi}) \frac{\min(v)^{2\nu}}{\|v^{2\nu}\|} - \theta^2 \bar{\eta}^2 \omega(v)^2 > 0.$$ 

Since

$$\frac{\min(v)^{2\nu}}{\|v^{2\nu}\|} \leq \frac{\min(v)^{2\nu}}{\sqrt{n} \min(v)^{2\nu}} = \frac{1}{\sqrt{n}},$$

and $1 + \theta \bar{\pi} \leq 3/2$ the condition certainly holds if

$$1 - \theta \frac{3}{2\sqrt{n}} - \theta^2 \frac{\bar{\eta}^2}{\omega(v)^2} \geq 0.$$ 

The last upper bound in the lemma ensures the inequality above. This completes the proof of the lemma. 

Polynomial convergence for $\nu > 0$

We now prove the polynomiality of the class of primal–dual affine scaling algorithms for $\nu > 0$. As in Section 3.3 each algorithm in this class generates a sequence of iterates $\{(x^{(k)}, s^{(k)}) : k = 1, 2, \ldots\}$ satisfying $\omega(v^{(k)}) \geq \rho$ for some constant $\rho \in (0, 1)$. Suppose that the current point $(x, s) \in \mathcal{F}^0$ satisfies $\omega(v) \geq \rho$. Our algorithm determines the next point along the curve $(x(\theta), s(\theta))$ given by (3.43) and (3.46) by choosing a step size $\theta$. The following theorem ensures the existence of $\bar{\theta} > 0$ for which $(x(\theta), s(\theta)) \in \mathcal{F}^0$ and $\omega(v(\theta)) \geq \rho$ for every $\theta \in (0, \bar{\theta})$.

**Theorem 3.5.9** Let $\nu > 0$ be a given constant, let $\bar{\pi}, \bar{\varnothing}, \bar{\eta}$ be as in (3.63) and $\bar{\eta}$ as in (3.64). Suppose that Condition 3.5.5 holds. If $(x, s) \in \mathcal{F}^0$, $\omega(v) \geq \rho$, and $\theta$ satisfies (3.65) and

$$0 \leq \theta \leq \min \left( \frac{1 - \rho^{2\nu}}{2\bar{\pi}(1 + \rho^{2\nu})}, \frac{\rho^2(1 - \rho^{2\nu})}{2\bar{\eta}^2(1 + \rho^2)^{\sqrt{n}}} \right),$$

then $(x(\theta), s(\theta)) \in \mathcal{F}^0$ and $\omega(v(\theta)) \geq \rho$.

**Proof:** The part $(x(\theta), s(\theta)) \in \mathcal{F}^0$ is obvious from Lemma 3.5.8. Hence we only need to show that $\omega(v(\theta)) \geq \rho$, i.e., $\rho^2 \max(v(\theta))^2 \leq \min(v(\theta))^2$. Using the relation $\min(v) = \omega(v) \max(v) \geq \rho \max(v)$, the same discussion for finding the bounds (3.66) and (3.67) leads to the following relation:

$$\min(v(\theta))^2 \geq \rho^2 \left( \max(v(\theta))^2 - \theta(1 + \theta \bar{\pi}) \frac{\rho^{2\nu} \max(v(\theta))^{2\nu+2}}{\|v^{2\nu}\|} - \theta^2 \bar{\eta}^2 \rho^2 \max(v(\theta))^2 \right).$$

Hence, from (3.66) and (3.69) we derive a sufficient condition for $\theta$ as follows:

$$\rho^2 \left( \max(v(\theta))^2 - \theta(1 - \theta \bar{\pi}) \frac{\max(v(\theta))^{2\nu+2}}{\|v^{2\nu}\|} + \theta^2 \bar{\eta}^2 \max(v(\theta))^2 \right) \leq \rho^2 \left( \max(v(\theta))^2 - \theta(1 + \theta \bar{\pi}) \frac{\rho^{2\nu} \max(v(\theta))^{2\nu+2}}{\|v^{2\nu}\|} - \theta^2 \bar{\eta}^2 \rho^2 \max(v(\theta))^2 \right).$$
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Rearranging this inequality gives

\[
\frac{\theta^2 (1 + \rho^2)}{\rho^2} \leq \frac{\max(v)^{2\nu}}{\|v^{2\nu}\|} \left((1 - \theta \eta) - (1 + \theta \eta) \rho^{2\nu}\right).
\]

Since \(\|v^{2\nu}\| \leq \sqrt{n} \max(v)^{2\nu}\), we obtain the bound

\[
\theta \leq \frac{\rho^2 ((1 - \theta \eta) - (1 + \theta \eta) \rho^{2\nu})}{\eta^2 (1 + \rho^2) \sqrt{n}}.
\]

Using the first bound in (3.68) we find that \(\theta\) will certainly satisfy this inequality if

\[
\theta \leq \frac{\rho^2 (1 - \rho^{2\nu})}{2 \eta^2 (1 + \rho^2) \sqrt{n}}.
\]

Thus we obtain the theorem.

We are now in the position to derive the complexity of our algorithms.

**Theorem 3.5.10** Let \(\nu > 0\) be a given constant and let \(0 < \rho < 1\) be given. Suppose that Condition 3.5.5 is satisfied. Let \(\epsilon > 0, (x^{(0)}, s^{(0)}) \in F^0\), such that \(\omega(v^{(0)}) \geq \rho\), be given and let \(\theta\) satisfy the conditions in Lemma 3.5.7, (3.65) and (3.68). Then the primal–dual affine scaling algorithm with order of scaling \(\nu\) stops with a solution \((x^*, s^*)\) for which \((x^*)^T s^* \leq \epsilon\) and \(\omega(v^*) \geq \rho\) holds, after at most

\[
O \left(\frac{\sqrt{n}}{\theta} \ln \left(\frac{(x^{(0)})^T s^{(0)}}{\epsilon}\right)\right)
\]

iterations if \(0 < \nu \leq 1\), and after at most

\[
O \left(\frac{\sqrt{n}}{\rho^{2\nu - \theta} \ln \left(\frac{(x^{(0)})^T s^{(0)}}{\epsilon}\right)}\right)
\]

iterations if \(\nu \geq 1\).

**Proof:** Follows from Lemma 3.5.7 and Theorem 3.5.9.

To be more specific about the complexity we have to check which of the various conditions on the step size \(\theta\) is strongest and how \(\theta\) depends on the input parameters. It is easy to verify the following bounds for the quantities in (3.63)

\[
0 \leq \pi \leq \sqrt{1 + 2\kappa} < 1 + \kappa,
\]

\[
\rho^{2\nu + 1}/(2\sqrt{n}) \leq \bar{\beta} \leq 1/(2\sqrt{n}),
\]

\[
0 \leq \bar{\eta} \leq \sqrt{1 + 2\kappa}/\sqrt{n},
\]

where we use \(\omega(v) \geq \rho\). Using also \(n \geq 2\) we get from (3.64)

\[
\frac{5}{4} \leq \bar{\eta}^2 \leq \frac{1}{4} \left(1 + \frac{1}{2\sqrt{2}}\right)^2 + \left(1 + 2\frac{1/(2\sqrt{2})}{\sqrt{2}}\right) (1 + 2\kappa) < 3(1 + \kappa).
\]
We analyze the bounds in (3.65) consecutively. Notice,
\[
\frac{1}{2\pi} \geq \frac{1}{2\sqrt{1 + 2\kappa}},
\]
\[
\frac{1}{\sqrt{n(1 + \beta)^2}} \geq \frac{1}{\sqrt{n(1 + 1/(2\sqrt{2}))^2}} > \frac{1}{2\sqrt{n}},
\]
\[
\frac{2\sqrt{n}\omega(v)^{2\nu}}{3(1 + \nu)} \geq \frac{2\sqrt{n}\rho^{2\nu}}{3(1 + \nu)}.
\]
We have
\[
\frac{3\omega(v)}{4\sqrt{n\eta}} \leq \frac{3}{4\sqrt{2}\sqrt{5/4}} < 1;
\]
since the function \(\phi(t) = \sqrt{1 + t^2} - t\) is monotonically decreasing we obtain
\[
\frac{\omega(v)}{\eta} \left(\sqrt{1 + \frac{9\omega(v)^2}{16n\eta^2}} - \frac{3\omega(v)}{4\sqrt{n\eta}}\right) \geq \frac{\omega(v)}{\eta}(\sqrt{2} - 1) \geq \frac{\rho}{5\sqrt{1 + \kappa}}.
\]
For the bounds in (3.68) it holds
\[
\frac{1 - \rho^{2\nu}}{2\pi(1 + \rho^{2\nu})} \geq \frac{1 - \rho^{2\nu}}{2(1 + \kappa)(1 + \rho^{2\nu})},
\]
\[
\frac{\rho^2(1 - \rho^{2\nu})}{2\eta^2(1 + \rho^{2})\sqrt{n}} \geq \frac{\rho^2(1 - \rho^{2\nu})}{6(1 + \kappa)(1 + \rho^{2})\sqrt{n}}.
\]
Finally, for the bound in Lemma 3.5.7(ii) we have
\[
\frac{\omega(v)^{2\nu - 2}}{\sqrt{n(1 + \beta)^2}} > \frac{\rho^{2\nu - 2}}{2\sqrt{n}}.
\]
Thus we obtain the following result as a corollary of Theorem 3.5.10.

Corollary 3.5.11 Let us take the situation as in Theorem 3.5.10 and specify \(\rho = 1/\sqrt{2}\). Then
(i) If \(0 < \nu \leq 1\) and \(n \geq 2\) we may choose
\[
\theta = \min \left(\Theta, \frac{1 - 2^{-\nu}}{18\sqrt{n(1 + \kappa)}}\right),
\]
hence the number of iterations required by the algorithm is
\[
\mathcal{O} \left(\max \left(\frac{\sqrt{n}}{\Theta}, \frac{n(1 + \kappa)}{1 - 2^{-\nu}}\right) \ln \left(\frac{\sigma(0)}{\epsilon} T \delta(0)\right)\right).
\]
(ii) If \(\nu = 1\) and \(n \geq 2\) then we may choose
\[
\theta = \min \left(\Theta, \frac{1}{36\sqrt{n(1 + \kappa)}}\right),
\]
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hence the number of iterations required by the algorithm is

\[ \mathcal{O} \left( \max \left( \frac{\sqrt{n}}{\Theta}, n(1 + \kappa) \right) \ln \frac{(x^{(0)})^T s^{(0)}}{\epsilon} \right). \]

(iii) If \( \nu > 1 \) and \( n \) sufficiently large we may choose

\[ \theta = \min \left( \Theta, \frac{1}{2\nu \sqrt{n}(1 + \kappa)} \right) \]

hence the number of iterations required by the algorithm is

\[ \mathcal{O} \left( \max \left( \frac{2\nu \sqrt{n}}{\Theta}, 4\nu n(1 + \kappa) \right) \ln \frac{(x^{(0)})^T s^{(0)}}{\epsilon} \right). \]

Observe that for \( \nu \geq 1 \) the complexity bound gets worse as \( \nu \) increases; similarly, for \( \nu < 1 \) the complexity bound inclines as \( \nu \) decreases to zero. From a theoretical point of view the complexity is `optimal' if \( \nu = 1 \), i.e., for the primal–dual Dikin–affine scaling algorithm. This behavior is also apparent from the computational results we will present in Section 3.7.

Polynomial convergence for \( \nu = 0 \)

Now we show that, with suitable step size, the primal–dual affine scaling algorithm of Monteiro et al. [188] can be applied to NCPs satisfying Condition 3.5.1, with a polynomial complexity bound. We believe that this is the first proof of polynomial convergence of this affine scaling algorithm for NCPs. Mizuno and Nagasawa [184] already showed (using a potential reduction approach) that the complexity of the algorithm is not affected using large neighborhoods of the central path.

So assume that \( \nu = 0 \). It is easily verified that Lemma 3.5.7 and Lemma 3.5.8 still apply. Theorem 3.5.9, however, is not valid for \( \nu = 0 \). In fact, taking the limit in (3.68) as \( \nu \) tends to zero one obtains that the step size \( \theta \) becomes zero. Hence, it cannot be guaranteed that the iterates remain in the neighborhood determined by a given \( \rho \in (0, 1) \). Below we show that by a step \( \omega(v) \) may well decrease, but that the decrease can be bounded from below. This is the contents of the next lemma.

Lemma 3.5.12 Let \( \bar{\pi}, \bar{\theta} \) be as in (3.63) and \( \bar{\eta} \) as in (3.64). If \((x, s) \in F^0 \) and

\[ 0 \leq \theta < \min \left( \Theta, \frac{1}{2\pi}, \frac{1}{\sqrt{n}(1 + \bar{\theta})^2}, \frac{2\sqrt{n}}{3}, \frac{\omega(v)}{\bar{\eta}} \left( 1 + \frac{9\omega(v)^2}{16n\bar{\eta}^2} - \frac{3\omega(v)}{4\sqrt{n}\bar{\eta}} \right) \right) \] (3.71)

then \((x(\theta), s(\theta)) \in F^0 \) and

\[ 1 + \omega(v(\theta))^2 \geq \frac{1 + \omega(v)^2}{1 + \theta^2(\bar{\pi}^2 \sqrt{n} + 2\bar{\pi})/(\sqrt{n} - \theta(1 + \theta\bar{\pi}))}. \] (3.72)
Proof: From Lemma 3.5.8 it is clear that (3.71) guarantees feasibility of \((x(\theta), s(\theta))\). So it remains to show (3.72). Observe that (3.66) and (3.67) still hold for \(\nu = 0\). Hence, using the notation \(\omega^2 := \omega(v)^2 := \alpha/\beta\) with \(\alpha\) and \(\beta\) such that \(\alpha \leq v^2 \leq \beta e\), one has

\[
\omega(v(\theta))^2 \geq \frac{(1 - \theta(1 + \theta \bar{\pi})/\sqrt{n})\alpha - \theta^2 \bar{\eta}^2 \beta}{(1 - \theta(1 - \theta \bar{\pi})/\sqrt{n})\beta + \theta^2 \bar{\eta}^2 \beta} \geq \frac{\omega^2(\sqrt{n} - \theta(1 + \theta \bar{\pi}))/\sqrt{n} - \theta^2 \bar{\eta}^2 \sqrt{n} + 2\theta^2 \bar{\pi}}{(\sqrt{n} - \theta(1 + \theta \bar{\pi}))/\sqrt{n} + 2\theta^2 \bar{\pi}}.
\]

Adding one to both sides and rearranging terms gives (3.72).

Now we are ready to prove the polynomial complexity. We denote by \((x(k), s(k))\) the iterate after \(k\) iterations and use \(\omega_k := \omega(\sqrt{x(k)s(k)})\).

**Theorem 3.5.13** Let an initial interior point \((x(0), s(0)) \in \mathcal{F}^0\), with \(w_0 \leq 1\) and \(0 < \epsilon < (x(0)^T s(0))/2\) be given. We define parameters \(L\) and \(\tau\) as follows:

\[
L := \ln \frac{(x(0)^T s(0))}{\epsilon}, \quad \tau := \frac{80(1 + \kappa)}{\omega_0^2} + \frac{2}{nL}.
\]

Let \(t\) be the smallest real number in the interval \((\tau, \tau + 1/(4nL^2))\) such that \(K := 4tnL^2\) is integral. If \(\theta := 1/(t\sqrt{nL}) \leq \Theta\), then after \(O(nL^2/(\omega_0^2))\) iterations the algorithm yields a solution \((x^*, s^*)\) such that \((x^*)^T s^* \leq \epsilon\) and \(\omega(\sqrt{x^* s^*})^2 \geq \omega_0^2/2\).

Proof: For the moment we assume that in each iteration the step size \(\theta = 1/(t\sqrt{nL})\) satisfies the conditions of Lemma 3.5.12. Later we will justify this assumption. Taking logarithms in (3.72) and substituting the given value of \(\theta\) we obtain

\[
\ln \frac{1 + \omega_k^2}{1 + \omega_k^2} \leq k \ln \left(1 + \frac{\theta^2(\bar{\eta}^2 \sqrt{n} + 2\bar{\pi})}{\sqrt{n} - \theta(1 + \theta \bar{\pi})}\right) \leq k \frac{\theta^2(\bar{\eta}^2 \sqrt{n} + 2\bar{\pi})}{\sqrt{n} - \theta(1 + \theta \bar{\pi})} \leq k \frac{1/(t^2nL^2)}{\sqrt{n} - 2/(t\sqrt{nL})} = k \frac{\bar{\eta}^2 + 2\bar{\pi}}{tL(tnL - 2)},
\]

where we used \(\pi < \pi \sqrt{n}\) and \(\theta \bar{\pi} < 1\) in the third inequality. Hence we certainly have \(\omega_k^2 \geq \omega_0^2/2\) if

\[
k \frac{\bar{\eta}^2 + 2\bar{\pi}}{tL(tnL - 2)} \leq \ln \frac{1 + \omega_0^2}{1 + \omega_0^2/2}. \tag{3.73}
\]

Since \(\phi(\sigma) := \ln((1 + \sigma)/(1 + \sigma/2))\) is concave and \(\phi(0) = 0, \phi(1) \geq 1/4\), it holds

\[
\ln \frac{1 + \omega_0^2}{1 + \omega_0^2/2} \geq \frac{\omega_0^2}{4}.
\]

As a consequence, (3.73) is certainly satisfied if

\[
k \leq \frac{\omega_0^2 tL(tnL - 2)}{4(\bar{\eta}^2 + 2\bar{\pi})}. \tag{3.74}
\]
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We conclude that if the total number of iterations satisfies (3.74) then the inequality \( \omega_k^2 \geq \omega_0^2/2 \) holds. Since Lemma 3.5.7 is (assumed to be) valid and we employ a fixed step parameter \( \theta \), the algorithm stops after at most \( k \) iterations, where

\[
k \geq \frac{4\sqrt{n}}{\theta} \ln \left( \frac{(x^{(0)})^T s^{(0)}}{\epsilon} \right) = 4tnL^2,
\]

after which \((x^{(k)})^T s^{(k)} \leq \epsilon\). Note that the definition of \( t \) guarantees that \( 4tnL^2 \) is integral. This number of iterations respects (3.74) if

\[
4tnL^2 \leq \omega_0^2 tL \frac{tnL - 2}{4(\bar{\eta}^2 + 2\pi)}.
\]

Dividing by \( \omega_0^2 tL \) and rearranging terms gives the condition

\[
t \geq \frac{16(\bar{\eta}^2 + 2\pi)}{\omega_0^2} + \frac{2}{nL}.
\]  

which is satisfied by the value assigned to \( t \) in the theorem, since \( \bar{\eta}^2 \leq 3(1+\kappa) \) and \( \pi \leq 1+\kappa \).

It remains to show that in each iteration of the algorithm the specified step size \( \theta \) satisfies condition (3.71) of Lemma 3.5.12, to justify the assumption made at the beginning of this proof. First, observe that \( \theta < \Theta \) by assumption. From (3.75) we have \( t \geq \frac{32\pi}{\omega_0^2} \). The condition \( \theta \leq 1/(2\pi) \) is equivalent to \( t \geq 2\pi/(\sqrt{n}L) \), hence certainly satisfied if \( \omega_0^2 \leq 16\sqrt{n}L \), which is guaranteed by the assumption on \( L \). The third condition in (3.71) is satisfied if

\[
\theta \leq \frac{1}{\sqrt{n}(1+1/(2\sqrt{n}))},
\]

which is satisfied since \( t \geq 80 \) from the definition of \( \tau \). The fourth condition is trivially guaranteed, so it remains to deal with the condition that for each \( k \)

\[
\frac{3\omega_k}{4\sqrt{n}\bar{\eta}} < \frac{\omega_k}{2} \leq \frac{1}{2}.
\]

Using \( n \geq 2 \) and \( \bar{\eta} \geq \sqrt{5}/4 \) (see (3.70)), we have

\[
\frac{3\omega_k}{4\sqrt{n}\bar{\eta}} < \frac{\omega_k}{2} \leq \frac{1}{2}.
\]

Therefore, since

\[
\sqrt{1+\sigma^2} - \sigma > \frac{1}{2} \quad \text{if} \quad 0 \leq \sigma < \frac{3}{4},
\]

it is sufficient to show that \( \theta \leq \omega_k/(2\pi) \) for each \( k \). As we have seen before, with the given step size we have \( \omega_k \geq \omega_0/(\sqrt{2}) \) for each \( k \). So it is sufficient that \( \theta \) satisfies \( \theta \leq \omega_0/(2\sqrt{2}\pi) \) or even \( \theta \leq \omega_0/(2\sqrt{6}\sqrt{1+\kappa}) \). This amounts to \( \omega_0 t\sqrt{n}L \geq 2\sqrt{6}\sqrt{1+\kappa} \), which is easily shown to hold using the definition of \( \tau \) and the assumption on \( L \). Hence the proof of the theorem is complete. \( \Box \)
3.5.5 Smoothness conditions on the nonlinear mapping

In the literature on interior point methods for NLP problems some smoothness conditions on the functions involved have been proposed, with the purpose to bound the second order effect not taken into account by Newton's method. In this section we show how these conditions are generalized to NCPs and indicate their use for analyzing algorithms in wide neighborhoods. All the conditions given below only apply to monotone mappings, which is the major difference with Condition 3.5.2.

Zhu's scaled Lipschitz condition

In Zhu [263] the scaled Lipschitz condition was introduced to analyze a path-following algorithm for convex programming problems. It was used by Kortanek et al. [148] and Potra and Ye [209] for an analysis of a primal–dual potential reduction method for entropy optimization problems and by Sun et al. [231] for min–max saddle problems. Potra and Ye [208] modified the condition for use in the analysis of interior point methods for MNCPs. Let us first give the definition.

Definition 3.5.14 (Scaled Lipschitz) Let $G$ be a closed convex domain in $\mathbb{R}^n$, with non-empty interior $Q := \text{int}(G)$. A single-valued monotone operator $f : Q \to \mathbb{R}^n$ satisfies the scaled Lipschitz condition if there is a nondecreasing function $\psi(\alpha)$ such that

$$\|X(f(x + h) - f(x) - \nabla f(x)h)\| \leq \psi(\alpha) h^T \nabla f(x)h$$

for all $x > 0$ and $h$ satisfying $\|x^{-1}h\| \leq \alpha$.

We show that any mapping satisfying the scaled Lipschitz condition also satisfies Condition 3.5.2 with certain values for $\gamma$ and $\Theta$.

Theorem 3.5.15 Let the mapping $f$ satisfy the scaled Lipschitz condition. Then there exist values for $\gamma$ and $\Theta$ such that $f$ satisfies Condition 3.5.2.

Proof: For $\theta$ and $\Delta x$ satisfying

$$\|\theta x^{-1} \Delta x\| \leq \alpha,$$

we have (recall (3.54))

$$\|p_\epsilon(\theta) - p_\epsilon\| = \left\| d \left( \frac{f(x + \theta \Delta x) - f(x) - \nabla f(x) \Delta x}{\theta} \right) \right\|$$

$$\leq \frac{1}{\theta} \|v^{-1}\|_\infty \|x(f(x + \theta \Delta x) - f(x) - \theta \nabla f(x) \Delta x)\|$$

$$\leq \frac{1}{\theta} \|v^{-1}\|_\infty \psi(\alpha) \theta^2 \Delta x^T \nabla f(x) \Delta x \leq \theta \|v^{-1}\|_\infty \psi(\alpha) \|d^{-1} \Delta x\| \|d \nabla f(x) \Delta x\|$$

$$\leq \theta \|v^{-1}\|_\infty \psi(\alpha) \|v\|_\infty \|x^{-1} \Delta x\| \|d \nabla f(x) \Delta x\| \leq \theta \frac{1}{\omega(v)} \psi(\alpha) \frac{\alpha}{\Theta} \|p_\epsilon\|.$$

The last inequality follows from the fact that (3.76) should specifically be satisfied for $\Theta$. We compute $\Theta$ and $\gamma$ from

$$\frac{1}{\omega(v)} \psi(\alpha) \frac{\alpha}{\Theta} = \gamma,$$
which yields $\Theta = c_2(p)/\gamma$. This completes the proof. \hfill \Box

Observe that Theorem 3.5.15 leaves some freedom in the choice of $\gamma$ and $\Theta$; however, $\gamma$ and $\Theta$ influence the complexity at the same rate. Definition 3.5.14 of the scaled Lipschitz condition implies that $h^T \nabla f(x) h \geq 0$ for every $x > 0$ and $h$ with $\|x^{-1} h\| \leq \alpha$. Hence, using this condition seems not to be possible for nonmonotone mappings. In fact, even if $f$ is linear, i.e. given by $f(x) = Mx + q$, the condition does not necessarily hold for the matrices $M$ in $P_*$. On the other hand, Condition 3.5.2 does not need the monotonicity and holds for any linear mapping with a matrix in $P_*$, which is an advantage of the condition.

Self-concordance and relative Lipschitz condition

The most important (and most general) smoothness condition is self-concordance, introduced by Nesterov and Nemirovskii [199], later used by Jarre [125], Den Hertog [101] and Den Hertog et al. [102], Nesterov and Todd [200], among others. The crux of the condition is that it bounds the first and the third order derivative of a convex function in its second order derivative.

**Definition 3.5.16 (Self-concordance)** Let $G$ be a closed convex domain in a finite-dimensional real vector space $E$ and let $a, \vartheta \geq 0$. A function $F : \text{int}(G) \to \mathbb{R}$ is called $a$-self-concordant if $F \in C^3$ is a convex function on $\text{int}(G)$ that for all $y \in \text{int}(G)$ and $h \in E$ satisfies the condition

$$\left| \nabla^3 F(y)[h, h, h] \right| \leq 2a^{-1/2} \left( \nabla^2 F(y)[h, h] \right)^{3/2};$$

If $F$ is called strongly $a$-self-concordant if it is $a$-self-concordant and is unbounded above for a sequence of points converging to the boundary of $G$; $F$ is called an $(a, \vartheta)$-self-concordant barrier for $G$ if $F$ is strongly $a$-self-concordant and moreover for all $y \in \text{int}(G)$ and $h \in E$

$$\left| \nabla F(y)[h] \right| \leq \sqrt{\vartheta} \left( \nabla^2 F(y)[h, h] \right)^{1/2}.$$

A main difference with the scaled Lipschitz condition is that in the analysis of interior point methods self-concordance does not apply to the mapping itself; instead a self-concordant barrier for the domain is needed. In our case the domain is $\mathbb{R}^n_+$; it is easy to verify that the function $-\sum_{i=1}^n \ln x_i$ is a self-concordant barrier for this domain. We also need the following definition, relating the mapping defining the complementarity problem to a self-concordant barrier for the domain.

**Definition 3.5.17 ($\beta$-compatibility)** A $C^2$-smooth monotone operator $f : \mathbb{R}^n_+ \to \mathbb{R}^n$ is called $\beta$-compatible with $F(x) = -\sum_{i=1}^n \ln x_i$ if for all $x > 0$ and $h^{(i)} \in \mathbb{R}^n$, $i = 1, 2, 3$, the following inequality holds:

$$\left| \nabla^2 f(x)[h^{(1)}, h^{(2)}, h^{(3)}] \right| \leq 3^{3/2}\beta \prod_{i=1}^3 \{ \nabla f(x)[h^{(i)}, h^{(i)}]^{1/2} \|x^{-1} h^{(i)}\|^{1/3} \}.$$

If the mapping $f$ is $\beta$-compatible with the function $-\sum_{i=1}^n \ln x_i$ then the barrier function $f_t(x) := (1 + \beta)^2 \{ tf(x) + x^{-1} \}$ is strongly self-concordant for all $t > 0$ [199, Prop. 7.3.2]. A
similar property can be obtained if the mapping \( f \) is strongly self-concordant itself. For all \( \alpha > 0 \) and \( \beta > 0 \), if the mappings \( \phi \) and \( \psi \) are self-concordant then the mapping \( \alpha \phi + \beta \psi \) is also self-concordant with some parameter. Self-concordant mappings satisfy the following condition, which is called the relative Lipschitz condition, introduced by Jarre [124], see also [199, Prop. 7.2.1] and [126, Sec. 2.1.4]).

**Definition 3.5.18 (Relative Lipschitz)** Let \( G \) be a closed convex domain in \( \mathbb{R}^n \), with nonempty interior \( Q := \text{int}(G) \). A single-valued monotone operator \( f : Q \to \mathbb{R}^n \) satisfies the relative Lipschitz condition if for all \( x, y \in Q \) for which \( \tau := \sqrt{(y - x)^T \nabla f(x)(y - x)} \leq 1 \) the inequality

\[
|h^T (\nabla f(y) - \nabla f(x))h| \leq \left( \frac{1}{(1 - \tau)^2} - 1 \right) h^T \nabla f(x)h.
\]

holds for all \( h \in \mathbb{R}^n \).

In the following lemma, we will show that \( \beta \)-compatibility and the relative Lipschitz condition can be used to bound the inner product \( p_x^T p_s(\theta) \), which plays an important role in the complexity analysis of the primal–dual algorithms for NCPs, see Lemma 3.5.4.

**Lemma 3.5.19** Let \( x \) and \( s = f(x) \) be in \( \mathcal{F}^0 \) and \( \Delta x, \Delta s \) displacements satisfying (3.47). Let \( p_x \) and \( p_s(\theta) \) be as in (3.52) and let \( \theta \) satisfy

\[ \theta \|x^{-1}\Delta x\| \leq \frac{1}{2} \quad \text{and} \quad \theta \sqrt{\frac{\Delta x^T \Delta s}{\min(v)^2}} \leq \frac{1}{2}. \]  

(3.77)

If the mapping \( f \) is \( \beta \)-compatible with \( F(x) = - \sum_{i=1}^n \ln x_i \), then

\[ p_x^T p_s(\theta) \leq \Delta x^T \Delta s + 63 \beta \left( \frac{\Delta x^T \Delta s}{\min(v)^2} + \|x^{-1}\Delta x\|^2 \right) \min(v)^2. \]

**Proof:** Using Taylor’s expansion, we have

\[ g(\theta) = f(x + \theta \Delta x) - f(x) - \theta \nabla f(x) \Delta x = \frac{1}{2} \theta^2 \nabla^2 f(y)[\Delta x, \Delta x, \cdot], \]

where \( y = x + \theta \lambda \Delta x \) for some \( \lambda \in \mathbb{R}_+ \) with \( \lambda_i \leq 1 \). Then it holds

\[
p_x^T p_s(\theta) = \Delta x^T \left( \Delta s + \frac{g(\theta)}{\theta} \right) = \Delta x^T \Delta s + \frac{1}{2} \theta \nabla^2 f(y)[\Delta x, \Delta x, \Delta x]
\]

\[ \leq \Delta x^T \Delta s + \frac{3^{3/2}}{2} \beta \theta \nabla f(y)[\Delta x, \Delta x] \|y^{-1}\Delta x\| \]

\[ \leq \Delta x^T \Delta s + \frac{3^{3/2}}{2} \beta \theta \left( \frac{\nabla f(y)}{\min(v)^2} + Y^{-2} \right) [\Delta x, \Delta x] \|y^{-1}\Delta x\| \min(v)^2, \]

(3.78)

where the first inequality follows from the \( \beta \)-compatibility and \( Y = \text{Diag}(y) \). We apply the relative Lipschitz condition with \( y \) and \( x \) to the self-concordant mapping

\[ \frac{f(x)}{\min(v)^2} - x^{-1}e. \]
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Using $\Delta x^T \nabla f(x) \Delta x = \Delta x^T \Delta s$ and the definition of $y$ we have

$$(\theta \lambda \Delta x)^T \left( \frac{\nabla f(x)}{\min(v)^2} + X^{-2} \right) (\theta \lambda \Delta x) \leq \theta^2 \left( \frac{\Delta x^T \Delta s}{\min(v)^2} + ||x^{-1}\Delta x||^2 \right) \leq \frac{1}{2},$$

where the last inequality follows from (3.77). The relative Lipschitz condition gives

$$\left( \frac{\nabla f(y)}{\min(v)^2} + Y^{-2} \right) [\Delta x, \Delta x] \leq \left( 1 + \frac{1}{(1-1/\sqrt{2})^2} - 1 \right) (\Delta x^T \left( \frac{\nabla f(x)}{\min(v)^2} + X^{-2} \right) \Delta x) \leq 12 \left( \frac{\Delta x^T \Delta s}{\min(v)^2} + ||x^{-1}\Delta x||^2 \right).$$

Furthermore, it holds

$$||Y^{-1}\Delta x|| \leq \frac{1}{1 - \theta ||x^{-1}\Delta x||} ||x^{-1}\Delta x|| \leq 2 ||x^{-1}\Delta x||.$$

Substituting the latter results in (3.78) gives

$$p_x^T p_s(\theta) \leq \Delta x^T \Delta s + \frac{3^{3/2}}{2} \beta \theta 12 \left( \frac{\Delta x^T \Delta s}{\min(v)^2} + ||x^{-1}\Delta x||^2 \right) 2 ||x^{-1}\Delta x|| \min(v)^2$$

$$\leq \Delta x^T \Delta s + 63 \beta \left( \frac{\Delta x^T \Delta s}{\min(v)^2} + ||x^{-1}\Delta x||^2 \right) \min(v)^2,$$

which completes the proof.\[\square\]

From the lemma we derive the following corollary in case of applying our primal–dual affine scaling algorithms to MNCPs.

**Corollary 3.5.20** Consider the situation as in Lemma 3.5.19 and let $f$ be a monotone mapping. If $\Delta x$ and $\Delta s$ are determined with a primal–dual affine scaling algorithm with parameter $\nu \geq 0$ and $\theta \leq \omega(v)/2$, then

$$p_x^T p_s(\theta) \leq \frac{1}{4} (1 + 79 \beta) \max(v)^2.$$

**Proof:** Analogously to Lemma 3.3.3 and the fact that $||p_u|| \leq \max(v)$ for any value of $\nu \geq 0$ it follows

$$\Delta x^T \Delta s \leq \frac{1}{4} \max(v)^2.$$

From $||x^{-1}\Delta x + s^{-1}\Delta s|| \leq 1$ and $\Delta x^T \Delta s \geq 0$ (since $f$ is monotone), it follows

$$||x^{-1}\Delta x||^2 = ||v^{-1}d^{-1}\Delta x||^2 \leq \frac{1}{\min(v)^2} ||d^{-1}\Delta x||^2$$

$$\leq \frac{1}{\min(v)^2} (||d^{-1}\Delta x||^2 + 2\Delta x^T \Delta s + ||d\Delta s||^2)$$

$$= \frac{1}{\min(v)^2} ||d^{-1}\Delta x + d\Delta s||^2 = \frac{1}{\min(v)^2} ||v(x^{-1}\Delta x + s^{-1}\Delta s)||^2$$

$$\leq \frac{\max(v)^2}{\min(v)^2} ||x^{-1}\Delta x + s^{-1}\Delta s||^2 \leq \frac{1}{\omega(v)^2}.$$
Using also \( \theta \leq \omega(v)/2 \) it follows that the conditions on \( \theta \) in (3.77) are satisfied. Consequently,

\[
p^T \hat{p}(\theta) \leq \frac{1}{4} \max(v)^2 + 63\beta \left( \frac{1}{4} \frac{1}{\omega(v)^2} + \frac{1}{\omega(v)\min(v)^2} \right) \min(v)^2
\]

\[
\leq \frac{1}{4} \max(v)^2 + 79\beta \frac{1}{\omega(v)^2} \frac{\min(v)^2}{\max(v)^2} \max(v)^2 = \left( \frac{1}{4} + 79\beta \right) \max(v)^2.
\]

This completes the proof. \( \square \)

The result of this corollary gives an alternative proof for a bound of the type as in Lemma 3.5.6(iii). Unfortunately, our analysis of the primal–dual affine scaling algorithms is based on large neighborhoods. This implies that also bounds on \( \| p^T \hat{p}(\theta) \|_\infty \) and \( \| g(\theta) \|_\infty \) are required (cf. Lemma 3.5.6(iv)). We have not been able to derive such a bound using self–concordance and relative Lipschitz. Moreover, it is not clear how self–concordance can be generalized to nonmonotone Lipschitz mappings. However, to have more insights into the relationship between the self–concordance and our condition, we will enforce more strict conditions on the mapping. Recall from (3.54) that Condition 3.5.2 is equivalently written as

\[
\| d(f(x + \theta \Delta x) - f(x) - \theta \nabla f(x) \Delta x) \| \leq \gamma \theta \| d \nabla f(x) \Delta x \|.
\]

Using Taylor's expansion we obtain

\[
\| d(f(x + h) - f(x) - \nabla f(x) h) \| = \| d(\nabla f(y) - \nabla f(x)) h \|
\]

where \( y = x + \lambda h \) for some vector \( \lambda \) satisfying \( \lambda_i < 1, \forall i \). It is not difficult to derive the following results from these observations.

Lemma 3.5.21 Let \( G \) be a closed convex domain in \( \mathbb{R}^n \) with nonempty interior \( Q := \text{int}(G) \). Let \( f \) be a single–valued monotone operator \( f: Q \to \mathbb{R}^n \), and let

\[
M_x := \nabla f(x) \quad \text{and} \quad N_{x,y} := \nabla f(y) - \nabla f(x).
\]

Then

(i) if \(-1/((1 - \tau)^2) - 1) M_x \preceq N_{x,y} \preceq (1/((1 - \tau)^2) - 1) M_x \) for all \( x, y \in Q \) such that \((y - x)^2 M_x (y - x) \leq \tau^2\) then \( f \) satisfies the relative Lipschitz condition;

(ii) if \( N_{x,y}^T D^2 N_{x,y} \preceq \Theta^2 \gamma^2 M_x^T D^2 M_x \) for all \( x, y := x + \theta \Delta x \in Q \) such that \( \| x^{-1}(y - x) \| \leq \tau \) for every \( \theta \in (0, \Theta) \) and \( D = \text{Diag}(d) \) with \( d > 0 \), then \( f \) satisfies Condition 3.5.2 with \( \Theta \).

While this lemma seems to be quite trivial, it may be practical since the conditions in the theorem can be more easily checked than the original conditions. In fact, we can find some mappings satisfying the relative Lipschitz condition and/or Condition 3.5.2 using the above theorem.

Example 3.5.22 (LCP) Consider the LCP with \( f(x) = Mx + q \), and \( M \) a positive semidefinite matrix. Then \( \nabla f(x) = M \) and all of the smoothness conditions are satisfied. Specifically, Condition 3.5.2 is satisfied with \( \Theta = \infty \) and \( \pi = 0 \). The last statement also holds true if \( M \) is in \( P_\ast \). \( \diamond \)
3.6. Miscellaneous topics

Example 3.5.23 (Entropy function) Let \( u \in \mathbb{R}^n_+ \) and let \( \phi(x) \) be an entropy function of the form

\[
\phi(x) = \sum_{i=1}^{n} x_i \log \left( \frac{x_i}{u_i} \right).
\]

Let us define \( f(x) = \nabla \phi(x) \), that is \( f_i(x) = \log x_i - \log u_i + 1 \) for all \( i = 1, 2, \ldots, n \). Then \( f \) satisfies all of the smoothness conditions (cf. [263, Theorem 4.1]).

Example 3.5.24 (Power function) The mapping \( f(x) : \mathbb{R}^n_+ \to \mathbb{R}^n \) defined by

\[
f_i(x) = x_i^\alpha
\]

satisfies the scaled Lipschitz condition for \( \alpha \geq 0 \). However, it satisfies Condition 3.5.2 for all \( \alpha \in \mathbb{R} \).

3.6 Miscellaneous topics

3.6.1 Starting points and infeasibility

In the algorithmic development in this chapter it is always assumed that an initial interior-feasible point were available. While this may be the case in certain applications, in general the problem of finding an initial point is as hard as solving the complementarity problem itself. We briefly discuss some approaches to handle this facet of the algorithm.

Using a ‘big M’

A traditional way to deal with starting points is the use of a ‘big M’, which essentially means that the error generated by an infeasible solution is penalized with a large number in the objective function. Kojima et al. [142] show that for the LCP the following procedure can be used.

Let the LCP be specified by \( f(x) = Qx + p \), for \( Q \in \mathbb{R}^{n \times n} \) and \( p \in \mathbb{R}^n \). Let \( x^{(0)} \in \mathbb{R}^n_+ \) be arbitrary and define \( s^{(0)} = Qx^{(0)} + p \) and \( M > e^T x^{(0)} \) sufficiently large. Typically \( s^{(0)} \) will contain nonpositive elements. In that case, define

\[
\overline{Q} := \begin{pmatrix} Q & e \\ -e^T & 0 \end{pmatrix}, \quad \overline{p} := \begin{pmatrix} p \\ M \end{pmatrix}, \quad \overline{x} := \begin{pmatrix} x^{(0)} \\ 1 - \min(s^{(0)}) \end{pmatrix}.
\]

Consider the LCP with \( \overline{f}(\xi) = \overline{Q} \xi + \overline{p} \); it is easy to see that \( \xi = \overline{x} \) is interior-feasible, since \( \overline{x} > 0 \) and \( \overline{f}(\overline{x}) > 0 \). Comparing the conditions for complementarity in both LCPs it follows that the auxiliary problem will give a solution to the original LCP as long as \( M \) is large enough (theoretically \( M = 2^{O(L)} \)). Unfortunately, a practically acceptable value is often hard to compute.
Using Newton’s method

A second way to overcome infeasible starting points is motivated as follows: whenever Newton’s method is efficient in solving the nonlinear constraints in the KKT–systems evolving in interior point methods, then it is likely that Newton’s method will also be able to handle infeasibility in the linear equations in those systems. For LP the resulting infeasible interior point methods were analyzed by Kojima et al. [140], Zhang [261] and Mizuno [183], for LCPs by Potra [207] and Wright [251], among others. Extensive and encouraging computational experience by Lustig et al. [162, 163] and Mehrotra [176] motivated this theoretical work. A similar procedure for complementarity problems was outlined in Kojima et al. [142]. Kojima et al. [146] studied global convergence of this type of approach in a general framework.

We describe the resulting procedure for NCPs with mapping \( f(x) \). Let an arbitrary point \((x, s) \in \mathbb{R}_+^{2n}\) be given. The search–mappings \( \Delta x \) and \( \Delta s \) as used in Section 3.5 (see (3.43)–(3.46)) are taken as combinations of two directions as follows:

\[
(\Delta x, \Delta s) = (\Delta x^0 + \lambda \Delta x^f, \Delta s^0 + \lambda \Delta s^f),
\]

\[
s \Delta x^0 + s \Delta s^0 = h,
\]

\[
- \nabla f(x) \Delta x^0 + \Delta s^0 = 0,
\]

\[
\quad \lambda \Delta x^f + x \Delta s^f = 0,
\]

\[
- \nabla f(x) \Delta x^f + \Delta s^f = -(s - f(x)).
\]

(3.79)

where \( \lambda \in \mathbb{R}_+ \) and \( h \) depends on the specific algorithm used. Using \( x(\theta) \) and \( s(\theta) \) as in (3.43) and (3.46) we have

\[
s(\theta) - f(x(\theta)) = s + \theta \Delta s + f(x + \theta \Delta x) - f(x) - \theta \nabla f(x) \Delta x - f(x + \theta \Delta x)
\]

\[
= s - f(x) + \theta ( - \nabla f(x) \Delta x + \Delta s) = (1 - \theta \lambda) (s - f(x))
\]

for every \( \theta \geq 0 \), i.e., if \( s - f(x) \neq 0 \) then the infeasibility is decreased with the factor \((1 - \theta \lambda)\) and otherwise feasibility is maintained for every \( \theta \) and \( \lambda \).

Using an auxiliary problem

Recently, Andersen and Ye [8] proposed for solving MNCPs a homogeneous auxiliary problem, as an extension of similar problems for LP in Ye et al. [259] and Jansen et al. [115] for LP (Section 2.1.3) and in Ye [256] for LCPs. The basic idea is to consider the monotone mapping

\[
\psi(x, \tau) := \begin{pmatrix} \tau f(x/\tau) \\ -x^T f(x/\tau) \end{pmatrix},
\]

and to compute a solution to it using straightforward interior point techniques. Given \( x^{(0)} = s^{(0)} = e, \tau_0 = \kappa_0 = 1 \) initial residuals are defined by

\[
r^{(0)} := s^{(0)} - \tau_0 f(x^{(0)}/\tau_0), \quad x^{(0)} := \kappa_0 + (x^{(0)})^T f(x^{(0)}/\tau_0).
\]

In [8] it is shown that the system
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\[
\begin{align*}
    s - \tau f(x/\tau) &= \mu x^{(0)}, \\
    \kappa + x^T f(x/\tau) &= \mu z^{(0)}, \\
    xs &= \mu e, \\
    \tau \kappa &= \mu,
\end{align*}
\]

has a unique solution for all $0 < \mu \leq 1$. Furthermore, a limiting solution $(x^*, s^*, \tau^*, \kappa^*)$ as $\mu$ goes to zero renders a solution to the original MNCP (if $\tau^* > 0$) or shows that it is strongly infeasible ($\kappa^* > 0$), which means that there is no sequence of iterates for which the infeasibility converges to zero. An interior point method based on this system was shown to run in polynomial time. Initial computational experiments reported in [8] are promising, although fairly easy test problems are used. Moreover, in case $\kappa^* = \tau^* = 0$ it remains undecided whether the problem is infeasible or is feasible but does not have a solution. Recall that this is a similar problem as with the embedding presented in Section 2.1.3.

3.6.2 Long-step algorithms

In the theoretical analysis of primal–dual affine scaling algorithms short steps are taken to be able to prove polynomiality. Unfortunately, such strategies are rather impractical. Various long-step strategies have been proposed in the literature, of which we mention a few. First, we recall that the theoretically guaranteed (worse case) step size can be (much) smaller than what could be obtained in practice; in that case it is important whether large or small neighborhoods are used. Mehrotra [176] and Lustig et al. [162, 163] advocate the use of predictor–corrector algorithms. The idea is to take a long affine step to compute a ‘target–point’ on the central path and to use a corrector step to try to approximate this target sufficiently. A drawback of this approach is that the target on the path is chosen to depend in a specific way on the affine step; the actual way this is done is motivated by extensive computational experiments.

Gonzaga [89] proposes a theoretical way as follows. Given a proximity measure for being close to the central path and a threshold value for this measure, take the step size such that the value of the proximity for each iterate exactly equals the threshold. Gonzaga has shown this method to be quadratically convergent. Nesterov [197] analyzes similar techniques using potential functions rather than proximity measures. In our case this approach would mean to compute the step size such that $\omega(v) = \rho$ for all iterates.

Roos and Vial [215] and Den Hertog [101] analyze yet a different approach for central path–focusing algorithms. Instead of updating the centering parameter $\mu$ with a small amount, they divide it by a constant; then several damped Newton steps are needed to reach the vicinity of this new target (cf. Section 4.3).

In the analysis of primal affine scaling methods (see e.g., Vanderbei et al. [243], Tsuchiya et al. [239]) it is proposed to compute the step size that leads to the boundary and to take a fixed proportion of this maximal step. Kojima et al. [141] analyze such a long-step variant for a primal–dual method. Similar to the analysis in [141] it can be shown that such long-step variants of the primal–dual Dikin–affine scaling method are globally convergent and polynomial under certain conditions. In our computational experiments we use this type of long-step algorithms.
3.6.3 Other primal–dual directions

Tsuchiya [238] proposed a family of algorithms related to those in Section 3.5. The search-direction is obtained from the system

\[
A \Delta x = 0,
\]
\[
A^T \Delta y + \Delta s = 0,
\]
\[
H^{-1} \Delta x + H \Delta s = (X^2)^{(\alpha+1)/2},
\]

where \( H = X^{(\alpha+1)/2} S^{(\alpha-1)/2} \) and \( \alpha \in [-1, 1] \). Notice, that the difference with our system (3.10) is that not only the right-hand side in the third equation is scaled, but also the left-hand side. For \( \alpha = 0 \), Tsuchiya’s algorithm gives the primal–dual affine scaling direction, while for \( \alpha = 1 \) \( (\alpha = -1) \) the primal (dual) affine scaling direction is obtained.

Sturm and Zhang [230] introduced a primal–dual cone–affine scaling algorithm, as an extension of the primal cone–affine scaling direction in Padberg [203] and Goldfarb and Xiao [80]. The main difference with the Dikin–affine scaling algorithm, is that instead of an ellipsoid a cone inscribed in the feasible set is used. The search–direction in Sturm and Zhang [230] is a linear combination of the primal–dual affine scaling and a new centering direction; it also has the property of combining centering and decreasing complementarity. The algorithm only requires \( O(\sqrt{n} \ln 1/e) \) iterations, however, the iterates are confined to a small neighborhood of the central path.

3.7 Computational results

To conclude this chapter we report computational experience with different variants of the primal–dual affine scaling algorithm for some classes of nonlinear problems. The purpose of these experiments is to investigate whether the theoretical properties derived in this chapter show themselves in practice. More specifically, we are interested in the effect of correctors as suggested in Section 3.4, in the performance for various orders of scaling as in Section 3.5, as well as in the influence of the step size strategy.

First, we apply the algorithm to a class of ill–conditioned LCPs, derived from a convex regression problem (e.g., Jongbloed [129], Dykstra [48]). Second, we apply the algorithm to nonlinear entropy optimization problems used for estimating minimally informational distributions given marginal information (e.g., Meeuwissen [173], Agmon et al. [4] and Ben–Tal et al. [22]). Finally, we consider maximum likelihood estimation problems as in Jongbloed [129] and Terlaky and Vial [235].

The family of algorithms has been implemented in MATLAB\textsuperscript{TM} (version 4.2c) with efficient sparse matrix handling facility [171]. For the computations we used an HP9000/720 workstation; the memory requirement was less than 16 MB. We use Newton’s method to handle infeasibility as in (3.79) with \( \lambda = 1 \); the starting point used is a multiple of the vector of all ones for both \( x \) and \( s \). Corrector steps are used as outlined in Section 3.4. Systems of equations are solved using Cholesky or LU–decomposition. The maximal step size such that \( x(\theta) \geq 0 \) and \( s(\theta) \geq 0 \) is computed with bisection; for the actual step size we take in principal 2/3 of the maximal step. As stopping criteria we use similar ones as in Terlaky
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and Vial [235] and Shanno [221]. For the infeasibility we require

\[
\frac{\|s - f(x)\|}{1 + \|f(x)\|} < \epsilon_1;
\]

for the complementarity we require

\[
\frac{x^T s}{1 + \|x\|} < \epsilon_2.
\] (3.80)

Since the type of implementation is comparable with the one reported in [235] for the primal and primal–dual logarithmic barrier method, we will be able to compare our algorithms with these on the maximum likelihood problems.

3.7.1 Convex regression problems

The convex regression problem is an estimation problem from statistics. Special algorithms have been constructed by Dykstra [48] and Jongbloed [129]. The problem is a convex quadratic programming (CQP) problem, however, in general very ill-conditioned.

The problem is stated as follows. We have been given two vectors \( y \) and \( c \) in \( \mathbb{R}^{n} \). The values \( y_i \) are sample points and the values \( c_i \) are observed values. The problem is to find a convex (regression) function with function values \( \xi_i \) in the sample points \( y_i \), such that the 'distance' between the observations \( c \) and function values \( \xi \) is minimal. Assuming \( y_1 < y_2 < \cdots < y_n \), we formally have the following CQP problem

\[
\min_{\xi} \sum_{i=1}^{n} (\xi_i - c_i)^2 \\
\text{s.t.} \quad \frac{\xi_{i+1} - \xi_i}{y_{i+1} - y_i} \geq \frac{\xi_i - \xi_{i-1}}{y_i - y_{i-1}} \quad \text{for all } i = 2, 3, \ldots, n - 1.
\]

Obviously, the optimal values of \( \xi \) will be the values of a convex piecewise linear function with breakpoints at \( y_i \). Rewriting the problem as an LCP was done as in Section 3.3.2.

To analyze variants of the algorithms random problems have been generated. In the test set the values \( y_i \) are taken randomly from a uniform distribution on the interval \([-1, 1]\]. We define \( c_i = (y_i - 0.5)^2 + \zeta_i \), where \( \zeta_i \) is randomly generated from the normal distribution with zero mean and variance 0.1. As \( n \) increases the resulting problem will be more difficult to solve. An important reason for this is the following. The average value of \( y_{i+1} - y_i \) over all \( i \) will be \( 2/(n + 1) \). However, the probability that \( \min_i (y_{i+1} - y_i) \) is smaller than \( 2/(n^2) \) is equal to \( 1 - (1 - 1/n)^n \), i.e., converging to \( 1 - 1/e \) for large \( n \). Consequently, it is very likely that one of the distances \( y_{i+1} - y_i \) is very small. This implies that the matrix involved in the LCP will contain very large as well as small numbers and will be ill-conditioned.

In Table 3.1 the average number of iterations needed to reach a solution satisfying the convergence criteria with \( \epsilon_1 = 10^{-7} \) and \( \epsilon_2 = 10^{-6} \) is presented. Table 3.2 gives the minimal and maximal number of iterations needed over the problems involved. The numbers of sample points \( n \) are in the range 100–500, the scaling parameter \( r \) varies from 0 to 10 and the parameter \( r \) is taken to be 1 (i.e., no corrector) to 4. For each setting of the parameters 10 problems have been solved. In a few cases (indicated by superscripts in Table 3.1) the
method failed to attain the required precision in complementarity. The reason for focusing on the number of iterations is that in interior point methods the major amount of work is performing one Cholesky factorization per iteration, while in our case the work per iteration does not depend on the scaling. Moreover, since the use of corrector steps increases the amount of work per iteration a drastic decrease in the number of iterations is necessary for corrector steps to be computationally efficient.

<table>
<thead>
<tr>
<th></th>
<th>( \nu )</th>
<th>0</th>
<th>0.01</th>
<th>0.1</th>
<th>0.5</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( n )</td>
<td>r</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>47.1</td>
<td>47.2</td>
<td>46.0</td>
<td>42.6</td>
<td>42.8</td>
<td>42.5</td>
<td>54.2</td>
<td>72.0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>34.2</td>
<td>35.1</td>
<td>33.8</td>
<td>34.2</td>
<td>33.0</td>
<td>33.2</td>
<td>44.9</td>
<td>68.8</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>35.1</td>
<td>34.8</td>
<td>34.2</td>
<td>34.9</td>
<td>33.3</td>
<td>34.2</td>
<td>45.3</td>
<td>69.2</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>33.4</td>
<td>35.4</td>
<td>32.6</td>
<td>31.2</td>
<td>35.0</td>
<td>35.2</td>
<td>44.9</td>
<td>69.9</td>
</tr>
<tr>
<td>200</td>
<td>1</td>
<td>55.0</td>
<td>54.0</td>
<td>53.5</td>
<td>49.8</td>
<td>46.8</td>
<td>47.9</td>
<td>59.0</td>
<td>78.3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>36.5</td>
<td>36.8</td>
<td>37.3</td>
<td>35.9</td>
<td>35.3</td>
<td>38.2</td>
<td>47.6</td>
<td>72.7</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>36.4</td>
<td>37.2</td>
<td>36.3</td>
<td>35.1</td>
<td>38.0</td>
<td>39.6</td>
<td>47.3</td>
<td>74.0</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>36.3</td>
<td>37.3</td>
<td>37.6</td>
<td>36.7</td>
<td>38.2</td>
<td>37.7</td>
<td>47.6</td>
<td>73.0</td>
</tr>
<tr>
<td>300</td>
<td>1</td>
<td>59.6</td>
<td>60.1</td>
<td>60.5</td>
<td>58.5</td>
<td>54.2</td>
<td>53.7</td>
<td>63.4</td>
<td>83.1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>40.0</td>
<td>39.0</td>
<td>38.2</td>
<td>37.8</td>
<td>39.1</td>
<td>40.1</td>
<td>48.6</td>
<td>75.3</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>38.2</td>
<td>38.1</td>
<td>39.0</td>
<td>38.4</td>
<td>39.3</td>
<td>39.3</td>
<td>49.5</td>
<td>73.7</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>39.7</td>
<td>38.8</td>
<td>39.0</td>
<td>38.0</td>
<td>37.7</td>
<td>39.2</td>
<td>50.0</td>
<td>73.8</td>
</tr>
<tr>
<td>400</td>
<td>1</td>
<td>66.7</td>
<td>68.5</td>
<td>68.4</td>
<td>60.0</td>
<td>57.9</td>
<td>58.1</td>
<td>64.8</td>
<td>87.5</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>40.6</td>
<td>41.3</td>
<td>40.3</td>
<td>40.3</td>
<td>39.0</td>
<td>42.8</td>
<td>51.2</td>
<td>75.3</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>40.0</td>
<td>41.9</td>
<td>41.3</td>
<td>40.6</td>
<td>40.2</td>
<td>42.6</td>
<td>51.3</td>
<td>76.7</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>40.2</td>
<td>41.3</td>
<td>41.8</td>
<td>40.0</td>
<td>40.4</td>
<td>41.3</td>
<td>50.5</td>
<td>77.8</td>
</tr>
<tr>
<td>500</td>
<td>1</td>
<td>70.2</td>
<td>73.3</td>
<td>68.4</td>
<td>66.2</td>
<td>65.2</td>
<td>67.4</td>
<td>80.6</td>
<td>90.4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>44.6</td>
<td>42.0</td>
<td>43.9</td>
<td>44.5</td>
<td>44.4</td>
<td>55.8</td>
<td>76.1</td>
<td>94.4</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>43.3</td>
<td>43.2</td>
<td>44.9</td>
<td>43.6</td>
<td>47.6</td>
<td>65.4</td>
<td>68.4</td>
<td>94.0</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>44.4</td>
<td>42.3</td>
<td>44.1</td>
<td>44.0</td>
<td>50.1</td>
<td>50.3</td>
<td>74.9</td>
<td>80.8</td>
</tr>
</tbody>
</table>

Table 3.1: Average iteration numbers and number of failures for various values of \( n \) and \( r \) for primal–dual affine scaling algorithms with scaling \( \nu \).

From the experiments we conclude the following.

- When using no correctors (\( r = 1 \)):
  - the number of iterations increases approximately linearly in \( n \);
  - the number of iterations is smallest for \( \nu \in \{0.5, 1, 2\} \);
  - for larger values of \( \nu \) and \( n \) the number of failures increases, due to the huge numbers arising in the computations.

- When using correctors (\( r \geq 2 \))
  - the number of iterations is (much) smaller (up to 60%) than without correctors;
  - the number of iterations does not benefit significantly from using more than one corrector;
  - the influence of the scaling \( \nu \) is much smaller than without using correctors.
### 3.7. Computational results

<table>
<thead>
<tr>
<th>( n ) × ( r )</th>
<th>0</th>
<th>0.01</th>
<th>0.1</th>
<th>0.5</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 1</td>
<td>43/52</td>
<td>41/52</td>
<td>40/55</td>
<td>37/49</td>
<td>39/47</td>
<td>37/51</td>
<td>49/60</td>
<td>66/80</td>
</tr>
<tr>
<td>2 30/38</td>
<td>29/42</td>
<td>26/41</td>
<td>30/39</td>
<td>29/37</td>
<td>28/36</td>
<td>42/49</td>
<td>67/71</td>
<td></td>
</tr>
<tr>
<td>3 29/40</td>
<td>29/39</td>
<td>30/40</td>
<td>30/39</td>
<td>28/42</td>
<td>31/37</td>
<td>42/50</td>
<td>67/71</td>
<td></td>
</tr>
<tr>
<td>4 29/37</td>
<td>30/40</td>
<td>30/35</td>
<td>26/41</td>
<td>31/40</td>
<td>32/39</td>
<td>44/47</td>
<td>69/72</td>
<td></td>
</tr>
<tr>
<td>200 1</td>
<td>49/62</td>
<td>45/71</td>
<td>46/63</td>
<td>43/58</td>
<td>42/53</td>
<td>42/52</td>
<td>53/68</td>
<td>71/83</td>
</tr>
<tr>
<td>2 28/42</td>
<td>32/41</td>
<td>33/41</td>
<td>34/38</td>
<td>30/38</td>
<td>34/46</td>
<td>44/53</td>
<td>68/79</td>
<td></td>
</tr>
<tr>
<td>3 31/41</td>
<td>34/41</td>
<td>32/42</td>
<td>31/38</td>
<td>34/44</td>
<td>35/46</td>
<td>46/53</td>
<td>69/92</td>
<td></td>
</tr>
<tr>
<td>4 31/41</td>
<td>32/41</td>
<td>33/43</td>
<td>32/42</td>
<td>34/43</td>
<td>32/48</td>
<td>46/50</td>
<td>69/80</td>
<td></td>
</tr>
<tr>
<td>300 1</td>
<td>51/67</td>
<td>52/67</td>
<td>54/66</td>
<td>53/76</td>
<td>47/59</td>
<td>50/60</td>
<td>53/74</td>
<td>74/90</td>
</tr>
<tr>
<td>2 33/47</td>
<td>35/48</td>
<td>33/41</td>
<td>33/43</td>
<td>36/42</td>
<td>36/46</td>
<td>46/54</td>
<td>72/92</td>
<td></td>
</tr>
<tr>
<td>3 33/41</td>
<td>33/48</td>
<td>36/44</td>
<td>32/44</td>
<td>34/43</td>
<td>35/50</td>
<td>46/54</td>
<td>70/82</td>
<td></td>
</tr>
<tr>
<td>4 33/45</td>
<td>34/42</td>
<td>30/44</td>
<td>34/43</td>
<td>32/46</td>
<td>34/52</td>
<td>46/67</td>
<td>70/83</td>
<td></td>
</tr>
<tr>
<td>400 1</td>
<td>57/72</td>
<td>60/75</td>
<td>60/81</td>
<td>52/66</td>
<td>48/70</td>
<td>49/74</td>
<td>58/72</td>
<td>78/96</td>
</tr>
<tr>
<td>2 35/48</td>
<td>37/47</td>
<td>37/46</td>
<td>35/47</td>
<td>34/44</td>
<td>37/48</td>
<td>49/54</td>
<td>73/80</td>
<td></td>
</tr>
<tr>
<td>3 35/46</td>
<td>38/46</td>
<td>37/47</td>
<td>35/50</td>
<td>35/46</td>
<td>38/46</td>
<td>50/54</td>
<td>75/81</td>
<td></td>
</tr>
<tr>
<td>4 35/44</td>
<td>36/46</td>
<td>34/46</td>
<td>31/48</td>
<td>37/44</td>
<td>36/49</td>
<td>48/54</td>
<td>72/91</td>
<td></td>
</tr>
<tr>
<td>500 1</td>
<td>55/84</td>
<td>57/90</td>
<td>59/78</td>
<td>49/83</td>
<td>51/104</td>
<td>50/130</td>
<td>65/139</td>
<td>79/119</td>
</tr>
<tr>
<td>2 35/57</td>
<td>39/50</td>
<td>35/55</td>
<td>34/60</td>
<td>34/57</td>
<td>39/146</td>
<td>50/176</td>
<td>73/171</td>
<td></td>
</tr>
<tr>
<td>3 36/54</td>
<td>35/54</td>
<td>34/56</td>
<td>34/61</td>
<td>34/67</td>
<td>39/177</td>
<td>49/126</td>
<td>75/180</td>
<td></td>
</tr>
<tr>
<td>4 35/63</td>
<td>32/63</td>
<td>34/62</td>
<td>37/67</td>
<td>37/103</td>
<td>38/75</td>
<td>49/194</td>
<td>76/95</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: Minimal and maximal iteration numbers for various values of \( n \) and \( r \) for primal–dual affine scaling algorithms with scaling \( \nu \).

Besides the number of iterations the computational effort per iteration needs to be taken into account. Not using corrector steps has two advantages: (i) the corrector needs not be computed, and (ii) the maximal step size can be computed with a ratiotest. In Table 3.3 we give the average number of floating point operations (measured by the ‘flops’–command in MATLAB\textsuperscript{TM}) required by the Dikin-affine scaling algorithm (\( \nu = 1 \)). We conclude that the algorithm with 1 corrector performs best for all problem sizes. A similar behavior was found for the other scaling factors.

The other problems used in our testing are computationally more easily than the convex regression problem. Henceforth, we mainly use the primal–dual Dikin–affine method.

#### 3.7.2 Maximal entropy distributions

Let be given two random variables \( X \) and \( Y \) on \( A = [-1/2, 1/2] \times [-1/2, 1/2] \), which are known to have a bivariate distribution with uniform marginals (having mean 0 and standard–deviation \( 1/\sqrt{12} \)) and correlation \( \rho \). The question is to find a distribution that adds minimal information (in entropy sense) of all distributions with the given marginals and correlation. Although the problem is actually a continuous optimization problem, it is
Table 3.3: Average number of megaflops for various values of \( n \) and \( r \) for the primal–dual Dikin–affine scaling algorithm (\( \nu = 1 \)).

<table>
<thead>
<tr>
<th>( r \backslash n )</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.10</td>
<td>4.78</td>
<td>8.50</td>
<td>11.77</td>
<td>16.55</td>
</tr>
<tr>
<td>2</td>
<td>1.96</td>
<td>4.21</td>
<td>7.39</td>
<td>9.56</td>
<td>13.98</td>
</tr>
<tr>
<td>3</td>
<td>2.47</td>
<td>5.87</td>
<td>9.82</td>
<td>12.74</td>
<td>19.35</td>
</tr>
<tr>
<td>4</td>
<td>3.21</td>
<td>7.13</td>
<td>10.50</td>
<td>15.81</td>
<td>24.36</td>
</tr>
</tbody>
</table>

common to use grids. Let \( n \) be a given grid-size. Define

\[
x_i = \frac{2i - 1 - n}{2n}, \quad y_i = x_i, \quad i = 1, \ldots, n,
\]

and variables \( p_{ij} \) for \( i, j = 1, \ldots, n \). The variables represent values of the density on sub-squares of the square \( A \). The mathematical problem is

\[
\min_{p \geq 0} \sum_{i,j=1}^{n} p_{ij} \ln p_{ij}
\]

s.t. \( \sum_{i=1}^{n} p_{ij} = \frac{1}{n}, \quad j = 1, \ldots, n, \)

\( \sum_{j=1}^{n} p_{ij} = \frac{1}{n}, \quad i = 1, \ldots, n, \)

\( \sum_{i,j=1}^{n} x_i y_j p_{ij} = \frac{\rho}{12}. \)

The problem described here is taken from Meeuwissen [173]; similar problems can be found in e.g., Ben–Tal et al. [22]. Since the probabilities sum to one, the problem can also be viewed as a dual geometric programming problem.

This problem is written as an NCP as follows. First notice, that we may change the first two sets of equality constraints in inequality constraints, since they will certainly be binding in any optimal solution. The Lagrangian is given by

\[
L(p; \lambda, \xi, \zeta, \zeta') = \sum_{i,j=1}^{n} p_{ij} \ln p_{ij} + \sum_{j=1}^{n} \lambda_j \left( \sum_{i=1}^{n} p_{ij} - \frac{1}{n} \right)
+ \sum_{i=1}^{n} \xi_i \left( \sum_{j=1}^{n} p_{ij} - \frac{1}{n} \right) + (\zeta' - \zeta) \left( \sum_{i,j=1}^{n} x_i y_j p_{ij} - \frac{\rho}{12} \right).
\]
Then the mapping $f : \mathbb{R}_{+}^{n^2 + 2n + 2} \rightarrow \mathbb{R}^{n^2 + 2n + 2}$ given by

\[
\begin{align*}
    f_k(\cdot) &= \ln p_{ij} + 1 + \lambda_j + \xi_i + (\zeta' - \zeta)x_i y_j, & k = (i - 1)n + j,
    \\
    f_{n^2 + j}(\cdot) &= \frac{1}{n} - \sum_{i=1}^{n} p_{ij}, & j = 1, \ldots, n,
    \\
    f_{n^2 + n + i}(\cdot) &= \frac{1}{n} - \sum_{j=1}^{n} p_{ij}, & i = 1, \ldots, n,
    \\
    f_{n^2 + 2n + 1}(\cdot) &= \sum_{i,j=1}^{n} x_i y_j p_{ij} - \frac{a}{12},
    \\
    f_{n^2 + 2n + 2}(\cdot) &= \frac{\xi}{12} - \sum_{i,j=1}^{n} x_i y_j p_{ij},
\end{align*}
\]

defines the NCP. The definition of $f(\cdot)$ combines the primal feasibility with the dual feasibility constraints; duality theory for entropy problems is contained in Kas and Klafszky [134], among others. The size of the Jacobian of $f$ is $n^2 + 2n + 2$, which means that factorizing the Jacobian is computationally prohibitive. Fortunately, the search–direction can be computed by solving systems of size $2n + 2$ only by first solving explicitly for the displacement in the $p$–variables. The computational effort per iteration is therefore dominated by the number of times vectors of size $n^2$ have to be manipulated with, i.e., in the computation of the displacement in $p$ and in the line–search via function evaluations. The parameters in the stopping criteria are $\epsilon_1 = \epsilon_2 = 10^{-8}$. The starting point is taken to be $x^{(0)} = s^{(0)} = \sqrt{n} e$.

In Table 3.4 we give iteration numbers of the primal–dual Dikin–affine scaling algorithm without corrector, for various sizes $n$ of the grid and values $\rho$ of the correlation. The last column contains the number of variables $x$ in the NCP to be solved. Two different step sizes have been used, namely 2/3 and 0.95. For $n = 25$ the latter appeared to be too optimistic, since some of the elements in $s$ converged to zero too fast. Observe that the number of iterations grows very slowly with the gridsize, and is still small for the NCPs with over 15000 variables. When the algorithm stops the infeasibility and complementarity are of the same order of magnitude. The number of iterations increases with $\rho$ because the condition of the problem changes with $\rho$: for $\rho = 0$ all variables are equal in the optimum, while for larger $\rho$ there is a large difference in the optimal variable values.

Experimentation with the use of correctors showed that a small decrease in the required number of iterations can be achieved, however, at the cost of increasing total computational effort measured in megaflops used. This is caused by the fact that every corrector requires manipulations with an extra vector of $O(n^2)$ elements, which is highly unattractive in MATLAB M.

We also experimented with the use of a linear update as in [8]; then the computation of the maximal step size is very cheap. We found that for the small problems (and using 2/3 of the maximal step) the number of iterations increased with 10-20%, while the number of megaflops decreased. For larger problems, however, the method failed to obtain the required precision in the infeasibility.

Solving these problems with the primal–dual affine scaling algorithm ($\nu = 0$) it appeared that the number of iterations for the ‘easier’ problems ($\rho \leq 0.3$) can be drastically reduced (up to 40%). However, this algorithm halted for the more difficult ones due to numerical difficulties. It was also tried to solve these entropy optimization problems with AIMMS–CONOPT [24] and GAMS–MINOS [33]; however, both packages already failed to solve them for values of $n$ larger than 20.
<table>
<thead>
<tr>
<th>$n \ \backslash \ \rho$</th>
<th>0</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
<th># vars.</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>24/19</td>
<td>25/19</td>
<td>26/20</td>
<td>26/21</td>
<td>26/21</td>
<td>26/24</td>
<td>677</td>
</tr>
<tr>
<td>50</td>
<td>26/17</td>
<td>26/19</td>
<td>27/20</td>
<td>27/20</td>
<td>28/21</td>
<td>28/22</td>
<td>2602</td>
</tr>
<tr>
<td>75</td>
<td>27/16</td>
<td>27/20</td>
<td>28/20</td>
<td>28/21</td>
<td>29/21</td>
<td>29/20</td>
<td>5777</td>
</tr>
<tr>
<td>100</td>
<td>27/17</td>
<td>28/20</td>
<td>28/20</td>
<td>29/20</td>
<td>30/21</td>
<td>30/20</td>
<td>10202</td>
</tr>
<tr>
<td>125</td>
<td>28/18</td>
<td>28/20</td>
<td>29/20</td>
<td>29/20</td>
<td>31/21</td>
<td>31/21</td>
<td>15877</td>
</tr>
<tr>
<td>150</td>
<td>29/18</td>
<td>29/20</td>
<td>30/21</td>
<td>30/21</td>
<td>32/21</td>
<td>31/21</td>
<td>22802</td>
</tr>
</tbody>
</table>

Table 3.4: Iteration numbers for various values of grid-size $n$ and correlation $\rho$. The left number in each cell is obtained with step size 2/3, the right with 0.9 for $n = 25$ and 0.95 for $n \geq 50$.

### 3.7.3 Maximum likelihood estimation

In Terlaky and Vial [235] two algorithms are tested on various maximum likelihood estimation problems having a convex nonlinear objective and linear constraints. The algorithms are the primal logarithmic barrier method and the primal–dual method developed by Vial [245]. We have tested the primal–dual Dikin–affine method on the same set of problems. The statistical problem is as follows.

Let $Y$ be a real-valued random variable with (unknown) convex density function $g : \mathbb{R}_+ \to \mathbb{R}_+$. Let \{y_{1}, \ldots, y_{n}\} be an ordered sample of $n$ outcomes of $Y$ with $0 < y_{1} < \cdots < y_{n}$. Let us define $y_{0} = y_{-1} = 0$. The problem is to compute the maximum likelihood estimator of the sample, i.e., a convex function having values $\xi_{i}$ in the sample points $y_{i}$, $i = 0, \ldots, n-1$ such that the log–likelihood function

$$L(\xi) = \sum_{i=0}^{n-1} \ln \xi_{i},$$

is maximized. As in the convex regression problem, the estimator of $g$ is a piecewise linear function, where we assume $\xi_{n} = 0$ for decreasing densities. The optimization problem can now be stated as follows.

$$\min_{\xi} -\sum_{i=0}^{n-1} \ln \xi_{i},$$

s.t. $\frac{\xi_{i+1} - \xi_{i}}{y_{i+1} - y_{i}} \geq \frac{\xi_{i} - \xi_{i-1}}{y_{i} - y_{i-1}}$, $i = 1, 2, \ldots, n-1,$

$$\frac{1}{2} \sum_{i=1}^{n-1} (y_{i+1} - y_{i-1}) \xi_{i} = 1,$$

$$\xi_{i} \geq 0, \quad i = 1, 2, \ldots, n-1, \quad \xi_{n} = 0.$$
3.7. Computational results

conditions it is easy to write the problem as a monotone complementarity problem with mapping \( f(x) \). The set of test problems is drawn from the distributions in Table 3.5. Since the arcsine law has a nondecreasing density, the constraint \( \xi_n = 0 \) is dropped for problems with this law, as well as the last of the convexity constraints.

<table>
<thead>
<tr>
<th>law</th>
<th>distribution</th>
<th>density</th>
<th>domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>exponential</td>
<td>( 1 - e^{-y} )</td>
<td>( e^{-y} )</td>
<td>( y \geq 0 )</td>
</tr>
<tr>
<td>arcsine</td>
<td>( 2 \arcsin(\sqrt{y})/\pi )</td>
<td>( 1/(\pi \sqrt{y(1-y)}) )</td>
<td>( 0 &lt; y &lt; 1 )</td>
</tr>
<tr>
<td>quadratic</td>
<td>( y - y^2/4 )</td>
<td>( 1 - y/2 )</td>
<td>( 0 \leq y \leq 2 )</td>
</tr>
<tr>
<td>inverse</td>
<td>( 1 - 1/y )</td>
<td>( 1/y^2 )</td>
<td>( y \geq 1 )</td>
</tr>
</tbody>
</table>

Table 3.5: Distributions used in testing.

For each law we randomly generated 30 problems, 10 per number of observations being 500, 1000 and 2000 each. The algorithm used is the primal–dual Dikin–affine scaling method (\( \nu = 1 \)) with 1 corrector.

The stopping criteria for the complementarity is as in (3.80) with \( \epsilon_2 = 10^{-6} \). For the infeasibility we use the condition

\[
\min_i f_i(x) > -\epsilon_1 := -10^{-8}.
\]

In all problems the starting point was taken to be \( x = s = \sqrt{2n} e \). It appeared to be hard (and often impossible) to solve the problems using the nonlinear update (3.46) in \( s \), used before in the theory and computational experiments. Instead, we used a simple update

\[
s^* := s + \alpha \Delta s^{(1)} + \alpha^2 \Delta s^{(2)},
\]

where \( \alpha \) is the step size. A similar strategy is used in Andersen and Ye [8]. For the step size we first used a fraction 2/3 of the maximal step to the boundary. However, experimentation showed the following procedure to perform significantly better on these problems. It is inspired by the desire to stay in a large neighborhood of the central path. Starting from \( \alpha = 0.95 \), check whether

\[
n \min_i \left( x_i(\alpha)s_i(\alpha) \right) / x(\alpha)^T s(\alpha) \geq 0.05.
\]

If this condition is not yet satisfied we multiply \( \alpha \) by 0.95 and check again, which is repeated until the condition is met.

Terlaky and Vial [235] report computational difficulties for increasing sample sizes when the distance between observations is very small (see also the discussion in Section 3.7.1). To circumvent this they cluster observations that are closer to each other than a threshold, taken to be \( 10^{-5} \).

In Table 3.6 we report the results obtained for the set of problems. For the larger problems, it sometimes appeared to be impossible to attain the required accuracy. Using the clustering scheme all problems were solved without numerical difficulties, see Table 3.7. Note that the clustering improves the efficiency of the algorithm for these problems as well.
Chapter 3. Primal–dual affine scaling

There appeared to be no need to incorporate an iterative refinement scheme (Golub and Van Loan [82]) for the computation of the search–direction as needs to be done in [235]. Comparing the performance of our algorithm with those in [235] we conclude that our algorithm shows the same behavior with respect to the order of difficulty of the various distribution laws and problem sizes. With respect to number of iterations our algorithm performs much better than the primal logarithmic barrier method, and slightly worse than Vial’s [245] method. With respect to megaflops used our algorithm is much worse; this is due to the fact that we have to compute corrector steps, and as a consequence, the line–search is more expensive. Since we use no explicit targets (on the central path) in our algorithm the use of correctors is necessary to stay sufficiently away from the boundary.

<table>
<thead>
<tr>
<th>n</th>
<th>gap</th>
<th>inf</th>
<th>iter</th>
<th>mflips</th>
<th>gap</th>
<th>inf</th>
<th>iter</th>
<th>mflips</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>exponential</td>
<td></td>
<td></td>
<td></td>
<td>quadratic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>min</td>
<td>7.6E-10</td>
<td>0</td>
<td>29</td>
<td>7.3</td>
<td>5.5E-10</td>
<td>0</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>2.6E-7</td>
<td>1.7E-9</td>
<td>31.1</td>
<td>8.3</td>
<td>1.7E-7</td>
<td>3.8E-10</td>
<td>27.6</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>6.7E-7</td>
<td>8.8E-9</td>
<td>36</td>
<td>10.2</td>
<td>8.9E-7</td>
<td>3.5E-9</td>
<td>31</td>
</tr>
<tr>
<td>1000</td>
<td>min</td>
<td>4.8E-12</td>
<td>0</td>
<td>32</td>
<td>16.9</td>
<td>4.4E-14</td>
<td>0</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>8.7E-8</td>
<td>1.1E-9</td>
<td>34.7</td>
<td>18.7</td>
<td>1.3E-8</td>
<td>1.8E-9</td>
<td>34.9</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>2.3E-7</td>
<td>9.0E-9</td>
<td>46</td>
<td>26.4</td>
<td>7.0E-8</td>
<td>8.0E-9</td>
<td>56</td>
</tr>
<tr>
<td>2000</td>
<td>min</td>
<td>1.4E-10</td>
<td>0</td>
<td>35</td>
<td>36.5</td>
<td>4.1E-15</td>
<td>0</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>1.6E-8</td>
<td>2.8E-9</td>
<td>40.0</td>
<td>44.3</td>
<td>4.3E-10</td>
<td>2.5E-9</td>
<td>41.4</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>4.0E-8</td>
<td>8.1E-9</td>
<td>49</td>
<td>58.6</td>
<td>2.2E-9</td>
<td>9.3E-9</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>arcsine</td>
<td></td>
<td></td>
<td></td>
<td>inverse</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>min</td>
<td>3.0E-11</td>
<td>0</td>
<td>29</td>
<td>7.4</td>
<td>1.2E-14</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>1.0E-7</td>
<td>2.6E-9</td>
<td>33.9</td>
<td>9.2</td>
<td>8.9E-8</td>
<td>6.2E-10</td>
<td>35.8</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>3.8E-7</td>
<td>1.0E-8</td>
<td>42</td>
<td>12.4</td>
<td>8.4E-7</td>
<td>4.2E-9</td>
<td>42</td>
</tr>
<tr>
<td>1000</td>
<td>min</td>
<td>7.2E-10</td>
<td>0</td>
<td>33</td>
<td>17.7</td>
<td>1.9E-14</td>
<td>0</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>1.4E-7</td>
<td>1.1E-9</td>
<td>37.5</td>
<td>20.8</td>
<td>6.4E-9</td>
<td>5.1E-10</td>
<td>40.2</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>6.1E-7</td>
<td>7.7E-9</td>
<td>42</td>
<td>23.7</td>
<td>5.1E-8</td>
<td>2.4E-9</td>
<td>50</td>
</tr>
<tr>
<td>2000</td>
<td>min</td>
<td>7.3E-10</td>
<td>0</td>
<td>38</td>
<td>40.5</td>
<td>1.2E-13</td>
<td>4.6E-11</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>5.2E-8</td>
<td>3.8E-9</td>
<td>41.8</td>
<td>46.8</td>
<td>3.0E-9</td>
<td>1.8E-9</td>
<td>47.0</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>2.0E-7</td>
<td>9.5E-9</td>
<td>47</td>
<td>54.1</td>
<td>1.9E-8</td>
<td>4.8E-9</td>
<td>75</td>
</tr>
</tbody>
</table>

*For n = 2000 one problem could not be solved with the required accuracy for the quadratic law, and three were not solved for the inverse law.

Table 3.6: Results for maximum likelihood problems, without clustering. For each size and law 10 problems were solved.
## 3.7. Computational results

| n   | cluster | gap   | inf | iter | mflop | exponential | quadratic |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
|-----|---------|-------|-----|------|-------|------------|-----------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| 500 | min     | 498   | 1.3E-11 | 0  | 28    | 7.2        | 495       | 1.0E-10 | 0     | 24    | 6.0    |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
|     | av      | 499.2 | 2.6E-7  | 1.3E-9 | 30.6  | 7.9        | 498.3     | 2.4E-7  | 2.5E-9 | 26.9  | 6.8    |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
|     | max     | 500   | 5.8E-7  | 8.8E-8 | 35    | 8.7        | 500       | 9.6E-7  | 9.8E-9 | 33    | 8.4    |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
| 1000| min     | 992   | 3.2E-8  | 0   | 28    | 14.3       | 988       | 1.5E-9  | 0     | 25    | 12.4   |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
|     | av      | 995.7 | 4.2E-7  | 1.7E-9 | 31.3  | 16.2       | 992.8     | 9.7E-8  | 1.1E-9 | 28.3  | 14.4   |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
|     | max     | 999   | 7.8E-7  | 8.1E-8 | 34    | 18.3       | 996       | 3.8E-7  | 6.3E-9 | 31    | 16.5   |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
| 2000| min     | 1974  | 2.4E-8  | 0   | 31    | 31.8       | 1962      | 3.2E-10 | 0     | 26    | 25.8   |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
|     | av      | 1981.0| 1.4E-7  | 1.8E-9 | 34.1  | 35.2       | 1973.2    | 5.0E-8  | 2.1E-9 | 31.4  | 31.9   |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
|     | max     | 1987  | 3.0E-7  | 7.7E-8 | 38    | 40.1       | 1981      | 1.9E-7  | 8.0E-9 | 38    | 40.3   |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
| arcsine | |        |         |       |       |           |           |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
| 500 | min     | 489   | 6.0E-12 | 0   | 29    | 7.9        | 497       | 6.0E-17 | 0     | 28    | 7.5    |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
|     | av      | 493.1 | 3.4E-8  | 0   | 31.9  | 8.9        | 499.1     | 1.1E-7  | 9.9E-10 | 34.1  | 9.6    |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
|     | max     | 497   | 1.7E-7  | 0   | 35    | 9.6        | 500       | 8.4E-7  | 4.7E-9 | 49    | 13.2   |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
| 1000| min     | 967   | 3.8E-10 | 0   | 32    | 17.5       | 990       | 1.0E-9  | 0     | 27    | 15.3   |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
|     | av      | 976.5 | 5.5E-9  | 0   | 34.4  | 19.7       | 996.0     | 2.0E-7  | 0     | 32.9  | 19.1   |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
|     | max     | 984   | 1.7E-8  | 0   | 40    | 23.2       | 998       | 9.8E-7  | 0     | 38    | 23.4   |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
| 2000| min     | 1893  | 8.1E-12 | 0   | 29    | 33.1       | 1976      | 2.3E-11 | 0     | 30    | 34.3   |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
|     | av      | 1917.2| 5.4E-8  | 9.4E-10 | 38.5  | 46.1       | 1985.7    | 1.6E-7  | 1.3E-10 | 38.7  | 46.9   |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
|     | max     | 1932  | 4.1E-7  | 9.3E-9 | 48    | 60.1       | 1993      | 7.4E-7  | 9.1E-10 | 51    | 69.1   |         |         |         |         |         |         |         |         |         |         |         |         |         |         |

Table 3.7: Results for maximum likelihood problems, with clustering. For each size and law 10 problems were solved.
Chapter 4

Target-following methods

In this chapter we propose a unifying framework, the 'target-following approach', for (the complexity analysis of) primal–dual interior point methods for linear programming, in which we incorporate many algorithms from the literature as well as some new methods we propose. We extend the approach to convex programming and variational inequalities, giving a first complexity proof for certain methods well known for linear programming, but not analyzed for nonlinear programming before.

4.1 Introduction

In Chapter 3 we analyzed a family of primal–dual affine scaling algorithms, using a direction having the property of combining centering and moving towards optimality. As discussed in Section 3.2 the main difference between affine scaling algorithms and path-following algorithms is that in the former the search–direction only depends on the given iterate, while the latter use reference–points (target–points) in the $v$–space (see Section 2.1.1). Not using targets may cause the step size to become extremely small if for some reason an iterate comes close to the boundary of the feasible region. This behavior can specifically be observed in the primal–dual affine scaling algorithm of Monteiro et al. [188] that does not contain a centering effect. In efficient primal–dual methods for linear programming (LP), developed by Monteiro and Adler [186], Kojima et al. [145], Lustig et al. [162, 163] and Mehrotra [176] among others, the central path is therefore used to keep the iterates sufficiently away from the boundary. So-called weighted paths have been used with the same objective in e.g., Den Hertog et al. [105], Ding and Li [47] and Mizuno [180]. In this chapter we propose the use of a different path, that, unlike the weighted paths improves the centering along the path. More specifically, such a path may start in any non-central point but is tangential to the central path in the limit. The path can be viewed as a continuous extension of the primal–dual Dikin-affine scaling direction. A path-following algorithm is developed that uses such a path as a guideline to optimality; this will be called the Dikin-path-following algorithm. We stress that centering is very important in interior point methods. A sequence of iterates that approximate the central path (in the limit) will generate points converging to the analytic center of the optimal face (Güler and Ye [98]). It is well known that this center is a strictly complementary solution, thereby defining the optimal partition of the problem, which is very useful in sensitivity analysis (see Chapter 2). Also, the asymptotic analysis of certain interior point methods uses the centering to prove superlinear or quadratic convergence of algorithms, e.g., [89, 90].

The analysis of the new Dikin-path-following method offers a general framework for the convergence analysis of primal–dual interior point methods. This framework is general
enough to apply to very diverse existing methods and still yield simple convergence proofs. The methods being analyzable in this context are called target-following. These methods appeared to be closely related to the methods using $\alpha$-sequences developed by Mizuno [180, 182] for LCPs. The basic observation for the development and analysis of target-following methods is contained in Theorem 2.1.5. To be more specific we use the LP problem in standard form

\[
\text{(P)} \quad \min_x \left\{ c^T x : Ax = b, \ x \geq 0 \right\},
\]

and its dual

\[
\text{(D)} \quad \max_{y,s} \left\{ b^T y : A^T y + s = c, \ s \geq 0 \right\}.
\]

Under the assumption of the existence of a positive primal–dual pair for (P) and (D) the system

\[
\begin{align*}
Ax &= b, \ x > 0 \\
A^T y + s &= c, \ s > 0 \\
x s &= \bar{v}^2,
\end{align*}
\]

has a unique solution for any $\bar{v} \in \mathbb{R}^{n}_{++}$, see Theorem 2.1.5. The existence of the solution follows from the observation (cf. Theorem 2.1.11) that the given system is the KKT–system for minimizing the weighted logarithmic barrier function

\[
f(x, s; \bar{v}) = x^T s - \sum_{i=1}^{n} \bar{v}_i^2 \ln x_i s_i.
\]

Recall from Section 2.1.1 that the $v$–space of a given LP problem is defined as the space of the square roots of the complementary products of positive primal–dual pairs:

\[
V = \{ v \in \mathbb{R}^n : v_i = \sqrt{x_i s_i}, \ Ax = b, \ A^T y + s = c, \ x > 0, \ s > 0 \}.
\]

Note that if $v = \sqrt{x s}$ then $\|v\|^2 = x^T s$, so in the $v$–space the points with constant norm represent all positive primal–dual pairs with a fixed duality gap. Observe that all optimal pairs $(x, s)$ correspond to the vector $v = 0$. The image of the central path in the $v$–space is the main diagonal; also the image of the weighted path that passes through an initial point $(x^{(0)}, s^{(0)})$ is the positive ray passing through $v^{(0)} = \sqrt{x^{(0)} s^{(0)}}$. Atkinson and Vaidya [11] discuss how the efficiency of Newton’s method is affected by differences in the elements of a weight–vector. They give a simple example demonstrating that when the ratio between the smallest and the largest weight decreases, the region where Newton’s method converges gets smaller. Hence, a natural way of measuring the closeness of a point to the central path appears to be this ratio, which is denoted as

\[
\omega(\bar{v}) := \frac{\min(\bar{v})}{\max(\bar{v})}.
\]

Note that $0 < \omega(\bar{v}) \leq 1$, with equality if and only if $\bar{v}$ is on the central path. To combine centering and improving complementarity we will be interested in trajectories of which the image in the $v$–space passes through $v^{(0)}$ and is tangent to the main diagonal at the origin of the positive orthant.
4.1. Introduction

To analyze primal–dual algorithms we focus on a few general concepts. The basic algorithmic step in path-following primal–dual interior point methods is a Newton step in the \((x,s)\)-space. This step is defined with respect to some target (point) \(\bar{v}\) in the \(v\)-space. The fundamental property in interior point methods is that the step is feasible (i.e., preserves the interior point property) if the current iterate \((x,s)\) is close enough to the target \(\bar{v}\), where closeness is defined with some appropriate measure of proximity. With this in mind, we can define the concept of a target-sequence, by which we mean any sequence of vectors in the \(v\)-space. A traceable target-sequence is a target-sequence with the property that: (i) it can be approximated, in the sense of the above mentioned proximity measure, by a sequence of points in the \((x,s)\)-space, such that (ii) successive points in the \((x,s)\)-space are obtained by some ‘easy’ computations such as one or a few Newton steps. If the target-sequence converges to some point, then we may enforce convergence of the associated \((x,s)\)-sequence to the target limit. We now define a target-following algorithm as an algorithm that generates iterates \((x^{(k)},s^{(k)})\) which are close to their corresponding targets \(\bar{v}^{(k)}\). In the standard (central) path-following methods the targets are points on the central path. Then the (traceable) target-sequence is determined by

\[
\bar{v}^{(0)} = \mu_0 \epsilon, \quad \bar{v}^{(k+1)} = \sqrt{1 - \theta_k \bar{v}^{(k)}},
\]

for certain values \(\mu_0 > 0\) and \(0 \leq \theta_k \leq 1\), where \(k\) is the iteration number. A weighted-path following algorithm has a given \(\bar{v}^{(0)} > 0\) and sets \(\bar{v}^{(k+1)} = \sqrt{1 - \theta_k \bar{v}^{(k)}}\). The one-to-one correspondence between points in the \(v\)-space and positive primal–dual pairs \((x,s)\) suggests that, to solve the LP problem, we can follow any sequence of targets \(\{\bar{v}^{(k)}\}\) in the \(v\)-space for which \(e^T(\bar{v}^{(k)})^2\) tends to zero, hence leads to optimality. The same methodology can be used to solve other problems, like computing weighted centers. Note that a target-sequence may consist of an infinite as well as a finite number of targets; a target-sequence can be predetermined, but also adaptively constructed during the algorithm.

The striking feature of the convergence analysis we propose is that it is essentially performed in the \(v\)-space. We express a simple condition on the target-sequence to be traceable by a sequence of primal–dual pairs \((x,s)\). By verifying that a given target-sequence satisfies the condition, we have a simple methodology to derive complexity bounds. The general results are developed in Section 4.2. In this way we are able to analyze and prove convergence of a great variety of algorithms (see Sections 4.2.3 and 4.2.4) such as two variants of the Dikin–path-following method (cf. Chapter 3), the standard path-following method [145, 186], the weighted path-following method [47], a variant of the cone-affine scaling algorithm [230], a variant of Freund’s shifted barrier method [50], algorithms for computing analytic centers [101, 180] and algorithms for computing weighted centers [11, 182]. The convergence proofs are short and similar, thereby demonstrating the unifying value of an analysis focusing on the \(v\)-space.

Whereas the applications considered so far are all short-step methods, we show how to transfer the target-following methodology to long-step algorithms (cf. Roos and Vial [215], Gonzaga [86], Den Hertog [101] and Jansen et al. [121]). In the analysis in Section 4.3 we introduce a weighted logarithmic barrier function which serves the role of a proximity measure between primal–dual pairs and targets in the \(v\)-space. One of the striking outcomes will be that the complexity of long-step methods is negatively influenced by the use of weights.
Chapter 4. Target-following methods

For convex nonlinear programming (NLP) Nesterov and Nemirovskii [199] gave an analysis of the standard (primal) short-step logarithmic barrier method. They introduced the self-concordance (smoothness) condition (Definition 3.5.16), which generalizes earlier conditions by Zhu [263] and Jarre [124], and is generally accepted as the one suitable for the analysis of short-step methods. In Section 4.4 we show that the target-following framework can be applied to convex programming problems as well, thereby generalizing the analysis of Nesterov and Nemirovskii [199] to interior point methods not necessarily following the central path. Here, we use the fact that the primal–dual system (4.1) is also the KKT–system for minimizing the primal (or dual) barrier function over the primal (dual) feasible region. The main difference of our analysis compared to the one in [199] is that in our case the self-concordance parameters are not constant but change from one iteration to another, depending on the change in the targets. As far as we know, many of the methods we analyze in this section have been analyzed and applied to LP, but not analyzed for NLP problems.

Nesterov and Nemirovskii [199] also consider variational inequalities, which is a class of problems including as special cases many equilibrium problems in economics, transportation planning and game-theory, as well as convex programming itself (for a survey see Harker and Pang [99]). The variational inequality is not an optimization problem, but a feasibility problem. Still, in [199] it is shown how an interior point method can be adopted to (approximately) solve the problem. In Section 4.5 we generalize these results to the target-following setting. The observation that for the analysis of variational inequalities no objective function is involved, implies that we do not need to consider a barrier function explicitly. Instead, we show that it suffices to apply mappings that have the same self-concordance type properties as gradients of a barrier function; we will call such mappings self-concordant barrier-operators. The advantage of this approach is that it provides a way of dealing with non-central path-following methods for cones other than the nonnegative orthant, as the cone of positive semidefinite matrices and the second order cone.

4.2 Short-step primal–dual algorithms for LP

4.2.1 Directions in $v$–space and $(x, s)$–space

In this section we analyze the (iteration) complexity of primal–dual methods for LP that follow a traceable target-sequence. Methods of this type have an iterative nature, meaning that in every iteration a direction is computed that leads from the current iterate to the next. Let $(x, s)$ be a pair of primal–dual interior-feasible solutions, and let $v$ be the corresponding point in the $v$–space, i.e., $v = \sqrt{xs}$. Furthermore, let $\bar{v}$ be the current target-point in the $v$–space. Our aim is to find an approximate solution of the system of equations (4.1), or stated otherwise, we seek directions $(\Delta x, \Delta y, \Delta s)$ such that

$$A(x + \Delta x) = b,$$
$$A^T(y + \Delta y) + s + \Delta s = c,$$
$$(x + \Delta x)(s + \Delta s) = \bar{v}^2.$$
4.2. Short-step primal–dual algorithms for LP

Applying Newton’s method to this system we remove the nonlinear term in the last equation and obtain the following relations for the displacements:

\[
\begin{align*}
A \Delta x &= 0, \\
A^T \Delta y + \Delta s &= 0, \\
x \Delta s + s \Delta x &= \tilde{v}^2 - v^2.
\end{align*}
\]  

(4.3)

For the analysis it is convenient to work in scaled space as has become more or less standard in the literature on primal–dual methods for LP (see Gonzaga [88]). To this end we introduce the vector

\[d := \sqrt{x s^{-1}}.\]

Using \(d\) we can rescale both \(x\) and \(s\) to the same vector, namely \(v\):

\[d^{-1} x = ds = v.\]

The main property of the scaling is that it maps both \(x\) and \(s\) to the vector \(v\); this property is extended to a nonlinear setting by Nesterov and Todd [200]. We also use \(d\) to rescale \(\Delta x\) and \(\Delta s\):

\[p_x := d^{-1} \Delta x, \quad p_s := d \Delta s.\]

Note that the orthogonality of \(\Delta x\) and \(\Delta s\) implies that \(p_x\) and \(p_s\) are orthogonal as well. In scaled space, the search–directions \(p_x\) and \(p_s\) are orthogonal components of a vector. Indeed, we may write

\[x \Delta s + s \Delta x = x d^{-1} d \Delta s + s d d^{-1} \Delta x = v(p_x + p_s).\]

Obviously \(\Delta y\) should not be scaled, hence we define \(p_y = \Delta y\). So, Newton’s direction is determined by the following linear system:

\[
\begin{align*}
AD p_x &= 0, \\
DAT p_y + p_s &= 0, \\
p_x + p_s &= v^{-1} (\tilde{v}^2 - v^2).
\end{align*}
\]

(4.4)

Denoting

\[p_v := v^{-1} (\tilde{v}^2 - v^2),\]

we have \(p_x + p_s = p_v\), and \(p_x\) and \(p_s\) are simply the orthogonal decomposition of \(p_v\) in the nullspace of \(AD\) and the row space of \(AD\) respectively. Note that this is established by the scaling with \(d\). We mention here that this is the last time that the data \(A, b, c\) explicitly appear in this section, and that the data only come in via an initial starting point. This has the advantage that we work completely in the \(v\)–space from now on.

4.2.2 Analysis of the Newton step

Since we will use Newton’s method for following a traceable target–sequence we need to analyze its behavior. Let us define the vector \(q_v\) as follows:

\[q_v := p_x - p_s.\]
Note that the orthogonality of $p_z$ and $p_s$ implies that $\|q_v\| = \|p_v\|$. We also have

\[
\begin{align*}
p_z &= \frac{1}{2} (p_v + q_v), \\
p_s &= \frac{1}{2} (p_v - q_v),
\end{align*}
\]
whence

\[p_z p_s = \frac{1}{4} (p_v^2 - q_v^2). \tag{4.5}\]

The product $p_z p_s$ plays an important role in the analysis. It represents the second order effect in the Newton step, which needs to be small to prove efficiency of Newton’s method. Indeed,

\[(x + \Delta x) (s + \Delta s) = xs + x \Delta s + s \Delta x + \Delta x \Delta s = v^2 + vp_v + p_z p_s = \overline{v}^2 + v_p^2.
\]

Unless the nonlinear term $\Delta x \Delta s$ (that was left out in (4.3) to obtain a linear system) is zero, the vector of complementarity products after the step will not be exactly $\overline{v}^2$. We relate the euclidean and the infinity norms of this product to the norm of $p_v$ as follows (cf. Lemma 3.3.3; a similar lemma for the case $\overline{v}$ is on the central path is proved by Mizuno et al. [185]).

**Lemma 4.2.1** It holds $\|p_z p_s\|_\infty \leq \|p_v\|^2 / 4$ and $\|p_z p_s\| \leq \|p_v\|^2 / (2 \sqrt{2})$.

**Proof:** Using (4.5) we may write

\[
\|p_z p_s\|_\infty \leq \frac{1}{4} \max \left( \|p_v\|_\infty^2, \|q_v\|_\infty^2 \right) \leq \frac{1}{4} \max \left( \|p_v\|^2, \|q_v\|^2 \right) = \frac{1}{4} \|p_v\|^2.
\]

Using (4.5) once more we obtain

\[
\begin{align*}
\|p_z p_s\|^2 &= e^T (p_z p_s) = \frac{1}{16} e^T (p_v^2 - q_v^2)^2 = \frac{1}{16} \|p_v^2 - q_v^2\|^2 \\
&\leq \frac{1}{16} \left( \|p_v^2\|^2 + \|q_v^2\|^2 \right) \leq \frac{1}{16} \left( \|p_v\|^4 + \|q_v\|^4 \right) = \frac{1}{8} \|p_v\|^4.
\end{align*}
\]

This proves the lemma.

In the analysis of target-following algorithms we need a measure for the proximity of the current iterate $v$ to the current target $\overline{v}$. For this purpose we introduce the following proximity measure:

\[
\delta(v; \overline{v}) := \frac{1}{2 \min(\overline{v})} \|p_v\| = \frac{1}{2 \min(\overline{v})} \|\overline{v}^2 - v^2\|. \tag{4.6}
\]

We point out that this proximity measure is in the spirit of the Roos–Vial measure [216], and the primal–dual measures discussed in Jansen et al. [121]; note that it is not symmetric in the iterate $v$ and the target $\overline{v}$. Defining

\[
u := \frac{\overline{v}}{v}, \tag{4.7}
\]
the measure can be rewritten as

\[
\delta(v; \overline{v}) = \frac{1}{2 \min(\overline{v})} \left\| v^{-1} \left( \overline{v}^2 - v^2 \right) \right\| = \frac{1}{2 \min(\overline{v})} \left\| \overline{v} \left( u - u^{-1} \right) \right\|. \tag{4.8}
\]
If \( \tilde{v}^2 = \mu e \) for some positive \( \mu \) then the measure is
\[
\delta(v; \tilde{v}) = \frac{1}{2} \left\| u - u^{-1} \right\|,
\]
which is up to the factor 1/2 equal to the proximity measure used in [121]. A similar measure, namely
\[
\frac{1}{2 \min(\tilde{v})} \left\| \frac{\tilde{v}^2 - v^2}{\tilde{v}} \right\|
\]
was used by Mizuno [180, 182]. This proximity measure differs from ours by a factor involving
\[
\|u\|_\infty = \left\| \frac{\tilde{v}}{v} \right\|_\infty \quad \text{and} \quad \|u^{-1}\|_\infty = \left\| \frac{\tilde{v}}{\tilde{v}} \right\|_\infty.
\]
The next lemma is concerned with bounding these quantities. Moreover, our analysis will show that these quantities are very important for the proximity in the \( v \)-space.

**Lemma 4.2.2** Let \( \delta := \delta(v; \tilde{v}) \) and \( u \) as defined in (4.6) and (4.7). Then it holds
\[
\frac{1}{\rho(\delta)} \leq u_i \leq \rho(\delta), \quad i = 1, \ldots, n,
\]
where
\[
\rho(\delta) := \delta + \sqrt{1 + \delta^2}.
\]

**Proof:** Observe that
\[
\delta = \frac{1}{2 \min(\tilde{v})} \left\| \tilde{v} \left( u - u^{-1} \right) \right\| \geq \frac{1}{2 \min(\tilde{v})} \min(\tilde{v}) \left\| u - u^{-1} \right\| = \frac{1}{2} \left\| u - u^{-1} \right\|.
\]
So, for each \( i, 1 \leq i \leq n, \)
\[-2\delta \leq u_i^{-1} - u_i \leq 2\delta.
\]
Since \( u_i \) is positive, this is equivalent to
\[-2u_i\delta \leq 1 - u_i^2 \leq 2u_i\delta,
\]
or
\[u_i^2 - 2u_i\delta - 1 \leq 0 \leq u_i^2 + 2u_i\delta - 1.
\]
One easily verifies that this is equivalent to \( \rho(\delta)^{-1} \leq u_i \leq \rho(\delta) \). This proves the lemma. \( \square \)

We proceed by investigating when the (full) Newton step to the target point \( \tilde{v} \) can be made without becoming infeasible, i.e., under which conditions the new iterates \( x^+ := x + \Delta x \) and \( s^+ := s + \Delta s \) are positive.

**Lemma 4.2.3** The Newton step is feasible if \( \|\tilde{v}^{-2}p_xp_s\|_\infty < 1 \). This condition is satisfied if \( \delta := \delta(v; \tilde{v}) < 1 \).
Proof: Let $0 \leq \alpha \leq 1$ be a step length along the Newton direction. Define $x(\alpha) = x + \alpha \Delta x$ and $s(\alpha) = s + \alpha \Delta s$. Then we have

\[
x(\alpha)s(\alpha) = (v + \alpha p_x)(v + \alpha p_s) = v^2 + \alpha v(p_x + p_s) + \alpha^2 p_x p_s = v^2 + \alpha(v^2 - v^2) + \alpha^2 p_x p_s = v^2(1 - \alpha) + \alpha v^2\left(\epsilon + \alpha v^{-2}p_x p_s\right).\tag{4.10}
\]

We obtain that $x(\alpha)s(\alpha) > 0$ if $\|v^{-2}p_x p_s\|_\infty < 1$ and $\alpha \leq 1$, which proves the first statement. The condition on $\delta$ follows from the observation

\[
\left\|p_x p_s\right\|_\infty \leq \frac{\|p_x p_s\|_\infty}{\min(v)^2} \leq \frac{\|p_0\|^2}{4 \min(v)^2} = \delta^2.
\]

where the last inequality follows from Lemma 4.2.1. \hfill \Box

Letting $\alpha = 1$ in (4.10) and denoting $(v^+)^2 = x^+ s^+$ we get the useful relation

\[
(v^+)^2 = \bar{v}^2 + p_x p_s.	ag{4.11}
\]

The following lemma shows that if the current iterate $v$ is close enough to the target $\bar{v}$, then the Newton step ensures quadratic convergence of the proximity measure.

**Lemma 4.2.4** Assume that $\delta := \delta(v; \bar{v}) < 1$ and let $v^+$ result from a Newton step at $v$ with respect to $\bar{v}$. Then it holds

\[
\delta(v^+; \bar{v})^2 \leq \frac{\delta^4}{2(1 - \delta^2)}.
\]

**Proof:** Lemma 4.2.3 implies that $x^+$ and $s^+$ are feasible. For the calculation of $\delta(v^+; \bar{v})$ we need $v^+$. From (4.11) and Lemma 4.2.1 we get

\[
\min(v^+)^2 \geq \min(v^{-})^2 - \|p_x p_s\|_\infty \geq \min(v)^2 - \frac{1}{4} \|p_v\|^2 = \min(v)^2(1 - \delta^2).	ag{4.12}
\]

Using this relation, (4.8) and (4.11) we derive

\[
\delta(v^+; \bar{v})^2 = \frac{1}{4 \min(v)^2} \left\|(v^+)^{-1}(v^2 - (v^+)^2)\right\|^2 = \frac{1}{4 \min(v)^2} \left\|(v^+)^{-1}p_x p_s\right\|^2 \leq \frac{1}{4 \min(v)^2 \min(v^+)^2}.
\]

Substitution of the bounds in Lemma 4.2.1 and (4.12) yields

\[
\delta(v^+; \bar{v})^2 \leq \frac{1}{32 \min(v)^2} \frac{\|p_v\|^4}{\min(v)^2(1 - \delta^2)}.
\]

Performing the substitution $\|p_v\| = 2 \min(v) \delta$ gives

\[
\delta(v^+; \bar{v})^2 \leq \frac{\delta^4}{2(1 - \delta^2)},
\]

which proves the lemma. \hfill \Box

For $\delta := \delta(v; \bar{v}) < \sqrt{2}/3$ it holds $\delta(v^+; \bar{v}) < \delta$, implying convergence of the sequence of Newton steps, while for $\delta < 1/\sqrt{2}$ it holds $\delta(v^+; \bar{v}) < \delta^3$, guaranteeing quadratic convergence. The Newton step has another important property, namely that the duality gap after the step has the same value as the gap in the target $\bar{v}$. 


Lemma 4.2.5 Let the primal-dual feasible pair \((x^+, s^+)\) be obtained from a full Newton step with respect to \(\bar{v}\). The corresponding duality gap achieves its target value: \((x^+)^T s^+ = \|\bar{v}\|^2\).

Proof: Using (4.11) and orthogonality of \(p_x\) and \(p_s\) we have
\[
(x^+)^T s^+ = e^T (v^+)^2 = e^T \bar{v}^2 + p_x^T p_s = e^T \bar{v}^2 = \|\bar{v}\|^2.
\]

This lemma has two important implications. First, if subsequent Newton steps would be taken with \(\bar{v}\) fixed then the duality gap would remain constant. Furthermore, if we take only full Newton steps in an algorithm (as is typically done in short-step methods) we do not have to bother about the duality gap in the iterates themselves, it suffices to consider the duality gap in targets.

To complete the general results we analyze the effect on the proximity measure of a Newton step followed by an update in the target. This is technically a bit more easy than analyzing the effect of an update in the target followed by a Newton step, since now we can just use \(p_v\) as defined before. Although the latter might seem more natural both approaches are of course equivalent. We perform the analysis in a general setting, such that in the sequel it will be an easy task to apply this theorem and derive polynomial complexity bounds for various applications.

Theorem 4.2.6 Let \(v\) and \(\bar{v}\) be such that \(\delta := \delta(v; \bar{v}) \leq 1/2\). Let \(v^+\) be obtained from \(v\) by a full Newton step with respect to \(\bar{v}\) and let \(\bar{v}^+ \in \mathbb{R}_{++}^n\) be arbitrary. Then
\[
\delta(v^+; \bar{v}^+) \leq \frac{\sqrt{6}}{2} \delta(v; \bar{v}^+) + \frac{1}{2\sqrt{6}} \frac{\min(\bar{v})}{\min(\bar{v}^+)}. \tag{4.13}
\]

Proof: From Lemma 4.2.3 it follows that \(v^+\) is well-defined. By definition we have
\[
\delta(v^+; \bar{v}^+) = \frac{1}{2 \min(\bar{v}^+)} \left\| \frac{(\bar{v}^+)^2 - (v^+)^2}{v^+} \right\|.
\]
Recall from (4.11) that \((v^+)^2 = \bar{v}^2 + p_x p_s\) and from (4.12) that
\[
\min(v^+)^2 \geq \min(\bar{v})^2 (1 - \delta^2). \tag{4.13}
\]

Using these and Lemmas 4.2.1 and 4.2.2 gives
\[
\delta(v^+; \bar{v}^+) \leq \frac{1}{2 \min(\bar{v}^+)} \left\| \frac{(\bar{v}^+)^2 - \bar{v}^2}{\bar{v}} \right\| + \frac{1}{2 \min(\bar{v}^+)} \left\| p_x p_s \right\|
\leq \delta(v; \bar{v}^+) \left\| \frac{\bar{v}}{v^+} \right\|_{\infty} + \frac{1}{2 \min(\bar{v}^+) \min(v^+)} \frac{\delta^2}{\sqrt{2} \min(\bar{v}^+) \min(v^+)}
\leq \delta(v; \bar{v}^+) \rho(\delta(v^+; \bar{v})) + \frac{\min(\bar{v})^2}{\sqrt{2} \min(\bar{v}^+) \min(v^+)} \frac{\delta^2}{\sqrt{2} \min(\bar{v}^+) \min(v^+)}
\leq \delta(v; \bar{v}^+) \rho(\delta(v^+; \bar{v})) + \frac{\min(\bar{v})^2}{\min(\bar{v}^+) \sqrt{2} (1 - \delta^2)}.
\]
where the last inequality follows from (4.13). Finally, from Lemma 4.2.4 we obtain

$$
\delta(v^+; \overline{v}) \leq \frac{\delta^2}{\sqrt{2(1-\delta^2)}}.
$$

Substituting $\delta \leq 1/2$ yields $\delta^2/\sqrt{2(1-\delta^2)} \leq 1/(2\sqrt{6})$ and $\rho(\delta(v^+; \overline{v})) \leq \sqrt{6}/2$. This gives the required bound. \qed

We will later apply this theorem several times in the following way. Given $v$ close to a target $\overline{v}$ such that $\delta(v; \overline{v}) < 1/2$, we need to determine a condition on the new target $\overline{v}^+$ such that $v^+$ will be in the region of quadratic convergence around $\overline{v}^+$, in other words, such that $\delta(v^+; \overline{v}^+) < 1/2$. The theorem implies that this can be done measuring the proximity $\delta(\overline{v}; \overline{v}^+)$ between the targets, and the ratio $\min(\overline{v})/\min(\overline{v}^+)$.  

### 4.2.3 Algorithms using Dikin–affine steps

**Motivation**

In Section 3.3 we introduced the primal–dual Dikin–affine scaling direction at $\overline{v}$ using the solution of the subproblem

$$
\min_{\Delta v} \{ \overline{v}^T \Delta v : \| \overline{v}^{-1} \Delta v \| \leq 1 \},
$$

defined in the $v$–space. This problem can be interpreted as finding the direction in the $v$–space that aims at a maximum decrease in the duality gap within the Dikin–ellipsoid in the $v$–space. The solution $\Delta v$ is given by $-\overline{v}^3/\|\overline{v}^3\|$. Let us now use the vector field of the primal–dual Dikin direction and its associated set of trajectories. The equation of the trajectory passing through $\overline{v} \in \mathbb{R}_{++}^n$ and tangent to the vector field is given by

$$
\Phi(t; \overline{v}) = \frac{\overline{v}}{\sqrt{v^2 t + e}}, \quad t \geq 0. \tag{4.14}
$$

It holds $\Phi(0; \overline{v}) = \overline{v}$ and, for $t \to \infty$, $\Phi(t; \overline{v})$ tends to zero tangentially to the vector $e$. We first show that $\Phi(t; \overline{v})$ defines a path in the $v$–space, henceforth called the Dikin–path starting at $\overline{v}$, and derive some interesting properties.

**Lemma 4.2.7** Let $\Phi(t; \overline{v})$ be as defined in (4.14).

(i) For any $t_1, t_2 \geq 0$ it holds

$$
\Phi(t_1 + t_2; \overline{v}) = \Phi(t_2; \Phi(t_1; \overline{v}));
$$

(ii) For any $t \geq 0$ it holds that if $\overline{v}_i \leq \overline{v}_j$ then $\Phi_i(t; \overline{v}) \leq \Phi_j(t; \overline{v})$;

(iii) For any $t \geq 0$ it holds $\omega(\Phi(t; \overline{v})) \geq \omega(\overline{v})$, where $\omega(\cdot)$ is defined in (4.2).

**Proof:** (i) It holds

$$
\Phi(t_1 + t_2; \overline{v})^2 = \frac{\overline{v}^2}{v^2(t_1 + t_2) + e} = \frac{\overline{v}^2}{v^2 t_1 + e} \frac{v^2}{t_2 + e} = \Phi(t_2; \Phi(t_1; \overline{v}))^2.
$$
(ii) If $\bar{v}_i \leq \bar{v}_j$ then it also holds $\bar{v}_i^2(\bar{v}_i^2 t + 1) \leq \bar{v}_j^2(\bar{v}_j^2 t + 1)$, from which the statement follows.

(iii) Using the fact from (ii) that the ordering of the coordinates of $\bar{v}$ is the same along the path we have

$$\omega(\Phi(t; \bar{v})) = \frac{\min(\Phi(t; \bar{v}))}{\max(\Phi(t; \bar{v}))} = \frac{\min(\bar{v})}{\max(\bar{v})} \sqrt{\frac{\max(\bar{v})^2 t + 1}{\min(\bar{v})^2 t + 1}} = \omega(\bar{v}) \sqrt{\frac{\max(\bar{v})^2 t + 1}{\min(\bar{v})^2 t + 1}} \geq \omega(\bar{v}).$$

We consider two algorithms. The first is called a Dikin-path-following method. Given an initial target $\bar{v}^{(0)}$, the other targets will all be at the Dikin-path starting at $\bar{v}^{(0)}$. The second algorithm we consider uses the tangent at $\bar{v}^{(0)}$ and moves the target with a certain step size in this direction. This brings the new target to a different Dikin-path, from which the algorithm proceeds, see Figure 4.1. We will show that from a complexity point of view both algorithms behave similarly. Observe, that in the case of a weighted path-following method both approaches are equivalent.

![Figure 4.1: The Dikin-path-following in the $v$–space uses targets $\bar{v}^{(k)}$; the algorithm using Dikin steps has targets $\delta^{(k)}$ on different paths.](image)

**Algorithm 1, properties and complexity**

Let the initial target be denoted by $\bar{v}^{(0)}$ and let $(x^{(0)}, s^{(0)})$ be such that for $v^{(0)} := \sqrt{x^{(0)} s^{(0)}}$ we have $\delta(v^{(0)}; \bar{v}^{(0)}) \leq 1/2$. The target-sequence is determined by values $t_k > 0$ and the targets are defined by

$$\bar{v}^{(k)} := \Phi(t_k, \bar{v}^{(k-1)}).$$

In view of Lemma 4.2.7(ii) we assume

$$\min(\bar{v}^{(0)}) = \bar{v}_1^{(0)}, \quad \max(\bar{v}^{(0)}) = \bar{v}_n^{(0)},$$
and know that the ordering of the elements of \( \mathbf{v} \) is the same for all targets. Since we are interested in the behavior of Newton's method per iteration we just denote \( \mathbf{v} := \mathbf{v}^{(k-1)} \), \( \mathbf{v}^+ := \mathbf{v}^{(k)} \) and \( t := t_k \). We also use \( \overline{\omega} := \omega(\mathbf{v}) \) (recall the definition from (4.2)). Taking for \( \Delta x \) and \( \Delta s \) the displacements according to a full Newton step with respect to the target-point \( \mathbf{v} \), we can now formally state the algorithm as in Figure 4.2.

---

**Input**

\((x^{(0)}, s^{(0)})\): the initial pair of interior-feasible solutions;

**Parameters**

\(\epsilon\) is the accuracy parameter;

\(t\) is the step size (default value \(\overline{\omega}/(3\sqrt{n}v^2_n)\));

**begin**

\[ x := x^{(0)}; \quad s := s^{(0)}; \quad \mathbf{v} := \sqrt{x^s}; \]

\[ \textbf{while} \quad x^t s > \epsilon \quad \textbf{do} \]

\[ \mathbf{v} := \mathbf{v}/\sqrt{\mathbf{v}^2 t + \epsilon}; \]

compute \((\Delta x, \Delta s)\) from (4.3);

\[ x := x + \Delta x; \]

\[ s := s + \Delta s; \]

**end**

**end.**

---

**Figure 4.2: Dikin-path-following algorithm.**

From Section 4.2.2 it is clear that the only thing remaining to analyze a target-following method, is to guarantee that a sufficiently large step size in the \( v \)-space can be taken, and to use this to compute the number of steps needed by the algorithm. Specifically, we should check for which value of \( t \) the conditions of Theorem 4.2.6 hold.

**Lemma 4.2.8** Let \( \mathbf{v}^+ \) result from a step along the Dikin-path with step size \( t := \overline{\omega}/(3\sqrt{n}v^2_n) \). Then

\[ \frac{\min(\mathbf{v})}{\min(\mathbf{v}^+)} \leq \frac{9}{8} \quad \text{and} \quad \delta(\mathbf{v}; \mathbf{v}^+) \leq \frac{1}{6}. \]

**Proof:** Using \( \min(\mathbf{v}) = \mathbf{v}_1 \) and \( \min(\mathbf{v}^+) = \mathbf{v}_1^+ \), the first bound follows from

\[ \frac{\mathbf{v}_1}{\mathbf{v}_1^+} = \sqrt{\mathbf{v}_1^2 t + 1} = \sqrt{\mathbf{v}^3/(3\sqrt{n})} + 1 \leq \sqrt{\frac{1}{3\sqrt{2}}} + 1 < \frac{9}{8}. \]

Furthermore

\[ \delta(\mathbf{v}; \mathbf{v}^+) = \frac{1}{2\mathbf{v}_1^+} \left\| \mathbf{v}^{-1} (\mathbf{v}^+)^2 - \mathbf{v}^2 \right\| = \frac{\sqrt{\mathbf{v}_1^2 t + 1}}{2\mathbf{v}_1} \left\| \frac{\mathbf{v}^3}{\mathbf{v}^2 t + \epsilon} \right\| \]

\[ \leq \frac{\sqrt{\omega^3/(3\sqrt{n}) + 1}}{2\mathbf{v}_1} \frac{\overline{\omega}}{3\sqrt{n}v^2_n \overline{\omega}^3/(3\sqrt{n}) + 1} \overline{\omega} \frac{v^3_n}{1} \overline{\omega} \frac{v^3_n}{6} \overline{\omega} \frac{v^3_n}{(3\sqrt{n}) + 1} \leq \frac{1}{6}. \]
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This completes the proof.

Assuming $\delta(v; \overline{v}) < 1/2$, combining Theorem 4.2.6 with Lemma 4.2.8 shows that we can compute $v^+$ in one Newton step such that $\delta(v^+; \overline{v}^+) < 1/2$. We proceed by considering the reduction of the duality gap in the algorithm. Recall from Lemma 4.2.5 that after a full Newton step the duality gap attains its target value, so we only need to consider the duality gaps $e^T \overline{v}^2$ resulting from successive target values. Using this, we prove the following theorem.

**Theorem 4.2.9** Let $(x^{(0)}, s^{(0)})$ be a given initial point and let
\[
\overline{v}^{(0)} := \sqrt{x^{(0)} s^{(0)}} \quad \text{and} \quad \omega_0 := \omega(\overline{v}^{(0)}).
\]

If the step size $t$ has in every iteration the value $\omega/(3\sqrt{n}\overline{v}^2_n)$ then after at most
\[
\mathcal{O} \left( \frac{\sqrt{n}}{\omega_0^3} \ln \left( \frac{(x^{(0)})^T s^{(0)}}{\epsilon} \right) \right)
\]
iterations the Dikin-path–following algorithm stops with a positive primal–dual pair $(x^*, s^*)$ satisfying $(x^*)^T s^* \leq \epsilon$.

**Proof:** At the start of the algorithm the duality gap is given by
\[
(x^{(0)})^T s^{(0)} = \|\overline{v}^{(0)}\|^2.
\]

If, as before, the target–point at the beginning of some iteration is denoted as $\overline{v}$ and at the end of the same iteration as $\overline{v}^+$, then we have
\[
e^T(\overline{v}^+)^2 = e^T \left( \frac{\overline{v}^2}{\overline{v}^2 t + \epsilon} \right) \leq \frac{e^T \overline{v}^2}{\overline{v}^2 t + 1} = \frac{e^T \overline{v}^2}{\omega^3/(3\sqrt{n}) + 1},
\]
where $\omega := \omega(\overline{v})$. Since $\omega \geq \omega_0$ by Lemma 4.2.7(iii), at each iteration the duality gap is reduced by at least the factor
\[
\frac{1}{1 + \omega_0^3/(3\sqrt{n})}.
\]
From this the theorem follows.

The theorem implies that the target–following algorithm runs in $\mathcal{O}(\sqrt{n} \ln 1/\epsilon)$ iterations whenever $(x^{(0)})^T s^{(0)} = \mathcal{O}(1)$ and $\omega_0 = \Omega(1)$. Unfortunately, whenever $\omega_0$ is smaller than $\mathcal{O}(1)$ the complexity bound is heavily negatively influenced. We will later show how the bound can be improved by adjusting the analysis and using the fact that the proximity $\omega$ increases along the Dikin–path.

**Algorithm 2, properties and complexity**

The second algorithm we consider determines the target–sequence by moving from one target to the other using tangents to successive Dikin–paths. Specifically, given a current target $\overline{v}$ let us define the next target by the *Dikin step*
\[
\overline{v}^+ := \overline{v} - \alpha \frac{\overline{v}^2}{\|\overline{v}^2\|} = \overline{v} \left( 1 - \alpha \frac{\overline{v}^2}{\|\overline{v}^2\|} \right),
\]
for some positive number $\alpha$. Since we require $\bar{v}^+$ to be positive, it is well defined only if

$$\alpha < \alpha_{\text{max}} := \frac{\|v^2\|}{\max(\bar{v})^2}.$$  

Defining the step size $\theta$ by $\theta := \alpha / \alpha_{\text{max}}$ we have $0 < \theta < 1$ and

$$\bar{v}^+ := \bar{v} - \theta \frac{\bar{v}^3}{\max(\bar{v})^2} = \bar{v} \left( 1 - \theta \frac{\bar{v}^2}{\max(\bar{v})^2} \right).$$  

(4.15)

Note that each element of $\bar{v}^+$ is smaller than the corresponding element of $\bar{v}$. This property is important, since the Newton process in the $(x, s)$-space forces equality between the duality gap and $e^T(\bar{v}^+)^2$, see Lemma 4.2.5. So the duality gap will be decreasing and is bounded by

$$\|\bar{v}\| (1 - \theta) \leq \|\bar{v}^+\| \leq \|\bar{v}\| \left( 1 - \theta \frac{\min(\bar{v})^2}{\max(\bar{v})^2} \right) = \|\bar{v}\| \left( 1 - \theta \bar{w}^2 \right),$$  

(4.16)

where $\bar{w} := \omega(\bar{v})$. If we choose $\theta \leq 1/3$ then the Dikin step has two interesting properties, which are similar to the ones in Lemma 4.2.7: it preserves the ranking of the coordinates of $\bar{v}$, and it causes the ratio $\bar{w}$ to increase monotonically.

**Lemma 4.2.10** Assume that $0 < \bar{v}_1 \leq \bar{v}_2 \leq \cdots \leq \bar{v}_n$ and let $\theta \leq 1/3$. Then

$$0 < \bar{v}_1^+ \leq \bar{v}_2^+ \leq \cdots \leq \bar{v}_n^+.$$  

**Proof:** Let $i < j$. We have

$$\begin{align*}
\bar{v}_j^+ - \bar{v}_i^+ &= \bar{v}_j - \bar{v}_i - \theta \frac{\bar{v}_i^3}{\bar{v}_n^3} (\bar{v}_j^3 - \bar{v}_i^3) \\
&= (\bar{v}_j - \bar{v}_i) \left( 1 - \theta \frac{\bar{v}_i^2}{\bar{v}_n^2} \right) \left( \bar{v}_j^2 + \bar{v}_i \bar{v}_j + \bar{v}_i^2 \right) \\
&\geq (\bar{v}_j - \bar{v}_i) (1 - 3\theta) \geq 0.
\end{align*}$$

Thus it follows that $\bar{v}_i^+ \leq \bar{v}_j^+$ with equality if and only if $\bar{v}_j = \bar{v}_i$. \qed

**Remark 4.2.11** An alternative proof of Lemma 4.2.10 can be given using the function $\phi(t) = t (1 - \theta t^2)/(1 - \theta)$. Assuming $\bar{v}_n = 1$, after the Dikin step it holds $\bar{v}_1^+ = \phi(\bar{v}_1)$ if the maximal component of $\bar{v}^+$ is rescaled to 1. The function $\phi(t)$ is monotonically increasing and concave for $\theta \leq 1/3$.

In the sequel we use $\theta \leq 1/3$, hence we may assume that the coordinates of $\bar{v}$ are ranked as in Lemma 4.2.10. So $\bar{v}_1$ is the smallest and $\bar{v}_n$ the largest element of $\bar{v}$ and $\bar{w} = \bar{v}_1 / \bar{v}_n$.

**Lemma 4.2.12** Assume that $\theta \leq 1/3$ and let $\bar{\omega}^+ := \omega(\bar{v}^+)$. Then

$$\bar{\omega}^+ = \left( \frac{1 - \theta \bar{w}^2}{1 - \theta} \right) \bar{\omega} \geq \bar{\omega},$$  

(4.17)

and

$$1 - \bar{\omega}^+ \leq \left( \frac{1 - \theta \bar{\omega}}{1 - \theta} \right) (1 - \bar{\omega}).$$  

(4.18)
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**Proof:** Since $\theta \leq 1/3$ Lemma 4.2.10 implies that $\overline{\omega}^+ = \overline{v}_1^+/\overline{v}_n^+$. Hence, from the definition of $\overline{v}_1^+$ and $\overline{v}_n^+$ we get

$$\overline{\omega}^+ = \frac{\overline{v}_1^+}{\overline{v}_n^+} = \frac{\overline{v}_1^+}{\overline{v}_n^+} \frac{1 - \theta \overline{\omega}^2}{1 - \theta} = \left(\frac{1 - \theta \overline{\omega}^2}{1 - \theta}\right) \overline{\omega} \geq \overline{\omega}.$$

For (4.18), note that

$$1 - \overline{\omega}^+ = 1 - \frac{1 - \theta \overline{\omega}^2}{1 - \theta} \overline{\omega} = \frac{1 - \theta - \overline{\omega} + \theta \overline{\omega}^3}{1 - \theta} = \frac{1 - \theta (1 + \overline{\omega} + \overline{\omega}^2)}{1 - \theta} (1 - \overline{\omega})$$

$$= \left(1 - \frac{\theta (1 + \overline{\omega})}{1 - \theta}\right) (1 - \overline{\omega}) \leq \left(1 - \frac{\theta \overline{\omega}}{1 - \theta}\right) (1 - \overline{\omega}).$$

This proves the lemma. □

**Remark 4.2.13** If we use a value $\theta > 1/3$, the ranking of $\overline{v}$ may not be preserved and the proof of Lemma 4.2.12 does not go through. However, it is still possible to prove the monotonicity of $\overline{\omega}$ for $\theta \leq 1/2$. We omit the proof since this property will not be used in the analysis.

Again it is important to analyze the influence of a target update on the proximity measure by applying Theorem 4.2.6.

**Lemma 4.2.14** Let $\overline{v}^+$ result from a Dikin step at $\overline{v}$ with step size $\theta \leq 1/3$ using (4.15). Then

$$\frac{\min(\overline{v})}{\min(\overline{v}^+)} \leq \frac{1}{1 - \theta} \quad \text{and} \quad \delta(\overline{v}; \overline{v}^+) \leq \frac{\theta \sqrt{n}}{1 - \theta \overline{\omega}}.$$  

**Proof:** Lemma 4.2.10 guarantees the same ordering for $\overline{v}^+$ as for $\overline{v}$. So

$$\min(\overline{v}^+) = \overline{v}_1^+ = \overline{v}_1^+ (1 - \theta \overline{\omega}^2) \geq \overline{v}_1^+ (1 - \theta) = \min(\overline{v})(1 - \theta). \quad (4.19)$$

By definition and Lemma 4.2.10 we have

$$\delta(\overline{v}; \overline{v}^+) = \frac{1}{2\overline{v}_1^+} \left\| \overline{v}^{-1} \left((\overline{v}^+)^2 - \overline{v}^2\right) \right\|.$$

Since $\overline{v}^+ < \overline{v}$ it holds $\overline{v}^+ + \overline{v} < 2\overline{v} \leq 2\overline{v}_n$. Using also the definition of $\overline{v}^+$ we get

$$\left\| \overline{v}^{-1} \left((\overline{v}^+)^2 - \overline{v}^2\right) \right\| = \left\| \overline{v}^{-1} (\overline{v}^+ + \overline{v}) (\overline{v}^+ - \overline{v}) \right\| \leq \theta \overline{v}_n \left\| \overline{v}^{-1} \overline{v}_1^+ \overline{v}_n^+ \right\| \leq 2\theta \overline{v}_n \sqrt{n}.$$

Using (4.19) we obtain

$$\delta(\overline{v}; \overline{v}^+) \leq \frac{1}{2(1 - \theta)\overline{v}_1} 2\theta \overline{v}_n \sqrt{n} = \frac{1}{1 - \theta} \frac{\theta \sqrt{n}}{\overline{\omega}}.$$  

This proves the lemma. □

Assuming $\delta(\overline{v}; \overline{v}) \leq 1/2$ and taking $\theta = \overline{\omega}/(6\sqrt{n})$, application of Theorem 4.2.6 gives $\delta(\overline{v}^+; \overline{v}^+) \leq 1/2$. Since $\overline{\omega}$ increases during the course of the algorithm (Lemma 4.2.12) the default value $\theta = \overline{\omega}_0/(6\sqrt{n})$ guarantees that one Newton step per target update is sufficient. The following theorem can be proved analogous to Theorem 4.2.9.
Theorem 4.2.15 Let \((x^{(0)}, s^{(0)})\) be a given initial point and let
\[
\bar{v}^{(0)} := \sqrt{x^{(0)} s^{(0)}} \quad \text{and} \quad \bar{w}_0 := \omega(\bar{v}^{(0)}).
\]
If the step size \(\theta\) has its default value \(\bar{w}_0/(6\sqrt{n})\) in every iteration then after at most
\[
\mathcal{O}\left(\frac{\sqrt{n}}{\bar{w}_0^2} \ln \frac{(x^{(0)})^T s^{(0)}}{\epsilon} \right)
\]
iterations the algorithm using Dikin steps stops with a positive primal–dual pair \((x^*, s^*)\)
satisfying \((x^*)^T s^* \leq \epsilon\).

Comparing Theorem 4.2.15 with Theorem 4.2.9 we see that this target–following algorithm has exactly the same complexity as the Dikin–path–following method analyzed before. Still, there is a major conceptual difference between the two algorithms, since one chooses its targets on one smooth path, while the other has targets on various Dikin–paths. Moreover, when starting at the same point in the \(v\)-space, a Dikin step as in the second algorithm moves the target closer to the central path than a step along the Dikin–path; this can be verified by comparing the values of \(\bar{w}^\star\) in Lemma 4.2.7(iii) and Lemma 4.2.12.

Improved analysis and complexity

Unfortunately, when \(\bar{w}_0\) is smaller than \(\Omega(1)\), the complexity bound of the target–following algorithms considered above is highly affected. For instance, when \(\bar{w}_0 = \Omega(1/\sqrt{n})\) we only obtain \(\mathcal{O}(n^2 \ln 1/\epsilon)\) iteration algorithms. However, the straightforward analysis given above can be improved significantly to yield a bound of
\[
\mathcal{O}\left(\sqrt{n} \left(\frac{1}{\bar{w}_0} \ln \frac{1}{\bar{w}_0} + \ln \frac{(x^{(0)})^T s^{(0)}}{\epsilon}\right)\right)
\]
iterations, using the fact that \(\bar{\omega}\) increases in each iteration. Actually, \(\bar{\omega}\) will reach a value of constant order in a limited number of steps, as is clear from Lemmas 4.2.7(iii) and 4.2.12. From that point on we can use this new value to bound \(\bar{\omega}\) from below. The first goal is thus to bound the number of iterations to have \(\bar{\omega}\) ‘close to’ 1. We only show this procedure and analysis for the second Dikin–type algorithm. Similar results are straightforwardly obtained for the Dikin–path–following method.

Lemma 4.2.16 Let \(\theta \leq 1/3\). After at most
\[
\mathcal{O}\left(\frac{1}{\theta} \ln \frac{1}{\bar{w}_0}\right)
\]
target updates using Dikin steps with step size \(\theta\) we have \(\overline{w}^2 \geq 1/2\).

Proof: Using (4.17) we have for \(\overline{w}^2 \leq 1/2\)
\[
\frac{1 - \theta \overline{w}^2}{1 - \theta} \geq \frac{1 - \theta/2}{1 - \theta} = 1 + \frac{\theta/2}{1 - \theta}.
\]
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So $\overline{\omega}^2 \geq 1/2$ will certainly hold if

$$\left(1 + \frac{\theta/2}{1 - \theta}\right)^{2k} (\overline{\omega}_0)^2 \geq 1/2,$$

or equivalently, if

$$2k \ln \left(1 + \frac{\theta/2}{1 - \theta}\right) \geq \ln \left(\frac{1/2}{(\overline{\omega}_0)^2}\right).$$

Using $\ln(1 + t) > t/2$ for $t < 1$, this will certainly be satisfied if

$$k \cdot \frac{\theta/2}{1 - \theta} \geq \ln \left(\frac{1/2}{(\overline{\omega}_0)^2}\right).$$

Hence we find that the number of iterations required is at most

$$\frac{2(1 - \theta)}{\theta} \ln \left(\frac{1}{2(\overline{\omega}_0)^2}\right),$$

which is of the order specified in the lemma.

From the discussion succeeding Lemma 4.2.14 we know that $\theta = \overline{\omega}_0/(6\sqrt{n})$ is an acceptable choice. Thus we reach a point with $\overline{\omega}^2 \geq 1/2$ in $O((\sqrt{n}/\overline{\omega}_0) \ln 1/\overline{\omega}_0)$ iterations; in that process $\overline{v}$ and hence $e^T \overline{v}^2$ decreases. From then on, we can use $\theta = 1/(6\sqrt{2n})$ and we need $O(\sqrt{n} \ln((x^{(0)})^T s^{(0)})/\epsilon)$ more iterations to terminate. We have proved the following theorem.

**Theorem 4.2.17** The algorithm tracing targets determined by Dikin steps requires at most

$$O\left(\sqrt{n} \left(\frac{1}{\overline{\omega}_0} \ln \frac{1}{\overline{\omega}_0} + \ln \frac{(x^{(0)})^T s^{(0)}}{\epsilon}\right)\right)$$

iterations to obtain an $\epsilon$-approximate solution.

Unfortunately, this complexity bound is not better than the one obtained for weighted path-following algorithms (see Ding and Li [47] or Section 4.2.4); still, the new algorithm has the advantage of generating, in theory and in practice, increasingly centered pairs. Let us define ‘close to the central path’ by requiring that the iterate is in the region of quadratic convergence of some point on the central path. We can relate ‘closeness’ to the value of $\omega$ as follows.

**Lemma 4.2.18** If $\omega := \omega(v) \geq n/(n + 1)$, then there exists a target-point $\overline{v}$ on the central path such that $\delta := \delta(v; \overline{v}) < 1/\sqrt{2}$.

**Proof:** If $\overline{v} = \mu e$ for some $\mu > 0$ then $\delta$ reduces to

$$\frac{1}{2} \left\| \sqrt{\mu} v^{-1} - \frac{v}{\sqrt{\mu}} \right\|.$$

This measure is minimal for $\mu = \|v\|/\|v^{-1}\|$ with value

$$\frac{1}{\sqrt{2}} \sqrt{\|v\| \|v^{-1}\|} - n.$$
Hence we will have $\delta \leq 1/\sqrt{2}$ if

$$\|v\| \|v^{-1}\| - n \leq 1.$$  

Using the bounds $\|v\| \leq \sqrt{n} \max(v)$ and $\|v^{-1}\| \leq \sqrt{n} / \min(v)$, this implies that it suffices to have $1/\omega \leq n + 1/n$. \hfill $\Box$

The next lemma estimates the number of updates needed to reach a target with $\tilde{\omega} \geq n/(n+1)$.

**Lemma 4.2.19** Let $\theta \leq 1/3$. After at most

$$\mathcal{O}\left(\frac{1}{\theta \omega_0} \ln(n+1)\right)$$

iterations we have $\tilde{\omega} \geq n/(n+1)$.

**Proof:** From equation (4.18) we need $k$ to satisfy

$$(1 - \omega^{(k)}) \leq \left(1 - \frac{\theta \omega_0}{1 - \theta}\right)^k (1 - \omega_0) \leq \frac{1}{n+1}.$$  

Taking logarithms and using $\ln(1-t) \leq -t$ for $t < 1$ we obtain that $k$ should satisfy

$$k \geq \frac{1 - \theta}{\theta \omega_0} \ln((n+1)(1 - \omega_0)),$$  

which gives the order in the lemma. \hfill $\Box$

**Other scaling factors**

The analogy between the Dikin-affine scaling algorithm and a target-following algorithm using Dikin steps suggests that a family of target-following analogs for the family of algorithms derived in Section 3.5 is possible. So, we consider algorithms with $\nu$-order scaling and target-updates of the form

$$\tilde{v}^+ = \tilde{v} \left(e - \theta \tilde{v}^{2\nu} \tilde{v}^\nu\right), \quad \nu \geq 0. \quad (4.20)$$

In this setting the Dikin step has $\nu = 1$ and weighted path-following has $\nu = 0$. Again it is easy to analyze the resulting algorithms. We assume that $\nu = \mathcal{O}(1)$, since otherwise the computations may require exponentially large or small numbers, and the step size might become exponentially small. First observe that

$$\|\tilde{v}^+\| \leq \|\tilde{v}\|(1 - \theta \tilde{v}^{2\nu}).$$

It is left to the reader to verify the following lemmas, which can be proved similarly as in the case $\nu = 1$.

**Lemma 4.2.20** If $\theta \leq 1/(2\nu + 1)$ then $\tilde{v}^+$ has the same ranking as $\tilde{v}$; moreover, $\tilde{\omega}^+ \geq \tilde{\omega}$ with equality only if $\tilde{\omega} = 1$. 
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Lemma 4.2.21 Let \( \overline{v}^+ \) result from \( \overline{v} \) by a target update using (4.20) with step size \( \theta \leq 1/(2\nu + 1) \). Then

\[
\min(\overline{v}) \leq \frac{1}{1 - \theta} \quad \text{and} \quad \delta(\overline{v}; \overline{v}^+) \leq \frac{1}{1 - \theta} \frac{\sqrt{n}}{\overline{w}}.
\]

We find that the algorithm using \( \nu \)-order scaling for the target update requires

\[
O\left(\frac{\sqrt{n}}{\overline{w}^{2\nu+1}} \ln \frac{(x^{(0)})^T s^{(0)}}{\epsilon}\right)
\]

iterations to obtain an \( \epsilon \)-approximate solution. In a similar way as in Lemma 4.2.16 and Theorem 4.2.17 we can improve the convergence analysis and improve the complexity bound to

\[
O\left(\sqrt{n} \left(\frac{1}{\overline{w}_0} \ln \frac{1}{\overline{w}_0} + \ln \frac{(x^{(0)})^T s^{(0)}}{\epsilon}\right)\right).
\]

Comparing the resulting complexity bound with the ones derived for the affine versions in Section 3.5 we observe a (seemingly) striking difference. In the affine versions the complexity depends on \( \nu \) and is best for \( \nu = 1 \). In the path-following variants the worst-case bound does not depend on the value of the scaling while the theory allows the largest possible step for \( \nu = 0 \). However, observe that for \( \nu = 0 \) the proximity in terms of \( \overline{w} \) does not improve, hence the worst-case bound in terms of \( \overline{w} \) is tight; for variants using \( \nu > 0 \) the proximity to the central path improves, which implies that in practice larger steps can be taken than predicted by the theory.

4.2.4 Other applications

We now apply the approach taken in Section 4.2.2 to various primal-dual algorithms found in the literature, and to some new primal-dual variants of pure primal or dual methods that appear in the literature. The reader should recall that the missing element to complete the convergence analysis of a target-following method is to determine the step size that can be taken. The step size is obtained from the condition that after a Newton step the iterate should be close to an updated target, in the sense that it belongs to the region of quadratic convergence around the target (cf. Theorem 4.2.6). The number of iterations required then follows from analyzing the effect of the step size on the measure of progress. Some of the applications are also given in Mizuno [180, 182].

Path-following methods

The standard path-following methods were derived and analyzed by Monteiro and Adler [186] and Kojima et al. [145], being inspired by studies on the central path by Megiddo [174] and Bayer and Lagarias [18], among others. Ding and Li [47] analyzed primal-dual weighted path-following methods [47] (see also Mizuno [180]; a primal version was studied by Den Hertog et al. [105, 214]). In the weighted path-following methods the centering phase is by-passed and the iterates keep (approximately) the distance to the path as in the initial point. Let \( \overline{v}^{(0)} \) be given; define

\[
\overline{v}^{(k)} = \sqrt{1 - \theta} \overline{v}^{(k-1)}
\]
for some $0 < \theta < 1$. It is evident that
\[ \omega(\bar{v}^{(k)}) = \omega(\bar{v}^{(0)}), \quad \forall k. \]

**Lemma 4.2.22** Let $\bar{v}$ be given and let $\overline{\omega} = \min(\bar{v})/\max(\bar{v})$; using the target update $\bar{v}^+ = \sqrt{1 - \theta} \bar{v}$, we have
\[ \frac{\min(\bar{v})}{\min(\bar{v}^+)} = \frac{1}{\sqrt{1 - \theta}} \quad \text{and} \quad \delta(\bar{v}; \bar{v}^+) \leq \frac{1}{2\sqrt{1 - \theta}} \frac{\theta^2}{\overline{\omega}}. \]

**Proof:** The first statement is trivial. The second follows from
\[ \delta(\bar{v}; \bar{v}^+) = \frac{1}{2\sqrt{1 - \theta} \min(\bar{v})} \left\| (1 - \theta) \bar{v}^2 - \bar{v}^2 \right\| = \frac{1}{2\sqrt{1 - \theta} \min(\bar{v})} \frac{\|\theta \bar{v}\|}{\sqrt{1 - \theta} \overline{\omega}} \leq \frac{1}{2\sqrt{1 - \theta}} \frac{\theta^2}{\overline{\omega}}. \]

Combining Lemma 4.2.22 with Theorem 4.2.6 gives that $\delta(\bar{v}^+; \bar{v}^+) < 1/2$ for $\theta = \overline{\omega}/(3\sqrt{n})$. Since $\|\bar{v}^+\|^2 = (1 - \theta) \|\bar{v}\|^2$, we get by Lemma 4.2.5 that the number of iterations required for the algorithm is $O(\sqrt{n}/\overline{\omega} \ln(\bar{\omega}^{(0)} / s(0)/\epsilon))$. Note that for central path–following methods $\overline{\omega} = 1$, so the complexity bound is negatively influenced by non-central starting points. The bound is in accordance with [47] for weighted path–following.

**Cone–affine scaling**

Recently, Sturm and Zhang [230] proposed a new search–direction, which they used in a cone–affine scaling method. Their direction is a linear combination of the primal–dual affine scaling direction and a new centering direction (cf. Section 3.6.3). Here we analyze a method following a target–sequence constructed with cone–affine scaling steps. The target update is as follows. Let $\bar{v} := \bar{v}^{(k-1)}$, denote $\bar{v}^+ := \bar{v}^{(k)}$, and define
\[ \bar{v}^+ := \sqrt{\theta \min(\bar{v})} \bar{v}, \quad (4.21) \]
for some $\theta < 1$. The new duality gap satisfies
\[ e^T (\bar{v}^+)^2 = \theta \min(\bar{v}) e^T \bar{v} \leq \theta e^T \bar{v}^2, \]

hence the algorithm requires at most $O(1/(1 - \theta) \ln(e^T (\bar{v}^{(0)})^2 / \epsilon))$ iterations to obtain an $\epsilon$–accurate solution. As in the Dikin–path–following algorithms the ordering of the elements of the targets remains the same:
\[ \bar{v}_1 \leq \ldots \leq \bar{v}_n \quad \Rightarrow \quad \bar{v}_1^+ \leq \ldots \leq \bar{v}_n^+. \]

For the ratio $\omega(\bar{v}^+)$ we derive
\[ \omega(\bar{v}^+) = \frac{\bar{v}_1^+}{\bar{v}_n^+} = \frac{\sqrt{\bar{v}_1}}{\sqrt{\bar{v}_n}} = \sqrt{\omega(\bar{v})} \geq \omega(\bar{v}). \]

**Lemma 4.2.23** Let $\bar{v}$ be given and let $\overline{\omega} = \min(\bar{v})/\max(\bar{v})$; using the target update (4.21) we have
\[ \frac{\min(\bar{v})}{\min(\bar{v}^+)} = \frac{1}{\sqrt{\theta}} \quad \text{and} \quad \delta(\bar{v}; \bar{v}^+) \leq \frac{1}{2\sqrt{\theta}} \left( \frac{1}{\overline{\omega}} - \theta \right) \sqrt{n}. \]
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Proof: The first statement is trivial. The second follows from
\[
\delta(v; v^+) = \frac{1}{2\sqrt{\theta_{\min}(v)}} \left\| \theta_{\min}(v) v - v^2 \right\| = \frac{1}{2\sqrt{\theta_{\min}(v)}} \left\| \theta_{\min}(v) e - v \right\|
\leq \frac{1}{2\sqrt{\theta}} \left( \frac{\max(v)}{\min(v)} - \theta \right) \sqrt{n} = \frac{1}{2\sqrt{\theta}} \left( \frac{1}{\omega} - \theta \right) \sqrt{n}.
\]
\[\square\]

Applying Theorem 4.2.6 with the bounds in Lemma 4.2.23 we can compute the minimal value of \( \theta \) such that \( \delta(v^+; v^+) \leq 1/2 \) will hold given \( \delta(v; v) \leq 1/2 \). Unfortunately, this requires a condition on \( \omega \). If we require
\[
\frac{1}{\omega} \leq 1 + \frac{1}{5\sqrt{n}},
\]
and choose \( \theta = 1 - 1/(5\sqrt{n}) \), then it holds \( \delta(v^+; v^+) \leq 1/2 \) and the algorithm has an \( \mathcal{O}(\sqrt{n} \ln 1/\epsilon) \) iteration complexity. Observe that even in a target–following framework the algorithm is required to stay in a small neighborhood of the central path.

Freund’s shifted barrier method

Freund [60] analyzes a shifted barrier method for the primal LP problem, to allow the logarithmic barrier method to start with an infeasible point. We will outline his method and then analyze a primal–dual variant. Let \( x^{(0)} \) be given such that \( Ax^{(0)} = b \) and define \( h \in \mathbb{R}^n \) and \( \mu_0 \in \mathbb{R} \) such that \( x^{(0)} + \mu_0 h > 0 \). As Freund, we make the following assumption.

Assumption 4.2.24 The shift \( h \) is chosen such that for all dual feasible slacks \( s \) the condition \( \|hs\| \leq \sqrt{n} \) holds.

Note that the assumption can be satisfied if the dual feasible region is bounded. Freund shows, that when an approximation \( \bar{s} \) to the analytic center of the (bounded) dual feasible region is known then the algorithm can be started with this approximation, the shift \( h = \bar{s}^{-1}/n \) and a suitable value for \( \mu_0 \). The system to be (approximately) solved in an iteration is given by
\[
Ax = b, \quad x + \mu h \geq 0, \\
A^T y + s = c, \quad s \geq 0, \\
(x + \mu h)s = \mu e.
\]

While Freund’s algorithm does not necessarily generate feasible dual iterates in each iteration, our primal–dual variant does. The main task it to estimate the effect of updating the target \( \sqrt{\mu e} \) in the \( v \)-space, in which we use the distance measure
\[
\delta_F(x + \mu h, s; \sqrt{\mu e}) := \frac{1}{2\sqrt{\mu}} \left\| \frac{(x + \mu h)s - \mu e}{\sqrt{(x + \mu h)s}} \right\|.
\]

We define the following notion.
**Definition 4.2.25** The vectors $x$ and $s$ are called $(\mu, \beta)$–approximate solutions if

$$Ax = b, \quad x + \mu h \geq 0,$$

$$A^T y + s = c, \quad s \geq 0,$$

and $\delta_F(x + \mu h, s; \sqrt{\mu}e) \leq \beta$ for some constant $\beta < 1$.

We have the following lemma.

**Lemma 4.2.26** Let $x$ and $s$ be $(\mu, 1/4)$–approximate solutions and let $\mu^+ = (1 - \theta)\mu$ for $\theta = 1/(16\sqrt{n})$. Then we can compute $(\mu^+, 1/4)$–approximate solutions $x^+$ and $s^+$ with one Newton step.

**Proof:** Using Lemma 4.2.2 it holds for all $i$

$$\frac{1}{\rho} \leq \frac{\mu}{(x_i + \mu h_i)s_i} \leq \rho$$

where $\rho := 1/4 + \sqrt{1 + (1/4)^2} \leq \sqrt{5}/3$. Consequently,

$$(x_i + \mu h_i)s_i \geq \frac{\mu}{\rho^2} \geq \frac{3}{5}\mu.$$

Then,

$$(x_i + \mu^+ h_i)s_i = (x_i + \mu h_i)s_i + (\mu^- - \mu)h_i s_i \geq \frac{3}{5}\mu - \theta \mu h_i s_i$$

$$\geq \frac{3}{5} \mu - \theta \mu \sqrt{n} = \left(\frac{3}{5} - \frac{1}{16}\right) \mu = \frac{43}{80} \mu > 0,$$

so we can use the pair $(x + \mu^+ h, s)$ as starting point for Newton's method toward the new target $\sqrt{\mu^+}e$. We first establish that this pair is still close to the current target $\sqrt{\mu}e$:

$$\delta_F(x + \mu^+ h, s; \sqrt{\mu}e) = \frac{1}{2\sqrt{\mu}} \left\| \frac{(x + \mu^+ h)s - \mu e}{\sqrt{(x + \mu^+ h)s}} \right\|$$

$$= \frac{1}{2\sqrt{\mu}} \left\| \frac{(x + \mu h)s - \mu e + (\mu^- - \mu)hs}{\sqrt{(x + \mu h)s}} \right\|$$

$$\leq \delta_F(x + \mu h, s; \sqrt{\mu}e) \left\| \frac{(x + \mu h)s}{(x + \mu^+ h)s} \right\|_{\infty} + \frac{\theta \mu}{2\sqrt{\mu}} \left\| \frac{hs}{\sqrt{(x + \mu^+ h)s}} \right\|$$

$$\leq \frac{1}{4} \frac{\rho \sqrt{\mu}}{43\mu/80} + \frac{\theta \mu}{2\sqrt{\mu}} \frac{\sqrt{n}}{43\mu/80} \leq \frac{80}{83} \left(\frac{1}{4} \frac{5}{3} + \frac{1}{2} \frac{11}{216}\right) \frac{6}{2} \leq 1.$$
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Since, $1 - \theta \geq 1 - 1/(16 \sqrt{2})$, we have $1/\sqrt{1 - \theta} \leq 44/43$, hence

$$\delta_F(x^* + \mu^+ h, s^*; \sqrt{\mu^+} e) \leq \frac{\sqrt{6}}{2} \cdot \frac{44}{162 \cdot 43} + \frac{1}{2\sqrt{643}} < \frac{1}{4}.$$  

So, the pair $(x^*, s^*)$ is a $(\mu^+, 1/4)$–approximate solution.  

We let the algorithm run until $(x + \mu h)^T s \leq \epsilon$; from the condition of approximate solutions it then follows that $n\mu \leq 2\epsilon$. Hence after $O(\sqrt{n} \ln(1/\epsilon))$ iterations the algorithm has generated $\mu^*$ and a pair $(x^*, s^*)$ such that

$$(x^*)^T s^* = (x^* + \mu^* h)^T s^* - \mu^* h^T s^* \leq \epsilon + \mu^* \sqrt{n} ||hs^*|| \leq \epsilon + n\mu^* \leq 3\epsilon,$$

and

$$x^* = x^* + \mu^* h - \mu^* h \geq -\mu^* h \geq -\frac{2\epsilon}{n} ||h||_{\infty}.$$  

Hence the pair $(x^*, s^*)$ is an approximately feasible and approximately optimal solution if $\epsilon$ is chosen sufficiently small.

Efficient centering

The next application of the target–following concept is the problem of efficient centering, which is stated as follows. Given an arbitrary interior–feasible point $(x, s)$ compute a point close to the central path. In this section we give a simple analysis of an algorithm, independently proposed by Den Hertog [101] and Mizuno [180]. The idea of the algorithm is to successively increase the smaller elements of the target–vector until they all become equal to the largest element. Let $(\overline{v}^{(0)})^2 = x^{(0)} s^{(0)}$ be given; update $\overline{v}$ to obtain $\overline{v}^+$ as follows:

$$\overline{v}_i^+ = \max(\overline{v}_i, \sqrt{1 + \theta \min(\overline{v})}), \quad i = 1, \ldots, n; \quad (4.22)$$

if $\min(\overline{v}^+) > \max(\overline{v})$, then we set $\overline{v}^+ = \max(\overline{v})$ which is on the central path. We denote $\overline{\omega} := \omega(\overline{v})$ and $\overline{\omega}^+ := \omega(\overline{v}^+)$. The goal of the algorithm is to obtain a vector which is a multiple of the all–one vector. Since

$$\left(\frac{\max(\overline{v}^+)}{\min(\overline{v}^+)}\right)^2 \leq \frac{1}{1 + \theta} \left(\frac{\max(\overline{v})}{\min(\overline{v})}\right)^2,$$

or equivalently $(\overline{\omega}^+)^2 \geq (1 + \theta)\overline{\omega}^2$, it follows that reaching this goal will require at most

$$O\left(\frac{1}{\theta} \ln \frac{1}{\overline{\omega}_0}\right)$$

iterations, where $\overline{\omega}_0 = \omega(\overline{v}^{(0)})$. The appropriate value of $\theta$ is determined from the following lemma.

Lemma 4.2.27 Let $\overline{v}$ be given; using the target update (4.22) we have

$$\frac{\min(\overline{v})}{\min(\overline{v}^+)} \leq 1 \quad \mbox{and} \quad \delta(\overline{v}; \overline{v}^+) \leq \frac{1}{2} \theta \sqrt{n}.$$
Proof: If we are not at the last iteration then from (4.22) it follows for any $i$
\[\overline{v}_i^+ \geq \sqrt{1 + \theta \min(\overline{v})} \geq \min(\overline{v});\]
when $\overline{v}^+ = \max(\overline{v}) e$ at the last iteration we have $\overline{v}_i^+ \geq \min(\overline{v})$, hence the first bound. Let $J$
be the set of indices for which $\overline{v}_i$ is increased. Then we have $\overline{v}_i^+ = \overline{v}_i$ for $i \notin J$ and
\[0 \leq (\overline{v}_i^+)^2 - \overline{v}_i^2 \leq \theta \min(\overline{v})^2 \text{ for } i \in J.\]
Consequently,
\[\delta(\overline{v}; \overline{v}^+) = \frac{1}{2 \min(\overline{v}^+)} \left\| (\overline{v}^+)^2 - \overline{v}^2 \right\| \leq \frac{1}{2 \min(\overline{v})} \left\| \frac{\theta \min(\overline{v})^2 e_J}{\overline{v}} \right\| \leq \frac{1}{2} \sqrt{n}.\]
where $e_J$ is the 0–1 characteristic vector of indices in $J$. \(\square\)
Combining this result with Theorem 4.2.6 gives that we can take $\theta = 1/(3\sqrt{n})$ to have
$\delta(v^+; \overline{v}^+) < 1/2$. So we obtain that the algorithm needs at most $O(\sqrt{n} \ln 1/\omega_0)$ iterations.
If we combine the above centering scheme with the standard primal–dual path–following
algorithm we obtain an algorithm for the LP problem needing at most
\[O\left(\sqrt{n} \left( \ln \frac{1}{\omega_0} + \ln \frac{n \max(\overline{v}(0))^2}{\epsilon} \right) \right)\]
iterations, starting from any interior–feasible point. This is done by first centering, and
then working to optimality. Note that in the centering phase the duality gap in subsequent
target points increases, but is bounded by $n \max(\overline{v}(0))^2$.
It is interesting to consider the seemingly equivalent scheme of moving the larger compo-
ments of $\overline{v}$ downwards. One can check that the analysis does not yield as good a bound as
before. Due to the asymmetry of the proximity measure, there is a factor $\overline{\omega}$ that appears in
the bound on $\delta(\overline{v}; \overline{v}^+)$. It is also clear that if we combine the efficient centering scheme with
a standard path–following algorithm, we can reach the target $(\min(\overline{v}(0)) e$ with complexity
proportional to $\sqrt{n}$ without $\overline{\omega}$–factor. So the observed asymmetry is not intrinsic to the
problem.

Computing weighted centers
In this application we discuss some algorithms to find an approximate solution to the KKT–
system
\[\begin{align*}
Ax &= b, \quad x \geq 0, \\
A^T y + s &= c, \quad s \geq 0, \\
x s &= w^2,
\end{align*}\]
where $w \in \mathbb{R}^n_{++}$ is a prespecified weight–vector. Approximate means that we will compute
a feasible pair $(x, s)$, such that
\[\delta(v; w) \leq 1/2,\]
where $v = \sqrt{s}$ as usual. We make the assumption that a (specific) point on or close
to the central path is available. Note that we might use the centering algorithm of the
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previous subsection to find such a point. This problem has interesting special cases that are considered by Atkinson and Vaidya [11], Freund [61] and Goffin and Vial [79], namely to obtain the weighted analytic center of a polytope. If $b = 0$ and $(x, y, s)$ is a solution to system (4.23) then $y$ is the weighted analytic center of the dual space, if the latter is bounded; when $c = 0$ and $(x, y, s)$ satisfies the given system then $x$ is the weighted analytic center of the primal space, if it is bounded.

We first analyze an algorithm proposed by Mizuno [182], which is similar to the algorithm for finding a center as discussed in the previous subsection. Then we give a simplified analysis of the algorithm proposed by Atkinson and Vaidya [11] for computing weighted analytic centers. We extend their algorithm to the case of computing weighted primal and dual centers, i.e., for finding a solution to the system (4.23).

Mizuno’s algorithm Assume that we start close to the center $\mu e$, with $\mu = \max(w^2)$. The aim is to get close to the weighted center $w$. The first target point is set to $\bar{v} = \max(w)e$. We then gradually decrease the elements of the vector $\bar{v}$ until they all reach the correct value. This is performed updating the target as follows:

$$\bar{v}_i^+ = \max(w_i, \sqrt{1 - \theta \bar{v}_i}). \quad (4.24)$$

Each component $\bar{v}_i$ is decreased until it reaches its final value $w_i$.

**Lemma 4.2.28** Let $\bar{v}^+$ be obtained from $\bar{v}$ with an update of the target using (4.24). Then

$$\frac{\min(\bar{v})}{\min(\bar{v}^+)} \leq \frac{1}{\sqrt{1 - \theta}} \quad \text{and} \quad \delta(\bar{v}; \bar{v}^+) \leq \frac{1}{2\sqrt{1 - \theta}} \theta \sqrt{n}.$$

**Proof:** The first bound is trivial. The components of $\bar{v}$ that are decreased by a factor $\sqrt{1 - \theta}$ have not yet achieved their final value $w_i$. Since they all start with the same value, they have all been reduced by the same cumulated factor and thus

$$\bar{v}_i^+ = \sqrt{1 - \theta \bar{v}_i} \implies \bar{v}_i = \min(\bar{v}).$$

So for all $i$ it holds $|(\bar{v}_i^+)^2 - \bar{v}_i^2| \leq \theta \min(\bar{v})^2$. Hence

$$\delta(\bar{v}; \bar{v}^+) = \frac{1}{2\min(\bar{v})} \left\| (\bar{v}^+)^2 - \bar{v}^2 \right\| \leq \frac{1}{2\sqrt{1 - \theta \min(\bar{v})}} \left\| \frac{\theta \min(\bar{v})^2 e}{\bar{v}} \right\| \leq \frac{1}{2\sqrt{1 - \theta}} \theta \sqrt{n}.$$

Using Theorem 4.2.6 gives $\delta(v^+; \bar{v}^+) < 1/2$ for $\theta = 1/(3\sqrt{n})$. The number of iterations to be performed is determined by the condition

$$(1 - \theta)^k \max(w)^2 \leq \min(w)^2,$$

implying

$$k \geq \frac{2}{\theta} \ln \left( \frac{\max(w)^2}{\min(w)^2} \right).$$

Consequently the number of Newton steps to compute the weighted center is at most $O(\sqrt{n} \ln 1/\omega(w)).$
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Atkinson and Vaidya’s algorithm (dual) Atkinson and Vaidya [11] propose an algorithm for the special case $b = 0$. This corresponds to computing the weighted analytic center of the dual feasible region. The algorithm is completely different from the one in the previous paragraph. We give a simple analysis for the algorithm using two nested traceable target-sequences. Moreover, we extend the algorithm to the general case (i.e., solving (4.23)) and show that this algorithm has a complexity bound which is worse than the one for Mizuno’s algorithm.

So, first consider the case $b = 0$. Assuming $w^2 \geq e$ and $w^2$ integral, Atkinson and Vaidya suggest to start with a target vector $\vec{v}^{(0)} = e$, and to successively increase the weights using a scaling technique à la Edmonds and Karp [50]. The basic idea is to recursively solve the given problem with all weights $w^2_i$ replaced by the maximum of 1 and $[w^2_i/2]$. Let $p = \lceil \log_2 \max(w^2) \rceil$. Then $w^2_i$ can be written in binary notation as

\[ w^2_i = \beta_{i_0}\beta_{i_1}\cdots\beta_{i_p}, \]

where $\beta_{i_j} \in \{0,1\}$ for all $i,j$. Elements of the weight-vector $w^2$ which do not need $p$ digits for their binary description start by convention with a string of zeroes. Now, at iteration $k$ the target is defined by

\[ (\vec{v}_i^{(k)})^2 = \beta_{i_0}\beta_{i_1}\cdots\beta_{i_k}, \]

where we set $\vec{v}_i^{(k)} = 1$ if $\beta_{i_0}\beta_{i_1}\cdots\beta_{i_k} = 0$. Note that an update of the target to get $\vec{v}^{(k)}$ from $\vec{v}^{(k-1)}$ amounts to doubling the target (i.e., adding a zero to the binary description) and possibly adding 1 (if $\beta_{i_k} = 1$) or subtracting 1 (if $\beta_{i_0}\beta_{i_1}\cdots\beta_{i_k} = 0$). This is the outer target-sequence in the algorithm. For ease of notation we denote $\vec{v} := \vec{v}^{(k-1)}$ and $\vec{v}^+ := \vec{v}^{(k)}$.

Summarizing, the technique boils down to a scheme that updates $\vec{v}_i$ in the following way:

\[ (\vec{v}_i^+)^2 = \begin{cases} 2\vec{v}_i^2 - 1 & \text{if } i \in I_1 = \{ i : \beta_{i_0}\beta_{i_1}\cdots\beta_{i_k} = 0 \} \\ 2\vec{v}_i^2 & \text{if } i \in I_2 = \{ i : \beta_{i_0}\beta_{i_1}\cdots\beta_{i_{k-1}} \neq 0 \text{ and } \beta_{i_k} = 0 \} \\ 2\vec{v}_i^2 + 1 & \text{if } i \in I_3 = \{ i : \beta_{i_0}\beta_{i_1}\cdots\beta_{i_{k-1}} \neq 0 \text{ and } \beta_{i_k} = 1 \}. \end{cases} \quad (4.25) \]

Observe that

\[ i \in I_1 \implies \vec{v}_i^+ = \vec{v}_i = 1. \quad (4.26) \]

The number of updates in the outer target-sequence is determined by the condition

\[ 2^k \geq \max(w^2), \]

which implies that there will be $\lceil \log_2 \max(w^2) \rceil + 1$ updates.

We next need to compute the complexity of one outer update. This will be done by defining an inner target-sequence that leads from $\vec{v}$ to $\vec{v}^+$. In [11] a pure dual algorithm is used which means that doubling all weights does not change the position of the dual weighted center. Hence, the only Newton steps needed are to get from $2\vec{v}_i^2$ to $(\vec{v}_i^+)^2$, which are quite close to each other. Let $(x,s)$ and $\vec{v}$ be given such that $\delta(v;\vec{v}) < 1/2$, where $v := \sqrt{x^2}$. Since $b = 0$, by setting

\[ x^+ = 2x, \quad s^+ = s, \quad v^+ = \sqrt{x^+s^+}, \quad (4.27) \]
we have a feasible pair \((x^+, s^+)\) for which
\[
\delta(v^+; \sqrt{2\bar{v}}) = \delta(v; \bar{v}) < \frac{1}{\bar{v}}.
\]

In the analysis we consider the target–sequence that leads from \(\sqrt{2\bar{v}}\) to \(\bar{v}^+\). For this purpose we use the following scheme. Let \(j = 0\) and \((\bar{v}(0))^2 = 2\bar{v}^2\). Define
\[
\vartheta_i = \begin{cases} 
\frac{\alpha}{\bar{v}_i\sqrt{n}} & \text{if } i \in I_1, \\
0 & \text{if } i \in I_2, \\
-\frac{\alpha}{\bar{v}_i\sqrt{n}} & \text{if } i \in I_3,
\end{cases}
\] (4.28)
where \(\alpha > 0\) is a certain constant. Update \(\bar{v}^{(j)}\) for \(j \geq 1\) in the following way:
\[
(\bar{v}_i^{(j)})^2 = (1 - \vartheta_i)(\bar{v}_i^{(j-1)})^2.
\] (4.29)

Of course, we do not overshoot the target value. The conditions
\[
\left(1 - \frac{\alpha}{\bar{v}_i\sqrt{n}}\right)^j (2\bar{v}_i^2) \leq 2\bar{v}_i^2 - 1 \quad \text{if } i \in I_1,
\]
\[
\left(1 + \frac{\alpha}{\bar{v}_i\sqrt{n}}\right)^j (2\bar{v}_i^2) \geq 2\bar{v}_i^2 + 1 \quad \text{if } i \in I_3,
\]
determine the number of updates to be performed. For \(i \in I_1\), it suffices to have
\[
j \geq \frac{\bar{v}_i\sqrt{n}}{\alpha} \ln \left(\frac{2\bar{v}_i^2}{2\bar{v}_i^2 - 1}\right).
\]
Since from (4.26) we have \(\bar{v}_i = 1\) it follows that at most
\[
\frac{\sqrt{n}}{\alpha} \ln 2
\]
iterations are needed for \(i \in I_1\). For \(i \in I_3\), \(j\) satisfying
\[
1 + \frac{j\alpha}{\bar{v}_i\sqrt{n}} \geq 1 + \frac{1}{2\bar{v}_i^2}
\]
suffices. This leads to the condition that \(j \geq \sqrt{n}/(2\alpha \bar{v}_i)\) suffices; using the fact that \(\bar{v}_i \geq 1\), this proves that the number of updates to be performed is not larger than \(\sqrt{n}/2\alpha\). We need to show now that the specific choice of the update guarantees that one Newton step suffices per inner update.

**Lemma 4.2.29** Define \(\vartheta := \alpha/\sqrt{n}\). Let \(\bar{v}^{(j)}\) be obtained from \(\bar{v}^{(j-1)}\) with an update of the target using (4.28) and (4.29). Then
\[
\frac{\min(\bar{v}^{(j-1)})}{\min(\bar{v}^{(j)})} \leq \frac{1}{\sqrt{1 - \vartheta}} \quad \text{and} \quad \delta(\bar{v}^{(j-1)}, \bar{v}^{(j)}) \leq \frac{3\alpha}{2\sqrt{1 - \vartheta}}.
\]
Proof: For ease of notation, let \( \tilde{v} = \tilde{v}^{(j-1)} \) and \( \tilde{v}^+ = \tilde{v}^{(j)} \). Then
\[
\min(\tilde{v}^+)^2 \geq (1 - \theta)\min(\tilde{v})^2,
\]
and hence we have
\[
\delta(\tilde{v}; \tilde{v}^+) = \frac{1}{2 \min(\tilde{v}^+)} \left\| \frac{(\tilde{v}^+)^2 - \tilde{v}^2}{\tilde{v}} \right\| \leq \frac{1}{2 \sqrt{1 - \theta} \min(\tilde{v})} \left( \sum_{i \in I_1 \cup I_3} \left( \frac{\tilde{v}_i^2 (1 - \theta_i) - \tilde{v}_i^2}{\tilde{v}_i} \right)^2 \right)^{1/2}
\]
\[
= \frac{1}{2 \sqrt{1 - \theta} \min(\tilde{v})} \left( \sum_{i \in I_1 \cup I_3} (\theta_i \tilde{v}_i)^2 \right)^{1/2} = \frac{1}{2 \sqrt{1 - \theta} \min(\tilde{v})} \left( \sum_{i \in I_1 \cup I_3} \left( \frac{\alpha_i \tilde{v}_i}{\sqrt{n} \tilde{v}_i} \right)^2 \right)^{1/2}
\]
\[
\leq \frac{\theta}{2 \sqrt{1 - \theta} \min(\tilde{v})} \left( \sum_{i \in I_1 \cup I_3} \left( \frac{\sqrt{2\tilde{v}_i^2 + 1}}{\tilde{v}_i} \right)^2 \right)^{1/2} \leq \frac{\theta}{2 \sqrt{1 - \theta} \min(\tilde{v})} \frac{3 \sqrt{n}}{4}.
\]
Since \( \min(\tilde{v}) \geq 1 \) the lemma follows. \( \square \)

Using Theorem 4.2.6 it follows from the lemma that for \( \alpha = 1/7 \) we can get close to \( \tilde{v}^{(j)} \) from a point close to \( \tilde{v}^{(j-1)} \) in one full Newton step. So the entire algorithm performs at most
\[
O(\sqrt{n} \log_2 \max(w)) \quad (4.30)
\]
Newton steps, and for this pure dual algorithm we get the same complexity as in [11] using a much simpler analysis.

Atkinson and Vaidya's algorithm (primal–dual) We now analyze the same strategy for the problem of finding the primal–dual weighted centers, i.e., the solution of system (4.23). The outer iteration is the same as before, i.e., doubling the target and subtracting or adding one if necessary, see (4.25). The number of Newton steps needed to get close to a new target is more than one now, since the update of \( \tilde{v} \) is big: the trick in (4.27) cannot be used anymore. Again, to compute an iterate in the quadratic convergence region of \( \tilde{v}^+ \) another target–sequence is constructed by which we reach \( \tilde{v}^+ \) from \( \tilde{v} \). The following scheme is used. Let \( \tilde{v}^{(0)} = \tilde{v} \) and define
\[
\vartheta_i = \begin{cases} 
0 & \text{if } i \in I_1, \\
-\frac{\alpha}{\tilde{v}_i \sqrt{n}} & \text{if } i \in I_2 \cup I_3,
\end{cases}
\]
where \( \alpha > 0 \) is a certain constant. Update \( \tilde{v}^{(j)} \) for \( j \geq 1 \) in the following way:
\[
(\tilde{v}_i^{(j)})^2 = (1 - \vartheta_i)(\tilde{v}_i^{(j-1)})^2.
\]
Note that the proof of Lemma 4.2.29 is easily adapted for this sequence and that its result remains the same. Using the condition \( (\tilde{v}_i^{(j)})^2 \geq (\tilde{v}_i^+)^2 \), or
\[
(1 + \frac{\alpha}{\tilde{v}_i \sqrt{n}})^j \tilde{v}_i^2 \geq 2 \tilde{v}_i^2 \quad \text{if } i \in I_2,
\]
\[
(1 + \frac{\alpha}{\tilde{v}_i \sqrt{n}})^j \tilde{v}_i^2 \geq 2 \tilde{v}_i^2 + 1 \quad \text{if } i \in I_3
\]
and using the fact that $\bar{w}_i \geq 1$, it follows that the number of inner updates per outer iteration must be of the order $O(\max(\bar{w})\sqrt{n})$, so an upper bound expressed in the data is

$$O(\max(w)\sqrt{n}).$$

Hence, the total number of Newton steps required is

$$O(\max(w)\sqrt{n} \log_2 \max(w)).$$

This is a factor $\max(w)$ worse than the result in (4.30) and in [11]. This difference can be explained by noticing that doubling all weights does not have any effect in a pure primal or dual method, but has quite an effect in a primal–dual method.

4.3 Long-step primal–dual algorithms for LP

4.3.1 Outline

In Section 4.2 applications are given of the target-following approach with target-sequences having the property that in each step the target is only slightly changed. Stated otherwise, short-step methods were investigated. In this section we are concerned with the analysis of medium-step and long-step methods in the spirit of Den Hertog [101], Gonzaga [86] and Jansen et al. [121], among others. From the cited literature it appears that these algorithms are much more efficient from a practical point of view, however, possess a worse theoretical complexity bound. In general, the long-step methods use a step size which is $O(1)$ and converge in $O(n \ln 1/\epsilon)$ iterations, whereas the medium-step methods converge in $O(\sqrt{n} \ln 1/\epsilon)$ iterations with a step size $O(1/\sqrt{n})$.

The main implications of using long steps are: (i) it is not feasible to do full Newton steps, instead damped Newton steps should be used, (ii) no longer one (damped) Newton step suffices to reach the region of quadratic convergence of the new target. This implies that for the analysis of long-step methods a different machinery should be used. In this section we adopt the approach by Den Hertog [101] and Jansen et al. [121]. The generic long-step algorithm is described in Figure 4.3. Observe that algorithms of this form contain two nested loops. In each outer iteration the target is kept constant, while a number of inner iterations (i.e. damped Newton steps) is performed to obtain an approximation to the target. We introduce a barrier function $f(v; \bar{v})$ that measures proximity to the target. We will establish properties of this barrier function and its relationship with the proximity measure $\delta(v; \bar{v})$ in (4.6).

We give some applications of the long-step approach. We first analyze the family of path-following algorithms of which both the weighted logarithmic barrier method and the Dikin-path-following algorithm are special cases. Then we use the present methodology to analyze long-step algorithms for the problem of computing a point on the central path and for the computation of a weighted center.
Input
\((x^{(0)}, s^{(0)})\): the initial pair of interior-feasible solutions;

Parameters
\(\epsilon\) is the accuracy parameter;
\(\xi\) is the proximity parameter (default \(\xi = 1/4\));
\(\theta\) is the step size;

begin
\(x := x^{(0)}; s := s^{(0)}; \bar{v} := \sqrt{x s};\)
while \(\bar{v} s > \epsilon\) do
\(\bar{v} := (1 - \theta)\bar{v};\)
while \(\delta(v; \bar{v}) > \xi\) do
compute \((\Delta x, \Delta s)\) from (4.3);
find \(\alpha\) s.t. \(f(x + \alpha \Delta x, s + \alpha \Delta s; \bar{v}) - f(x, s; \bar{v})\) is sufficiently negative;
\(x := x + \alpha \Delta x;\)
\(s := s + \alpha \Delta s;\)
end
end.

Figure 4.3: Long-step algorithm.

4.3.2 Barrier function and its properties

We use the weighted logarithmic barrier function defined by

\[
f(x, s; \bar{v}) = \frac{x^T s}{\max(\bar{v})^2} - \sum_{i=1}^{n} \frac{\bar{v}^2_i}{\max(\bar{v})^2} \ln x_i s_i - \frac{\|v\|^2}{\max(\bar{v})^2} + \sum_{i=1}^{n} \frac{\bar{v}^2_i}{\max(\bar{v})^2} \ln \bar{v}^2_i.
\]

We can rewrite this function in terms of \(v = \sqrt{x s}\),

\[
\phi(v; \bar{v}) = \frac{1}{\max(\bar{v})^2} \left( \|v\|^2 - \sum_{i=1}^{n} \bar{v}^2_i \ln v^2_i - \|v\|^2 + \sum_{i=1}^{n} \bar{v}^2_i \ln \bar{v}^2_i \right)
\]

\[
= \frac{1}{\max(\bar{v})^2} \left( v^T (v^2 - \bar{v}^2) + \sum_{i=1}^{n} \bar{v}^2_i \ln \left( \frac{v^2_i}{\bar{v}^2_i} \right) \right) \quad (4.31)
\]

\[
= \sum_{i=1}^{n} \frac{\bar{v}^2_i}{\max(\bar{v})^2} \left( \frac{v^2_i}{\bar{v}^2_i} - \ln \left( \frac{v^2_i}{\bar{v}^2_i} \right) - 1 \right). \quad (4.32)
\]

A slightly different weighted barrier function was used by Ding and Li [47]. Observe that \(\phi(v; \bar{v}) = f(x, s; \bar{v})\) and that \(\phi\) has \(n\) parameters, namely the weights \(\bar{v}_1, \ldots, \bar{v}_n\). Note also that it is homogeneous in the sense that \(\phi(\lambda v; \lambda \bar{v}) = \phi(v; \bar{v})\) for \(0 < \lambda \in \mathbb{R}\). Moreover, each term in the summation in (4.32) is minimal for \(v_i = \bar{v}_i\), hence

\[
\phi(v; \bar{v}) \geq \phi(\bar{v}; \bar{v}) = 0 \quad \forall v \in \mathbb{R}_{++}^n.
\]
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Observe that in case the target is on the central path, say \( \bar{\nu} = \sqrt{\mu}e \), the function \( f(\cdot) \) reduces to

\[
f(x, s; \sqrt{\mu}e) = \frac{x^Ts}{\mu} - \sum_{i=1}^{n} \ln x_i s_i - n + n \ln \mu,
\]

which is (up to a constant) the primal–dual logarithmic barrier function used in [121]. In this case the number of parameters reduces to one. We will show that a damped Newton step gives a sufficient decrease in the value of the barrier function. Recall from (4.6) that

\[
\delta(v; \bar{\nu}) = \frac{1}{2\min(\bar{\nu})}||p_v||,
\]

where \( p_v \) is defined in (4.4), and from (4.9) \( \rho(\delta) = \delta + \sqrt{1 + \delta^2} \). We define

\[
r := \sqrt{\frac{||p_x||^2}{v} + \frac{||p_s||^2}{v}}
\]

and observe

\[
r \leq \frac{1}{\min(v)} \sqrt{||p_x||^2 + ||p_s||^2} = \frac{||p_v||}{\min(v)}.
\]

**Lemma 4.3.1** Let \( \delta := \delta(v; \bar{\nu}) \) and \( \bar{\omega} := \omega(\bar{\nu}) \). Let the step size be given by

\[
\alpha = \frac{1}{r} - \frac{\max(\bar{\nu})^2}{||p_v||^2 + r\max(\bar{\nu})^2},
\]

where \( r \) is defined by (4.34). Then

\[
\Delta f(\alpha) := f(x + \alpha \Delta x, s + \alpha \Delta s; \bar{\nu}) - f(x, s; \bar{\nu}) \leq -\frac{2\delta^2 \bar{\omega}^4}{\rho(\delta)^2 + 2\delta \rho(\delta) \bar{\omega}^2}.
\]

**Proof:** First observe that \( 0 < ar < 1 \), so it holds \( x + \alpha \Delta x > 0 \) and \( s + \alpha \Delta s > 0 \). It holds

\[
\Delta f(\alpha) = f(x + \alpha \Delta x, s + \alpha \Delta s; \bar{\nu}) - f(x, s; \bar{\nu})
\]

\[
= \frac{1}{\max(\bar{\nu})^2} \left( \alpha (\Delta s^T x + s^T \Delta x) - \sum_{i=1}^{n} \bar{\nu}_i^2 \ln \left( 1 + \alpha \frac{\Delta s_i}{s_i} \right) \left( 1 + \alpha \frac{\Delta x_i}{x_i} \right) \right)
\]

\[
= \frac{1}{\max(\bar{\nu})^2} \left( \alpha \Delta T (\bar{v}^2 - v^2) - \sum_{i=1}^{n} \bar{v}_i^2 \ln \left( 1 + \alpha \frac{(p_x)_i}{v_i} \right) \left( 1 + \alpha \frac{(p_s)_i}{v_i} \right) \right).
\]

Applying Lemma A.1 to the concatenation of the vectors \( \alpha p_x/v \) and \( \alpha p_s/v \) we obtain

\[
\Delta f(\alpha) \leq \frac{1}{\max(\bar{\nu})^2} \left( \alpha \bar{v}^T (\bar{v}^2 - v^2) - \alpha \sum_{i=1}^{n} \bar{v}_i^2 (v_i p_x_i + v_i (p_s)_i) \right)
\]

\[
- \alpha \max(\bar{\nu})^2 - \max(\bar{\nu})^2 \ln(1 - ar)\right)
\]

\[
= \frac{\alpha}{\max(\bar{\nu})^2} \left( \bar{v}^T (\bar{v}^2 - v^2) - \bar{v}^T \left( \frac{\bar{v}^2}{\bar{v}^2} (\bar{v}^2 - v^2) \right) \right) - \alpha r - \ln(1 - ar)
\]

\[
= -\alpha \frac{||p_v||^2}{\max(\bar{\nu})^2} - \alpha r - \ln(1 - ar),
\]
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where the last equality follows from the observation
\[
e^T(\overline{v}^2 - v^2) - e^T\left(\frac{\overline{v}^2}{v^2}(\overline{v}^2 - v^2)\right) = -e^T\left(v^2 - \left(\frac{\overline{v}^2}{v^2}(\overline{v}^2 - v^2)\right)\right) = -e^T \hat{p}_0^2.
\]

The right-hand side of (4.37) is minimal for the value of \( \alpha \) defined in (4.36). By substitution of this value we obtain
\[
\Delta f(\alpha) \leq -\frac{\|p_v\|^2}{r_{\text{max}}(\overline{v})^2} + \ln\left(1 + \frac{\|p_v\|^2}{r_{\text{max}}(\overline{v})^2}\right).
\]

Since this bound is monotonically decreasing in \( \|p_v\|^2/(r_{\text{max}}(\overline{v})^2) \), we may replace this quotient by a smaller value. Using (4.33) and (4.35) it follows
\[
\frac{\|p_v\|^2}{r_{\text{max}}(\overline{v})^2} \geq \frac{\min(v)\|p_v\|}{\max(\overline{v})} = 2\delta \overline{\omega}^2 \min(v) \geq \frac{2\delta \overline{\omega}^2}{\rho(\delta)},
\]
where the last inequality uses the fact that for any \( i \) we have \( v_i/\min(\overline{v}) \geq v_i/\overline{v}_i \geq 1/\rho(\delta) \) by Lemma 4.2.2. So we find
\[
\Delta f(\alpha) \leq -\frac{2\delta \overline{\omega}^2}{\rho(\delta)} + \ln\left(1 + \frac{2\delta \overline{\omega}^2}{\rho(\delta)}\right).
\]
Using the inequality
\[-x + \ln(1 + x) \leq -\frac{x^2}{2(1 + x)}, \quad x > 0,
\]
the bound for \( \Delta f(\alpha) \) follows. \( \square \)

As a result we have the following corollary.

**Corollary 4.3.2** If \( \delta := \delta(v; \overline{v}) \geq 1/4 \) then \( \Delta f(\alpha) \leq -\overline{\omega}^2/(14 + 6\overline{\omega}^2) \).

We relate the proximity measure \( \delta(v; \overline{v}) \) to the value of the barrier function for points close to a target.

**Lemma 4.3.3** If \( \delta := \delta(v; \overline{v}) \leq 1/4 \) then
\[
\phi(v; \overline{v}) \leq -\sigma - \ln(1 - \sigma),
\]
where \( \sigma := 2\delta \rho(\delta) < 13/20 \).

**Proof**: Observe that for \( t > 0 \) it holds \( t - 1 - \ln t > 0 \). Hence,
\[
\phi(v; \overline{v}) = \sum_{i=1}^n \frac{\overline{v}_i^2}{\max(\overline{v})^2} \left(\frac{v^2}{\overline{v}_i^2} - 1 - \ln \frac{v_i^2}{\overline{v}_i^2}\right) \leq e^T\left(\frac{v^2}{\overline{v}^2} - e\right) - \sum_{i=1}^n \ln \frac{v_i^2}{\overline{v}_i^2}
\]
\[
= e^T h - \sum_{i=1}^n \ln(1 + h_i),
\]
where \( h := \overline{v}^2 v^2 - e \). Using Lemma 4.2.2 and definition (4.6) of \( \delta \), we get
\[
\|h\| = \left\|\frac{v}{\overline{v}^2} (v^2 - \overline{v}^2)\right\| \leq \left\|\frac{v}{\overline{v}}\right\|_\infty \|p_v\| \leq \rho(\delta) \|\overline{v}^{-1}\|_\infty 2 \min(\overline{v}) \delta = 2\delta \rho(\delta) < \frac{13}{20} < 1. \quad (4.38)
\]
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So upon application of Lemma A.1 we find

$$\phi(v; \overline{v}) \leq -\|h\| - \ln(1 - \|h\|) \leq -2\delta \rho(\delta) - \ln(1 - 2\delta \rho(\delta)).$$

This completes the proof. \(\square\)

**Corollary 4.3.4** If \(\delta := \delta(v; \overline{v}) \leq 1/4\) then \(\phi(v; \overline{v}) \leq 2/5\).

The next lemma relates the duality gap in an arbitrary positive primal–dual pair to the duality gap in (arbitrary) targets.

**Lemma 4.3.5** Let \(\delta := \delta(v; \overline{v})\). It holds \(\|v\|^2 < \rho(\delta)^2 \|\overline{v}\|^2\). If moreover \(\delta \leq 1/4\) then

$$\|v\|^2 \leq \|\overline{v}\|^2 + \|\overline{v}^2\| \leq \|\overline{v}\|^2 + \max(\overline{v})^2 \sqrt{n}.$$  

**Proof:** By Lemma 4.2.2 it holds \(v \leq \rho(\delta) \overline{v}\). This makes the first statement trivial. We have

$$\|v\|^2 - \|\overline{v}\|^2 = |e^T v^2 - e^T \overline{v}^2| = \left| (\overline{v})^T \left( \frac{v^2}{\overline{v}^2} - e \right) \right| \leq \|\overline{v}^2\| \left| \frac{v^2}{\overline{v}^2} - e \right| < \|\overline{v}^2\|,$$

where the last inequality follows from (4.38). So

$$\|v\|^2 \leq \|\overline{v}\|^2 + \|\overline{v}^2\| < \|\overline{v}\|^2 + \max(\overline{v})^2 \sqrt{n}.$$  

This proves the second bound. \(\square\)

Assume now that an iterate \(v\) and target \(\overline{v}\) are given such that \(\delta(v; \overline{v}) \leq 1/4\). The target is updated to \(\overline{v}^+\). We proceed by deriving a bound for the number of inner iterations needed to compute a primal–dual approximation to \(\overline{v}^+\). Note that during this outer iteration the target is fixed and \(\delta(\cdot; \overline{v}^+)\) is greater than 1/4.

**Theorem 4.3.6** Let \(v\) and \(\overline{v}\) be such that \(\delta := \delta(v; \overline{v}) \leq 1/4\). For arbitrary \(\overline{v}^+ \in \mathbb{R}^n_{++}\) the number of inner iterations in the outer iteration with respect to \(\overline{v}^+\) is bounded by

$$\frac{14 + 6(\overline{v}^+)^2}{(\overline{v}^+)^4} \left( \phi(v; \overline{v}^+) + \frac{2}{5} \max(\overline{v})^2 \max(\overline{v}^+) \right) + 4\delta \rho(\delta) \sqrt{n} \max_{1 \leq i \leq n} \left( \left| \frac{\overline{v}_i^2}{(\overline{v}^+)_i^2} - 1 \right| \right).$$

**Proof:** Assume that \(k\) iterations have been performed without any further updating of the target; denote the corresponding iterates in the \(v\)-space by \(v^{(j)}\), where \(v^{(0)} = v\). Then we have \(\delta(v^{(j)}; \overline{v}^+) > 1/4\), for all \(0 \leq j < k\). Since the hypothesis of Corollary 4.3.2 holds at each inner iteration we can bound the total decrease of the barrier function by

$$\phi(v^{(0)}; \overline{v}^+) - \phi(v^{(k)}; \overline{v}^+) \geq \frac{k(\overline{v}^+)^4}{14 + 6(\overline{v}^+)^2}.$$  

Since \(\phi(v^{(k)}; \overline{v}^+) \geq 0\) we thus obtain

$$k \leq \frac{14 + 6(\overline{v}^+)^2}{(\overline{v}^+)^4} \phi(v^{(0)}; \overline{v}^+).$$
So, it remains to bound $\phi(v; \bar{v}^+).$ Using definition (4.31)

$$
\phi(v; \bar{v}^+) = \sum_{i=1}^{n} \frac{(\bar{v}_i^+)^2}{\max(\bar{v}^+)^2} \left( \frac{\bar{v}_i^2}{(\bar{v}_i^+)^2} - \ln \frac{\bar{v}_i^2}{(\bar{v}_i^+)^2} - 1 + \frac{\bar{v}_i^2 - \bar{v}_i^2}{(\bar{v}_i^+)^2} - \ln \frac{\bar{v}_i^2}{\bar{v}_i^2} \right)
$$

$$
= \phi(\bar{v}; \bar{v}^+) + \sum_{i=1}^{n} \frac{(\bar{v}_i^+)^2}{\max(\bar{v}^+)^2} \left( \frac{\bar{v}_i^2}{(\bar{v}_i^+)^2} \left( \frac{\bar{v}_i^2}{(\bar{v}_i^+)^2} - \ln \frac{\bar{v}_i^2}{(\bar{v}_i^+)^2} - 1 \right) \right) + \left( \frac{\bar{v}_i^2}{(\bar{v}_i^+)^2} - 1 \right) \ln \frac{\bar{v}_i^2}{\bar{v}_i^2}
$$

$$
\leq \phi(\bar{v}; \bar{v}^+) + \frac{\max(\bar{v})^2}{\max(\bar{v}^+)^2} \phi(v; \bar{v}) + \sum_{i=1}^{n} \frac{(\bar{v}_i^+)^2}{\max(\bar{v}^+)^2} \left( \frac{\bar{v}_i^2}{(\bar{v}_i^+)^2} - 1 \right) \ln \frac{\bar{v}_i^2}{\bar{v}_i^2}.
$$

From Corollary 4.3.4 it follows $\phi(v; \bar{v}) \leq 2/5.$ Note that for any $i$ the term in the remaining sum is positive only if the quantities

$$
\frac{\bar{v}_i^2}{(\bar{v}_i^+)^2} - 1 \quad \text{and} \quad \ln \frac{\bar{v}_i^2}{\bar{v}_i^2}
$$

have the same sign. Let $I$ be the set of indices for which both are positive. Then

$$
\sum_{i \in I} \frac{(\bar{v}_i^+)^2}{\max(\bar{v}^+)^2} \left( \frac{\bar{v}_i^2}{(\bar{v}_i^+)^2} - 1 \right) \ln \frac{\bar{v}_i^2}{\bar{v}_i^2} \leq \max_{i \in I} \left( \left| \frac{\bar{v}_i^2}{(\bar{v}_i^+)^2} - 1 \right| \right) \sum_{i \in I} \ln \frac{\bar{v}_i^2}{\bar{v}_i^2}.
$$

Notice that,

$$
\sum_{i \in I} \ln \left( 1 + \frac{\bar{v}_i^2}{\bar{v}_i^2} - 1 \right) \leq \sum_{i \in I} \left( \frac{\bar{v}_i^2}{\bar{v}_i^2} - 1 \right) \leq \sqrt{I} \|\bar{v}_i^2 - v\| \leq \sqrt{n} 2 \delta(\delta),
$$

where the second inequality follows from Cauchy–Schwarz and the last from (4.38). The same bound holds for the indices for which both quantities in (4.39) are negative. After combining, we obtain the required bound.

Observe that this theorem serves a similar role as Theorem 4.2.6 in small-step algorithms. To compute the number of damped Newton steps we need to investigate $\bar{v}^+$ and the value $\phi(\bar{v}; \bar{v}^+).$ The number of outer iterations depends on the number of target updates needed to finish the algorithm.

### 4.3.3 Applications

#### Path-following

We apply the obtained results to a method using Dikin steps with $\nu$-order scaling as in (4.20), assuming $\nu = \mathcal{O}(1).$ The main task is to establish the effect of a target update

$$
\bar{v}^+ = \bar{v} \left( 1 - \frac{\theta \bar{v}^{2\nu}}{\max(\bar{v})^{2\nu}} \right)
$$

with step size $0 < \theta < 1/(2\nu + 1).$ Recall that $\nu = 1$ corresponds to the usual Dikin step and $\nu = 0$ to weighted path-following. From Lemma 4.2.20 it is assured that $\omega(\bar{v}^+) \geq \omega(\bar{v})$ and that we may assume $\bar{v}$ to be ordered as in Lemma 4.2.10, so $\bar{v}_1 \leq \cdots \leq \bar{v}_n$ and $\bar{v}_1^+ \leq \cdots \leq \bar{v}_n^+.$ In the next lemma we estimate the quantities in Theorem 4.3.6.
4.3. Long-step primal–dual algorithms for LP

Lemma 4.3.7 Let $\overline{v}^+$ result from (4.40) with $0 < \theta \leq 1/(2\nu + 1)$ and assume that $\delta := \delta(v; \overline{v}) \leq 1/4$. Then

$$\phi(\overline{v}; \overline{v}^+) \leq \frac{3n\theta^2}{(1 - \theta)^2}, \quad \max \frac{\phi(\overline{v})}{\phi(\overline{v}^+)^2} \leq \frac{1}{(1 - \theta)^2}, \quad \max \frac{\theta(2 - \theta)}{(1 - \theta)^2}.$$

Proof: Note that

$$\overline{v}_i^2 \overline{v}_i^{2\nu} = \frac{1}{(1 - \theta \overline{v}_i^{2\nu} / \overline{v}_n^{2\nu})^2} \leq \frac{1}{(1 - \theta)^2},$$

wherefrom the second and third bound easily follow. It remains to bound $\phi(\overline{v}; \overline{v}^+)$. Straightforward calculus shows

$$\phi(\overline{v}; \overline{v}^+) = \sum_{i=1}^{n} n^2 \overline{v}_i^2 \left(1 - \theta \overline{v}_i^{2\nu} / \overline{v}_n^{2\nu}\right)^2 \frac{1}{(1 - \theta \overline{v}_i^{2\nu} / \overline{v}_n^{2\nu})^2} \left(1 - \theta \overline{v}_n^{2\nu} / \overline{v}_n^{2\nu}\right) - \ln \frac{1}{(1 - \theta \overline{v}_i^{2\nu} / \overline{v}_n^{2\nu})^2} - 1)$$

$$\leq \frac{1}{(1 - \theta)^2} \sum_{i=1}^{n} \overline{v}_i^{2\nu} \left(1 - 2 \left(1 - \theta \overline{v}_i^{2\nu} / \overline{v}_n^{2\nu}\right)^2 \ln \left(1 - \theta \overline{v}_n^{2\nu} / \overline{v}_n^{2\nu}\right) - \left(1 - \theta \overline{v}_i^{2\nu} / \overline{v}_n^{2\nu}\right)^2 \right)$$

$$\leq \frac{1}{(1 - \theta)^2} \sum_{i=1}^{n} \overline{v}_i^{2\nu} \left(2 \left(1 - \theta \overline{v}_i^{2\nu} / \overline{v}_n^{2\nu}\right)^2 - \theta \overline{v}_i^{2\nu} / \overline{v}_n^{2\nu} + 2 \theta \overline{v}_i^{2\nu} / \overline{v}_n^{2\nu} - \theta^2 \overline{v}_i^{2\nu} / \overline{v}_n^{2\nu}\right)$$

$$= \frac{1}{(1 - \theta)^2} \sum_{i=1}^{n} \overline{v}_i^{2\nu} \left(3 \theta^2 \overline{v}_i^{2\nu} / \overline{v}_n^{2\nu} - 2 \theta \overline{v}_i^{2\nu} / \overline{v}_n^{2\nu}\right) \leq \frac{3n\theta^2}{(1 - \theta)^2},$$

completing the proof.

Combining Lemma 4.3.7 with Theorem 4.3.6 we deduce the following corollary.

Corollary 4.3.8 Let $\overline{v}^+$ result from (4.40) with $0 < \theta \leq 1/(2\nu + 1)$ and assume that $\delta(v; \overline{v}) \leq 1/4$. Then at most

$$O\left(\frac{1}{(\overline{v}^+)^2} \left(n\theta^2 + \sqrt{n}\theta\right)\right)$$

damped Newton steps are required to obtain a primal–dual feasible pair $(x^+, s^+)$ such that $\delta(v^+; \overline{v}^+) \leq 1/4$, where $v^+ = \sqrt{x^+ s^+}$.

Typically, long-step methods apply a large update $\theta = O(1)$. In this case Corollary 4.3.8 reveals that $O(n/\overline{v}^2)$ (damped) Newton steps will be needed within an outer iteration. For medium–step algorithms using $\theta = O(1/\sqrt{n})$ the number of steps is $O(1)$ per outer iteration. Next we have to compute the number of outer iterations, i.e., the number of target updates.

Theorem 4.3.9 Let $(x(0), s(0))$ be a given initial point and let

$$\overline{v}(0) := \sqrt{x(0)s(0)} \quad \text{and} \quad \overline{w}_0 := \omega(\overline{v}(0)).$$

After at most

$$O\left(\frac{1}{\theta^2 \overline{v}^2} \ln \left(\frac{2(x(0)Ts(0))}{\epsilon}\right)\right)$$

target updates the algorithm stops with a primal–dual pair $(x^*, s^*)$ satisfying $(x^*)^T s^* \leq \epsilon$.
Proof: At the start of the algorithm the duality gap is given by

\[(x^{(0)})^T s^{(0)} = \|v^{(0)}\|^2.\]

Since the duality gap in an approximate center is closely related to the duality gap in the exact center (Lemma 4.3.5), and at the end of each outer iteration we have a point whose proximity to the target is less than 1/4, we may consider the reduction in the gap in exact centers. If, as before, the target point at the beginning of some iteration is denoted as \(\bar{v}\) and at the end of the same iteration as \(\bar{v}^+\), then we have by (4.16)

\[\|\bar{v}^+\| \leq \|\bar{v}\| \left(1 - \theta \bar{\omega}^{2\nu}\right),\]

where \(\bar{\omega} = \omega(\bar{v})\). Hence, in the iteration under consideration the duality gap in the exact center is reduced by at least the factor

\[\left(1 - \theta \bar{\omega}^{2\nu}\right)^2.\]

Since \(\bar{\omega} \geq \bar{\omega}_0\), this factor is smaller than \((1 - \theta \bar{\omega}_0)^2\)^2, and we deduce that after the given number of iterations it holds \(\|\bar{v}\|^2 \leq \epsilon/2\). Using Lemma 4.3.5 and \(\delta \leq 1/4\) it follows that

\[\|v\|^2 \leq \rho(\delta)^2\|\bar{v}\|^2 \leq 2\|\bar{v}\|^2 \leq \epsilon,\]

completing the proof. \(\Box\)

Combining Theorem 4.3.9 and Corollary 4.3.8 we obtain the total iteration bound for the general long-step and medium-step algorithm using update (4.40).

**Corollary 4.3.10** For step size \(\theta \leq 1/(2\nu + 1)\) the path-following algorithm with \(\nu\)-order scaling needs at most

\[O\left(\frac{n}{\omega_0^{2\nu+1}} \ln \frac{2(x^{(0)})^T s^{(0)}}{\epsilon}\right)\]

inner iterations (damped Newton steps) in total. If, moreover, \(\theta = O(1/\sqrt{n})\) then only

\[O\left(\frac{\sqrt{n}}{\omega_0^{2\nu+1}} \ln \frac{2(x^{(0)})^T s^{(0)}}{\epsilon}\right)\]

are needed.

The iteration bound in the corollary is rather bad in terms of \(\bar{\omega}_0\). We can improve it by computing the number of iterations needed to have \(\bar{\omega}^2 \geq 1/2\), cf. Lemma 4.2.16. This gives the following corollary.

**Corollary 4.3.11** For step size \(\theta \leq 1/(2\nu + 1)\) the path-following algorithm with \(\nu\)-order scaling needs at most

\[O\left(n \left(\frac{1}{\omega_0} \ln \frac{1}{\bar{\omega}_0} + \ln \frac{2(x^{(0)})^T s^{(0)}}{\epsilon}\right)\right)\]

inner iterations in total.
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Computing a central point

We will now consider the problem of computing a point on the central path, given an arbitrary positive primal–dual feasible pair (cf. Section 4.2.4). Here we propose a long-step algorithm. Observe, that we only need to quantify the potential value in the current point with respect to a point on the central path. Let \((x, s)\) be an arbitrary positive primal–dual feasible pair, and let \(v^2 = xs\). The target on the central path will be defined as the one with the same duality gap as \((x, s)\).

**Lemma 4.3.12** Define \(\mu := e^Tv^2/n\) and the target on the central path \(\bar{v} := \sqrt{\mu}e\). Then,

\[
\phi(v; \bar{v}) \leq 2n \ln \frac{1}{\omega(v)}.
\]

**Proof:** Using (4.31) and the definition of \(\bar{v}\) it holds

\[
\phi(v; \bar{v}) = \frac{e^Tv^2 - e^T\bar{v}^2}{\max(\bar{v})^2} + \sum_{i=1}^{n} \frac{\bar{v}_i^2}{\max(\bar{v})^2} \ln \frac{\bar{v}_i^2}{v_i^2} = \sum_{i=1}^{n} \frac{e^Tv_i^2}{nv_i^2} \leq n \ln \frac{1}{\omega(v)^2} = 2n \ln \frac{1}{\omega(v)},
\]

which proves the result. \(\square\)

Combining Lemma 4.3.12 with Theorem 4.3.6 it follows that the centering can be done by minimizing the barrier function in at most \(O(n \ln 1/\omega)\) iterations. Observe that in the long-step algorithm we may choose the point \(\bar{v} := \sqrt{e^Tv^2/n}e\) on the central path, whereas in the small-step algorithm in Section 4.2.4 we had to choose \(\bar{v} := \max(v)e\). The following lemma analyzes this and still another variant. The different strategies are depicted in Figure 4.4.

**Lemma 4.3.13** (i) If \(\bar{v} := \max(v)e\) then \(\phi(v; \bar{v}) \leq 2n \ln 1/\omega(v)\).

(ii) If \(\bar{v} := \min(v)e\) then \(\phi(v; \bar{v}) \leq n(1 - \omega(v)^2)/\omega(v)^2\).

**Proof:** Left to the reader. \(\square\)

Computing a weighted center

We consider the problem of computing the weighted center corresponding to \(\bar{v}\), given a positive primal–dual pair \((x, s)\). Let \(v^2 := xs\) and define \(\mu := e^Tv^2/n\) and \(\bar{\mu} := e^T\bar{v}^2/n\). We propose the following three-step procedure: the first target is \(\sqrt{\mu}e\) on the central path; the second target is \(\sqrt{\bar{\mu}}e\) on the central path; the final target is \(\bar{v}\).

**Lemma 4.3.14** With \(v\) and \(\bar{v}\) as given above, \(\omega := \omega(v)\) and \(\bar{\omega} := \omega(\bar{v})\), the three-step algorithm requires at most

\[
O \left( n \left( \ln \frac{1}{\omega} + \frac{\mu}{\bar{\mu}} - 1 + \left| \ln \frac{\bar{\mu}}{\mu} \right| + \frac{1}{\bar{\omega}^2} \ln \frac{1}{\omega} \right) + \sqrt{n} \left( \max \left( \frac{1 - \mu}{\mu}, \frac{\mu}{\bar{\mu}} - 1 \right) + \frac{1}{\bar{\omega}^4} \left( \frac{1}{\bar{\omega}^2} - 1 \right) \right) \right)
\]

damped Newton steps.
Proof: By Lemma 4.3.12 we have $\phi(v; \sqrt{\mu}e) \leq 2n \ln 1/\omega$. For the second stage, it holds

$$\phi(\sqrt{\mu}e; \sqrt{\mu}e) = \frac{n\mu - n\overline{\mu}}{\overline{\mu}} - \sum_{i=1}^{n} \ln \frac{\mu}{\overline{\mu}} \leq n \left( \frac{\mu}{\overline{\mu}} - 1 \right) + n \left| \ln \frac{\mu}{\overline{\mu}} \right|.$$ 

For the final stage, we have

$$\phi(\sqrt{\mu}e; \overline{v}) = \frac{n\overline{\mu} - e^T\overline{v}^2}{\text{max}(\overline{v}^2)} + \sum_{i=1}^{n} \overline{v}_i^2 \ln \frac{\overline{v}_i}{\mu} = \sum_{i=1}^{n} \frac{\overline{v}_i^2}{\text{max}(\overline{v}^2)} \ln \frac{n\overline{v}_i^2}{e^T\overline{v}^2} \leq \sum_{i=1}^{n} \frac{\overline{v}_i^2}{\text{max}(\overline{v}^2)} \ln \frac{1}{\omega^2} \leq n \ln \frac{1}{\omega} = 2n \ln \frac{1}{\omega}.$$ 

The other quantities in Theorem 4.3.6 are easy to compute. Combining leads to the complexity bound. \(\square\)

Of course, other applications of the long-step target-following approach can be proposed and analyzed in the general framework approached in this section.

### 4.4 Target-following for convex programming

In this section we analyze target-following methods for convex programming. The analysis uses the self-concordance condition introduced by Nesterov and Nemirovskii [199], see Definition 3.5.16, and some results from Den Hertog [101]. A major difference with their approaches is that here the self-concordance parameters change from one iteration to another, instead of being constant. In NLP complexity of algorithms means the number of
arithmetic operations required to compute a feasible solution with objective value within \( \epsilon \) of the optimal value (Judin and Nemirovskii [130]). Since all methods in this section require \( \mathcal{O}(n^3) \) operations per (Newton) step, we are mainly interested in the number of Newton steps to be performed.

### 4.4.1 Self-concordant barriers

The problem we consider is

\[
\text{(CP)} \quad \min_{y} \left\{ f_0(y) : -f_i(y) \geq 0, \ i = 1, \ldots, n, \ y \in \mathbb{R}^m \right\}.
\]

We assume that the functions \( f_i(y), \ i = 0, \ldots, n, \) are convex and three times continuously differentiable. Without loss of generality we may assume \( f_0(y) \) to be linear. The feasible set is denoted by

\[ \mathcal{F} := \{ y \in \mathbb{R}^m : -f_i(y) \geq 0, \ i = 1, \ldots, n \}, \]

and the set of positive solutions in \( \mathcal{F} \) as

\[ \mathcal{F}^0 := \{ y \in \mathbb{R}^m : -f_i(y) > 0, \ i = 1, \ldots, n \}. \]

We make the following assumption.

**Assumption 4.4.1** \( \mathcal{F}^0 \) is not empty and the level-sets of (CP) are bounded.

The Wolfe-dual of (CP) is given by

\[
\text{(CD)} \quad \min_{x,w} \left\{ f_0(y) - \sum_{i=1}^{n} x_i f_i(y) : \sum_{i=1}^{n} x_i \nabla f_i(y) = \nabla f_0(y), \ x_i \geq 0, \ i = 1, \ldots, n \right\}.
\]

Let us consider the following system of nonlinear equations:

\[
\begin{align*}
    f_i(y) & \leq 0, \quad x_i \geq 0, \quad i = 1, \ldots, n, \\
    \sum_{i=1}^{n} x_i \nabla f_i(y) & = \nabla f_0(y) \\
    -x_i f_i(y) & = w_i,
\end{align*}
\]  

(4.41)

for some \( w \in \mathbb{R}^n_{++}. \) The following theorem is analogous to Theorem 2.1.5 and follows from Monteiro and Zhou [191].

**Theorem 4.4.2** If Assumption 4.4.1 holds then system (4.41) has a unique solution for any \( w \in \mathbb{R}^n_{++}. \)

The proof of the theorem uses the fact that (4.41) is the KKT-system for minimizing the weighted logarithmic barrier

\[
f(y; w) = f_0(y) - \sum_{i=1}^{n} w_i \ln(-f_i(y))
\]  

(4.42)

over \( \mathcal{F}. \) This permits us to interpret target-following in the \( v \)-space as using different weights \( w \) in a weighted logarithmic barrier method. Henceforth, speaking of a target \( w \) will
have the interpretation of a weight \( w \) in a barrier function. Since (4.41) contains nonlinear and nonconvex dual constraints it is hard to analyze primal–dual (feasible) algorithms. Instead only primal or dual target–following methods will be considered. Nesterov and Todd [200] are able to analyze primal–dual potential reduction methods for convex problems by transforming the problem in a conic formulation. However, the practical merits of such reformulations are unclear.

In the analysis we use self–concordant barriers (Definition 3.5.16). We use the self–concordance properties of the barrier function to measure proximity to a target (cf. Den Hertog [101] and Section 4.3). The following lemma is a fundamental result for constructing self–concordant functions for intersections of convex spaces.

**Lemma 4.4.3** Let \( G_i, i = 1, \ldots, n, \) be closed convex domains in \( \mathbb{R}^n \), such that \( G = \bigcap_{i=1}^{n} G_i \) has a nonempty interior, and let \( F_i(y) \) be a \((1, \vartheta_i)\)–self–concordant barrier for \( G_i \). Let \( w \in \mathbb{R}^n_+ \). Then

\[
F(y; w) := \sum_{i=1}^{n} w_i F_i(y)
\]

is a \((\min(w), \sum_{i=1}^{n} w_i \vartheta_i)\)–self–concordant barrier for \( G \).

**Proof:** Elementary; cf. Propositions 2.1.1 and 2.3.1 in [199]. \( \square \)

To analyze target–following methods for (CP) we assume that the functions \(-\ln(-f_i)\) are \((1, \vartheta_i)\)–self–concordant barriers for the spaces \( \{ y : f_i(y) \leq 0 \} \). As in [101] we restrict ourselves to the use of logarithmic barriers. Although this may seem to be a real restriction, up to now (as far as we know) all convex programming problems that have been handled by the notion of self–concordance use some type of logarithmic barrier. Moreover, the general case will be handled in the context of variational inequalities in Section 4.5. Furthermore, the existence of weighted centers has only been extensively studied in the logarithmic case (Monteiro and Zhou [191]). From Remark 2.3.1 and Corollary 2.3.3 in [199] it follows that we may assume \( \vartheta_i \geq 1 \). As mentioned, we assume \( f_0(y) \) to be linear (following Nesterov and Nemirovskii [199] and Den Hertog et al. [102] we could use the notion of compatible objective functions, which would unnecessarily complicate the discussion). The self–concordance property has been shown for many classes of convex programming problems as: linear and convex quadratic programming with convex quadratic constraints, primal geometric programming, \( \ell_p \)–approximation, matrix–norm minimization and finding a maximal inscribed ellipsoid (Nesterov and Nemirovskii [199]) and dual geometric programming, extended entropy programming and \( \ell_p \)–programming (Den Hertog et al. [102]).

Motivated by (4.42) and Lemma 4.4.3 we use the following weighted barrier function

\[
\phi(y; w) := \frac{f_0(y)}{\min(w)} - \sum_{i=1}^{n} \frac{w_i}{\min(w)} \ln(-f_i(y))
\]

where \( w \in \mathbb{R}^n_+ \). Applying Lemma 4.4.3 it follows that \( \phi(y; w) \) is an \((a(w), \vartheta(w))\)–self–concordant barrier, with

\[
a(w) = 1, \quad \vartheta(w) = \sum_{i=1}^{n} \frac{w_i}{\min(w)} \vartheta_i.
\]
4.4. Target-following for convex programming

Since $a(w)$ is independent of $w$, we henceforth ignore it and just talk about $\phi(\cdot; w)$ as a $\vartheta(w)$–self-concordant barrier. We denote by $g(y; w)$ and $H(y; w)$ the gradient respectively Hessian of $\phi(y; w)$. We use the notation

$$
\psi(y; w) = -\sum_{i=1}^{n} \frac{w_i}{\min(w)} \ln(-f_i(y))
$$

(4.44)

for the barrier term only. Because of the linearity of $f_0(y)$, $\psi(y; w)$ is also a $\vartheta(w)$–self-concordant barrier. Observe that the Hessians of $\phi(y; w)$ and $\psi(y; w)$ are equal, so

$$
H(y; w) := \nabla^2 \phi(y, w) = \nabla^2 \psi(y; w).
$$

We denote $H_t := \nabla^2(-\ln(-f_i))$.

4.4.2 Analysis of the Newton process

As in the previous sections the major task is to analyze the Newton process. Since the function $\phi(y; w)$ is a self-concordant barrier it can be minimized efficiently by a (damped) Newton–type method. Some basic results are obtained from Nesterov and Nemirovskii [199, Chapter 2] and Den Hertog [101, Chapter 2] and are quoted below. Then we study the effect of the Newton step on the objective value and proximity measure. In the analysis we denote the current iterate and weight by $y$ and $w$ respectively, while the next iterate and new weight are denoted by $y^{+}$ and $w^{+}$. We denote by $p(y; w)$ the Newton step at $y$ with respect to the barrier function $\phi(y; w)$, so

$$
p(y; w) = -H(y; w)^{-1}g(y; w).
$$

The proximity measure used is the Hessian norm of the Newton step

$$
\delta(y; w) := \|p(y; w)\|_{H(y; w)} = \sqrt{p(y; w)^{T}H(y; w)p(y; w)}.
$$

The first result is important for self-concordant barriers and is called the semiboundedness property.

**Lemma 4.4.4** Let $x \in \mathcal{F}^0$, $y \in \mathcal{F}$. Then $\nabla \psi(x; w)^{T}(y - x) \leq \vartheta(w)$.

*Proof:* See Proposition 2.3.2 in [199].

The following lemma concerns feasibility and quadratic convergence of the Newton step.

**Lemma 4.4.5** Let $p := p(y; w)$ be the Newton step at $y \in \mathcal{F}^0$ and assume that $\delta(y; w) < 1$. Then

(i) $y + p \in \mathcal{F}^0$;

(ii) The proximity after the Newton step satisfies

$$
\delta(y + p; w) \leq \frac{\delta(y; w)^2}{(1 - \delta(y; w))^2}.
$$

*Proof:* See Lemmas 2.20 and 2.21 in [101].

The next lemma gives a bound for the value of the barrier function in an approximate minimizer of $\phi(y; w)$.
Lemma 4.4.6 Let \( y(w) \) denote the minimizer of \( \phi(y; w) \), and assume that \( \delta := \delta(y; w) < 1/3 \). Denote \( \gamma(\delta) := 1 - (1 - 3\delta)^{1/3} \). Then

\[
\phi(y; w) - \phi(y(w); w) \leq \frac{1}{2} \gamma(\delta) \frac{1 + \gamma(\delta)}{1 - \gamma(\delta)}.
\]

Proof: See Theorem 2.2.2 in [199].

The next result enables us to estimate the duality gap in points close to the minimizer of \( \phi(y; w) \). Its contents and proof are similar to p.68(A) and Proposition 3.2.4 in [199].

Lemma 4.4.7 Let \( y^* \) be an optimal solution of \((CP)\), \( y(w) \) the minimizer of \( \phi(y; w) \) and \( y \) such that \( \delta(y; w) < 1/3 \). Let \( \gamma(\delta) \) be as defined in Lemma 4.4.6. Then

(i) \( f_0(y(w)) - f_0(y^*) \leq \min(w) \vartheta(w) \);

(ii) \( f_0(y) - f_0(y(w)) \leq \min(w) \left( \vartheta(w) + 1/2 \gamma(\delta)^2 (1 + \gamma(\delta))/(1 - \gamma(\delta)) \right) \);

(iii) \( f_0(y) \leq f_0(y^*) + \min(w) \left( 2\vartheta(w) + 1/2 \gamma(\delta)^2 (1 + \gamma(\delta))/(1 - \gamma(\delta)) \right) \).

Proof: (i) Since \( f_0(y) \) is linear and \( y(w) \) minimizes \( \phi(y; w) \) we have

\[
f_0(y(w)) - f_0(y^*) = \nabla f_0(y(w))^T (y(w) - y^*) = -\min(w)(\nabla \psi(y(w); w))^T (y(w) - y^*) \\
\leq \min(w) \vartheta(w),
\]

where the inequality follows from Lemma 4.4.4.

(ii) We have

\[
f_0(y) = \min(w)(\phi(y; w) - \psi(y; w)) + f_0(y(w)) - \min(w)(\phi(y(w); w) - \psi(y(w); w)) \\
= f_0(y(w)) + \min(w)(\phi(y; w) - \phi(y(w); w)) + \min(w)(\psi(y(w); w) - \psi(y; w)) \\
\leq f_0(y(w)) + \min(w) \frac{1}{2} \gamma(\delta)^2 \frac{1 + \gamma(\delta)}{1 - \gamma(\delta)} + \min(w) \nabla \psi(y(w); w))^T (y(w) - y),
\]

where the inequality follows from the convexity of \( \psi(y; w) \) and Lemma 4.4.6. To complete the proof of (i), we use that [199, Th. 2.1.1] shows that for \( z := y(w) + (y(w) - y) \) it holds \( z \in \mathcal{F}^0 \). Then Lemma 4.4.4 gives

\[
\nabla \psi(y(w); w))^T (y(w) - y) = \nabla \psi(y(w); w))^T (z - y(w)) \leq \vartheta(w).
\]

(iii) Follows from (i) and (ii).

The following lemma will be important in the proof of the main result.

Lemma 4.4.8 Let \( \psi(y; w) \) be as defined in (4.44) and denote \( H := H(y; w) \). Let \( \alpha \in \mathbb{R}^n_+ \) and consider

\[
G(y; w, \alpha) := -\sum_{i=1}^n \frac{\alpha_i w_i}{\min(\alpha) \min(w)} \ln(-f_i(y)).
\]

Let \( y \in \mathcal{F}^0 \) and \( w \in \mathbb{R}^n_+ \) be arbitrary. Define \( \chi_G := \nabla G(y; w, \alpha) \) and \( H_G := \nabla^2 G(y; w, \alpha) \). Then

\[
\chi_G^T H^{-1} \chi_G \leq \left( \frac{\max(\alpha)}{\min(\alpha)} \right)^2 \vartheta(w).
\]
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Proof: The self-concordance parameters of $G(y; w, \alpha)$ satisfy

$$a_G(w, \alpha) \geq 1, \quad \theta_G(w, \alpha) \leq \sum_{i=1}^{n} \frac{\alpha_i w_i}{\min(\alpha) \min(w)} \theta_i,$$

as follows from Lemma 4.4.3. Observe that

$$H = \sum_{i=1}^{n} \frac{w_i}{\min(w)} H_i = \sum_{i=1}^{n} \frac{\alpha_i w_i}{\min(\alpha) \min(w)} H_i \frac{\min(\alpha)}{\alpha_i} \geq \frac{\min(\alpha)}{\max(\alpha)} H_G,$$

since $H_i$ is positive definite for any $i$. Then we have

$$x_G^T H^{-1} x_G \leq \frac{\max(\alpha)}{\min(\alpha)} x_G^T H_G^{-1} x_G \leq \frac{\max(\alpha)}{\min(\alpha)} \theta_G(w, \alpha)$$

$$\leq \frac{\max(\alpha)}{\min(\alpha)} \sum_{i=1}^{n} \frac{\alpha_i w_i}{\min(\alpha) \min(w)} \theta_i \leq \left( \frac{\max(\alpha)}{\min(\alpha)} \right)^2 \theta(w),$$

where the second inequality can be shown as follows\(^1\). Let $p_G := -H_G^{-1} x_G$. Then

$$x_G^T H_G^{-1} x_G = -p_G^T x_G \leq \sqrt{\theta_G(\alpha, w)} \sqrt{p_G^T H_G p_G} = \sqrt{\theta_G(\alpha, w)} \sqrt{x_G^T H_G^{-1} x_G},$$

where the inequality follows from Definition 3.5.16. Hence

$$\sqrt{x_G^T H_G^{-1} x_G} \leq \theta_G(\alpha, w).$$

This completes the proof.

We estimate the effect of a target update on the proximity measure. For that purpose we impose the following condition on the new target $w^+$.

**Condition 4.4.9** There exist a constant $\tau \in (0, 1)$ such that $w^+$ satisfies

$$\tau \leq \frac{w_i^+}{w_i} \leq \frac{1}{\tau}, \quad i = 1, \ldots, n.$$

Observe that the condition implies $w^+ > 0$; moreover, for any $i$ it holds

$$\tau^2 \frac{w_i}{\min(w)} \leq \frac{w_i^+}{\min(w^+)} \leq \frac{1}{\tau^2} \frac{w_i}{\min(w)}.$$  \hfill (4.45)

Also, we have

$$\min(w^+) = w_i^+ \geq \tau w_i \geq \tau \min(w).$$  \hfill (4.46)

Whenever the target is updated, the self-concordance parameter of the barrier function changes. This is the major difference with the analysis in [199]. The new parameter can be bounded as follows.

\(^1\) Den Hertog [191, Lemma 2.25] uses an argument based on eigenvalues in a similar proof for a different result.
Lemma 4.4.10 Let $w^+$ satisfy Condition 4.4.9. For the self-concordance parameters of $\phi(y;w)$ and $\phi(y;w^+)$ it holds

$$\tau^2 \vartheta(w) \leq \vartheta(w^+) \leq \frac{1}{\tau^2} \vartheta(w).$$

Proof: By Lemma 4.4.3 we have $\vartheta(w^+) = \sum_{i=1}^n (w_i^+ / \min(w^+)) \vartheta_i$. The desired inequalities immediately follow from (4.45). \qed

To bound the proximity after a Newton step followed by a target update, we first relate the new Hessian matrix to the old one (for simplicity we write $f_i$ for $f_i(y)$):

$$H(y;w^+) = \sum_{i=1}^n \frac{w_i^+}{\min(w^+)} \nabla^2(-\ln(-f_i))$$

$$\geq \min \left( \frac{\min(w) \ w^+}{\min(w^+)} \right) \left( \sum_{i=1}^n \frac{w_i}{\min(w)} \nabla^2(-\ln(-f_i)) \right)$$

$$\geq \tau \frac{\min(w)}{\min(w^+)} H(y;w),$$

where $y \in \mathcal{F}^0$ is arbitrary. We now prove the main theorem.

Theorem 4.4.11 Let $g := g(y;w)$, $H := H(y;w)$ and $p := -H^{-1}g$, such that $\delta(y;w) = \|p\|_H \leq 1/3$. Let $w^+$ be a target satisfying Condition 4.4.9. Define $g^{++} := g(y^+;w^+)$, $H^{++} := H(y^+;w^+)$ and let $p^{++} := p(y^+;w^+) := -(H^{++})^{-1}g^{++}$ be the Newton step in $y^+$ with respect to $\phi(\cdot;w^+)$. Then, it holds

$$\delta(y^+;w^+) \leq \frac{1}{\tau} \left( \frac{\delta(y;w)^2}{(1-\delta(y;w))} + \left( \frac{1}{\tau^2} - \tau \right) \sqrt{\vartheta(w)} \right).$$

Proof: Let us further define $g^+ := g(y^+;w)$, $H^+ := H(y^+;w)$ and $p^+ := p(y^+;w) = -(H^+)^{-1}g^+$. From (4.47) we derive

$$(H^{++})^{-1} \leq \frac{1}{\tau \min(w)} (H^+)^{-1}.$$ 

Writing $f_i$ and $\nabla f_i$ for $f_i(y^+)$ and $\nabla f_i(y^+)$ respectively, we obtain

$$\|p^{++}\|_{H^{++}} = \sqrt{(g^{++})^T (H^{++})^{-1} g^{++}} \leq \frac{1}{\sqrt{\tau}} \sqrt{\frac{\min(w^+)}{\min(w)}} \sqrt{(g^{++})^T (H^+)^{-1} g^{++}}$$

$$= \frac{1}{\sqrt{\tau}} \sqrt{\frac{\min(w^+)}{\min(w)}} \left\| \nabla f_0 \min(w^+) \nabla f_i \right\| + \frac{\sum_{i=1}^n w_i^+ \nabla f_i}{\min(w^+)}$$

$$= \frac{1}{\sqrt{\tau}} \sqrt{\frac{\min(w^+)}{\min(w)}} \left\| \nabla f_0 \min(w) \nabla f_i \right\| + \sum_{i=1}^n \frac{w_i \nabla f_i}{\min(w)} + \sum_{i=1}^n \frac{w_i^++ w_i^+ - w_i \nabla f_i}{\min(w)}$$

$$\leq \frac{1}{\tau} \left( \|g^+\|_{(H^+)^{-1}} + \left\| \sum_{i=1}^n \frac{w_i^+ - w_i \nabla f_i}{\min(w)} \right\|_{(H^+)^{-1}} \right).$$

(4.49)
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In the first inequality we use (4.47), in the second we apply (4.46) and the triangle-inequality. Observe that the first part in the last term is bounded by the quadratic convergence result of Lemma 4.4.5. We apply Lemma 4.4.8 to estimate the norm in the second part. Let us define $I_1 := \{ i : w_i^+ < w_i \}$, $I_2 := \{ i : w_i^+ = w_i \}$ $I_3 := \{ i : w_i^+ > w_i \}$, and split $H^+ = \sum_{i=1}^{n} H_i(y^+; w) =: H^{1+} + H^{2+} + H^{3+}$ according to these sets. Then it holds

$$\left\| \sum_{i \in I_1} \frac{w_i^+ - w_i}{\min(w)} \nabla f_i - f_i \right\|_{(H^+)^{-1}} \leq \left\| \sum_{i \in I_1} \frac{w_i^+ - w_i}{\min(w)} \nabla f_i - f_i \right\|_{(H^+)^{-1}} + \left\| \sum_{i \in I_2} \frac{w_i^+ - w_i}{\min(w)} \nabla f_i - f_i \right\|_{(H^+)^{-1}}$$

$$+ \left\| \sum_{i \in I_3} \frac{w_i^+ - w_i}{\min(w)} \nabla f_i - f_i \right\|_{(H^+)^{-1}} \leq \left\| \sum_{i \in I_1} \frac{w_i^+ - w_i}{\min(w)} \nabla f_i - f_i \right\|_{(H^+)^{-1}} + \left\| \sum_{i \in I_3} \frac{w_i^+ - w_i}{\min(w)} \nabla f_i - f_i \right\|_{(H^+)^{-1}}$$

For the indices in $I_1$ we let $\alpha_i := 1 - w_i^+ / w_i > 0$, and using Lemma 4.4.8 it holds

$$\left\| \sum_{i \in I_1} \frac{w_i^+ - w_i}{\min(w)} \nabla f_i - f_i \right\|_{(H^+)^{-1}} = \min(\alpha) \left\| \sum_{i \in I_1} \frac{\alpha_i w_i}{\min(\alpha) \min(w)} \nabla f_i - f_i \right\|_{(H^+)^{-1}}$$

$$\leq \min(\alpha) \frac{\max(\alpha)}{\min(\alpha)} \sqrt{\vartheta(w)} \leq (1 - \tau) \sqrt{\vartheta(w)}.$$

For the indices in $I_3$ we define $\alpha_i := w_i^+ / w_i - 1$, and the inequality

$$\left\| \sum_{i \in I_3} \frac{w_i^+ - w_i}{\min(w)} \nabla f_i - f_i \right\|_{(H^+)^{-1}} \leq \left( \frac{1}{\tau} - 1 \right) \sqrt{\vartheta(w)}.$$.

follows similarly. Combining these bounds, we have proved (4.48).

The following corollary can be derived.

**Corollary 4.4.12** If $\delta(y; w) \leq 1/4$ and $\tau \geq 1 - 1/(18 \sqrt{\vartheta(w)})$, then $\delta(y^+; w^+) \leq 1/4$.

**Proof:** If $n \geq 2$ then $\vartheta(w) \geq 2$. The result now follows from Theorem 4.4.11.

Observe, that we have an easy to check condition on the new target (Condition 4.4.9) to analyze the Newton process for a specific updating scheme of the weights $w$. The maximal step that can be taken with the scheme can be determined with the help of the parameter $\tau$ as in Corollary 4.4.12. We mention that the condition seems more easily than the one in Theorems 4.2.6 and 4.3.6 for the linear case. However, Lemma 4.2.2 and the discussion preceding it show that they are almost equivalent. The analysis developed here is related to the use of self-concordant families (Definition 3.1.1 in Nesterov and Nemirovskii [199]). Their analysis is more general in the sense that the barriers need not be logarithmic barriers. On the other hand, their families are parametrized by only one parameter.

**4.4.3 Applications**

Many interior point algorithms for LP can, when suitably adjusted, be applied to NLP as well. In this section we analyze just two: the path-following and the Dikin-path-following algorithm.
Central and weighted path–following

The weighted path–following algorithm for (CP) was already given in the book of Fiacco and McCormick [54]. Here we give a first proof of polynomiality. The target update is given by

\[ w^+ = (1 - \theta)w, \]

where \( \theta \) is a suitable step size; let \( w^{(0)} \) denote the initial target, and \( \omega_0^2 := \omega(w^{(0)}) = \min(w)/\max(w) \). Using (4.43) it holds

\[ \theta(w^+) = \theta(w) = \theta(w^{(0)}) \leq \frac{1}{\omega_0^2} \sum_{i=1}^n \theta_i. \]

We impose the condition that the algorithm computes approximations \( y \) to the centers \( y(w) \) such that \( \delta(y; w) \leq 1/4 \) for all iterates. Observe that the update satisfies Condition 4.4.9 with \( \tau = 1 - \theta \), hence Corollary 4.4.12 guarantees that we can take \( \theta \leq 1/(18\sqrt{\theta(w)}) \).

Observe that \( \theta \) can be bounded from below by

\[ \theta := \frac{\omega_0}{18\sqrt{\theta(\epsilon)}}, \]

whose validity follows from (4.51). We compute the number of iterations in terms of \( \theta \) needed to solve the problem.

**Lemma 4.4.13** The weighted path–following algorithm for (CP) with update (4.50) stops after at most

\[ \frac{1}{\theta} \ln \left( \frac{3\min(w^{(0)})\theta(w^{(0)})}{\epsilon} \right) \]

iterations with \( y \in F \) for which \( f_0(y) - f_0(y^*) \leq \epsilon \).

**Proof:** Denote the final iterate by \( y^{(k)} \). Since \( \delta := \delta(y^{(k)}, w^{(k)}) \leq 1/4 \), applying Lemma 4.4.6 with \( y^{(k)} \) gives

\[ \gamma(\delta) < \frac{3}{8}, \quad \frac{1}{2} \gamma(\delta)^2 \frac{1 + \gamma(\delta)}{1 - \gamma(\delta)} < \frac{1}{5}. \]

From Lemma 4.4.7 we obtain

\[ f_0(y^{(k)}) - f_0(y^*) \leq \min(w^{(k)}) \left( 2\theta(w^{(k)}) + \frac{1}{5} \right) \leq 3\min(w^{(k)})\theta(w^{(k)}) = 3\min(w^{(k)})\theta(w^{(0)}). \]

Hence it suffices to require

\[ \min(w^{(k)}) \leq \frac{\epsilon}{3\theta(w^{(0)})}. \]

Using \( \min(w^{(k)}) = (1 - \theta)^k \min(w^{(0)}) \) it follows that the number of iterations needed is certainly not larger than

\[ \frac{1}{\theta} \ln \left( \frac{3\min(w^{(0)})\theta(w^{(0)})}{\epsilon} \right). \]

Using (4.52) the complexity of the algorithm can be derived and is given as a corollary.
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Corollary 4.4.14 The weighted path-following algorithm for (CP) requires at most

\[ O\left( \frac{\sqrt{\delta(e)}}{\omega_0} \ln \left( \frac{3\min(w^{(0)})\delta(w^{(0)})}{\epsilon} \right) \right) \]

iterations when started from an interior-feasible point \( y^{(0)} \) and an initial weight vector \( w^{(0)} \) for which \( \delta(y^{(0)}; w^{(0)}) \leq 1/4 \).

Dikin-path-following

We analyze the Dikin-path-following algorithm introduced in Section 4.2.3. Recall from (4.14) that the path starting at some given \( w^{(0)} \) is given by

\[ \Psi(t; \sqrt{w^{(0)}})^2 = \frac{w^{(0)}}{w^{(0)}t + e}, \quad t \geq 0, \]

and satisfies (Lemma 4.2.7)

\[ \Psi(t_1 + t_2; \sqrt{w^{(0)}}) = \Psi(t_2; \Psi(t_1; \sqrt{w^{(0)}})). \]

The Dikin-path converges to the central path, in the sense that \( \omega(w) \) increases along the path (Lemma 4.2.7). We denote \( \omega_0^2 := \min(w^{(0)})/\max(w^{(0)}) \). With (4.43), it holds for any \( w \) on the Dikin-path

\[ \vartheta(w) = \sum_{i=1}^{n} \frac{w_i}{\min(w)} \theta_i \leq \sum_{i=1}^{n} \frac{w_i^{(0)}}{\min(w^{(0)})} \theta_i = \vartheta(w^{(0)}) \leq \frac{1}{\omega_0^2} \sum_{i=1}^{n} \theta_i, \]

since the ratio \( w_i/\min(w) \) is decreasing along the Dikin-path. We define a step from \( w \) to \( w^+ \) along the path, with step size \( \theta \), as

\[ w^+ := \frac{w}{\theta w + e}. \]

It is easily seen that

\[ \frac{1}{\theta w_i^{(0)} + 1} \leq \frac{w_i^+}{w_i} = \frac{1}{\theta w_i + 1} \leq 1, \]

hence Condition 4.4.9 is satisfied with \( \tau = 1/(\vartheta \min(w^{(0)}) + 1) \). Applying Corollary 4.4.12 it follows that \( \theta \) should satisfy

\[ \theta \leq \frac{1}{\min(w^{(0)})} \frac{1}{18\sqrt{\vartheta(w)}}, \]

which is guaranteed by taking

\[ \theta = \frac{\omega_0}{\min(w^{(0)})} \frac{1}{18\sqrt{\vartheta(e)}} \tag{4.53} \]

Using Lemma 4.4.7 we obtain the sufficient condition for termination

\[ f_0(y) - f_0(y^*) \leq 3\min(w^{(k)})\vartheta(w^{(k)}) \leq 3\min(w^{(k)})\vartheta(w^{(0)}) \leq \epsilon. \]
It holds

\[
\min(w^{(k)}) = \frac{\min(w^{(k-1)})}{\theta \min(w^{(k-1)}) + 1} \leq \frac{\min(w^{(k-1)})}{\theta \min(w^{(0)}) + 1} \leq \left(\frac{1}{\theta \min(w^{(0)}) + 1}\right)^k \min(w^{(0)}).
\]

Hence, it suffices to do at most

\[
\frac{1}{\theta \min(w^{(0)})} \ln \frac{3 \min(w^{(0)}) \vartheta(w^{(0)})}{\epsilon}
\]

iterations. Substituting the value of \(\theta\) from (4.53) gives a complexity of

\[
\mathcal{O}\left(\frac{\sqrt{\vartheta(\epsilon)}}{\omega_0} \ln \frac{3 \min(w^{(0)}) \vartheta(w^{(0)})}{\epsilon}\right)
\]

iterations. Observe that this bound is exactly the same as in the weighted path-following method. Although we know that the deviation of the central path (measured via \(\omega(w)\)) decreases along the Dikin-path, in the analysis above it is not possible to use this extra information for a better complexity result. Note that the iteration bound is exactly the same as in Theorem 4.2.9.

Discussion

Other applications of the target-following concept in NLP are omitted as they follow from the results given above. Notice that a natural choice for the weights could be \(w_i = 1/\vartheta_i\), since this leads to \(\vartheta(w) = n \max_i(\vartheta_i)\), independent of \(w\). It is not clear how the target-following approach can be generalized to the theory of self-concordant barriers for general convex cones as in [199]. For instance, it is not evident how to include weights in the barrier \(-\ln \det X\) for the cone of positive semidefinite matrices. However, it is straightforward to include weights in its derivative \(-X^{-1}\), for instance using

\[-W^{1/2}X^{-1}W^{1/2},\]

for a diagonal matrix \(W > 0\). This idea will be exploited in the next section, where variational inequalities are analyzed.

4.5 Variational inequalities with monotone operators

In this section we extend the use of weighted interior point methods (the target-following approach) to monotone variational inequalities, hence extending the analysis in Chapter 7 of Nesterov and Nemirovskii [199]. Variational inequalities have many applications, e.g., in equilibrium problems, saddle-point problems and game theory. For a survey we refer to Harker and Pang [99]. A nice aspect of the approach we take in this section is that we do not have to deal with (weighted) barrier functions themselves, but only with operators (mappings) having similar properties as gradients and Hessians of self-concordant barriers. This circumvents the problem noted at the end of Section 4.4.3.
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4.5.1 Problem statement and definitions

The problem we consider is stated as follows. Let $E$ be a real vector space with conjugate $E^*$ and inner product $\langle \cdot, \cdot \rangle$. Let $G$ be a closed convex subset of $E$ with nonempty interior $Q := \text{int}(G)$, and let $S: G \to E^*$ be a $C^2$-smooth single-valued monotone operator, i.e., it holds

$$\langle x - y, S(x) - S(y) \rangle \geq 0, \quad \forall x, y \in G.$$  \hspace{1cm} (VI)

The variational inequality associated with $G$ and $S$ is as follows

$$\text{(VI)} \quad \text{Find } x \in G \text{ such that } \langle S(x), y - x \rangle \geq 0 \quad \forall y \in G.$$  \hspace{1cm} (4.54)

Using monotonicity, a solution of (VI) also solves

$$\text{(VI)} \quad \text{Find } x \in G \text{ such that } \langle S(y), y - x \rangle \geq 0 \quad \forall y \in G.$$  \hspace{1cm} (4.54)

It is easy to see that the reverse is also true, i.e., a solution to (VI) is a solution to (VI).

For a discussion on this type of problems, its solvability and the relation with other fields in optimization we refer to Chapter 7 in [199]. One result needed here is that (VI) has a solution if $G$ is bounded which we assume to be the case in this section.

Note that (VI) is not an optimization problem, but a feasibility problem. Still, interior point techniques can be adopted to (approximately) solve the problem. To give an illustration we show that the monotone nonlinear complementarity problem

$$\text{(MNCP)} \quad \text{Given } f: \mathbb{R}_+^n \to \mathbb{R}_+^n, \text{ find } x \in \mathbb{R}_+^n \text{ such that } f(x) \geq 0, \text{ and } (f(x), x) = 0,$$

where $f$ is a continuous monotone mapping, is a specific instance of (4.54).

**Lemma 4.5.1** (MNCP) is equivalent to (VI) where $G = \mathbb{R}_+^n$ and $S = f$.

**Proof:** We first show that a solution $\bar{x} \geq 0$ to (MNCP) also solves (VI). Let $y \in \mathbb{R}_+^n$ be arbitrary. Substituting $\bar{x}^T f(\bar{x}) = 0$ in the monotonicity condition and using $y \geq 0$ and $f(\bar{x}) \geq 0$ it follows

$$f(y)^T (y - \bar{x}) \geq y^T f(\bar{x}) \geq 0.$$  \hspace{1cm} (VI)

The reverse implication is shown by contradiction. Suppose $\bar{x} \geq 0$ solves (VI), but $f_i(\bar{x}) < 0$ for some $i$. Define

$$\bar{y}_j = \begin{cases} \bar{x}_j & j \neq i \\ \bar{x}_j + \epsilon & j = i. \end{cases}$$

By the continuity of $f$ there exists a positive value for $\epsilon$ for which $\bar{y} \geq 0$ and $f_i(\bar{y}) < 0$. Then

$$\langle f(\bar{y}), \bar{y} - \bar{x} \rangle = f_i(\bar{y}) \epsilon < 0,$$

which gives a contradiction. Hence $f(\bar{x}) \geq 0$. Suppose now that $\bar{x}^T f(\bar{x}) > 0$, then there is an $i$ for which $\bar{x}_i > 0$ and $f_i(\bar{x}) > 0$. Define

$$\bar{y}_j = \begin{cases} \bar{x}_j & j \neq i \\ \bar{x}_j - \epsilon & j = i. \end{cases}$$

\footnote{2We allow problems other than defined on $\mathbb{R}^n$.}
By the continuity of $f$ there exists a positive value for $\epsilon$ for which $y \geq 0$ and $f_i(y) > 0$. Then

$$\langle f(y), y - x \rangle = f_i(y)(-\epsilon) < 0,$$

which gives a contradiction. This completes the proof. \qed

For single-valued monotone operators, the first derivative $\nabla S(x)$ defines a linear mapping; from the monotonicity it follows that

$$\langle \nabla S(x)h, h \rangle \geq 0, \quad \forall h \in E.$$

There is a natural conjugate operator $(\nabla S)^*(x) : E \to E^*$, which can be used to define a symmetric and positive semidefinite operator

$$\hat{S}(x) = \frac{1}{2} (\nabla S(x) + (\nabla S)^*(x)).$$

We now define the following Euclidean seminorm

$$\|h\|_{S,x} = \langle \hat{S}(x)h, h \rangle^{1/2}.$$

In case $\nabla S$ is nondegenerate, the conjugate norm is

$$\|\eta\|_{S,x}^* = \langle \eta, \hat{S}^{-1}(x)\eta \rangle^{1/2}, \quad \eta \in E^*.$$

We introduce the following definition (cf. Definition 3.5.16).

**Definition 4.5.2** Let $G$ be a closed convex domain in a finite-dimensional real vector space $E$, with nonempty interior $Q := \text{int}(G)$, and let $a, \vartheta \geq 0$. A single-valued monotone operator $F : Q \to E^*$ is called an $a$-self-concordant if it is $C^2$-smooth and if the following relation holds for all $x \in Q$ and $h^{(i)} \in E$, $i = 1, 2, 3$:

$$|\nabla^2 F(x)[h^{(1)}, h^{(2)}, h^{(3)}]| \leq 2a^{-1/2} \prod_{i=1}^{3} \|h^{(i)}\|_{F,x};$$

An $a$-self-concordant operator $F$ is called strongly self-concordant if the sequence of operators $F(x^{(i)})$ is unbounded whenever $x^{(i)} \in Q$ form a sequence converging to a boundary point of $Q$. A single-valued monotone operator $F : Q \to E^*$ is called an $(a, \vartheta)$-self-concordant barrier-operator if it is strongly $a$-self-concordant and for all $h \in E$:

$$|\langle F(x), h \rangle| \leq \sqrt{\vartheta} \|h\|_{F,x}.$$

The first statement is as [199, Definition 7.2.1]. We introduce self-concordant barrier-operators since we prefer not to deal with self-concordant barriers themselves, but only with mappings having ‘self-concordance properties’. From the definitions it is immediate that if $f(x)$ is an $(a, \vartheta)$-self-concordant barrier then $F(x) \equiv \nabla f(x)$ is an $(a, \vartheta)$-self-concordant barrier-operator. To solve the variational inequality (4.54) we state the notion of compatibility (cf. [199, Definition 7.3.1]).

\footnote{For self-concordant functions the given inequality follows from the first inequality in Definition 3.5.16 [199, Appendix 1]. Requiring the inequality here explicitly is necessary, since $\nabla^2 F$ need not be symmetric.}
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Definition 4.5.3 Let $F$ be an $(a, \vartheta)$-self-concordant barrier–operator for $G$ and let $\beta \geq 0$. A $C^2$-smooth monotone operator $S : Q \to E^*$ is called $\beta$–compatible with $F$ if the inequality

$$|\nabla^2 S(x)[h^{(1)}, h^{(2)}, h^{(3)}]| \leq \beta \prod_{i=1}^{3} \left( \frac{1}{3} \langle \hat{S}(x)h^{(i)}, h^{(i)} \rangle \right)^{1/3} \left( \frac{3a^{-1} \langle \hat{F}(x)h^{(i)}, h^{(i)} \rangle}{a(w)} \right)^{1/6}$$

holds for every $x \in Q$ and all $h^{(1)}, h^{(2)}, h^{(3)} \in E$.

Section 7.2 in [199] gives a comprehensive discussion and proof of the solvability of the equation $F(x) = 0$ for a strongly self-concordant operator $F$. Solving equations of this type lies at the heart of interior point methods for (VI) to be discussed. While Section 7.3 in [199] analyzes a central path–following method, the purpose of this section is to introduce weights $w \in E_+$ and analyze target–following methods for solving (VI). Hence, we assume the existence of a mapping $F : E \times E_+ \to E^*$ and parameter functions $a(w)$ and $\vartheta(w)$ such that $F(x; w)$ is an $(a(w), \vartheta(w))$-self-concordant barrier–operator for $G$, and such that $S(x)$ is $\beta$–compatible with $F(x; \epsilon)$ where $\epsilon$ is the identity in $E_+$. For such a mapping we consider the following family of operators:

$$\Sigma(x; w) = \frac{(1 + \beta)^2}{a(w)} (S(x) + F(x; w)) : Q \to E^*.$$ (4.55)

4.5.2 Analysis of the Newton process

The analysis provided here is closely related to the analysis in [199] and follows a similar line of reasoning. The outlined procedure fits in the target–following framework. First, we show that $\Sigma(x; w)$ defined in (4.55) is a strongly self-concordant operator. Then we show that for a fixed value of the weights $w \in E_+$ a solution to the equation $\Sigma(x; w) = 0$ provides certain information about the original problem. In fact, the solution of this equation can be considered as the weighted center corresponding to $w$. By adjusting $w$ in the ‘right direction’ a series of solutions is obtained that converges to a solution of (VI). Successive solutions are computed by the (damped) Newton–type step

$$x^+ = x + \alpha(\hat{S}(x; w))^{-1} \Sigma(x; w)$$ (4.56)

for some $\alpha \in (0, 1)$. We need to show that approximate solutions to successive problems defined by weights $w$ can be efficiently computed. We will give conditions on the weights (cf. Condition 4.4.9), which guarantee this to be possible. First, we show that $\Sigma(x; w)$ is a self–concordant operator.

Lemma 4.5.4 Let $S(x)$ be compatible with an $(a(w), \vartheta(w))$-self-concordant barrier–operator $F(x; w)$ and let $\Sigma(x; w)$ be as defined in (4.55). Then $\Sigma(x; w)$ is a strongly 1–self–concordant operator.

Proof: Let $x \in Q$ and $h^{(i)} \in E$, $i = 1, 2, 3$. Then from Definitions 4.5.2 and 4.5.3 we have

$$|\nabla^2 \Sigma(x; w)[h^{(1)}, h^{(2)}, h^{(3)}]| \leq \frac{(1 + \beta)^2}{a(w)} \left( \beta \prod_{i=1}^{3} \left( \frac{1}{3} \langle \hat{S}(x)h^{(i)}, h^{(i)} \rangle \right)^{1/3} \right)$$

\[\leq \frac{(1 + \beta)^2}{a(w)} \left( \beta \prod_{i=1}^{3} \left( \frac{1}{3} \langle \hat{S}(x)h^{(i)}, h^{(i)} \rangle \right)^{1/3} \right)\]
\begin{align*}
(3a(w)^{-1} & \langle \hat{F}(x;w)h^{(i)}, h^{(i)} \rangle)^{1/6} + 2a(w)^{-1/2} \prod_{i=1}^{3} (\hat{F}(x;w)h^{(i)}, h^{(i)})^{1/2} \\
&= (1 + \beta)^2 a(w)^{-3/2} \left( \beta \prod_{i=1}^{3} (3\langle \hat{s}(x)h^{(i)}, h^{(i)} \rangle)^{1/3} \\
&\quad + 2 \prod_{i=1}^{3} (\hat{F}(x;w)h^{(i)}, h^{(i)})^{1/6} \right).
\end{align*}

It needs to be shown that the right-hand side is not larger than
\begin{align*}
2 \prod_{i=1}^{3} \left( \langle \hat{s}(x;w)h^{(i)}, h^{(i)} \rangle \right)^{1/2} \\
&= 2a(w)^{-3/2} (1 + \beta)^3 \prod_{i=1}^{3} \left( \langle \hat{s}(x)h^{(i)}, h^{(i)} \rangle + \langle \hat{F}(x;w)h^{(i)}, h^{(i)} \rangle \right)^{1/2}.
\end{align*}

The proof of this fact follows along the same line as in [199, Proposition 7.3.2] and is therefore omitted.

The next lemma shows that we can solve (VI) by computing (approximate) solutions of the equality \( \Sigma(x;w) = 0 \) for a sequence of weights \( w \) for which \( a(w)\delta(w) \) converges to zero.

**Lemma 4.5.5** Let \( S(x) \) be \( \beta \)-compatible with an \((a(w), \delta(w))\)-self-concordant barrier operator \( F(x;w) \). Let \( x(w) \) denote the solution of the equation \( \Sigma(x;w) = 0 \). Then
\[ \forall y \in G: \quad \langle S(x(w)), x(w) - y \rangle \leq a(w)\delta(w). \]
\[ \text{Proof:} \quad \text{Since } \Sigma(x(w);w) = 0, \text{ it follows } S(x(w)) = -F(x(w);w). \quad \text{Since } F \text{ is a self-concordant barrier operator it holds (cf. Lemma 4.4.4) for all } x \in Q \text{ and } y \in G \text{ that } \langle F(x;w), y - x \rangle \leq a(w)\delta(w); \text{ hence the lemma follows}. \]

Note that for \( x, y \in Q \) the monotonicity of \( S \) implies
\[ \langle S(y), x - y \rangle \leq \langle S(x), x - y \rangle. \]

The variational inequality is (approximately) solved if the left term is sufficiently small. The criterion in Lemma 4.5.5 guarantees that this will happen if we choose a series of weights \( w \) such that \( a(w) \) and \( \delta(w) \) converge to zero and exact centers are computed. In the algorithm only approximations to exact centers will be computed. We refer to Nesterov and Nemirovskii [199, Section 7.3.5], where it is shown that under mild conditions (e.g., Lipschitz continuity of the operator \( S \)) using approximations is valid.

We impose the following condition on the target updates.

**Condition 4.5.6** Let \( w \in E_+ \) be a given weight. We say that \( w^+ \in E_+ \) is a valid updated weight, if there exists \( \bar{w} \in E_+ \) such that
\[ F(x;w) - F(x;w^+) = F(x;\bar{w}), \quad \forall x \in G, \quad (4.57) \]
and constants \( \tau_0, \tau_1, \tau_2 \in (0,1) \) such that
\[ (i) \quad \tau_0 a(w) \leq a(w^+) \leq a(w); \]
\[ (ii) \quad \delta(\bar{w}) \leq \tau_1 \delta(w); \]
\[ (iii) \quad \hat{F}(x;\bar{w}) \leq \tau_2 \hat{F}(x;w). \]
In the analysis we use the proximity measure

\[ \delta(x; w) := \| \Sigma(x; w) \|_{\Sigma,x}^* . \]

If \( \delta(x; w) \) is sufficiently small then the Newton–type iterate (4.56) with respect to equation \( \Sigma(x; w) = 0 \) is feasible and the proximity decreases [199, Theorem 7.2.1]. The next lemma shows that the proximity remains small after target updates satisfying Condition 4.5.6.

**Lemma 4.5.7** Let \( S(x) \) be \( \beta \)-compatible with an \((a(w), \vartheta(w))\)-self-concordant barrier–operator \( F(x; w) \). Let \( \Sigma(x; w) \) be as defined in (4.55). Assume that we have \( x \in Q \) and \( w \in E_+ \) satisfying

\[ \delta(x; w) = \| \Sigma(x; w) \|_{\Sigma,x}^* \leq \lambda, \]

and that \( w^+ \) is a valid updated weight in the sense of Condition 4.5.6. Define \( \Sigma^+ := \Sigma(x; w^+) \). Then it holds

\[ \delta(x; w^+) = \| \Sigma(x; w^+) \|_{\Sigma,x}^* \leq \frac{1}{\tau_0 \sqrt{1 - \tau_2}} \left( \frac{\lambda}{\lambda + (1 + \beta) \sqrt{\tau_1 \tau_2} \sqrt{a(w)}} \right) \cdot \left( \frac{\vartheta(w)}{a(w)} \right) . \]

**Proof:** Using Condition 4.5.6(i), (iii) and (4.57) we have

\[ \hat{\Sigma}(x; w^+) = \frac{(1 + \beta)^2 \left( \hat{S}(x) + \hat{F}(x; w^+) \right)}{a(w^+)} \geq \frac{(1 + \beta)^2 \left( \hat{S}(x) + \hat{F}(x; w) - \hat{F}(x; w) \right)}{a(w)} \]

\[ \geq \frac{(1 + \beta)^2 \left( \hat{S}(x) + \hat{F}(x; w) - \tau_2 \hat{F}(x; w) \right)}{a(w)} \geq (1 - \tau_2) \hat{\Sigma}(x; w) . \]

Hence for all \( h \in E \) it holds

\[ \| h \|_{\Sigma^+, x} \geq \sqrt{1 - \tau_2} \| h \|_{\Sigma, x} , \]

which implies for all \( \eta \in E^* \)

\[ \| \eta \|_{\Sigma^+, x} \leq \frac{1}{\sqrt{1 - \tau_2}} \| \eta \|_{\Sigma, x} . \]

Applying this inequality with \( \eta := \Sigma(x; w^+) \) we obtain

\[ \| \Sigma(x; w^+) \|_{\Sigma^+, x}^* \leq \frac{1}{\sqrt{1 - \tau_2}} \| \Sigma(x; w^+) \|_{\Sigma,x}^* = \frac{(1 + \beta)^2}{\sqrt{1 - \tau_2} a(w^+)} \| S(x) + F(x; w^+) \|_{\Sigma,x}^* \]

\[ \leq \frac{(1 + \beta)^2}{\sqrt{1 - \tau_2} a(w)} \left( \| S(x) + F(x; w) \|_{\Sigma,x}^* + \| F(x; w) \|_{\Sigma,x}^* \right) \]

\[ \leq \frac{(1 + \beta)^2}{\sqrt{1 - \tau_2} \lambda (1 + \beta)^2 + \frac{\| F(x; w) \|_{\Sigma,x}^*}{a(w)}} . \]

where the last inequality follows from the assumption on \( \delta \) in the lemma. To estimate the norm, observe that the monotonicity of both \( S \) and \( F \) gives

\[ \hat{\Sigma}(x; w) = \frac{(1 + \beta)^2}{a(w)} (\hat{S}(x) + \hat{F}(x; w)) \geq \frac{(1 + \beta)^2}{a(w)} \hat{F}(x; w) \geq \frac{(1 + \beta)^2}{\tau_2 a(w)} \hat{F}(x; w) . \]
Consequently,
\[ \| F(x; w) \|_{\Sigma, x}^2 \leq \frac{\sqrt{a(w)\tau_2}}{1 + \beta} \| F(x; w) \|_{F(x; w), x}^2 \leq \frac{\sqrt{a(w)\tau_2}}{1 + \beta} \sqrt{\vartheta(w)} \leq \frac{\sqrt{a(w)\tau_1 \tau_2}}{1 + \beta} \vartheta(w), \]
where the second inequality follows from the definition of self-concordant barrier-operators. Combining the bounds gives the desired result. \( \Box \)

As in the linear and convex case 'recentering' with Newton's method is a quadratically convergent process. As shown by Nesterov and Nemirovskii [199, pp.296, Th.7.2.1] to stay in the region of quadratic convergence we have to require
\[ \| \Sigma(x; w^+) \|_{\Sigma, x}^2 \leq 5\lambda. \]

We still need to establish the effect of the target update on the self-concordance parameters \( a(w) \) and \( \vartheta(w) \). This dependence is captured within Condition 4.5.6.

**Lemma 4.5.8** Let \( S(x) \) be \( \beta \)-compatible with an \( (a(w), \vartheta(w)) \)-self-concordant barrier-operator \( F(x; w) \). Let \( w^+ \) be a valid updated weight satisfying Condition 4.5.6. Then \( F(x; w^+) \) is an \( (a(w^+), \vartheta(w^+)) \)-self-concordant barrier-operator, with
\[ a(w^+) \leq a(w) \quad \text{and} \quad (1 - \tau_1)\vartheta(w) \leq \vartheta(w^+) \leq \vartheta(w). \]

Moreover, \( S(x) \) is \( \beta \)-compatible with \( F(x; w^+) \).

**Proof:** The statement on \( a(w^+) \) follows immediately from the condition on \( w^+ \). Using (4.57) we have \( F(x; w) = F(x; w^+) + F(x; \bar{w}) \); applying Lemma 4.4.3 it holds
\[ \vartheta(w) = \vartheta(w^+) + \vartheta(\bar{w}), \]
from which the bounds on \( \vartheta(w^+) \) follow. Since \( \beta \)-compatibility does not depend on \( \vartheta \) and \( a(w^+) \leq a(w) \) the last statement in the lemma follows. \( \Box \)

### 4.5.3 Applications

We give three important spaces for which weighted self-concordant barrier-operators can be derived: the non-negative orthant, the second order cone and the cone of positive semidefinite matrices. These are the same cones as considered by Nesterov and Todd [200]; they are self-scaled cones.

#### Non-negative orthant

Let \( G = \mathbb{R}_+^n \). The logarithmic barrier function \( f(x) = -\sum_{i=1}^n \ln(x_i) \) is a strongly \( (1, n) \)-self-concordant barrier for \( G \). Its gradient is \( \nabla f(x) = -X^{-1}e \). It is easy to see that \( \nabla f \) is a \( (1, n) \)-self-concordant barrier-operator. Let \( w \in \mathbb{R}_+^n \) and consider
\[ F(x; w) = -W X^{-1}e, \]
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where $W = \text{Diag}(w)$. Then $F$ is a $(\min(w), \sum_{i=1}^{n} w_i)$-self-concordant barrier–operator, which follows as in the proof of Lemma 4.4.3. Observe, that in this case $F(x; w)$ is the gradient of the weighted barrier function

$$f(x; w) = -\sum_{i=1}^{n} w_i \ln(x_i).$$

Consider the weighted path–following variant with $w^+ = (1 - \theta)w$. We check the statements in Condition 4.5.6. Note that

$$F(x; w) - F(x; w^+) = -WX^{-1}e + W^+X^{-1}e = -\theta WX^{-1}e = F(x; \theta W).$$

Consequently, it follows that $\tau_0 = 1 - \theta$ and $\tau_1 = \tau_2 = \theta$. Using these bounds in Lemma 4.5.7 reveals that we may choose $\theta = \mathcal{O}(a(w)/\varphi(w))$. The 'usual' complexity bound of $\mathcal{O}((\sqrt{n}/\sqrt{\omega(w)})\ln(1/\epsilon))$ iterations is obtained using $a(w) = \min(w)$, $\varphi(w) = \sum_{i=1}^{n} w_i \varphi_i$ and Lemma 4.5.5.

**Second order cone**

Let $G \equiv \{ (t, x) \in \mathbb{R}^{n+1}_+ : t \geq \| x \| \}$. The function $f(t, x) = -\ln(t^2 - \| x \|^2)$ is a 2-self-concordant barrier for $G$ [199, Prop.5.4.3]. The gradient of $f$ is given by

$$\nabla f(t, x) = \frac{2}{t^2 - \| x \|^2} \left( -\frac{t}{x} \right),$$

which is a $(1, 2)$-self-concordant barrier–operator. Let $w^{(1)} \in \mathbb{R}$, $w^{(2)} \in \mathbb{R}^n_+$ and $w = (w^{(1)}, w^{(2)})$; let $W = \text{Diag}(w)$. Consider

$$F(t, x; w) = W \nabla f(t, x).$$

**Lemma 4.5.9** $F$ is a self-concordant barrier–operator with parameters

$$a(w) = \frac{\min(w)^3}{\max(w)^2}, \quad \text{and} \quad \varphi(w) = 2 \frac{\max(w)^2}{\min(w)}.$$

**Proof:** We let $y := (t, x)$ and define the notation

$$\nabla f := \frac{\partial}{\partial y_i} f(y), \quad \nabla^2 f := \frac{\partial^2}{\partial y_i \partial y_j} f(y), \quad \text{etc.}$$

Then

$$\left| \nabla^2 F(t; w)[h, h, h] \right| \equiv \sum_{i,j,k=1}^{n+1} \nabla^2_{j,k} F_i(y) h_i h_j h_k = \sum_{i,j,k=1}^{n+1} w_i \nabla^3_{i,j,k} F(y) h_i h_j h_k$$

$$\leq \max(w) 2 \left( \sum_{i,j=1}^{n+1} \nabla^2 f(y) h_i h_j \right)^{3/2}$$

$$\leq 2 \frac{\max(w)}{\min(w)^{3/2}} \left( \sum_{i,j=1}^{n+1} w_i \nabla^2 f(y) h_i h_j \right)^{3/2}$$

$$= 2 \frac{\max(w)}{\min(w)^{3/2}} \left( \sum_{i,j=1}^{n+1} \nabla^2 f(y) h_i h_j \right)^{3/2},$$
from which the expression for \( a(w) \) follows. The one for \( \theta(w) \) can be shown similarly. \( \square \)

Observe, that for instance for the weighted target update \( w^+ = (1 - \theta)w \) the complexity becomes worse than ‘usual’, namely with a factor \( 1/\omega(w) \). This is due to the fact that the barrier–operator is not the derivative of a separable barrier function. By letting \( \max(w) \) converge to zero, it is ascertained that \( a(w)\theta(w) \to 0 \) as required by Lemma 4.5.5.

**Cone of positive semidefinite matrices**

Consider \( G := \mathcal{S}^n \), the cone of symmetric positive semidefinite \( n \times n \) matrices. The standard logarithmic barrier for \( G \) is \( f(X) = -\ln \det X \), with gradient \( \nabla f(X) = -X^{-1} \); it is an \( n \)-self-concordant barrier [199]. Let us now consider

\[
F(X; W) = -W^{1/2}X^{-1}W^{1/2},
\]

where \( W = \text{Diag}(w) \) for some vector \( w \in \mathbb{R}^n_{++} \). Then \( F(X; W) \) is a self-concordant barrier–operator, whose parameters can be derived as in Lemma 4.4.3 and 4.5.9. Algorithms and their analysis based on this barrier–operator are obtained as in the other examples given in this section.
Chapter 5

Some further subjects

This chapter contains various applications of interior point methods in optimization. We extend the interior approach to sensitivity analysis in linear programming (Section 2.2.5) to convex quadratic programming. We consider two applications of semidefinite programming, which currently is the main research topic in interior point methods: we propose a semidefinite relaxation for the problem of optimizing a nonconvex quadratic form over ellipsoids, and we develop a polynomial and quadratically convergent primal-dual method for computing the smallest eigenvalue of a symmetric matrix. Finally, we show a relationship between the use of Pareto-optimal cuts in Benders decomposition and interior cutting plane methods.

5.1 Sensitivity analysis in quadratic programming

5.1.1 Introduction

This section\(^1\) is concerned with the convex quadratic programming (CQP) problem

\[
(\text{QP}) \quad \min_x \left\{ \ c^T x + \frac{1}{2} x^T Q x : \ Ax = b, \ x \geq 0 \right\},
\]

where \(c, x \in \mathbb{R}^n, b \in \mathbb{R}^m, A\) an \(m \times n\) matrix with full row rank and \(Q\) a symmetric positive semidefinite \(n \times n\) matrix. The Wolfe-dual of (QP) is given by

\[
(\text{QD}) \quad \max_{u,s} \left\{ \ b^T y - \frac{1}{2} u^T Q u : \ A^T y + s - Q u = c, \ s \geq 0 \right\}.
\]

Any optimal solution \((x,(u,y,s))\) of (QP) and (QD) satisfies \(x^T s = 0\), i.e., complementary slackness. Furthermore, there exist optimal solutions for which \(x = u\); we will only be interested in those and henceforth denote an optimal solution just by \((x,y,s)\). While in linear programming (LP) the set of optimal solutions can be characterized with the optimal partition and strictly complementary solutions (see Section 2.2), in CQP the set of optimal solutions is characterized by maximal complementary solutions and the corresponding tripartition (Güler and Ye [98]). We define

\[
B = \{ i : x_i > 0 \text{ for an optimal solution } x \text{ of (QP)} \}, \quad \text{\# of} \ x_i > 0 \text{ variables in optimal solution of (QP)}
\]

\[
N = \{ i : s_i > 0 \text{ for an optimal solution } (x,y,s) \text{ of (QD)} \}, \quad \text{\# of} \ s_i > 0 \text{ variables in optimal solution of (QD)}
\]

\[
T = \{ 1, \ldots, n \} \setminus (B \cup N).
\]

\(^1\)Taken from an unpublished manuscript with A.B. Berkelaar, C. Roos and T. Terlaky, 1995.
This tripartition of the index set is denoted by $\pi := (B, N, T)$. A maximal complementary solution $(x, y, s)$ is a solution for which

$$x_i > 0 \iff i \in B, \quad s_i > 0 \iff i \in N;$$

such a solution was shown to exist by G"uler and Ye [98]. Moreover, they show that interior point methods generate such a solution (in the limit). Recall from Section 2.1.1 that in LP the set $T$ is empty, which leads to the existence of a strictly complementary solution. Presence of the set $T$ is an unpleasant feature in algorithms to solve CQP problems since it tends to slow down convergence of (interior point) algorithms (Monteiro and Tsuchiya [190]). For investigating sensitivity analysis in nonlinear programming (NLP) the existence of a strictly complementary solution is often assumed to introduce some kind of regularity, see e.g., Fiacco and McCormick [54], Fiacco [53], Harker and Pang [99]. As argued by Jittorntrum [127] in certain cases this is too restrictive.

In this section we investigate parametric versions of (QP) and (QD) as an extension of the results for LP in Section 2.2.5. Markowitz [168, 169] was one of the first to consider this problem, being particularly interested in applications to mean–variance analysis of investment portfolios. Other early references include Houthakker [108] and Wolfe [249] who use a parametric algorithm to solve (QP) itself (for a survey see Boot [26]). Eaves [49] also considers the parametric CQP problem. In the cited papers an extension of the simplex method and the concept of basis is used; often some type of nondegeneracy is assumed. Recent papers on mean–variance analysis by Kriens and Van Lieshout [151] and Vörös [246] show similar results but concentrate on differentiability of the optimal value function. In this section we do not make the assumption that the set $T$ is empty, that (QP) is nondegenerate nor that $Q$ is positive definite. Similarly to the analysis in Section 2.2.5 we give a characterization of the optimal value function using the tripartition and maximal complementary solutions. This is more general than results in Boot [26] and Bank et al. [16], who do not identify $T$ explicitly, but merely consider $N$ and $T$ together. We propose an algorithm to compute the optimal value function and discuss application to calculating efficient frontiers for mean–variance models.

### 5.1.2 The parametric problem

We consider the parametric problem

$$(QP_\lambda) \min_x \left\{ (c + \lambda \Delta c)^T x + \frac{1}{2} x^T Q x : Ax = b, \; x \geq 0 \right\},$$

where $\Delta c \in \mathbb{R}^n$ is a given vector of variation. For $\lambda \in \mathbb{R}$ we denote the tripartition by $\pi_\lambda = (B_\lambda, N_\lambda, T_\lambda)$ and a maximal complementary solution by $(x^{(\lambda)}, y^{(\lambda)}, s^{(\lambda)})$. The dual is

$$(QD_\lambda) \max_{x,y,s} \left\{ b^T y - \frac{1}{2} x^T Q x : A^T y + s - Q x = c + \lambda \Delta c, \; s \geq 0 \right\}.$$ 

The optimal value of $(QP_\lambda)$ is denoted by $\phi(\lambda)$, with the convention that

$$\phi(\lambda) = \infty \text{ if } (QP_\lambda) \text{ is infeasible},$$

$$\phi(\lambda) = -\infty \text{ if } (QP_\lambda) \text{ is feasible and unbounded},$$
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so $\phi : \mathbb{R} \to \mathbb{R} \cup \{-\infty, \infty\}$. Since the feasible set of (QP$_\lambda$) does not depend on $\lambda$, (QP$_\lambda$) will be either feasible or infeasible for all $\lambda$. We denote by $\Lambda$ the set of values $\lambda$ for which (QP$_\lambda$) has a bounded optimal value. For obvious reason we assume that $\Lambda$ is nonempty. The first lemma gives some basic facts on $\phi(\lambda)$.

**Lemma 5.1.1** (i) The optimal value function $\phi(\lambda)$ is concave on $\Lambda$;

(ii) $\Lambda$ is a (possibly unbounded) closed interval;

(iii) If $\Delta c^T x \geq 0$ for all $x$ satisfying $Ax = b, x \geq 0$, then $\phi(\lambda)$ is monotonically increasing on $\Lambda$.

**Proof:** (i) Let $\lambda_1, \lambda_2 \in \Lambda$ and $\alpha \in (0, 1)$ be given and define $\lambda_\alpha := \alpha \lambda_1 + (1 - \alpha) \lambda_2$. Then we have

$$
\phi(\lambda_\alpha) = \alpha \left( (c + \lambda_1 \Delta c)^T x(\lambda_\alpha) + \frac{1}{2} (x(\lambda_\alpha))^T Q x(\lambda_\alpha) \right) + (1 - \alpha) \left( (c + \lambda_2 \Delta c)^T x(\lambda_\alpha) + \frac{1}{2} (x(\lambda_\alpha))^T Q x(\lambda_\alpha) \right) \\
\geq \alpha \phi(\lambda_1) + (1 - \alpha) \phi(\lambda_2),
$$

where the inequality holds since the feasible set of (QP$_\lambda$) is independent of $\lambda$.

(ii) Follows from (i).

(iii) For $\lambda_1 > \lambda_2$ it holds

$$
\phi(\lambda_1) - \phi(\lambda_2) = (c + \lambda_1 \Delta c)^T x(\lambda_1) + \frac{1}{2} (x(\lambda_1))^T Q x(\lambda_1) - (c + \lambda_2 \Delta c)^T x(\lambda_2) - \frac{1}{2} (x(\lambda_2))^T Q x(\lambda_2) \\
\geq (c + \lambda_1 \Delta c)^T x(\lambda_1) + \frac{1}{2} (x(\lambda_1))^T Q x(\lambda_1) - (c + \lambda_2 \Delta c)^T x(\lambda_1) - \frac{1}{2} (x(\lambda_1))^T Q x(\lambda_1) \\
= (\lambda_1 - \lambda_2) \Delta c^T x(\lambda_1) \geq 0,
$$

which completes the proof. \qed

The next lemma shows that the tripartition is constant on certain intervals.

**Lemma 5.1.2** Let $\lambda_0$ and $\lambda_1$ be such that $\pi_{\lambda_0} = \pi_{\lambda_1} = \pi$. Then $\pi_\lambda = \pi$ for all $\lambda \in [\lambda_0, \lambda_1]$.

**Proof:** Without loss of generality we assume that $\lambda_0 = 0$ and $\lambda_1 = 1$. Let $(x^{(0)}, y^{(0)}, s^{(0)})$ and $(x^{(1)}, y^{(1)}, s^{(1)})$ be maximal complementary solutions for the respective problems. We define for $\lambda \in (0, 1)$

$$
x(\lambda) := (1 - \lambda) x^{(0)} + \lambda x^{(1)}, \\
y(\lambda) := (1 - \lambda) y^{(0)} + \lambda y^{(1)}, \quad s(\lambda) := (1 - \lambda) s^{(0)} + \lambda s^{(1)}.
$$

(5.1)

It is easy to see that $Ax(\lambda) = b$ and $x(\lambda) \geq 0$. Also

$$
A^T y(\lambda) + s(\lambda) - Q x(\lambda) = (1 - \lambda) c + \lambda (c + \Delta c) = c + \lambda \Delta c.
$$

So $(x(\lambda), y(\lambda), s(\lambda))$ is feasible for (QP$_\lambda$) and (QD$_\lambda$). Since $\pi_0 = \pi_1$, we have $x(\lambda)^T s(\lambda) = 0$, hence the proposed solution is optimal for (QP$_\lambda$) and (QD$_\lambda$). Using the support of $x(\lambda)$ and $s(\lambda)$ this implies

$$
B \subseteq B_\lambda, \quad N \subseteq N_\lambda \quad \text{and} \quad T \supseteq T_\lambda.
$$

(5.2)
We will show that equality holds. Assuming to the contrary that $T \supset T_\lambda$, there exists a maximal complementary solution $(x^{(\lambda)}, y^{(\lambda)}, s^{(\lambda)})$ of (QP$_\lambda$) and (QD$_\lambda$) such that

$$(x^{(\lambda)})_i + (s^{(\lambda)})_i > 0 \text{ for some } i \in T, i \notin T_\lambda. \quad (5.3)$$

Let us now define $\varepsilon > 0$

$$\bar{x}(\varepsilon) := x^{(1)} + \varepsilon (x^{(1)} - x^{(0)}),$$
$$\bar{y}(\varepsilon) := y^{(1)} + \varepsilon (y^{(1)} - y^{(0)}), \quad \bar{s}(\varepsilon) := s^{(1)} + \varepsilon (s^{(1)} - s^{(0)}).$$

For some $\varepsilon > 0$ small enough it holds

$$\bar{x}(\varepsilon)_B > 0, \bar{x}(\varepsilon)_{NUT} = 0, \bar{x}(\varepsilon)_N > 0, \bar{x}(\varepsilon)_{BUT} = 0, \quad (5.4)$$

from which it follows that the proposed solutions are optimal for (QP$_{1+\varepsilon}$) and (QD$_{1+\varepsilon}$). Finally, we define

$$\bar{x}^{(1)} := \frac{\varepsilon}{1-\lambda + \varepsilon} x^{(\lambda)} + \frac{1-\lambda}{1-\lambda + \varepsilon} \bar{x}(\varepsilon),$$
$$\bar{y}^{(1)} := \frac{\varepsilon}{1-\lambda + \varepsilon} y^{(\lambda)} + \frac{1-\lambda}{1-\lambda + \varepsilon} \bar{y}(\varepsilon), \quad \bar{s}^{(1)} := \frac{\varepsilon}{1-\lambda + \varepsilon} s^{(\lambda)} + \frac{1-\lambda}{1-\lambda + \varepsilon} \bar{s}(\varepsilon),$$

which are feasible in (QP$_1$) and (QD$_1$). Also,

$$(\bar{x}^{(1)})^T \bar{s}^{(1)} = \frac{\varepsilon}{1-\lambda + \varepsilon} \frac{1-\lambda}{1-\lambda + \varepsilon} (x^{(\lambda)})^T \bar{s}(\varepsilon) + \bar{x}(\varepsilon)^T s^{(\lambda)}. \quad (5.5)$$

Since (5.2) and (5.4) imply

$$(x^{(\lambda)})^T \bar{s}(\varepsilon) = (x^{(\lambda)})^T \bar{s}(\varepsilon)_N = 0$$

and

$$(s^{(\lambda)})^T \bar{x}(\varepsilon) = (s^{(\lambda)})^T \bar{x}(\varepsilon)_B = 0,$$

$(\bar{x}^{(1)}, \bar{y}^{(1)}, \bar{s}^{(1)})$ is optimal for (QP$_1$) and (QD$_1$). However, if (5.3) would hold, we would have a solution of (QP$_1$) and (QD$_1$) with either $(\bar{x}^{(1)})_i > 0$ or $(\bar{s}^{(1)})_i > 0$ for $i \in T$, contradicting the definition of $(B, N, T)$. Thus we conclude $T_\lambda = T$. Using (5.2) the lemma follows. \(\square\)

The lemma implies the following corollary on the behavior of the optimal value function on intervals.

**Corollary 5.1.3** If $\pi_{\lambda_0} = \pi_{\lambda_1} = \pi$ then

(i) On $[\lambda_0, \lambda_1] \, \phi(\lambda)$ is the quadratic function given by

$$\phi(\lambda) = \phi(0) + \frac{\lambda - \lambda_0}{\lambda_1 - \lambda_0} \left( b^T (y^{(\lambda_1)} - y^{(\lambda_0)}) + (c + \lambda_0 \Delta c)^T (x^{(\lambda_1)} - x^{(\lambda_0)}) \right) +$$
$$\frac{1}{2} \left( \frac{\lambda - \lambda_0}{\lambda_1 - \lambda_0} \right)^2 \Delta c^T (x^{(\lambda_1)} - x^{(\lambda_0)});$$

(ii) $\phi(\lambda)$ is linear on $[\lambda_0, \lambda_1]$ if and only if $Q x^{(\lambda_0)} = Q x^{(\lambda_1)}$; in this case

$$\phi(\lambda) = \phi(0) + \frac{\lambda - \lambda_0}{\lambda_1 - \lambda_0} b^T (y^{(\lambda_1)} - y^{(\lambda_0)}).$$
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Proof: (i) Assuming $\lambda_0 = 0$ and $\lambda_1 = 1$ it follows from the proof of Lemma 5.1.2 that $x(\lambda)$ defined in (5.1) is optimal in (QP$_\lambda$) for $\lambda \in (0, 1)$. Hence

\[
\phi(\lambda) = (c + \lambda \Delta c)^T x(\lambda) + \frac{1}{2} x(\lambda)^T Q x(\lambda)
\]

\[
= \phi(0) + \lambda \Delta c^T x(0) + \frac{1}{2} \lambda^2 \Delta c^T (x(1) - x(0)) + \lambda (x(1) - x(0))^T Q x(0) + \frac{1}{2} \lambda^2 (x(1) - x(0))^T Q (x(1) - x(0))
\]

\[
= \phi(0) + \lambda (b^T (y(1) - y(0)) + c^T (x(1) - x(0))) + \frac{1}{2} \lambda^2 \Delta c^T (x(1) - x(0)).
\]

where the last equality follows from twice using

\[
A^T (y(1) - y(0)) + s(1) - s(0) = \Delta c + Q (x(1) - x(0)).
\]

The required equality now easily follows.

(ii) From (i) we have $\phi(\lambda)$ linear on $[0, 1]$ if and only if $\Delta c^T (x(1) - x(0)) = 0$. Using (5.5) this is equivalent to

\[
(x(1) - x(0))^T Q (x(1) - x(0)) = 0
\]

which holds if and only if $Q (x(1) - x(0))$. Observing that

\[
c^T (x(1) - x(0)) = (A^T y(0) + s(0) - Q x(0))^T (x(1) - x(0)) = -(Q x(0))^T (x(1) - x(0)) = 0,
\]

we obtain $\phi(\lambda) = \phi(0) + \lambda b^T (y(1) - y(0))$. \qed

With the results obtained so far we can prove the next theorem, giving a characterization of the optimal value function in terms of tripartitions.

Theorem 5.1.4 (i) The interval $\Lambda$ can be partitioned in a finite set of subintervals such that the tripartition is constant on a subinterval.

(ii) The optimal value function $\phi(\lambda)$ is continuous, concave and piecewise quadratic on $\Lambda$.

Proof: (i) Since the number of possible tripartitions is finite and the number of elements of $\Lambda$ is infinite it follows from Lemma 5.1.2 that $\Lambda$ can be partitioned into (open) subintervals on which the tripartition is constant, while it is different in the singletons in between the subintervals.

(ii) Corollary 5.1.3 implies that on each subinterval defined by a tripartition the function $\phi(\lambda)$ is quadratic. Since $\phi(\lambda)$ is concave (Lemma 5.1.1) it is continuous. \qed

5.1.3 Computing the optimal value function

Recall from Section 2.2.5 that in the parametric LP problem the optimal partition changes exactly where the (piecewise linear) optimal value function is not differentiable, i.e., in the breakpoints of the function. The next example shows that this is not the case in CQP.

Example 5.1.5 Let the CQP be defined by

\[
Q = \begin{pmatrix} 2 & 0 \\ 0 & 1 \end{pmatrix}, \quad c = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad A = (2 \ 1), \quad b = 2.
\]

The vector of variation is taken to be $\Delta c^T = (1 \ 0)$. The next table gives maximal complementary solutions and the corresponding tripartitions as a function of $\lambda$. 

\begin{center}
\begin{tabular}{c|ccc|ccc}
  & $x_1$ & $x_2$ & $s_1$ & $s_2$ & $B$ & $N$ & $T$
  \hline
  $\lambda < 0$ & 1 & 0 & 0 & $-\lambda/2$ & \{1\} & \{2\} & $\phi$
  $\lambda = 0$ & 1 & 0 & 0 & 0 & \{1\} & $\phi$ & \{2\}
  $0 < \lambda < 6$ & 1 & $\lambda/6$ & $\lambda/3$ & 0 & 0 & \{1, 2\} & $\phi$
  $\lambda = 6$ & 0 & 2 & 0 & 0 & \{2\} & $\phi$ & \{1\}
  $\lambda > 6$ & 0 & 2 & $\lambda - 6$ & 0 & \{2\} & \{1\} & $\phi$
\end{tabular}
\end{center}

Hence, $\phi(\lambda)$ is given by

\begin{align*}
  \lambda \leq 0 & \quad \phi(\lambda) = 1 + \lambda, \\
  0 \leq \lambda \leq 6 & \quad \phi(\lambda) = 1 + \lambda - \frac{1}{12} \lambda^2, \\
  \lambda \geq 6 & \quad \phi(\lambda) = 4.
\end{align*}

It is easy to check that $\phi(\lambda)$ is differentiable in $\lambda = 0$ and $\lambda = 6$, although the tripartition changes in these points. \hfill $\Diamond$

Let us call the breakpoints of $\phi(\lambda)$ those points $\lambda$ where the tripartition changes; in between the breakpoints are the curvilinearity intervals\(^2\). Below we show that the breakpoints occur exactly where the second derivative of the optimal value function changes. Moreover, we prove that when taking maximal complementary solutions for two parameter values in a curvilinearity interval, a convex combination of these solutions is a maximal complementary solution for the corresponding parameter value (cf. Lemma 5.1.2). We first deal with the differentiability of $\phi(\lambda)$.

**Lemma 5.1.6** If $\phi(\cdot)$ is differentiable in $\lambda$ then $\Delta c^T x$ is equal for all optimal solutions $x$ of (QP\(_\lambda\)). Otherwise, the left and right derivatives $\phi'_-(\lambda)$ and $\phi'_+(\lambda)$ are given by

\begin{align*}
  \phi'_-(\lambda) &= \max_{x,y,s} \left\{ \Delta c^T x : Ax = b, \, x_{B_\lambda} \geq 0, \, x_{N_\lambda \cup T_\lambda} = 0, \right. \\
  &\quad \left. A^T y + s - Q x = c + \lambda \Delta c, \, s_{N_\lambda} \geq 0, \, s_{B_\lambda \cup T_\lambda} = 0 \right\}, \quad (5.6) \\
  \phi'_+(\lambda) &= \min_{x,y,s} \left\{ \Delta c^T x : Ax = b, \, x_{B_\lambda} \geq 0, \, x_{N_\lambda \cup T_\lambda} = 0, \right. \\
  &\quad \left. A^T y + s - Q x = c + \lambda \Delta c, \, s_{N_\lambda} \geq 0, \, s_{B_\lambda \cup T_\lambda} = 0 \right\}. \quad (5.7)
\end{align*}

**Proof:** For arbitrary $\lambda \in \text{int}(\Lambda)$ and $\epsilon \in \mathbb{R}$ sufficiently small it holds for any optimal solution $x(\lambda)$ of (QP\(_\lambda\))

\begin{align*}
  \phi(\lambda + \epsilon) &= (c + (\lambda + \epsilon) \Delta c)^T x(\lambda + \epsilon) + \frac{1}{2} (x(\lambda + \epsilon))^T Q x(\lambda + \epsilon) \\
  &\leq (c + \lambda \Delta c)^T x(\lambda) + \frac{1}{2} x(\lambda)^T Q x(\lambda) + \epsilon \Delta c^T x(\lambda) \\
  &= \phi(\lambda) + \epsilon \Delta c^T x(\lambda),
\end{align*}

\(^2\)In LP the term linearity interval is used since on these intervals the optimal value function is linear; this is not the case in CQP.
5.1. Sensitivity analysis in quadratic programming

so the right and left derivatives at \( \lambda \) satisfy

\[
\phi'_r(\lambda) = \lim_{\epsilon \downarrow 0} \frac{\phi(\lambda + \epsilon) - \phi(\lambda)}{\epsilon} \leq \Delta c^T \mathbf{x}(\lambda),
\]

\[
\phi'_l(\lambda) = \lim_{\epsilon \downarrow 0} \frac{\phi(\lambda + \epsilon) - \phi(\lambda)}{\epsilon} \geq \Delta c^T \mathbf{x}(\lambda).
\]

If \( \phi(\lambda) \) is differentiable at \( \lambda \) then we necessarily have \( \phi'(\lambda) = \Delta c^T \mathbf{x}(\lambda) \) for any optimal solution \( \mathbf{x}(\lambda) \) of (QP\(_\lambda\)). Otherwise, note that the objective value of each \( \mathbf{x} \) feasible in (QP) as a function of \( \lambda \) is linear with slope \( \Delta c^T \mathbf{x} \). Since \( \phi(\cdot) \) is assumed to be not differentiable in \( \lambda \) there must be different optimal solutions with different slope; using the concavity of \( \phi(\cdot) \) (Lemma 5.1.1) it is obvious that the left and right derivative of \( \phi(\lambda) \) are obtained for those solutions optimal at \( \lambda \) having the largest respectively smallest value of \( \Delta c^T \mathbf{x} \). This implies the definitions (5.6) and (5.7).

Before proceeding, we quote the following well-known result.

**Lemma 5.1.7** Let \((\mathbf{x}^*, y^*, s^*)\) and \((\overline{\mathbf{x}}, \overline{y}, \overline{s})\) both be optimal solutions of (QP) and (QD). Then \(Q\mathbf{x}^* = Q\overline{\mathbf{x}}\) and \(c^T \mathbf{x}^* = c^T \overline{\mathbf{x}}\).

**Proof:** Follows easily using the convexity of the objective function of (QP) in \( \mathbf{x} \).

The support of a vector \( u \) is defined as \( \sigma(u) := \{ i : u_i > 0 \} \).

**Lemma 5.1.8** Assume that \( \lambda = 0 \) is a breakpoint of the optimal value function with tripartition \( \pi_0 = (B_0, N_0, T_0) \); further assume that the curvilinearity interval to the right of zero contains \( \lambda = 1 \) with tripartition \( \pi_1 = (B_1, N_1, T_1) \). Let \((\mathbf{x}^*, s^*)\) belong to a strictly complementary solution of (5.7) with \( \lambda = 0 \). Then \( \sigma(\mathbf{x}^*) \subseteq B_1 \) and \( \sigma(s^*) \subseteq N_1 \).

**Proof:** On \([0,1]\) the tripartition is constant, hence linear combinations of maximal complementary solutions for two values in this interval are optimal in between these two values. Taking limit to zero implies the existence of \( \underline{\mathbf{x}} \), optimal in (QP\(_0\)) with \( \sigma(\underline{\mathbf{x}}) \subseteq B_1 \) and \( \Delta c^T \underline{\mathbf{x}} = \phi'_r(0) = \Delta c^T \mathbf{x}^* \). Since \( \mathbf{x}^* \) and \( \underline{\mathbf{x}} \) are both optimal in (QP\(_0\)), Lemma 5.1.7 implies

\[
(\mathbf{x}^*)^T s^{(1)} = (\mathbf{x}^*)^T (c + \Delta c + Q x^{(1)} - A^T y^{(1)}) = c^T \underline{\mathbf{x}} + \Delta c^T \underline{\mathbf{x}} + \underline{s}^T Q x^{(1)} - \underline{s}^T A^T y^{(1)} = \underline{s}^T s^{(1)} = 0.
\]

Analogously, one shows that \((s^*)^T x^{(1)} = 0\). Consider now for \( \epsilon \in (0, 1) \)

\[
x(\epsilon) = (1 - \epsilon) x^* + \epsilon x^{(1)}, \quad y(\epsilon) = (1 - \epsilon) y^* + \epsilon y^{(1)}, \quad s(\epsilon) = (1 - \epsilon) s^* + \epsilon s^{(1)},
\]

then \( x(\epsilon) \) and \( s(\epsilon) \) are feasible and complementary in (QP\(_\epsilon\)) and (QD\(_\epsilon\)), hence optimal. So it holds \( \sigma(\mathbf{x}^*) \subseteq B_1 \) and \( \sigma(s^*) \subseteq N^{(1)} \).

Obviously, a similar result can be obtained for the interval to the left of a breakpoint, using the solution of (5.6).

**Corollary 5.1.9** The breakpoints of the optimal value function occur exactly where its second derivative changes.
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Proof: Suppose to the contrary that the optimal value function is quadratic on \([-1,1]\), while the tripartition is \(\pi_0\) for \(\lambda = 0\), \(\pi_{-1}\) on \([-1,0)\) and \(\pi_1\) on \((0,1]\). Since the optimal value function is differentiable in \(\lambda = 0\), it follows from the proof of Lemma 5.1.8 that \(x(\epsilon) := (1-\epsilon)x^{(-1)} + \epsilon x^{(0)}\) is optimal in \((QP_{\epsilon-1})\) for \(\epsilon \in (0,1)\), while \(x(\epsilon) := (1-\epsilon)x^{(0)} + \epsilon x^{(1)}\) is optimal in \((QP_{\epsilon})\) for \(\epsilon \in (0,1)\). Since the derivative of the optimal value function is linear on \([-1,1]\) it follows that \((x^{(-1)}+x^{(1)})/2\) is optimal in \((QP_0)\). This implies \(B_1 \cup B_{-1} \subseteq B_0\). Similarly one shows \(N_1 \cup N_{-1} \subseteq N_0\). Combining this result with Lemma 5.1.8 it follows \(B_1 = B_{-1} = B_0\) and \(N_1 = N_{-1} = N_0\) contradicting the assumption. \(\square\)

In Section 2.2.5 we showed that in LP solving the analogon of (5.7) in a breakpoint rendered the optimal partition in the curvilinearity interval to the right of it for free. This is not the case in CQP; instead, we still have to solve another CQP problem. Observe from Lemma 5.1.7 that the solution of (5.7) is directionally differentiable. This motivates the following lemma.

Lemma 5.1.10 Consider the situation as in Lemma 5.1.8. Let \((x^*, s^*)\) belong to a strictly complementary solution of (5.7) for \(\lambda = 0\), and define \(B := \sigma(x^*), N := \sigma(s^*), T := \{1, \ldots, n\} \setminus (B \cup N)\). Consider

\[
\min_{\xi, \eta, \rho} \{ \Delta c^T \xi + \xi^T Q \xi : A^T \xi + \eta + \rho - Q \xi = \Delta c, \xi_N = 0, \rho_B = 0, \xi_T \geq 0, \rho_T \geq 0 \},
\]

(5.8)

and let \((\xi^*, \rho^*, \eta^*)\) belong to a maximal complementary solution of it. Then \(B_1 = B \cup \{i : \xi^*_i > 0\}, N_1 = N \cup \{i : \rho^*_i > 0\}, \) and \(T_1 = \{1, \ldots, n\} \setminus (B_1 \cup N_1)\).

Proof: It is easy to check that for a feasible solution of (5.8)

\[
\Delta c^T \xi + \xi^T Q \xi = \xi^T \rho = \xi^T \rho_T \geq 0.
\]

The dual of (5.8) is given by

\[
\max_{\delta, \xi, \gamma} \left\{ -\Delta c^T \delta - \xi^T Q \xi : A^T \xi + \gamma + Q \delta - 2Q \xi = \Delta c, \gamma_B = 0, \delta_N = 0, \gamma_T \geq 0, \delta_T \geq 0 \right\},
\]

and for a feasible solution it holds

\[-\Delta c^T \delta - \xi^T Q \xi = -\delta^T \gamma - (\delta - \xi)^T Q(\delta - \xi) \leq 0.\]

Consequently, the optimal value of (5.8), if it exists, is zero. Consider the assignment

\[
\xi = \delta = x^{(1)} - x^*, \quad \rho = \gamma = s^{(1)} - s^*, \quad \eta = \zeta = y^{(1)} - y^*,
\]

which satisfies the first two linear equalities in (5.8). Using the fact that \(B \subseteq B_1\) and \(N \subseteq N_1\) (Lemma 5.1.8) it follows

\[
\xi_N = x^{(1)}_N - x^*_N = 0, \quad \xi_T = x^{(1)}_T - x^*_T = x^{(1)}_T \geq 0,
\]

and

\[
\rho_B = s^{(1)}_B - s^*_B = 0, \quad \rho_T = s^{(1)}_T - s^*_T = s^{(1)}_T \geq 0,
\]
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and so $\xi^T \rho_T = 0$, implying that the assignment is an optimal solution. The fact that $(x^{(1)}, s^{(1)})$ is maximal complementary implies that the assignment must be maximal complementary in (5.8) as well, implying the result. \[\square\]

In case a parameter value is not a breakpoint of the optimal value function the curvilinearity interval must be computed. This can be done by solving appropriate LP problems.

**Lemma 5.1.11** Let $(\underline{\lambda}, \bar{\lambda})$ be an interval on which the tripartition is constant and given by $\pi = (B, N, T)$, and such that $\pi_{\underline{\lambda}} \neq \pi$ and $\pi_{\bar{\lambda}} \neq \pi$. Then

\[
\underline{\lambda} = \min_{\lambda, x, y, s} \{ \lambda : Ax = b, \ x_B \geq 0, \ x_{NUT} = 0, \nonumber
\]

\[
ATy + s - Qx - \lambda \Delta c = c, \ s_N \geq 0, \ s_{BOU} = 0 \}, \tag{5.9}
\]

\[
\bar{\lambda} = \max_{\lambda, x, y, s} \{ \lambda : Ax = b, \ x_B \geq 0, \ x_{NUT} = 0, \nonumber
\]

\[
ATy + s - Qx - \lambda \Delta c = c, \ s_N \geq 0, \ s_{BOU} = 0 \}. \tag{5.10}
\]

**Proof:** We prove (5.9). For any $\lambda \in (\underline{\lambda}, \bar{\lambda})$ the pair $(x^{(\lambda)}, y^{(\lambda)}, s^{(\lambda)})$ is feasible in (5.9). If the minimum value of the LP problem in (5.9) would be smaller than $\underline{\lambda}$ than a linear combination of the corresponding solution and a solution at $\lambda \in (\underline{\lambda}, \bar{\lambda})$ would give a contradiction with the definition of $(B, N, T)$. The proof of (5.10) is similar. \[\square\]

It need not be the case that a strictly complementary solution of (5.9) or (5.10) gives the tripartition in the corresponding breakpoint; only some of the primal and dual variables can be shown to be either in its $B$ or $N$ part. Instead, the CQP problem itself needs to be solved here, while using the information on some of the variables.

All the ingredients for the computation of the optimal value function have been obtained at this stage. The algorithm is outlined as follows (note: by 'solve' we mean 'compute a maximal complementary solution of')

1. Solve (QP$_{\lambda}$) for some initial $\lambda_0$;
2. Solve (5.10) to obtain $\bar{\lambda}$, a breakpoint;
3. Solve (QP$_{\bar{\lambda}}$) to compute the tripartition in $\bar{\lambda}$;
4. Solve (5.7) to obtain the slope and a support;
5. Solve (5.8) to obtain the tripartition of the next interval and proceed with Step 2.

Evidently, if the problem in Step 2 or Step 4 is unbounded the algorithm stops. The part of the optimal value function to the left of $\lambda_0$ can be computed analogously.

5.1.4 Application to mean–variance models

An important application of the parametric CQP problem is the computation of an efficient frontier for mean–variance models, introduced by Markowitz [169]. Given assets with expected return $r_i$ and covariances $\sigma_{ij}$, the problem is to find portfolios of the assets that have minimal variance given a level of total return, and maximal return given a level of total
variance. Mathematically, let $x_i$ be the proportion invested in asset $i$ and consider the basic mean–variance problem

$$\min_x \left\{ \frac{1}{2} x^T V x : e^T x = 1, \ r^T x = \lambda, \ x \geq 0 \right\},$$

which can be viewed as a (right–hand side) parametric CQP problem. The theoretical results in the previous section can in an obvious way be adjusted to this situation. This has some useful practical consequences. First, the efficient frontier is piecewise quadratic; the quadratic parts correspond to intervals where the set of assets that can occur in some efficient portfolio is the same, while there exist linearly varying ‘maximal complementary portfolios’ over such an interval. Maybe even more important, the tripartition shows which of the assets will never appear in an efficient portfolio given a specified return.

5.2 Semidefinite programming

5.2.1 Introduction

One of the major implications of the work by Nesterov and Nemirovskii [199] is the applicability of efficient interior point methods to problems other than those being defined on the space of real numbers. Later, Nesterov and Todd [200] developed efficient primal–dual techniques for problems defined on certain convex cones. An important type of such a cone is the space of symmetric positive semidefinite matrices

$$\mathcal{S}^n := \{ X \in \mathbb{R}^{n \times n} : X = X^T, \ X \succeq 0 \}.$$ 

Many problems in mathematical programming can be modeled as semidefinite programming (SDP) problems, that is, problems defined over $\mathcal{S}^n$. Some of these applications have been known for a long time, see e.g., Lovász [159], Lovász and Schrijver [160], Cullum [38] and Fletcher [55]; however, the lack of an efficient solution technique has prevented the theoretical opportunities to become worthwhile in practice. This has dramatically changed due to [199] and the work of Alizadeh [6], who brought SDP to the foreground as a major research topic. The general form of a semidefinite program is

$$\begin{align*}
\text{(SP)} \quad \max_y \{ b^T y : F(y) \preceq F_0 \},
\end{align*}$$

where $y, b \in \mathbb{R}^n$, $F(y) = \sum_{i=1}^m y_i F_i$ and $F_i = F_i^T \in \mathbb{R}^{n \times n}$ for $i = 0, \ldots, m$. It is easy to see that (SP) is a convex programming problem. A duality theory for this type of problems was developed by Alizadeh [6], see also [199, 211]. The natural inner product for $\mathcal{S}^n$ is the ‘trace of the matrix–product’, so for $X, Y \in \mathcal{S}^n$ we have $\langle X, Y \rangle = \text{tr}(XY)$. The dual of (SP) is given by

$$\begin{align*}
\text{(SD)} \quad \min_X \{ \text{tr}(F_0 X) : \text{tr}(F_i X) = b_i, \ i = 1, \ldots, m, \ X \succeq 0 \}.
\end{align*}$$

Nesterov and Nemirovskii [199] showed that the function $f(X) := -\ln \det (X)$ is a self–concordant barrier function for $\mathcal{S}^n$. Some interior point methods using this barrier were analyzed in Alizadeh [6], primal–dual methods were developed by Boyd and Vandenberghe [30], Helmberg et al. [100] and Freund [62], among others.
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Many new applications of SDP are found in system and control theory (see e.g., Boyd and Vandenberghe [30] and Boyd et al. [30]), structural optimization (e.g., Ben–Tal and Bendsoe [19]), geometrical problems involving quadratic forms or ellipsoids (e.g., Boyd et al. [30]), statistics (e.g., minimum trace factor analysis, Watson [248], and optimal experiment design, Pukelsheim [210]), linear algebra (e.g., problems involving eigenvalues, Alizadeh [6], Ramana [211]). In recent years applications in combinatorial optimization have gained extensive attention. Here the semidefinite methodology is used to approximate NP-hard problems (see e.g., Alizadeh [6], Goemans and Williamson [73], Poljak et al. [206], Laurent and Poljak [153], Karger et al. [131], Helmberg et al. [100] and the references therein). Lovász and Schrijver [160] pioneered this field and gave some theoretical opportunities with the approach. These developments have lead to new approximation heuristics (often with an improved worst case bound) for problems as MAXCUT, MAXSAT, graph-coloring and graph-partitioning.

In this section we give two applications of SDP. We first consider the problem of optimizing a nonconvex quadratic function over ellipsoids. The motivation for studying this problem is that ellipsoids can be used to approximate hypercubes, which themselves form relaxations of 0–1 constraints. The general problem where the ellipsoidal constraints are replaced by (nonconvex) quadratic functions has been studied by Shor [223], who derived a Lagrangian dual for it which appears to be a semidefinite problem; see Boyd and Vandenberghe [30] for a discussion. Here we derive a (nonlinear) convex semidefinite problem being equivalent to the two relaxations mentioned above. Second, we analyze an interior point method for computing the smallest eigenvalue of a symmetric matrix, which is an application of SDP in linear algebra. We show that the method is polynomial and possesses an asymptotic quadratic convergence rate, without assumption on the multiplicity of the smallest eigenvalue.

5.2.2 Application: Nonconvex quadratic optimization

Consider the problem of optimizing a (general) quadratic form over the intersection of \( m \geq 1 \) ellipsoids:

\[
(EP) \quad \min_x \left\{ \frac{1}{2} x^T Q x + c^T x : x^T A^{(i)} x \leq 1, \quad i = 1, \ldots, m \right\},
\]

where \( A^{(i)} \in S^n \) for \( i = 1, \ldots, m \) and \( Q = Q^T \in \mathbb{R}^{nxn} \). We assume that the optimal value of (EP) is negative, since otherwise the trivial solution \( x = 0 \) would be optimal. In case \( Q \) is positive semidefinite, the problem is convex and easily solvable with interior point methods in polynomial time (see Nesterov and Nemirovskii [199], Vial [245]). Here, we assume \( Q \) to be not positive semidefinite, hence (EP) is a nonconvex programming problem.

The special case \( m = 1 \) has been extensively studied in the literature, mainly in the context of trust region methods, see e.g., Moré [192], Sörensen [225]. Recently, Ye [255] gave an efficient polynomial time algorithm for this problem. It has gained increasing attention in the last years, see e.g., Flippo and Jansen [56], Stern and Wolkowicz [226] and Ben–Tal and Teboulle [21], since in this case the problem (EP) is equivalent to a convex programming problem. Specifically, the Lagrangian dual is a concave programming problem,

\[\text{Some of the results here are taken from an unpublished manuscript with O.E. Flippo, 1993.}\]
being strongly dual to the primal problem. The one-dimensional case reveals that the dual problem can be written as an SDP problem. Hence, the dual of the dual is also (convex) semidefinite.

Consider the following nonlinear SDP problem

\[
(EP) \quad \min_U \left\{ \frac{1}{2} \text{tr}(QU) - \sqrt{c^T U c} : \text{tr}(A(i)U) \leq 1, \quad i = 1, \ldots, m, \quad U \in S^n \right\}.
\]

We show that (EP) is a relaxation of (EP) and derive some other properties.

**Lemma 5.2.1** The following statements concerning problem (EP) hold:

(i) (EP) is a convex programming problem;
(ii) (EP) is a relaxation of (EP);
(iii) The feasible set of (EP) contains an interior (Slater) point;
(iv) If both \(U^*\) and \(\bar{U}^*\) are optimal in (EP) then \(\text{tr}(QU^*) = \text{tr}(Q\bar{U}^*)\) and \(c^T U^* c = c^T \bar{U}^* c\).

**Proof:**

(i) First, \(S^n\) is convex, while the trace–operator is linear on this space; so the feasible set is convex. The square root function being concave, the objective is convex as well.

(ii) Let \(x \in \mathbb{R}^n\) and let \(U = xx^T \in S^n\). Observe that for any matrix \(M\)

\[
\text{tr}(MU) = \text{tr}(xx^T M) = \text{tr}(x^T M x) = x^T M x.
\]

Hence, if \(x\) is feasible in (EP) then \(U\) is feasible in (EP). Since

\[
\sqrt{c^T U c} = \sqrt{c^T x x^T c} = \sqrt{(c^T x)^2} = |c^T x|,
\]

the objective value attained by \(U\) equals

\[
\frac{1}{2} x^T Q x - |c^T x|.
\]

Observing that in any optimal solution of (EP) it holds \(c^T x \leq 0\), completes the proof.

(iii) Take \(U = \epsilon I\), where \(I \in S^n\) is the identity matrix and \(\epsilon > 0\). Obviously \(U \in S^n\). Also, since

\[
\text{tr}(A(i)U) = \text{tr}(\epsilon A(i)) = \epsilon \sum_{j=1}^{n} A_{ij}^{(i)},
\]

with \(\epsilon < \min_i (1/\sum_j A_{ij}^{(i)})\) the constraints are satisfied with strict inequality.

(iv) Due to convexity every linear combination of \(U^*\) and \(\bar{U}^*\) is also optimal. Using the concavity of the square root function it easily follows that \(c^T U^* c = c^T \bar{U}^* c\). Since the objective values of \(U^*\) and \(\bar{U}^*\) are equal, it then also holds \(\text{tr}(QU^*) = \text{tr}(Q\bar{U}^*)\).

Note from the proof of (ii) that the relaxation will be tight if there is an optimal solution \(U\) to (EP) that is a rank-one matrix. We will use this later, but first derive the necessary and sufficient KKT–conditions for (EP).
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Lemma 5.2.2 A matrix $U \in S^n$ is optimal in $(\bar{E}P)$ if and only if there exist multipliers $\mu \in \mathbb{R}_+^m$ and $V \in S^n$, such that

\[
\begin{align*}
\mu_i (\text{tr} (A^{(i)} U) - 1) &= 0, \quad i = 1, \ldots, m, \\
\text{tr} (A^{(i)} U) &\leq 1, \quad i = 1, \ldots, m, \\
\text{tr} (UV) &= 0 \\
\text{if } c^T U c > 0 &\text{ then } Q + \sum_{i=1}^m \mu_i A^{(i)} - V - \frac{c c^T}{\sqrt{c^T U c}} = 0, \\
\text{if } c^T U c = 0 &\text{ then } Q + \sum_{i=1}^m \mu_i A^{(i)} - V = 0.
\end{align*}
\quad (5.11)
\]

Proof: First consider the case $c^T U c > 0$. The Lagrange–function of $(\bar{E}P)$ is given by

\[L_{\bar{E}P}(U, \mu, V) = \frac{1}{2} \text{tr} (QU) - \sqrt{c^T U c} + \sum_{i=1}^m \mu_i (\text{tr} (A^{(i)} U) - 1) - \frac{1}{2} \text{tr} (UV).\]

The proof follows from the general KKT–theory. If $c^T U c = 0$ then $U$ also solves the problem

\[\min_U \left\{ \frac{1}{2} \text{tr} (QU) \colon \text{tr} (A^{(i)} U) \leq 1, \quad i = 1, \ldots, m, \quad U \in S^n \right\}.\]

Writing down the KKT–conditions for this problem the lemma follows.\qed

We may derive the following interesting implication of the KKT–conditions.

Lemma 5.2.3 Let $U, \mu, V$ satisfy the KKT–conditions (5.11) for $(\bar{E}P)$. If $Q + \sum_i \mu_i A^{(i)}$ has rank $k \leq n$, then rank $(U) \leq n - k + 1$. In particular, if the matrix $Q + \sum_i \mu_i A^{(i)}$ is positive definite, then if $c^T U c > 0$ it holds that $U$ is a rank–one matrix, while if $c^T U c = 0$ then $U = 0$.

Proof: If $c^T U c > 0$, define $\alpha := 1/\sqrt{c^T U c}$. Observe that

\[Q + \sum_{i=1}^m \mu_i A^{(i)} = V + \alpha c c^T,\]

hence $V + \alpha c c^T$ has rank $k$ by assumption. This implies rank $(V) \geq k - 1$. Applying Corollary A.5 to $U, V$ and condition $\text{tr} (UV) = 0$ from the KKT–system, gives rank $(U) \leq n - k + 1$. In case $k = n$, it holds rank $(U) = 1$, since $U \not= 0$ by assumption. The case $c^T U c = 0$ follows similarly.\qed

The case $k = n$ considered in Lemma 5.2.3 can be referred to as the 'easy case'. For $m = 1$ the opposite 'hard case' (i.e., $Q + \mu_1 A^{(1)}$ is not of full rank) is a well–known obstacle (e.g. [21, 56, 226]) in both the analysis of the problem as well as in certain methods for its solution (see e.g. [192, 193]). However, Wolkowicz\footnote{Personal communication 1994.} reports that his interior point implementation typically does not suffer from the hard case. The next result establishes a situation where the relaxation is tight.

Theorem 5.2.4 If $Q$ and $A^{(i)}$, $i = 1, \ldots, m$ are simultaneously diagonalizable, then $(\bar{E}P)$ is equivalent to $(EP)$. In particular, let $U, \mu, V$ satisfy the KKT–conditions for $(\bar{E}P)$, then there is an optimal solution $\bar{U}$ of $(\bar{E}P)$ such that $\bar{U}$ is a rank–one matrix.
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Proof: Without loss of generality, we assume that \( Q \) and \( A^{(i)} \) are all diagonal. Let \( \mu \) be an optimal multiplier. Define

\[
\lambda_j = Q_{jj} + \sum_{i=1}^{m} \mu_i A^{(i)}_{jj}.
\]

If \( \lambda_j > 0, \ \forall j \), then the result follows from Lemma 5.2.3. Otherwise, we may assume that \( k < n \) is such that

\[
\lambda_1 = \cdots = \lambda_k = 0, \quad \lambda_j > 0, \quad j = k + 1, \ldots, n.
\]

First we consider the case \( c^T U c > 0 \). Define \( \alpha := 1/\sqrt{c^T U c} \). Observe that for \( j \leq k \) the KKT-conditions (5.11) imply

\[
0 = \lambda_j = V_{jj} + \alpha c_j^2,
\]

wherefrom \( V_{jj} = 0 \) and \( c_j = 0 \). Consequently, \( cc^T \) can be written as a matrix of the form

\[
\begin{pmatrix}
0 & 0 \\
0 & \bar{c} \bar{c}^T
\end{pmatrix},
\]

where \( \bar{c} = (c_{k+1} \cdots c_n)^T \). Consequently, \( V \) is of the form

\[
V = \begin{pmatrix}
0 & 0 \\
0 & \bar{V}
\end{pmatrix},
\]

with \( \bar{V} \in S^{(n-k) \times (n-k)} \). Partitioning \( U \) in a similar way as

\[
\begin{pmatrix}
U_1 & U_2 \\
U_3 & \bar{U}
\end{pmatrix}
\]

and using the optimality condition \( \text{tr}(UV) = 0 \) it follows \( \text{tr}(U \bar{V}) = 0 \). Hence we have the conditions

\[
\text{tr}(U \bar{V}) = 0, \quad \text{Diag} (\lambda_{k+1}, \ldots, \lambda_n) = \bar{V} + \frac{1}{\alpha} \bar{c} \bar{c}^T.
\]

Consequently, \( \text{rank} (\bar{V}) \geq n - k + 1 \) and from Corollary A.5 rank \( (\bar{U}) \leq 1 \). Since \( c^T U c = c^T \bar{U} c \neq 0 \) we have rank \( (\bar{U}) = 1 \). Now, it is easy to see that the rank-one matrix

\[
\bar{U} = \begin{pmatrix}
0 & 0 \\
0 & \bar{U}
\end{pmatrix}
\]

is feasible in \((\overline{EP})\) and has the same objective value as \( U \), so is an alternative optimal solution. The case \( c^T U c = 0 \) follows along the same line of reasoning. This proves the theorem. \( \square \)

To gain more insight into problem \((\overline{EP})\) we compute a Lagrangian dual of \((EP)\). The Lagrange-function is given by

\[
L_{EP}(x, \mu) = \frac{1}{2} x^T Q x + c^T x + \sum_{i=1}^{m} \frac{\mu_i}{2} (x^T A^{(i)} x - 1) = \frac{1}{2} x^T Q + \sum_{i=1}^{m} \mu_i A^{(i)} x + c^T x - \frac{c^T \mu}{2},
\]
where \( \mu \in \mathbb{R}^m_+ \). It is easy to see that this function is unbounded from below if the matrix \( Q + \sum_{i=1}^m \mu_i A^{(i)} \) has a negative eigenvalue. Hence, we require \( Q + \sum_{i=1}^m \mu_i A^{(i)} \succeq 0 \). Differentiating the Lagrangian and using the generalized inverse we derive the following dual problem

\[
(ED) \sup_{\mu} \left\{ -\frac{1}{2} \mathbf{c}^T (Q + \sum_{i=1}^m \mu_i A^{(i)}) + c - \frac{1}{2} \mathbf{e}^T \mu : Q + \sum_{i=1}^m \mu_i A^{(i)} \succeq 0, \mu \geq 0 \right\}.
\]

We make the following technical assumption (cf. Ben-Tal and Teboulle [21]) guaranteeing the optimum to be attained.

**Assumption 5.2.5** There exists a vector \( \mu \in \mathbb{R}^m_+ \) such that \( Q + \sum_{i=1}^m \mu_i A^{(i)} \succ 0 \).

Instead of (ED) we will consider the following problem

\[
(EP) \sup_{\mu} \left\{ -\frac{1}{2} \mathbf{c}^T \left( Q + \sum_{i=1}^m \mu_i A^{(i)} \right)^{-1} c - \frac{1}{2} \mathbf{e}^T \mu : Q + \sum_{i=1}^m \mu_i A^{(i)} \succeq 0, \mu \geq 0 \right\}.
\]

Due to Assumption 5.2.5 the feasible set contains a Slater point; furthermore, the problem is a convex programming problem. We will show that (EP) is a Lagrangian dual of (ED).

First, we rewrite (ED) as

\[
\sup_{\mu, Y} \left\{ -\frac{1}{2} \mathbf{c}^T Y^{-1} c - \frac{1}{2} \mathbf{e}^T \mu : Y = Q + \sum_{i=1}^m \mu_i A^{(i)}, Y \succ 0, \mu \geq 0 \right\}.
\]

The Lagrangian is

\[
L_{ED}(\mu, Y, U, V) = -\frac{1}{2} \mathbf{c}^T Y^{-1} c - \frac{1}{2} \mathbf{e}^T \mu + \frac{1}{2} \text{tr}(YV) + \frac{1}{2} \text{tr}\left( \left( Q + \sum_{i=1}^m \mu_i A^{(i)} \right) U \right),
\]

where \( U, V \in \mathcal{S}^n \). The KKT-conditions give

\[
\begin{align*}
Y^{-1}cc^T Y^{-1} + V - U &= 0, \\
\text{tr}(A^{(i)}U) &\leq 1, \quad i = 1, \ldots, m, \\
\mu_i (\text{tr}(A^{(i)}U) - 1) &= 0, \quad i = 1, \ldots, m, \\
\text{tr}(YV) &= 0, \\
Y - Q - \sum_{i=1}^m \mu_i A^{(i)} &= 0, \quad Y \succ 0, \mu \geq 0.
\end{align*}
\]

From the first equation we obtain \( (c^T Y^{-1} c)^2 = c^T (U - V) c \geq 0 \), and \( c^T Y^{-1} c = \text{tr}(UY) + \text{tr}(UV) \). This gives the following dual problem

\[
\inf_{U, V} \left\{ \frac{1}{2} \text{tr}(QU) - \sqrt{c^T (U - V) c} : \text{tr}(A^{(i)} U) \leq 1, \ U \in \mathcal{S}^n \right\}.
\]

It is easy to see that in any optimal solution we have \( V = 0 \), while Lemma 5.2.1(iii) shows that the optimum is attained. Hence we arrive at problem (EP).
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Shor [223] considered a relaxation method for minimizing a quadratic function subject to general quadratic constraints. Simplifying to the setting of (EP) this leads to the following problem:

\[
\text{(RP)} \quad \max_{t, \mu} \left\{ t : \begin{pmatrix} Q/2 & c/2 \\ c^T/2 & -t \end{pmatrix} + \sum_{i=1}^{m} \mu_i \begin{pmatrix} A^{(i)} & 0 \\ 0 & -1 \end{pmatrix} \succeq 0, \ \mu \geq 0 \right\}.
\]

If \( x \) is feasible in (EP) and \((t, \mu)\) in (RP) then

\[
0 \leq \begin{pmatrix} x^T & 1 \end{pmatrix} \begin{pmatrix} Q/2 & c/2 \\ c^T/2 & -t \end{pmatrix} + \sum_{i=1}^{m} \mu_i \begin{pmatrix} A^{(i)} & 0 \\ 0 & -1 \end{pmatrix} \begin{pmatrix} x \\ 1 \end{pmatrix} = \frac{1}{2} x^T Q x + c^T x - t + \sum_{i=1}^{m} \mu_i (x^T A^{(i)} x - 1) \leq \frac{1}{2} x^T Q x + c^T x - t,
\]

which shows that Shor's semidefinite problem (RP) is a relaxation. The semidefinite dual of (RP) is (after some elementary simplifications of the general form) given by

\[
\text{(RD)} \quad \min_{X, y} \left\{ \frac{1}{2} \text{tr}(Q X) + c^T y : \text{tr}(A^{(i)} X) \leq 1, \ i = 1, \ldots, m, \ \begin{pmatrix} X & y \\ y^T & 1 \end{pmatrix} \succeq 0 \right\}.
\]

The relationship between (RP), (RD) and (EP) in the general form is investigated by Boyd and Vandenberghe [30], see also Fujie and Kojima [64]. Here we consider the connection between (RD) and (EP).

**Lemma 5.2.6**  The optimal values of (RD) and (EP) are equal.

**Proof:** We first show that the optimal value of (EP) is not larger than the one of (RD).
If \((X, y)\) is feasible in (RD) then \(X\) is feasible in (EP). From Lemma A.6 it follows that
\[
c^T X c - c^T y y^T c \geq 0,
\]
so
\[
\sqrt{c^T X c} \geq |c^T y|.
\]

and \(X\) in (EP) yields an objective value not larger than the one for \((X, y)\) in (RD).
Conversely, if \(X\) is feasible in (EP) then we can find \(y \in \mathbb{R}^n\) such that \(X \succeq y y^T\) and \((X - y y^T)c = 0\) as follows: if \(X c = 0\) then we take \(y = 0\), otherwise \(y = X c / \sqrt{c^T X c}\), since
\[
X - \frac{X c c^T X}{c^T X c} = X^{1/2} \left( I - \frac{X^{1/2} c c^T X^{1/2}}{c^T X c} \right) X^{1/2} \succeq 0.
\]

Hence \((X, y)\) is feasible in (RD) and has the same objective value as \(X\) in (EP). To complete the proof, we show that if \((X, y)\) is an arbitrary optimal solution of (RD) then
\[
c^T X c - (c^T y)^2 = 0.
\]

By contradiction, suppose this equality does not hold. Consider again \((X, X c / \sqrt{c^T X c})\), which is feasible in (RD), moreover, by assumption

\[
c^T \left( \frac{X c}{\sqrt{c^T X c}} \right) = \sqrt{c^T X c} > |c^T y|,
\]

which implies that \((X, y)\) cannot be optimal. This completes the proof. \( \Box \)

To summarize, we have shown that the relaxation (EP) is equivalent to other relaxations (RP) and (RD) proposed for (EP). The difference lies in the fact that (EP) is a nonlinear problem, while the other two are linear but higher dimensional. At the heart of the equivalence in Lemma 5.2.6 is the Schur–complement.
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5.2.3 Application: Computing the smallest eigenvalue of a symmetric matrix

A classical problem in numerical linear algebra is the computation of the smallest eigenvalue of a symmetric matrix. This problem can be formulated in an obvious way as a SDP problem, see also Ramana [211] and Nemirovskii and Nesterov [199, p.238]. In this section we develop a specific primal–dual interior point method for this problem. We show that it has polynomial convergence and is quadratically convergent in the limit, independently of the multiplicity of the smallest eigenvalue.

Let $A$ be a symmetric $n \times n$ matrix, whose eigenvalues are $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n$. We denote by $k$ the multiplicity of $\lambda_1$. The problem is modeled as follows:

$$ (\text{AP}) \quad \lambda_1 = \max_{\lambda} \{ \lambda : \lambda I \preceq A \}, $$

where $I$ is the identity matrix. The dual problem is given by

$$ (\text{AD}) \quad \min_{X} \{ \text{tr}(AX) : \text{tr}(X) = 1, X \succeq 0 \}. $$

Note that both the primal and dual feasible set admit strictly feasible solutions. The following lemma justifies duality between (AP) and (AD).

**Lemma 5.2.7** (i) If $\lambda$ is feasible for (AP) and $X$ for (AD) then $\lambda \leq \text{tr}(AX)$.

(ii) The pair $(\lambda, X)$ is optimal if and only if $\lambda = \lambda_1$ and the column space of $X$ is a subspace of the eigenspace of $A$ with respect to $\lambda_1$.

**Proof:** (i) Using feasibility of $\lambda$ and $X$ we write

$$ \text{tr}(AX) - \lambda = \text{tr}(AX) - \lambda \text{tr}(X) = \text{tr}((A - \lambda I)X) \geq 0, $$

using Lemma A.4.

For (ii), observe that the pair $(\lambda, X)$ is optimal if and only if it is feasible and

$$ \text{tr}((A - \lambda I)X) = 0. $$

Since $X \neq 0$ the latter equation is equivalent to $\lambda = \lambda_1$ and $(A - \lambda_1 I)X = 0$ (Lemma A.4), which proves the statement.

For any $\lambda < \lambda_1$ we define

$$ S(\lambda) := A - \lambda I, $$

which is a symmetric positive definite matrix; defining

$$ \mu = \frac{1}{\text{tr}(S(\lambda)^{-1})}, \quad X(\lambda) := \frac{S(\lambda)^{-1}}{\text{tr}(S(\lambda)^{-1})}, \quad (5.12) $$

we see that $X(\lambda)$ is feasible in (AD) and moreover

$$ X(\lambda)S(\lambda) = S(\lambda)X(\lambda) = \mu I. \quad (5.13) $$
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Note that if $\lambda$ runs from $-\infty$ to $\lambda_1$ then $\mu$ runs from $\infty$ to 0. Since $\mu$ depends continuously on $\lambda$, for each positive $\mu$ there exists a unique $\lambda < \lambda_1$ (denoted by $\lambda(\mu)$) such that (5.13) holds; the dependence between $\mu$ and $\lambda(\mu)$ is given by

$$\frac{1}{\mu} = \sum_{i=1}^{n} \frac{1}{\lambda_i - \lambda(\mu)}.$$  \hfill (5.14)

In Jansen et al. [116] it is shown that $\lambda(\mu)$ is concave and monotonically decreasing in $\mu$. The sets

$$\{ (\lambda(\mu), S(\lambda(\mu))) : \mu > 0 \} \quad \text{and} \quad \{ X(\lambda(\mu)) : \mu > 0 \}$$

are the central paths of (AP) and (AD) respectively. Since $\lim_{\mu \to 0} \lambda(\mu) = \lambda_1$, the limit of $S(\lambda(\mu))$ exists:

$$\lim_{\mu \to 0} S(\lambda(\mu)) = S(\lambda_1) = A - \lambda_1 I.$$  

We now develop a primal–dual interior point algorithm, which starts with an arbitrary strictly feasible pair $(\lambda, S(\lambda), X(\lambda))$ on the central path and uses the central path as a guideline to optimality. The search–directions in the primal and the dual spaces are denoted by $\Delta \lambda$ and $\Delta X$, respectively. Denoting $X := X(\lambda)$, our goal is to find these directions in such a way that the pair $(\lambda + \Delta \lambda, X + \Delta X)$ is optimal. This amounts to solving the system

$$S(\lambda + \Delta \lambda) \succeq 0, \quad X + \Delta X \succeq 0, \quad \text{tr}(X + \Delta X) = 1, \quad S(\lambda + \Delta \lambda)(X + \Delta X) = 0.$$  

Using $S(\lambda + \Delta \lambda) = S(\lambda) - (\Delta \lambda)I$ and $S(\lambda)X = \mu I$ the last equation can be rewritten as

$$\mu I + S(\lambda)\Delta X - (\Delta \lambda)X - (\Delta \lambda)\Delta X = 0.$$  

Since this equation is nonlinear and hard to solve we linearize it by omitting the second order term $(\Delta \lambda)\Delta X$. Neglecting the inequality constraints for the moment we are left with the system

$$S(\lambda)\Delta X - (\Delta \lambda)X = -\mu I, \quad \text{tr}(\Delta X) = 0,$$

which has the unique solution

$$\Delta \lambda = \frac{1}{\text{tr}(S(\lambda)^{-1}X)} = \frac{\mu}{\text{tr}(X^2)},$$  \hfill (5.15)

and

$$\Delta X = -X + (\Delta \lambda)S(\lambda)^{-1}X = -X + \frac{X^2}{\text{tr}(X^2)}.$$  \hfill (5.16)

The search–directions $(\Delta \lambda, \Delta X)$ obtained in this way are the primal–dual affine scaling directions at the pair $(\lambda, X)$. Note that the calculation of the search–directions requires the inversion of the matrix $S(\lambda)$ and the multiplication of the matrix $X$ by itself. Since

$$\text{tr}(S(\lambda)^{-2}) = \sum_{i=1}^{n} \left( \frac{1}{\lambda_i - \lambda} \right)^2 \leq \frac{1}{\lambda_1 - \lambda} \sum_{i=1}^{n} \frac{1}{\lambda_i - \lambda} = \frac{1}{\lambda_1 - \lambda} \text{tr}(S(\lambda)^{-1}),$$

it holds

$$\lambda + \Delta \lambda = \lambda + \frac{\text{tr}(S(\lambda)^{-1})}{\text{tr}(S(\lambda)^{-2})} \geq \lambda + \lambda_1 - \lambda = \lambda_1;$$
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consequently the full Newton step will in general be infeasible. Hence, we use a damped
Newton step with step size $\alpha$, such that

$$\lambda_1 - \lambda_\alpha := \lambda_1 - (\lambda + \alpha \Delta \lambda) \leq (1 - \alpha)(\lambda_1 - \lambda).$$  \hspace{1cm} (5.17)

In our algorithm $\alpha$ is chosen to be $\alpha := \|X\|$. Observe, that $\Delta \lambda \in \mathbb{R}$, so in fact the
search-direction for $\lambda$ is not important, instead, it is the step size that gives the difference
between algorithms. Moreover, in the algorithm we will not use $\Delta X$, since given $\lambda$ we can
compute a point on the central path from (5.12)$^5$. However, we will use $\Delta X$ later to justify
the quadratic convergence of a variant of the algorithm.

Note that it is easy to find an initial point using Gershgorin’s lemma (e.g., [228]):

$$\lambda^{(0)} = \min_{1 \leq i \leq n} \left( A_{ii} - \sum_{j \neq i} |A_{ij}| \right) < \lambda_1.$$  \hspace{1cm} (5.18)

Observe that

$$\lambda^{(0)} \geq -n\|A\|_\infty.$$  \hspace{1cm} (5.19)

Our algorithm is summarized in Figure 5.1.

---

**Input**

$\lambda^{(0)} := \min_{1 \leq i \leq n} \{A_{ii} - \sum_{j \neq i} |A_{ij}|\}$: the initial solution;

**Parameters**

$\epsilon$ is the accuracy parameter;

**begin**

$\lambda := \lambda^{(0)}$;

**while** $\text{tr}(A - \lambda I)^{-1} < n/\epsilon$ **do**

$S(\lambda) := A - \lambda I$;

$X := S(\lambda)^{-1}/\text{tr}(S(\lambda)^{-1})$;

$\lambda := \lambda + \|X\|/\text{tr}(S(\lambda)^{-1})$;

**end**

**end.**

---

Figure 5.1: Smallest eigenvalue algorithm.

In Jansen et al. [116] the algorithm is analyzed using ‘traditional’ interior point proof-
techniques. Later, Bosch and Torenbeek [28] gave a simple and elementary proof of its
polynomiality. Here we combine the approaches. First, observe that

$$\frac{\|X\|}{\text{tr}(S(\lambda)^{-1}X)} = \frac{\|X\|}{\text{tr}(X^2)\text{tr}(S(\lambda)^{-1})} = \frac{1}{\sqrt{\text{tr}(X^2)\text{tr}(S(\lambda)^{-1})}} = \frac{1}{\sqrt{\text{tr}(S(\lambda)^{-2})}}.$$  \hspace{1cm} (5.20)

The following lemma is partly due to [28].

$^5$This is the centering step in predictor–corrector methods for LP; in our case the centering can be done
exactly.
Lemma 5.2.8 If $\lambda < \lambda_1 = \ldots = \lambda_k < \lambda_{k+1} \leq \ldots \leq \lambda_n$ and $q \geq 1$ is a positive integer then the following inequalities hold:

$$k(\lambda_1 - \lambda)^{-q} \leq \text{tr}((A - \lambda I)^{-q}) \leq n(\lambda_1 - \lambda)^{-q},$$  \hspace{1cm} (5.21)

$$\lambda + \frac{1}{\sqrt{\text{tr}((A - \lambda I)^{-2})}} < \lambda_1,$$  \hspace{1cm} (5.22)

$$\lambda_1 - \left(\lambda + \frac{1}{\sqrt{\text{tr}((A - \lambda I)^{-2})}}\right) < \left(1 - \frac{1}{\sqrt{n}}\right)(\lambda_1 - \lambda).$$  \hspace{1cm} (5.23)

Moreover, if $\lambda(\mu)$ is defined by (5.14) then

$$k\mu \leq \lambda_1 - \lambda(\mu) \leq n\mu.$$  \hspace{1cm} (5.24)

**Proof:** To prove (5.21) note that

$$\frac{k}{(\lambda_1 - \lambda)^q} < \frac{1}{(\lambda_1 - \lambda)^q} + \cdots + \frac{1}{(\lambda_n - \lambda)^q} < \frac{n}{(\lambda_1 - \lambda)^q}.$$  

The result follows from the observation that the summation between inequality signs is exactly $\text{tr}((A - \lambda I)^{-q})$. Now (5.22) follows from $k \geq 1$ and (5.21) with $q = 2$. Taking again $q = 2$ in (5.21) gives (5.23). Finally, (5.24) follows from (5.21) with $q = 1$ and $\lambda = \lambda(\mu)$.

The next theorem gives the number of iterations required by the method, as well as an estimate for the accuracy of the final iterate.

**Theorem 5.2.9** Suppose that $\lambda^{(0)}$ is given by (5.18) and that the step size at each iteration equals $\alpha = \|X\|$. Then after at most

$$\sqrt{n} \ln \frac{n(n+1)}{k\epsilon} \|A\|_{\infty}$$

iterations the algorithm has generated a feasible primal–dual pair $(\overline{\lambda}, \overline{X})$ such that

$$0 < \lambda_1 - \overline{\lambda} \leq \epsilon, \quad \text{and} \quad \|A\overline{X} - \overline{X}\overline{\lambda}\| \leq \frac{\epsilon}{\sqrt{n}}.$$  

Moreover, the first $k$ eigenvalues $\eta_i$ of $\overline{X}$ satisfy

$$\frac{1}{k} - \frac{(n-k)\epsilon}{nk(\lambda_{k+1} - \lambda_1)} \leq \eta_1 = \eta_2 = \ldots = \eta_k \leq \frac{1}{k},$$

whereas the remaining eigenvalues satisfy

$$0 \leq \eta_i \leq \frac{\epsilon}{n(\lambda_{k+1} - \lambda_1)}, \quad i > k.$$  

**Proof:** Note that each iteration of the algorithm constructs a strictly feasible $\lambda$ by (5.20) and (5.22). From (5.23) it holds in the $N$th iteration

$$\lambda_1 - \lambda^{(N)} < \left(1 - \frac{1}{\sqrt{n}}\right)^N (\lambda_1 - \lambda^{(0)}).$$
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The algorithm continues as long as \( n\mu \geq \epsilon \), where \( \mu \) is defined by (5.14); so in the \( N \)th iteration it holds \( \lambda_1 - \lambda^{(N)} \geq k\epsilon/n \) by (5.24). Hence

\[
N \leq \sqrt{n} \ln \frac{n(\lambda_1 - \lambda^{(0)})}{k\epsilon}.
\]

Since \( I/n \) is feasible in (AD)

\[
\lambda_1 \leq \text{tr} \left( A \left( \frac{1}{n} I \right) \right) = \frac{1}{n} \text{tr}(A) \leq \|A\|_{\infty};
\]

using inequalities (5.18) and (5.19) the statement on the iteration number follows. Let us denote

\[
\bar{\mu} := \frac{1}{\text{tr}(S(\lambda^{-1}))};
\]

From the stopping criterion we derive \( \bar{\mu} \leq \epsilon/n \), so

\[
\| (A - \lambda I) X \| = \| \bar{\mu} I \| = \bar{\mu} \sqrt{n} \leq \frac{\epsilon}{\sqrt{n}}.
\]

Finally, we establish that \( kX \) is a good approximation for the matrix of the projection onto the eigenspace of \( A \) with respect to \( \lambda_1 \). To this end we show that \( k \) of these eigenvalues are approximately one, and the other \( n - k \) approximately zero. We denote the eigenvalues of \( X \) by

\[
\eta_i := \frac{\bar{\mu}}{\lambda_i - \lambda}, \quad 1 \leq i \leq n.
\]

Note that \( \eta_1 = \eta_2 = \ldots = \eta_k \). Since \( X < \lambda_1 \) and \( \bar{\mu} \leq \epsilon/n \) we have for \( i > k \)

\[
\frac{\bar{\mu}}{\lambda_i - \lambda} \leq \frac{\bar{\mu}}{\lambda_i - \lambda_1} \leq \frac{\epsilon}{n(\lambda_i - \lambda_1)} \leq \frac{\epsilon}{n(\lambda_{k+1} - \lambda_1)}.
\]

So, the sum of the \( n - k \) last eigenvalues of \( X \) is at most

\[
\frac{(n - k)\epsilon}{n(\lambda_{k+1} - \lambda_1)}.
\]

The trace of \( X \) being one, the first \( k \) eigenvalues (which are mutually equal) can be bounded from below by

\[
\frac{1}{k} \left( 1 - \frac{(n - k)\epsilon}{n(\lambda_{k+1} - \lambda_1)} \right) .
\]

This completes the proof. \( \Box \)

The algorithm can be made quadratically convergent by carefully analyzing the maximal step size. Here we do use the definitions (5.15) and (5.16) of \( \Delta \lambda \) and \( \Delta X \) and interior point methodology. Define

\[
\bar{\alpha} := \arg \sup_{\alpha} \{ S - \alpha(\Delta \lambda) I \succeq 0, \ X + \alpha \Delta X \succeq 0 \}.
\]
Lemma 5.2.10 Let $\sigma := \|\Delta X\|/\text{tr}(X^2)$. The step size

$$\alpha = \frac{2}{1 + \sqrt{1 + 4\sigma}}$$

(5.25)

is feasible, i.e., $\alpha \leq \bar{\alpha}$.

Proof: Consider the matrix

$$M(\alpha) := (S - \alpha(\Delta \lambda)I)(X + \alpha \Delta X) = (1 - \alpha)\mu I - \alpha^2(\Delta \lambda)\Delta X,$$

where $\mu$ is defined by (5.12). Since the matrices $S - \alpha(\Delta \lambda)I$ and $X + \alpha \Delta X$ commute, they are simultaneously diagonalizable; since the eigenvalues of $M(\alpha)$ depend continuously on $\alpha$, the step size $\alpha$ will be feasible as long as

$$\frac{M(\alpha)}{\mu} = (1 - \alpha)I - \frac{\alpha^2 \Delta X}{\text{tr}(X^2)} \succeq 0,$$

which certainly holds if

$$1 - \alpha - \frac{\alpha^2 \|\Delta X\|}{\text{tr}(X^2)} \geq 0.$$  

(5.26)

Using the definition of $\sigma$ the result follows.

The step size in Lemma 5.2.10 has the nice feature that it converges to 1 when reaching optimality, since $\Delta X$ converges to zero. Hence it guarantees superlinear convergence of $\lambda$ to $\lambda_1$. We can even prove that the asymptotical convergence rate is quadratic.

Theorem 5.2.11 Let $\tau := \lambda_{k+1} - \lambda_1$ and assume that $\mu \leq \tau/n$. Using step size (5.25) the iterates $\lambda^{(k)}$ converge quadratically to $\lambda_1$.

Proof: First observe that (5.25) implies that (5.26) holds with equality, whence $\alpha \leq 1$ and

$$1 - \alpha = \alpha^2 \sigma \leq \sigma.$$  

(5.27)

We proceed by estimating $\sigma$. Let $\eta_i$ be the eigenvalues of $X$, with

$$\eta_1 = \eta_2 \ldots = \eta_k > \eta_{k+1} \geq \ldots \geq \eta_n.$$  

In view of Theorem 5.2.9 we call the first $k$ eigenvalues the large eigenvalues of $X$ and the remaining eigenvalues the small eigenvalues. It follows from the proof of the cited theorem that

$$0 \leq \eta_i \leq \frac{\mu}{\tau}, \quad i > k,$$

and

$$\frac{1}{k} - \frac{(n-k)\mu}{k\tau} \leq \eta_1 = \eta_2 = \ldots = \eta_k \leq \frac{1}{k}.$$  

Using the assumption on $\mu$ the small eigenvalues are smaller than the large eigenvalues. The eigenvalues of $\Delta X$ being given by $\eta_i^2/\text{tr}(X^2) - \eta_i$, $\forall i$, we may write

$$\|\Delta X\|^2 = \sum_{i=1}^{n} \left( \frac{\eta_i^2}{\text{tr}(X^2)} - \eta_i \right)^2 = \frac{1}{(\text{tr}(X^2))^2} \sum_{i=1}^{n} \left( \eta_i^2 - \eta_i \sum_{j=1}^{n} \eta_j^2 \right)^2.$$
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Since $\text{tr}(X) = 1$, it holds

$$
\sum_{i=1}^{n} \left( \eta_i^2 - \eta_i \sum_{j=1}^{n} \eta_j^2 \right)^2 = \sum_{i=1}^{n} \left( \eta_i^2 \sum_{j=1}^{n} \eta_j - \eta_i \sum_{j=1}^{n} \eta_j^2 \right)^2 = \sum_{i=1}^{n} \left( \sum_{j=1}^{n} \eta_i \eta_j (\eta_j - \eta_i) \right)^2.
$$

Note that if $\eta_i$ and $\eta_j$ are both large then they are equal and, hence, $\eta_i \eta_j (\eta_i - \eta_j) = 0$. We consider the sum between the last pair of brackets for the cases that $\eta_i$ is large and small separately. If $\eta_i$ is large we have

$$
\left| \sum_{j=1}^{n} \eta_i \eta_j (\eta_j - \eta_i) \right| = \sum_{j=k+1}^{n} \eta_i \eta_j |\eta_j - \eta_i| \leq \frac{1}{k^2} \sum_{j=k+1}^{n} \eta_j \leq \frac{(n-k)\mu}{k^2 \tau} = \frac{(n-k)\mu}{k^2 \tau}.
$$

Now let $\eta_i$ be small. Then

$$
\left| \sum_{j=1}^{n} \eta_i \eta_j (\eta_j - \eta_i) \right| \leq \sum_{j=1}^{k} \eta_i \eta_j (\eta_j - \eta_i) + \sum_{j=k+1}^{n} \eta_i \eta_j (\eta_j - \eta_i) \quad (5.28).
$$

Since the small eigenvalues are less than the large eigenvalues the terms in the first sum in the right-hand side are positive. In the first sum $\eta_j$ is large, so we have

$$
\sum_{j=1}^{k} \eta_i \eta_j (\eta_j - \eta_i) \leq \eta_i \sum_{j=1}^{k} \frac{1}{k^2} \leq \frac{\mu k}{k^2} = \frac{\mu}{k}. \tau.
$$

In the second sum of (5.28) both $\eta_i$ and $\eta_j$ are small, hence each term is in absolute value less than $\mu^3/\tau^3$. Therefore, this sum will be order of magnitudes smaller than the other terms and can be neglected in this asymptotic analysis. Combining the estimates we find

$$
\sum_{i=1}^{n} \left( \eta_i^2 - \eta_i \sum_{j=1}^{n} \eta_j^2 \right)^2 \leq k \left( \frac{(n-k)\mu}{k^2 \tau} \right)^2 + (n-k) \left( \frac{\mu}{k \tau} \right)^2 = \frac{n(n-k)}{k^3} \left( \frac{\mu}{\tau} \right)^2.
$$

We get an upper bound for $\sigma^2$ by dividing the last expression by $(\text{tr}(X^2))^4$. Asymptotically $\text{tr}(X^2) \approx 1/k$, which follows from the last two formulas in the proof of Theorem 5.2.9 if we notice that $\eta \mu$ converges to zero. Thus we may bound $\sigma^2$ by

$$
\sigma^2 \leq nk(n-k) \left( \frac{\mu}{\tau} \right)^2,
$$

whence, using (5.27),

$$
1 - \alpha \leq \frac{\sqrt{nk(n-k)}}{\tau} \mu \leq \frac{\sqrt{nk(n-k)}}{\tau} \frac{\lambda_1 - \lambda}{k},
$$

where the last inequality follows from (5.24). Using (5.17) it follows that the gap between $\lambda_1$ and $\lambda$ converges quadratically to zero. \qed

Note that condition on $\mu$ implies that the quadratic convergence may expose itself earlier if $\tau$ is larger. The new step size given by (5.25) may not always be larger than the old step size $\|X\|$. One easily verifies that this is only true if

$$
\|X\| + \|\Delta X\| \leq 1.
$$
Therefore, taking always the largest of the two step sizes the algorithm will be both polynomial-time and asymptotically quadratically convergent.

To conclude this section we motivate the proposed problem formulation and algorithm. It is well-known that the smallest eigenvalue can be obtained from the following optimization problem using the Raleigh–quotient:

\[(PR) \min_{x} \left\{ x^T A x : x^T x = 1 \right\};\]

given that this is nonconvex problem, since the feasible set is not convex and A may be indefinite. Note that we may rewrite (PR) as

\[(PR) \min_{x} \left\{ \text{tr}(A xx^T) : \text{tr}(xx^T) = 1 \right\}.
\]

This makes clear that (AD) considers a larger feasible set than (PR). However, the problem (AD) is a convex optimization problem for which an efficient (interior point) method is available. Moreover, in this special case the relaxed problem yields the same optimal value as the original one, but does not have the same optimal solution set. In fact, the ‘relaxed’ problem gives even more information than (PR). This suggests that (PR) is not a good formulation for the problem under consideration. A drawback of the proposed algorithm is that it requires solving a system of equations of the size of the matrix A in any iteration of the algorithm. However, if A is tridiagonal (note that any symmetric matrix can be brought to tridiagonal form, Golub and Van Loan [82]) then the algorithm requires only $O(n)$ arithmetic operations per iteration.

5.3 Interior point methods in decomposition

5.3.1 Methodology

Interior point techniques have not only shown their applicability in barrier methods for linear and nonlinear optimization, but also in cutting plane methods. Pioneers in this area are Goffin and Vial and co-workers (e.g., [75, 76, 78]). We briefly outline their approach. Consider a problem of the form

\[(NP) \min_{x} \left\{ c^T x : f_i(x) \leq 0, \ i \in I \right\},\]

where the functions $f_i(x)$ are convex. While the number of constraints can be huge (even exponential) it is only required to have an efficient procedure (called oracle) returning either that $x$ is feasible or, if $x$ is not feasible, a hyperplane separating $x$ from the feasible set. Now it is possible to use relaxations of the form

\[(RNP) \min_{x} \left\{ c^T x : a_j^T x \leq b_j, \ j \in J \right\}.
\]

Instead of solving the relaxations to optimality (as in e.g., Kelley’s cutting plane method [135]) Goffin and Vial propose to compute the analytic center (see [224] or Definition 2.1.16) of a level set of (RNP) as follows

\[
\arg \min_{x} \left\{ -\ln(\varepsilon - c^T x) - \sum_{j \in J} \ln(b_j - a_j^T x) : c^T x \leq \varepsilon, \ a_j^T x \leq b_j, \ j \in J \right\},
\]
and feed this to the oracle; here $\bar{z}$ is an upper bound for the optimal value of (NP). In practice this gives a stable algorithm, since the analytic centers passed to the oracle typically are close to each other from iteration to iteration, and the new analytic center can be computed in a few Newton steps, even when multiple cuts have been added to the formulation. A similar idea was developed in the 1970s by Elzinga and Moore [51], who use the ball-center of the level set; to compute the ball-center an auxiliary LP problem has to be solved. The analytic center approach has been applied to various NLP problems (as the geometric programming problem in Bahn et al. [13]) and is called the analytic center cutting plane method (ACCPM). An analysis of the theoretical efficiency of a variant of the method has been given by Nesterov [198] and Goffin et al. [77]. A phenomenon observed in practicing the method is that a good localization of the feasible set is obtained in only a few iterations.

It is important to observe that various decomposition techniques fall in the outlined methodology. Examples include Lagrange relaxation and Lagrange decomposition (e.g., Guignard and Kim [94]), Dantzig–Wolfe decomposition [43] and Benders decomposition [23]. In these cases the oracle is an LP problem. Goffin, Vial and co-workers have developed and implemented an extremely efficient decomposition method for very large but structured problems, based on analytic centers. Applications that have been considered include stochastic programming problems [14], network design problems [157], and multi-commodity flow problems [74].

For long, it was generally believed that Benders and Dantzig–Wolfe decomposition behaved rather poorly in practice, showing a large number of iterations and numerical instability. In the past some attempts been made to improve on this, for instance, the development of cross decomposition by Roy [217] or Kornai–Liptak decomposition [147]. Another strategy is the use of Pareto–optimal cuts, introduced by Magnanti and Wong [166] in the context of Benders decomposition. They showed that Pareto–optimal cuts can be obtained at the cost of solving an extra LP problem per iteration. Later, Magnanti et al. [164] used these cuts in computational experiments on difficult network design problems, see also Magnanti and Wong [167]. It appeared that a method using Pareto–optimal cuts tremendously outperformed standard Benders decomposition, while in many test–problems the results were also better compared to the use of other ‘strong Benders–cuts’.

In this section we show that ACCPMs in a Benders decomposition framework render Pareto–optimal cuts for free. This might attribute to understanding of the computational efficiency of ACCPMs. Moreover, outside the framework of ACCPMs we give a sufficient condition for the subproblem to generate a Pareto–optimal cut for free; we show that this condition is weakest when a strictly complementary solution of the subproblem is computed.

### 5.3.2 Benders decomposition

We will shortly explain the ACCPM for Benders decomposition. A similar analysis can be done for Dantzig–Wolfe decomposition. We deal with the problem

\[
(BP) \min_{x,y} \left\{ c^T x + d^T y : Ax + Dy = b, x \geq 0, y \in Y \right\},
\]

where $Y$ is assumed to contain a Slater point. Let $z_{BP}$ denote the optimal value of (BP), and define

\[
D := \{ u : A^T u \leq c \}.
\]
Using projection on the variables $y$ and outer linearization (Geoffrion [71]) we may write
\[
  z_{BP} = \min_{y \in Y, \xi} \left\{ \xi : d^T y + (b - Dy)^T u \leq \xi \quad \forall u \in D \right\}.
\]

We use the following relaxation (called master problem) of the latter problem:
\[
  (MP) \quad \min_{y \in Y, \xi} \left\{ \xi : d^T y + (b - Dy)^T u \leq \xi \quad \forall u \in SD, \quad (b - Dy)^T v \geq 0 \quad \forall v \in RD \right\},
\]
where $SD$ denotes a subset of $D$, and $RD$ is a subset of the extreme rays of $D$. To generate a new cut (i.e., extending $SD$ with a new $u$ from $D$ or $RD$ with a new ray) the subproblem
\[
  (S(y)) \quad \max_u \left\{ d^T y + (b - Dy)^T u : A^T u \leq c \right\}
\]
is solved for a given $y \in Y$; this is the oracle. Benders decomposition algorithm iterates between $(MP)$ and $(S(y))$, where each solution of $(MP)$ feeds a new $y \in Y$ to $(S(y))$ and solving $(S(y))$ renders a new cut in $(MP)$; if the subproblem is unbounded, then a ray is found which can be added in the master problem. Observe that any $y \in Y$ can be used to feed the subproblem. As outlined in Section 5.3.1 ACCPMs differ from the simplex based Benders decomposition method in the sense that they do not solve the problem $(MP)$ to optimality, which would give an extreme point of $Y$. Instead the analytic center (i.e., a special interior point of $Y$) of the level set
\[
  \{(y, \xi) : d^T y + (b - Dy)^T u \leq \xi \quad \forall u \in SD, \quad (b - Dy)^T v \geq 0 \quad \forall v \in RD, \quad \xi \leq \bar{\xi}, \quad y \in Y\},
\]
is computed, where $\bar{\xi}$ is an upper bound on the optimal value of $(BP)$.

### 5.3.3 Pareto–optimal cuts

Pareto–optimal cuts were introduced by Magnanti and Wong [166]. Before quoting some definitions from their paper we first introduce the following convention: when we say 'the cut $u$', we mean the cut generated by $u$ and given by
\[
  d^T y + (b - Dy)^T u \leq \xi.
\]

**Definition 5.3.1 (Dominance)** A cut $u$ dominates a cut $\bar{u}$ if
\[
  d^T y + (b - Dy)^T \bar{u} \leq d^T y + (b - Dy)^T u, \quad \forall y \in Y,
\]
and there exists $\bar{y} \in Y$ such that
\[
  d^T \bar{y} + (b - D\bar{y})^T \bar{u} < d^T \bar{y} + (b - D\bar{y})^T u.
\]

**Definition 5.3.2 (Pareto–optimal)** A cut $u$ is Pareto–optimal if no cut dominates it.

Magnanti and Wong [166] show that a Pareto–optimal cut can be found as follows:
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Solve the subproblem \((S(y))\) and let its set of optimal solutions be \(U(y)\); solve the auxiliary LP problem

\[
\max_u \left\{ (b - Dy^{(0)})^T u : A^T u \leq c, \ u \in U(y) \right\},
\]

where \(y^{(0)}\) is arbitrary in the relative interior of \(Y\).

The optimal solution of the auxiliary problem is a Pareto-optimal cut (see [166]). Note that the set \(U(y)\) might be described using bases, the optimal partition or the optimal value (cf. Section 2.2). The following theorem is a special case of [166, Th. 1]; we give a slightly modified proof.

**Theorem 5.3.3** Let \(\bar{y}\) be an interior (Slater) point of \(Y\) and let \(\bar{u}\) be an optimal solution of \((S(\bar{y}))\). Then \(\bar{u}\) is a Pareto-optimal cut.

**Proof:** Suppose \(\bar{u}\) is not Pareto-optimal, i.e., there exists \(\tilde{u} \in B\) dominating \(\bar{u}\). So

\[
d^T \tilde{y} + (b - Dy)^T \tilde{u} \leq d^T y + (b - Dy)^T \tilde{u} \quad \forall y \in Y. \tag{5.29}
\]

Applying (5.29) with \(y = \bar{y}\) it follows that \(\tilde{u}\) must also be optimal in \((S(\bar{y}))\), so

\[
d^T \bar{y} + (b - D\bar{y})^T \tilde{u} = d^T \bar{y} + (b - D\bar{y})^T \tilde{u}. \tag{5.30}
\]

Because of dominance there is a \(\tilde{y} \in Y\) such that

\[
d^T \tilde{y} + (b - D\tilde{y})^T \tilde{u} < d^T \tilde{y} + (b - D\tilde{y})^T \bar{u}. \tag{5.31}
\]

Since \(\bar{y}\) is an interior point of \(Y\), there is a \(\theta > 1\) such that \(w = \theta \bar{y} + (1 - \theta)\tilde{y}, \ w \in Y\) (Rockafellar [213, Th. 6.4]). Multiplying (5.30) by \(\theta\), (5.31) by \(1 - \theta\) and adding gives

\[
\theta \left( d^T \bar{y} + (b - D\bar{y})^T \tilde{u} \right) + (1 - \theta) \left( d^T \tilde{y} + (b - D\tilde{y})^T \tilde{u} \right)
\]

\[
> \theta \left( d^T \bar{y} + (b - D\bar{y})^T \tilde{u} \right) + (1 - \theta) \left( d^T \tilde{y} + (b - D\tilde{y})^T \bar{u} \right),
\]

or equivalently

\[
d^T w + (b - Dw)^T u > d^T w + (b - Dw)^T \bar{u},
\]

which contradicts (5.29). Hence \(\bar{u}\) is Pareto-optimal. \(\square\)

The following corollary immediately follows from the theorem and is the main observation of this section.

**Corollary 5.3.4** ACCPMs in the Benders decomposition framework generate Pareto-optimal cuts.

**Proof:** Theorem 5.3.3 implies that every solution of \((S(\bar{y}))\) gives a Pareto-optimal cut if \(\bar{y}\) is an interior point of \(Y\). ACCPMs only use interior points of \(Y\) to feed \((S(\bar{y}))\), which implies the result. \(\square\)

A second connection between Pareto-optimal cuts and interior point methods, is via strict complementarity (Chapter 2, Theorem 2.1.2). It is well known (e.g., Guler and Ye [98])
that many interior point methods generate a strictly complementary solution (cf. Theorem 2.1.14). Let \( \hat{y} \in Y \) be arbitrary and consider

\[
\max_{u,s} \left\{ (b - D\hat{y})^T u : A^T u + s = c, \ s \geq 0 \right\},
\]

\[
\min_x \left\{ c^T x : Ax = b - D\hat{y}, \ x \geq 0 \right\},
\]

with solution \((\hat{x}, \hat{u}, \hat{s})\). We give a condition guaranteeing \( \hat{u} \) to be Pareto-optimal, and show that the condition is weakest if \( \hat{u} \) is a strictly complementary solution.

**Lemma 5.3.5** Let \( B := \sigma(\hat{x}) = \{ i : \hat{x}_i > 0 \} \) and \( N := \{ 1, \ldots, n \} \setminus B \). If there is an interior point \( \hat{y} \in Y \) such that

\[
b - D\hat{y} \quad \text{is in the column space of} \quad A_B
\]

then \( \hat{u} \) is a Pareto-optimal cut.

**Proof:** Let \( \hat{y} \) satisfy the given condition and let

\[
y(\lambda) := (1 - \lambda)\hat{y} + \lambda\bar{y}, \quad \lambda \in (0, 1);
\]

then \( y(\lambda) \) is also an interior point of \( Y \). Let \( \hat{x}_B \) be such that \( A_B\hat{x}_B = b - D\hat{y} \), and define \( \hat{x}(\lambda) \in \mathbb{R}^n \) by

\[
\hat{x}_B(\lambda) := (1 - \lambda)\hat{x}_B + \lambda\bar{x}_B, \quad \hat{x}_N(\lambda) := 0.
\]

We show the existence of \( \lambda \in (0, 1) \) such that \((\hat{x}(\lambda), \hat{u}, \hat{s})\) solves the pair of LP problems

\[
\max_{u,s} \left\{ (b - D y(\lambda))^T u : A^T u + s = c, \ s \geq 0 \right\}, \quad (5.32)
\]

\[
\min_x \left\{ c^T x : Ax = b - D y(\lambda), \ x \geq 0 \right\}. \quad (5.33)
\]

The proof of the lemma then follows from Theorem 5.3.3. Since \((\hat{u}, \hat{s})\) is feasible in \( (5.32) \) and complementarity is satisfied by construction, we only have to check whether \( \hat{x}(\lambda) \) is feasible in \( (5.33) \). Note that

\[
A\hat{x}(\lambda) = A_B\hat{x}_B(\lambda) = A_B((1 - \lambda)\hat{x}_B + \lambda\bar{x}_B) = (1 - \lambda)(b - D\hat{y}) + \lambda(b - D\bar{y}) = b - D\hat{y}(\lambda).
\]

Also, for \( i \in B \), we have \( \hat{x}_i(\lambda) = (1 - \lambda)\hat{x}_i + \lambda\bar{x}_i > 0 \) if

\[
\lambda < \lambda := \min_{i: \hat{x}_i < 0} \left\{ \frac{\hat{x}_i}{\hat{x}_i - \bar{x}_i} \right\}.
\]

If \( \lambda \geq 0 \) we may take \( \lambda \) anywhere in \((0, 1)\); otherwise we choose \( \lambda \) arbitrary in the interval \((0, \lambda)\). This proves the lemma. \( \square \)

Observe from the proof of the lemma that the fact that \( \hat{y} \) is an interior point of \( Y \) is crucial. Furthermore, if the condition in the theorem is satisfied then \( \hat{u} \) is optimal in a series of problems since we can take any \( \lambda \) in \((0, \lambda)\).

**Corollary 5.3.6** The condition in Lemma 5.3.5 is weakest if \((\hat{x}, \hat{u}, \hat{s})\) is strictly complementary.

**Proof:** For a strictly complementary solution \( \hat{x} \) the support \( \sigma(\hat{x}) \) is maximal and contains the supports of all other optimal solutions. \( \square \)

From a computational point of view solving the subproblems with interior point methods will not be efficient unless the problem of warm-starting is satisfactorily solved.
Chapter 6

Discussion, conclusions and directions for further research

We summarize our results, draw conclusions and give directions for further research.

In this thesis various applications of interior point methods in the field of mathematical pro-
gramming have been reviewed, with the concept of complementarity as the leading thread. In
this final chapter we summarize our results, draw some conclusions and propose directions
for further research.

In Chapter 2 we considered the theory of, and sensitivity analysis in linear programming
(LP) using an interior point approach. Although most of the theorems in the theory of LP
are well-known and established we gave new proofs using a new self-dual reformulation
of the general LP problem and only analytical arguments. It appears that deriving essential
ingredients of interior point methods, as the central path, is closely connected to proving the
existence of a strictly complementary solution in LP. For long it was generally believed that
sensitivity analysis based on solutions obtained with interior point methods was impossible.
In our research on sensitivity analysis we gave a unifying approach to sensitivity analysis
using optimal sets instead of just one optimal solution. Within the approach we showed
how to incorporate sensitivity analysis based on the simplex method (using primal optimal
bases), based on interior point methods (using the optimal partition) and one based on the
optimal value. Our main conclusions are:

- The self-dual reformulation of the general LP problem is attractive from a theoretical
  point of view; for its computational possibilities we refer to [252].
- Although discussed in many textbooks on LP the issue of sensitivity analysis deserves
  more attention than generally given. Specifically, problems with degeneracy should
  not be downplayed, instead the intimate relation between rates and ranges stressed.
  The best way to do this is via the optimal value function.
- Sensitivity analysis using interior point solutions is possible, and sometimes even better
  or desirable, since it is an approach using optimal sets instead of one optimal solution.

The applicability of approaches to sensitivity analysis using optimal sets has been shown
using a practical LP model of SHELL (KSLA, The Netherlands); we refer to Greenberg [92]
for other applications. We believe that practitioners of LP should be aware of the apparent
difficulties with the standard approach. Furthermore, packages for LP should be able to
compute (parts of) optimal value functions if desired by the user, as is possible in e.g.,
AIMMS [24] and LINDO [219].
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We derived a new interior point method in Chapter 3, which gives a new generalization of Dikin's primal affine scaling method to a primal–dual setting. The algorithm, called the primal–dual Dikin–affine scaling algorithm, was originally developed for LP but could be extended to linear and nonlinear complementarity problems (LCPs/NCPs). We showed that the method outperforms the classical primal–dual affine scaling method by Monteiro et al. [188] both from a theoretical point of view (ours is more natural and has a better complexity bound) as from the computational side (ours is faster and more stable and robust). The main reason that our method is better stems from its property of simultaneously driving the iterates to optimality as well as to the central path, when started at an arbitrary interior–feasible solution. To enhance the complexity of our new algorithm we studied the effect on complexity of the use of corrector steps and showed that (asymptotically) the best known bound for LCPs can be obtained. We introduced and analyzed a family of primal–dual affine algorithms, which contains the new Dikin–affine scaling method as well as the classical one of [188] as special cases. For the analysis of the methods for NCPs we introduced a new smoothness condition, being natural for the analysis of primal–dual large neighborhood methods and, moreover, also applicable to nonmonotone mappings. Hence, we could analyze interior point methods for nonmonotone LCPs and NCPs. We are not aware of earlier complexity results on nonmonotone NCPs. We conclude:

- The new primal–dual Dikin–affine scaling algorithm has a better complexity than the primal–dual affine method of Monteiro et al. [188]. Our computational results confirm the theoretical ordering in efficiency of the family of primal–dual affine methods, with and without corrector steps. The use of one corrector step saves computational effort, using more correctors typically is unattractive.

- Our algorithm is attractively simple to understand and implement, and requires little parameter setting or inclusion of safeguards. It performs comparable to the primal logarithmic barrier method on a set of difficult maximum likelihood problems, but cannot compete with the more involved method of Vial [245] on the same set of problems. In our current implementation, the expensive line–search is the main bottleneck.

- The new smoothness condition is the first that can be applied to nonmonotone problems; however, it might be hard to be checked for a given problem.

An extensive comparison of interior point methods for general nonlinear programming (NLP) problems versus commercially available software as MINOS and CONOPT is still lacking; to date, only isolated comparisons on specific problem classes have been performed. More research is needed on the applicability of our and other interior point methods to nonconvex NLP problems, and their theoretical properties. As a first extension, quasiconvex programming problems could be considered. Our smoothness condition, being applicable to nonmonotone mappings, might give a theoretical background here. It is very important to study the (local) behavior of Newton's method for nonconvex functions, possibly, by extending the self–concordance condition to this case. This might be done by including a type of trust–region condition and/or trust–region term within the self–concordance condition.

The target–following framework in Chapter 4 offers the opportunity of simplifying the complexity proofs for many old as well as new interior point methods. The key–idea is to analyze the complementarity of nonoptimal solutions and to check how a method forces the
complementarity to its final value. This chapter summarizes many pages of literature on interior point methods into a few, and gives tools for some newly proposed methods to be analyzed. The new methods we considered are path–following variants of the Dikin–affine scaling method derived in Chapter 3; these methods have the property of simultaneously driving the iterates to optimality as well as to the central path when started at an arbitrary interior–feasible solution. It was shown that the theory of interior point methods for structured NLP problems satisfying the self–concordance condition, as developed primarily by Nesterov and Nemirovskii [199], can be enriched with the analysis of methods other than central path–following. Here we analyzed some methods that are well–known in LP and/or NLP, but not theoretically analyzed for convex programming before. In our study on variational inequalities we gave a new approach of treating non–central path–following methods, by introducing mappings having properties of gradients of self–concordant barriers. Some conclusions are

- The target–following framework offers a unifying and easy way to analyze primal–dual interior point methods for LP. The literature on complexity theory for small–step primal–dual methods for LP has been summarized in one section, while some new methods have been proposed and analyzed.
- Long–step interior point methods have been shown to yield a significantly worse complexity bound with the use of targets not close to the central path as compared to central path–following methods.
- The analysis of interior point methods not necessarily following the central path can be extended from linear to convex programming as well as variational inequalities.
- The target–following framework is interesting from a computational point of view, since it may provide insight how problems like ‘recentering’ and ‘warm–starting’ could be tackled.

The latter aspect has been picked up by Gondzio [83], who improved his interior point code using target–following ideas. Since we are not aware of computational results on solving variational inequalities with the interior point approach considered in this chapter and in [199], this deserves attention in the future. From a theoretical point of view, it can be investigated whether it is possible to include weights in the term of the barrier function corresponding to the original objective function.

Chapter 5 showed some miscellaneous applications of complementarity and interior point methods in mathematical programming. We extended some of the results on sensitivity analysis in LP to convex quadratic programming (CQP). A main field of application is in mean–variance analysis. The most popular area in mathematical programming at the moment is semidefinite programming (SDP). We proposed a new relaxation for the problem of optimizing a (nonconvex) quadratic form over ellipsoids. Unfortunately, we also showed that the relaxation is equivalent to other known relaxations. As an application in linear algebra we proposed a Newton–Raphson type method for computing the smallest eigenvalue of a symmetric matrix. The importance of interior point methodology here is that it enables us to prove polynomiality and derive a step size guaranteeing quadratic convergence, independent of the multiplicity of the smallest eigenvalue. Finally, we laid a connection between a not well–known computational enhancement of Bender’s decomposition and modern interior cutting plane methods. We conclude
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- In the parametric CQP problem the optimal value function is piecewise quadratic, where the quadratic parts correspond to intervals where the tripartition is constant.
- SDP is a lively new field in mathematical programming on the edge of interior point methods, combinatorial optimization, linear algebra and control and system theory.
- Decomposition methods based on analytic centers generate Pareto-optimal cuts for free.

It is a subject for further research to deepen the research on sensitivity analysis for CQP, and investigate its computational consequences on practical problems; extension of such an approach to convex programming should be considered as well. The practical applicability of SDP needs further investigation. A research direction here is to (computationally) investigate the (higher order) relaxations proposed by Lovász and Schrijver [160]. The practical usefulness of Pareto-optimal cuts should be reconsidered in modern implementations of decomposition methods using the simplex method.

Although new results on interior point methods still appear, we feel that the hype is over. As is often the case in science, a new breakthrough is awaited. The paper by Goemans and Williamson [73] on the effectiveness of nonlinear relaxations for combinatorial optimization is one such development, however, not creating such extraordinary attention as did Karmarkar’s work. One lesson we should have learned is not to forget old methods, but to put them into new light as (computing) science emerges. We have seen this for interior point methods and decomposition techniques. It has also been the case with the simplex method, where for instance the steepest edge pivot rule is born again (Forrest and Goldfarb [58]) and is effectively implemented in CPLEX [37] and OSL [202]; also, implementations of the dual simplex method have attained unexpectedly good results. It is still a challenge to develop a robust, user-friendly and efficient code for NLP problems. A new major breakthrough in LP would be the introduction of a polynomial pivot rule for the simplex method which would likely be also efficient in practice.
Appendix A

Technical results

This appendix contains some technical lemmas that are used in this thesis. The first lemma is concerned with an inequality on logarithms.

**Lemma A.1** Let $h$ and $w$ be vectors in $\mathbb{R}^n$ such that $\|h\| < 1$, and $w > 0$. Then

$$\sum_{i=1}^{n} w_i \ln(1 + h_i) \geq w^T h + \max(w) \|h\| + \max(w) \ln(1 - \|h\|).$$

**Proof:** Using $|h_i| < 1$, $1 \leq i \leq n$, we may write

$$-\sum_{i=1}^{n} w_i \ln(1 + h_i) = -\sum_{i=1}^{n} w_i \left( h_i - \frac{h_i^2}{2} + \frac{h_i^3}{3} - \ldots \right) \leq -w^T h + \frac{\max(w) \|h\|^2}{2} - \sum_{i=1}^{n} w_i \left( \frac{h_i^3}{3} - \frac{h_i^4}{4} + \ldots \right) \leq -w^T h + \frac{\max(w) \|h\|^2}{2} + \frac{\max(w) \|h\|^3}{3} + \frac{\max(w) \|h\|^4}{4} + \ldots \leq -w^T h - \max(w) \|h\| - \max(w) \ln(1 - \|h\|).$$

$\square$

The next two lemmas are used in the analysis of the primal–dual Dikin–affine scaling algorithms in Chapter 3.

**Lemma A.2** Let $u \in \mathbb{R}^n$ satisfy $e^T u = n$ and $1 - \beta \leq u_i \leq 1 + \beta$ for all $i$, where $\beta \in (0, 1)$. Then

$$\|u\|^2 \leq n(1 + \beta^2).$$

**Proof:** Consider the problem

$$\max_u \left\{ \|u\|^2 : e^T u = n, \ 1 - \beta \leq u_i \leq 1 + \beta \ \forall i \right\},$$

and let $u$ be a feasible solution for which there exist two distinct indices $i$ and $j$ such that

$$1 - \beta < u_i < 1 + \beta, \ 1 - \beta < u_j < 1 + \beta, \ u_i \geq u_j.$$

Let $\hat{u}$ be defined by

$$\hat{u}_i = u_i + \epsilon, \ \hat{u}_j = u_j - \epsilon, \ \hat{u}_k = u_k \ k \neq i, j.$$
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For $\epsilon$ positive but sufficiently small $\hat{\epsilon}$ is also feasible in the maximization problem. Furthermore,

$$
\|\hat{u}\|^2 = \|u\|^2 + 2\epsilon^2 + 2\epsilon(u_i - u_j) > \|u\|^2.
$$

This shows that $u$ cannot be optimal. Hence, in any optimal solution of the maximization problem at most one element of $u$ can be not at its bound. This implies for the case $n$ even that $n/2$ elements will have value $1 - \beta$ and the others $1 + \beta$; in case $n$ is odd, one element will have value 1. It is easy to check, that this implies the bound in the lemma.

**Lemma A.3** Let $u \in \mathbb{R}^n_{++}$ be arbitrary and let $\nu \geq 0$. Define

$$
\psi(\nu) := -\frac{e^T u^{2\nu+2}}{\|u^{2\nu}\|}.
$$

The following bounds hold:

(i) If $0 \leq \nu \leq 1$ then $\psi(\nu) \leq -\|u\|^2/\sqrt{n}$;

(ii) If $\nu \geq 1$ then $\psi(\nu) \leq -\omega(u)u^{2\nu-1}\|u\|^2/\sqrt{n}$, where $\omega(u) = \min(u)/\max(u)$.

**Proof:** We first show (i). It is obvious that $\psi(0) = -\|u\|^2/\sqrt{n}$. Hence it suffices to show that the derivative of $\psi(\nu)$ is nonpositive as long as $0 \leq \nu \leq 1$. We differentiate the nominator and denominator separately:

$$
\frac{\partial(e^T u^{2\nu+2})}{\partial \nu} = 2 \sum_{i=1}^{n} u_i^{2\nu+2} \ln u_i,
$$

$$
\frac{\partial\|u^{2\nu}\|}{\partial \nu} = \frac{4}{2\|u^{2\nu}\|} \sum_{i=1}^{n} u_i^{4\nu} \ln u_i = \frac{2 \sum_{i=1}^{n} u_i^{4\nu} \ln u_i}{\|u^{2\nu}\|}.
$$

The sign of $\psi'(\nu)$ is determined by the nominator of the derivative, which is given by

$$
- \left(2 \sum_{i=1}^{n} u_i^{2\nu+2} \|u^{2\nu}\| \ln u_i - \frac{2\|u^{2\nu+1}\|^2}{\|u^{2\nu}\|} \sum_{i=1}^{n} u_i^{4\nu} \ln u_i\right)
$$

$$
= \frac{2}{\|u^{2\nu}\|} \sum_{i=1}^{n} \left(u_i^{4\nu} \|u^{\nu+1}\|^2 - u_i^{2\nu+2} \|u^{2\nu}\|^2\right) \ln u_i.
$$

Note that

$$
2 \sum_{i=1}^{n} \left(u_i^{4\nu} \|u^{\nu+1}\|^2 - u_i^{2\nu+2} \|u^{2\nu}\|^2\right) \ln u_i = 2 \sum_{i=1}^{n} \sum_{j=1}^{n} \left(u_i^{4\nu} u_j^{2\nu+2} - u_i^{2\nu+2} u_j^{4\nu}\right) \ln u_i
$$

$$
= 2 \sum_{i,j=1}^{n} (u_i u_j)^{2\nu+2} (u_i^{2\nu-2} - u_j^{2\nu-2}) \ln u_i
$$

$$
= \sum_{i,j=1}^{n} (u_i u_j)^{2\nu+2} \left(u_i^{2\nu-2} - u_j^{2\nu-2}\right) \ln u_i + (u_i^{2\nu-2} - u_j^{2\nu-2}) \ln u_j
$$

$$
= \sum_{i,j=1}^{n} (u_i u_j)^{2\nu+2} (u_i^{2\nu-2} - u_j^{2\nu-2}) \ln \frac{u_i}{u_j}.
$$
For \(0 \leq \nu \leq 1\) the last expression is nonpositive, hence \(\psi(\nu)\) monotonically non-increasing, which proves (i). For (ii) we derive

\[
-\psi(\nu) = \frac{e^T u^{2\nu+2}}{\|u^{2\nu}\| \|u\|^2} \|u\|^2 \geq \frac{\min(\nu)^{2\nu-2} e^T u^4}{\max(\nu)^{2\nu-2} \|u\|^2 \|u\|^2} \|u\|^2 \geq \frac{\omega(u)^{2\nu-2}}{\sqrt{n}} \|u\|^2.
\]

The last inequality follows from

\[
\frac{e^T u^4}{\|u^2\| \|u\|^2} \|u\|^2 \geq \frac{1}{\sqrt{n}},
\]

using the Cauchy–Schwarz inequality. This completes the proof.

The next results are concerned with positive semidefinite matrices.

**Lemma A.4** If \(A, B \in \mathbb{R}^{n \times n}\) are symmetric positive semidefinite matrices then \(\text{tr}(AB) \geq 0\). Moreover, if \(\text{tr}(AB) = 0\) then \(AB = 0\).

**Proof:** Let orthogonal decompositions of \(A\) and \(B\) be given by

\[
A = Q_A^T \Lambda_A Q_A, \quad B = Q_B^T \Lambda_B Q_B,
\]

where \(Q_A\) and \(Q_B\) are orthogonal \(n \times n\) matrices and \(\Lambda_A\) and \(\Lambda_B\) diagonal. Define the symmetric matrices

\[
\overline{A} := Q_A^T \Lambda_A^{1/2} Q_A, \quad \overline{B} := Q_B^T \Lambda_B^{1/2} Q_B;
\]

then \(A = \overline{A} \overline{A}\) and \(B = \overline{B} \overline{B}\). We derive

\[
\text{tr}(AB) = \text{tr}(\overline{A} \overline{B} \overline{A} \overline{B}) = \text{tr}(\overline{B} \overline{A} \overline{A} \overline{B}) = \text{tr}((\overline{B} \overline{A})^T \overline{A} \overline{B}) \geq 0
\]

where the inequality follows since \((\overline{A} \overline{B})^T (\overline{A} \overline{B})\) is positive semidefinite. Equality holds if and only if \((\overline{A} \overline{B})^T (\overline{A} \overline{B}) = 0\), which implies \(\overline{A} \overline{B} = 0\). Hence, \(AB = \overline{A} \overline{B} \overline{B}\). \(\Box\)

**Corollary A.5** If \(A, B \in \mathbb{R}^{n \times n}\) are symmetric positive semidefinite matrices such that \(\text{tr}(AB) = 0\) and \(0 \leq k \leq n\), then it holds that if \(\text{rank}(B) = k\) then \(\text{rank}(A) \leq n - k\).

**Proof:** Since \(AB = 0\) by Lemma A.5, the result follows immediately. \(\Box\)

**Lemma A.6** Let \(X\) be a symmetric \(n \times n\) matrix and \(y \in \mathbb{R}^n\). Then

\[
\begin{pmatrix}
X & y \\
y^T & 1
\end{pmatrix} \succeq 0 \iff X - y y^T \succeq 0.
\]

**Proof:** First we show the if–part. Let \(h \in \mathbb{R}^n\) and \(h_0 \in \mathbb{R}\) be arbitrary. Then

\[
\begin{pmatrix}
h^T & h_0
\end{pmatrix}
\begin{pmatrix}
X & y \\
y^T & 1
\end{pmatrix}
\begin{pmatrix}
h \\
h_0
\end{pmatrix} = h^T X h + 2 y^T h h_0 + h_0^2 \geq (h^T y)^2 + 2 y^T h h_0 + h_0^2 = (h^T y + h_0)^2 \geq 0.
\]

For the converse, let \(h \in \mathbb{R}^n\) be arbitrary. Then

\[
h^T X h - h^T y y^T h = h^T X h - 2 (h^T y)(h^T y) + (h^T y)^2 = \begin{pmatrix}
h^T & -h^T y
\end{pmatrix}
\begin{pmatrix}
X & y \\
y^T & 1
\end{pmatrix}
\begin{pmatrix}
h \\
-h^T y
\end{pmatrix} \succeq 0.
\]

\(\Box\)
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Samenvatting

Inwendige Punt Technieken in Optimalisatie
Complementariteit, Gevoeligheid en Algoritmen

Het onderzoek naar inwendige punt methoden voor optimalisatieproblemen heeft vanaf 1984 (opnieuw) een grote vlucht genomen. In dat jaar ontwierp Karmarkar een nieuwe polynomiële methode voor lineaire programmering (LP), waarvan hij beweerde dat deze vele malen sneller werkte dan de altijd gebruikte simplex methode. Al gauw bleek een verband te bestaan met logaritmische barrière of padvolgende methoden die in de jaren zestiende uitvoerig waren bestudeerd. Hernieuwd onderzoek heeft grote invloed gehad op vele gebieden binnen de mathematische programmering.

In dit proefschrift worden bijdragen geleverd op diverse deelgebieden van de optimaliserings. Hoofdstuk 2 gaat in op de (duale)theorie van LP. Door gebruik te maken van inwendige punt technieken en een zelf-duale herformulering van het primale en duale probleem wordt een eenvoudig bewijs gegeven van sterke dualiteit en het bestaan van een strikt complementaire oplossing. Ook gevoeligheidsanalyse in LP is vanuit een inwendige punt benadering bekeken. Hier komt naar voren dat het werken met één optimale (basis)oplossing (zoals gebruikelijk in leerboeken en computerpakketten voor LP) tot vreemde resultaten kan leiden. In plaats daarvan stellen we voor te werken met de verzameling van optimale oplossingen. Deze verzameling kan op diverse manieren worden beschreven, onder andere met behulp van de optimale partitie van het probleem, die bepaald kan worden met een strikt complementaire oplossing. Daar inwendige punt methoden zo’n oplossing genereren, is deze benadering geschikt voor gevoeligheidsanalyse met inwendige punt technieken.

Hoofdstuk 3 beschrijft en analyseert een nieuwe primaal-duale inwendige punt methode, de primaal-duale Dikin-affiene schalingsmethode. We laten zien dat ze een natuurlijke generalisatie is van Dikins primaal affiene schalingsmethode uit 1967, en geven argumenten dat een eerdere ‘generalisatie’ (de primaal-duale affiene schalingsmethode) niet als zodanig beschouwd moet worden. De methode kan worden toegepast op LP problemen, maar ook op niet-lineaire problemen. We leiden eerst een complexiteitsresultaat af voor het toepassen van de methode op lineaire complementariteitsproblemen. We laten zien dat de complexiteit kan worden verbeterd door correctie-stappen te gebruiken, wat in de praktijk eveneens tot een versnelling leidt. We bedden beide primaal-duale affiene methoden in een familie van algoritmen in. We analyseren de complexiteit voor niet-lineaire complementariteitsproblemen. Hierbij is het nodig een gladheidsconditie te gebruiken. Wij introduceren hiervoor een nieuwe conditie omdat bekende condities alleen toegepast kunnen worden op problemen met monotone functies. Het hoofdstuk wordt afgesloten met rekenresultaten voor een aantal optimalisatieproblemen uit de statistiek.

Vanaf 1984 zijn honderden artikelen gepubliceerd over diverse inwendige punt algoritmen. In Hoofdstuk 4 brengen we vele methoden onder één noemer door de observatie dat zij in iedere iteratie gebruik maken van een doelvector. Door eerst algemene resultaten voor doelvolgende methoden af te leiden, kunnen we diverse methoden uit de literatuur eenvoudig analyseren. Onze aanpak geeft ook suggesties voor nieuwe methoden; we analyseren o.a. varianten van de affiene methode uit Hoofdstuk 3. Voor LP beschouwen we primaal-duale korte-stap en lange-stap methoden. De voorgestelde aanpak kan ook afgeleid worden voor
en toegepast worden op methoden voor convexe optimaliseringsproblemen en variationele ongelijkheden, die aan de zogenaamde ‘selfconcordance’-conditie voldoen. Hiermee geven we een eerste complexiteitsanalyse voor diverse methoden voor niet-lineaire problemen, die al wel zijn geanalyseerd voor LP en toegepast op niet-lineaire problemen.

Hoofdstuk 5 bevat onderzoeksmateriaal uit drie verschillende deelgebieden van de optimaliseringsproblemen. Ten eerste is de inwendige punt aanpak voor gevoeligheidsanalyse voor LP uitgebreid naar convexe kwadratische problemen. Een belangrijke toepassing betreft het berekenen van de efficiënte lijn in mean–variance modellen. Een zeer actief onderzoekgebied is de semidefiniete programmering; inwendige punt methoden zijn de eerste die hiervoor efficiënt en effectief werken. De twee toepassingen die in dit hoofdstuk aan bod komen zijn het probleem van het optimaliseren van een kwadratische functie over de doorsnede van ellipsoïden en het probleem van het berekenen van de kleinste eigenwaarde van een matrix. Door gebruik te maken van inwendige punt technieken kunnen sterke theoretische eigenschappen worden afgeleid. Tenslotte leggen we een verband tussen decompositemethoden gebaseerd op inwendige punt technieken en een relatief onbekende verbetering van Benders decompositemethode: het gebruik van Pareto-optimale sneden.

Dit proefschrift wordt afgesloten met een overzicht van verkregen resultaten, suggesties voor nader onderzoek en een uitgebreide literatuurlijst.
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