Enabling Interaction with Virtual Fluids and Mixed Media using a High Dexterity Hand Exoskeleton
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Abstract—Advances in exoskeleton technology now enable interacting with rigid objects in a virtual or remote environment using one’s hand and fingertips. However, interaction with non-solid materials – such as liquids, sediments and regolith – alongside solids, can greatly extend the versatility of this technology. Rendering rigid objects adequately requires a control loop with high update rates, whereas fluid dynamics equations are computationally expensive. To accommodate this, the fluid dynamics can be simplified - particularly for fluids with high viscosity - resulting in a fast-to-calculate model to enabling haptic rendering of viscous fluids and rigid bodies simultaneously using DLR’s Exodex Adam hand exoskeleton. Viscosity as a proprioceptive cue of fluids can be presented to the human through force feedback at multiple points on the human hand - fingers and palm - letting the user interact with a virtual environment in a more natural way and making the experience more immersive. We carry out two user studies to investigate the human perception abilities of virtual fluids rendered with simplified dynamics, and the discernability of different viscosity in virtual fluids compared real fluids. Results show that virtual media can give the user the perception of interacting with a fluid, even with simplified models, at a high update frequency. Furthermore, the material discernibility corresponds well to actual interaction with real viscous fluids. This shows great promise forward for haptic in-hand interaction in fluid and mixed media environments.

I. INTRODUCTION

Haptic cues play a key role in achieving full immersion in a virtual or remote environment, and can improve performance in virtual/augmented reality or teleoperation scenarios [1]. Haptic interfaces that apply forces or stimulate tactile senses can convey these haptic cues to the user [2]. Hand exoskeletons with many degrees of freedom (DOFs) can be used for this purpose: through natural exploration procedures involving the whole hand, interactions with a virtual or remote environment become more intuitive.

A. Hand Exoskeletons

Since the CyberGrasp System, the first commercial hand exoskeleton in the 1990s, which reflected forces to the user by changing the length of tendons [3], many new systems have been developed applying different force rendering approaches. Some use pneumatic actuation (Rutgers Master II [4], Festo Exohand [5]), servo-shifting units (Dexmo [6]) or underactuated kinematics (HEXOTRAC [7]). Next to such ungrounded devices that are worn by the user, grounded devices attached to a fixed base, such as the five-fingered Haptic Interface Robot (HIRO) [8], relieve the user from the system’s weight. HIRO is mounted on a robotic arm and mirrors the human hand in appearance and motions. All these exoskeletons render forces to individual fingers, enabling more intuitive interactions in virtual or remote environments.

B. Computing Fluid Forces

While many methods have been explored to render rigid and deformable objects, the haptic rendering of fluids has been mostly neglected thus far. However, it is crucial to many application areas [9], such as training divers, underwater search and rescue, maintenance of nuclear reactors, and in general operation of robots/machines in environments where fluid forces (from e.g. mud, oil or water) are significant. A first method to compute fluid forces for haptic interactions was introduced by Baxter and Lin in 2004 [10]. They proposed a numerical method based on the classical Navier-Stokes equation of fluid motion. It calculated forces accurately, but was resource intensive. To reduce calculation effort, other approaches used pre-calculated or pre-recorded data. Dobashi et al. [11] decomposed the fluid dynamics into a nonlinear pre-computed part, and a linear part calculated online, allowing the algorithm to run at 500 Hz. The approach was extended by Hover et al. [12] by recording arbitrary manipulations of an object in multiple viscous fluids, and interpolating the data to render the fluid interaction to a user. Although the methods reduced calculation efforts, they relied on pre-computations or recordings, which limited general applicability. To enable 6-DOF interactions with fluids of variable viscosity and for arbitrary shaped bodies, Ciro et al. [13] uses a Smoothed-Particle Hydrodynamics (SPH) simulation to represent fluid and solid bodies by particles. This approach is versatile, but again resource intensive, only realized at 60-120 Hz. For more realistic fluid interactions, Wang and Wang proposed a hybrid method that also used SPH for the fluid, but added a flexible proxy modeled through FEM running in real time with hardware acceleration [14]. In comparison, Vines, Mora and Lee used a more simplified approach to calculate fluid forces [15]. Viscosity forces were approximated as proportional to velocity of the haptic interface point, and inertia forces were regarded as proportional to the extension of a virtual mass-spring system attached to the haptic interface point [16].
C. Mixed-media Whole-hand Interaction

All aforementioned methods of haptic fluid rendering are limited to the application of one-point probes, and it is not possible to render interactions with mixed media (fluid and solid), though many practical applications require this. To help realize a haptic interface that enables fully immersive and natural interactions with a virtual or remote environment, this paper investigates the feasibility and necessity to render fluids on a hand-arm exoskeleton, while keeping update frequency high enough (500 to 1000 Hz [2]) for simultaneous rendering of virtual solids. In this way, we aim to identify the role that multiple haptic interface points play in fluid interaction, and determine the required complexity of the fluid force calculations to develop future technology for a fully immersive haptic experience.

Using the recently-developed hand-arm exoskeleton Exodex Adam [17], [18] (Section I) of the the German Aerospace Center (DLR), we implement a simplified method (Section III) to render fluid forces with high update rates, similar to the approach in [15]. To test human perception capabilities of the rendered fluids we conducted two human-in-the-loop experiments. First, the perception of a rendered fluid to represent water is investigated (Section IV). Second, the discrimination abilities of the human for a variety of rendered viscosity is quantified (Section V), as humans frequently interact with fluids other than water [19].

The goal of this research is not to compare rendered virtual fluids to the perception of real fluids, as neither are the intended force calculations accurate enough, nor can residual dynamics of current mechanical systems be completely compensated for: despite feed-forward control [20] and friction compensation [21], the feeling of full immersion is still restricted by mechanical limitations. Instead, this work focuses on quantifying the ability of human users to perceive virtual media to be fluid, and their discernibility of different fluid viscosity despite simplified dynamics. The findings of the work are discussed in Section VII.

II. HAPTIC INTERFACE

To interact with virtual fluids, we employed the novel robotic hand-arm exoskeleton Exodex Adam: a haptic interface consisting of modular robotic fingers attached at multiple points on the hand and mounted with a base on a KUKA Light Weight Robot (LWR) 4+. Three attachment points are at the operator’s thumb, index, and middle fingers; two are at the palm (Fig. 1). It can sense and apply 3-DOF forces at the attachments, allowing whole-hand interaction.

Thus, in contrast to previous work, we can reflect fluid forces acting over different areas on the hand to the user through multiple interface points. In our setup, we calculate fluid forces for the whole hand and divide across attachment points in proportion to area. Forces on finger attachments are assumed to act across the entire finger area, and forces on palm points act on the palm in equal measure. The ring and little finger (in this setup not connected to the interface) are not considered. Therefore, 10% of the fluid forces are applied on each human digit, i.e. thumb, index and middle finger, and 35% acted on each palm attachment.

In our control, the LWR compensates the weight of the exoskeleton, allowing the operator to investigate the virtual fluids with a natural sweeping motion of the hand without feeling the weight of the device. The LWR control cycle time is 1 kHz; detailed control is described in [22].

The exoskeleton control is based on [23], [24], whereas the communication hardware of the exoskeleton limits its control cycle to 833 Hz. The high-level control loop for each modular robotic finger is shown in Fig. 4. The human user $Z_u$ and the virtual environment $Z_e$ act as impedance; the haptic interface is modeled as an admittance. From the joint positions $X$ of the robotic fingers the Cartesian positions of the attachment points is found and used to estimate the human hand pose [17]. This in turn is used to calculate the virtual (fluid) forces $F_v$. Measuring the force the user applies on the device $F_u$ (different from the physical force $F$ the human uses to move their hand and arm) allows adding a feed-forward term $K$ to reduce the perceived inertia. Summing this with the rendered virtual forces, the total force to apply at the attachment with the human, $F_{cmd}$, is determined. Friction compensation as in [21] is also applied. The feed-forward gain, which helps overcoming mechanical viscosity and the large inertia due to high gear ratio would require scaling of the environment forces with the reciprocal of the gain [20]. However, since exoskeleton forces are reflected by the LWR, which has no feed-forward gain, such scaling may be perceived as an additional gain from the LWR. Hence, forces are not scaled. Despite the friction compensation, residual system dynamics due to friction and inertia were perceivable by the user, resulting in a perceived mechanical viscosity. Since this mechanical viscosity can not yet fully compensated for, it remains as an offset for the users perception when moving in free space. Any rendered viscosity of fluids is only perceivable as an addition or change to these inherent system dynamics.
calculated using forces, which act against the direction of motion [29] can be neglected, as water and most viscous fluids are of similar can be expanded in future work. Further, buoyancy can be of the user studies to only execute this sweeping motion. This thus, for this first investigation into the necessary complexity of the haptic interface in virtual fluids, we ask the participants with the orientation of the body. For water, the drag coefficient \( C_D \) of the human hand has been determined in various studies [12], [25], [27], [30]. Even though the magnitude range varies depending on the applied procedures and measurement methods, a distinctive curve shape can be observed, which depends on the angle of attack \( \alpha \) for the flat hand with extended fingers. Fitting a sinusoid to the drag coefficient curve in [30] leads to the relationship

\[
C_D = -0.3105 \cdot \cos(2\alpha) + 0.5794 \,. 
\tag{2}
\]

With the position encoders of the haptic interface the hand’s \( \alpha \) can be determined in every moment during the interaction. Substituting (2) into (1) leads to an analytic expression for the drag forces of water, which can be calculated in real time. This relationship is used for the first human user study.

For fluids other than water, finding the drag coefficient \( C_D \) value is not so trivial, as it was not specifically investigated for the human hand. However, when considering fluids with higher viscosity, further simplifications can be made as the flow properties depend on the Reynolds number [29]:

\[
Re = \frac{\rho v L}{\mu} \,, 
\tag{3}
\]

where \( L \) is a characteristic length of the emerged body and \( \mu \) the viscosity. Toussaint proposed the characteristic length of the human hand to be the chord length (\( \approx 0.1 \) m) [25]. When assuming the hand velocity to be \( < 1 \) m/s for exploratory motions in fluids, and the viscosity \( \mu \) to be in a range of \( 2 - 100 \) Pa s for viscous fluids, a Reynold’s number of 1-10 is determined. Liquids in such regimes show only insignificant effects of inertia and are dominated by internal friction, leading to a laminar flow with negligible turbulence [29].

Assuming the human hand flat without finger spread and the flow around it to be linear and without flow separation due to the low Reynolds number, the flow regime can be assumed to be Stokes Flow. This results in the following simplification for the drag coefficient [29]:

\[
C_D = \frac{24}{Re} \,. 
\tag{4}
\]

Substituting this into (1) yields a simple analytical expression for drag force, similar to the equation proposed by Vines, Mora and Lee to render the viscosity [15]. This can be computed quickly, allowing high update frequencies for the real time robot interaction. This relationship is used for the second user study. Solid objects in the current setup are rendered using the god-object method [32].

### III. HAPTIC FLUID RENDERING

To achieve the high update frequencies required for the interaction with different media in a virtual or remote environment, simplifications to the fluid dynamics are assumed. For accurate calculations of fluid forces acting on an emerged body complex partial differential (Navier-Stokes) equations need to be solved, which is computationally intensive [26]. Thus, a trade-off between accuracy and sufficiency needs to be made. Vines, Mora and Lee [15] identified that a key aspect to approximate perceivable fluid flow behavior is the opposing forces of the fluid to motion (drag). Inspired by this work, we propose to restrict the rendering of fluid forces for complex haptic interfaces like the used exoskeleton to only represent those drag forces (Fig. 3). For horizontal sweeping motions through a fluid, this force limitation is valid, since only negligible lift forces act on the hand when the maximum frontal area of the hand points in the direction of motion [27].

Thus, for this first investigation into the necessary complexity of the haptic interface in virtual fluids, we ask the participants of the user studies to only execute this sweeping motion. This can be expanded in future work. Further, buoyancy can be neglected, as water and most viscous fluids are of similar density as the human body [28]. The contribution of drag forces, which act against the direction of motion [29] can be calculated using

\[
F_D = \frac{1}{2} \rho v^2 A C_D \,, \tag{1}
\]

where \( v \) refers to the moving velocity of the flow or object, i.e. the human hand in a motionless fluid, here determined by sensors of the haptic interface. The reference area \( A \) refers to the maximum projected area of the human hand, here set to 0.0148 m\(^2\) as proposed by Sato [30]. The fluid density \( \rho \) is assumed to be 1000 kg/m\(^3\), which equals the density of water and many viscous silicones [31]. The drag coefficient \( C_D \) is a body specific dimensionless number that varies with the type of flow and the form and orientation of the body. For water, the drag coefficient \( C_D \) of the human hand has been determined in various studies [12], [25], [27], [30].

![Block scheme of impedance interaction](image)

**Fig. 2.** The block scheme of impedance interaction with feed-forward compensation implemented for each individual robotic finger on the novel haptic interface, where \( F, F_{cmd}, F_c, F_e \) describe the applied forces, \( K \) is a feedforward gain, \( Z_u, Z_m \) and \( Z_e \) are impedances and \( X \) the joint positions.

**Fig. 3.** Human hand subjected to flow with acting lift and drag forces, which are dependent on the angle of attack \( \alpha \) [25].
A. Methods

The experiment setup to investigate the perception of virtual fluids is shown in Fig. 4 and in the linked video.

The user faces the robotic interface with the right hand attached to the exoskeleton. To accustom to the mentioned residual dynamics of the robotic system (i.e. the inertia and friction) perceivable in free space, each participant first has time to freely explore the setting without any rendered forces. No visual representation is shown to the user to focus on the haptic perception without the influence of other senses. Afterward, three example trials are given to ensure the participants understand the task. For interaction with the virtual fluids during the experiments, the participants are asked to carry out a horizontal sweeping motion while imagining a wall of virtual fluid to be in front of them. The stroke amplitude and velocity are not specified, but left to the user’s discretion, to enable a more natural interaction. Verbal answers of the participants are noted by the experimenter, while system data, such as occurring and rendered torques as well as hand and finger trajectories are recorded with a sampling time of 1 kHz. Additionally, videos of the experiment are recorded for the purpose of reviewing the human-robot interaction.

To quantify the perception of virtual water, the viscosity of the rendered drag forces are compared to the viscosity perceived by the user. For this, the calculated forces defined through (1) and (2) are scaled with a gain between 0 and 4 (in steps of 0.5) to find the scaling factor for which the participants confirm to perceive the rendered fluid as water. The scaling factor was quantified through a combination of magnitude estimation and magnitude production, due to an expected bias inherent to both methods [33]. Using both methods can cancel the bias to obtain more accurate results. During the magnitude estimation, the user is presented with differently scaled forces, and the intensity of each stimulus, where 100% defines the feeling of water. Three trials are carried out, within each the 9 scaling factors are presented in pseudo-randomized order. During the production part of the experiment, the user is asked to set the given stimulus until the virtual fluid is perceived to have the viscosity of water (100%), starting from a scaling factor in the range of 0-4. Each scaling factor is used as starting point once in randomized order, leading to a repetition of 9 times. In a second and third trial, the user repeats the procedure adjusting the stimulus to be perceived as 50% and 200% of the viscosity of water, respectively. Whether the participants started with the magnitude estimation or production was randomly assigned.

For the analysis of the data, a curve was fitted to the results of each participant for the part of magnitude estimation and production. To find the overall relationship between the given stimulus and the perceived viscosity, the mean curve for both experiment parts was calculated and fitted to a power function of the form

\[ S = kI^a, \]  

where \( S \) is the sensation magnitude, i.e. the perceived viscosity by the user, and \( I \) the set intensity of the stimulus, i.e. the actual rendered viscosity. The exponent \( a \) and the constant \( k \) parameterize the relationship between the two.

B. Results

When taking into account the residual mechanical viscosity due to the device dynamics, all participants are able to identify the rendered media to be fluid. Consistent results for the scaling to perceive water could be obtained. Carrying out a regression analysis for the magnitude estimation (Fig. 5a) showed a moderate to strong correlation for all participants, except the first. The curve of this person appeared offset from the main trend, but is not disregarded as the video review does not show abnormalities. The difference might just relate to variation in individual perception. For the magnitude production (Fig. 5b), similar curves can be found for all participants, but a varying steepness can be seen. However, for all participants, the ratios of the set scaling factors appeared to be constant, i.e. when the participants set a higher stimulus intensity for the perception of 50% water viscosity, they also set the stimuli proportionally higher for 100% and 200% perceived viscosity of water. A relatively constant value was found throughout the participants for the ratio between 100 and 50% virtual water viscosity (1.97±0.34 (sd)) and 200 and 100% (1.78±0.55 (sd)). Fitting a power function curve between the averaged points per participant for magnitude estimation and production shows the expected regression bias between the two methods [33] (Fig. 5b). To compensate the inherent bias, another power function is fitted between the two curves. This leads to a general relationship between the given and the perceived stimulus of:

\[ S = 0.5145 \cdot I^{0.9021}. \]  

This indicates a near-linear relationship between the given and perceived intensity of the viscosity stimulus. It also shows that the forces were perceived half as intense as calculated, meaning a gain of 2 had to be applied to the rendered drag forces so that the user would identify the rendered fluid to be virtual water.
Observing the investigation procedure applied by the participants to inspect the virtual fluid, similar sweeping motions are found for all participants. Although neither the stroke amplitude nor moving velocity were specified, the stroke width (0.260 m ± 0.056 m (sd)) as well as the maximum hand velocity (0.4409 m/s ± 0.0830 m/s (sd)) are constant throughout all participants. Analyzing the recorded joint angles of the exoskeleton fingers and the video recordings, it appears that the hand movement is led by the palm, pushing the attached exoskeleton fingers when moving forward, and pulling during the backward motion (see video link). The thumb, index and middle fingers of the human seem to not be used extensively. They only counteract the motion of the palm, spreading outward when pushing forward, and being flexed inward when moving backward. They move little otherwise. Despite the high update frequencies, no instability is observed during the fluid rendering, i.e. no unwanted vibrations or perturbations could be felt.

V. STUDY 2: VIRTUAL VISCOSITY DISCRIMINATION

In order to investigate the human perception abilities of virtual fluids with varying viscosity, a second user study is carried out that replicates, in parts, a study of Bergmann Tiest et al. [34]. That study showed that humans are able to clearly discriminate viscosity differences above 2 TPa s when stirring a real fluid with a rod. The investigated viscosity groups for which significant differences are found (group D and E in [34]) are implemented as virtual fluids, and the human’s ability to differentiate them is inspected.

Again, 13 right-handed participants (9m, 4f) are included in the study, but different from those in the first experiment.

A. Methods

To quantify the perception of different viscosity, the setup and preparations are identical to those explained for the first user study (Fig. 4). Inspired by the research in [34], the method of constant stimuli is applied to identify the human discrimination abilities of virtual viscosity. The virtual fluids are rendered using equation (1) and (4), where \( \mu \) defines the viscosity of the rendered fluid, and is set to the values stated by Bergmann Tiest et al. [34] for viscosity group D and E. An additional step is added for each group below and above the reference viscosity, to get a better estimation of the psychophysical curve progression (Tab. 1). A two-alternative forced-choice procedure is used, where the rendered reference viscosity (\( R \)) is presented first, followed by a test viscosity, which must be judged to be of higher viscosity or not. Each test stimuli (\( T_i - T_k \)) is presented once per trial in a random order. Five trials are carried out for both viscosity groups. The order in which the groups are presented is assigned to the users at random.

To quantify the discrimination abilities, the percentage of times that each test stimulus is perceived as thicker than the reference is recorded. Ideally, for lower than the reference, this percentage should tend toward 0%, and for higher ones towards 100%. Between the extreme points a psychometric curve can be fitted, where the steepness of the curve indicates the discrimination threshold:

\[
f(x) = 50% + 50\% \cdot erf\left(\frac{\log(x/p)}{\sqrt{2}\log(w+1)}\right),
\]

where \( erf \) is the error function, \( p \) the reference viscosity and \( w \) the Weber fraction as a free parameter.

At the end of the experiment, the participants are asked to fill out the same questionnaire as used in the first user study.

B. Results

All participants are able to identify differences in viscosity for the rendered virtual fluids. Weber fractions similar to the ones obtained by Bergmann Tiest et al. [34] are determined. Plotting the perceived thickness for each rendered viscosity in groups D and E shows for all participants typical psychometric curves (Fig. 5). However, it is found that the determined Weber fractions per participant for viscosity group D is significantly higher (\( n = 13, t\text{-test}, p < 0.001 \))

<table>
<thead>
<tr>
<th>Range</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_1 )</td>
<td>1.093</td>
<td>10.100</td>
</tr>
<tr>
<td>( T_2 )</td>
<td>1.237</td>
<td>11.158</td>
</tr>
<tr>
<td>( T_3 )</td>
<td>1.646</td>
<td>13.830</td>
</tr>
<tr>
<td>( T_4 )</td>
<td>1.7495</td>
<td>14.945</td>
</tr>
<tr>
<td>( T_5 )</td>
<td>2.203</td>
<td>17.505</td>
</tr>
<tr>
<td>( T_6 )</td>
<td>2.553</td>
<td>18.950</td>
</tr>
<tr>
<td>( T_7 )</td>
<td>3.185</td>
<td>23.200</td>
</tr>
<tr>
<td>( T_8 )</td>
<td>3.883</td>
<td>29.335</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Range</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R )</td>
<td>1.853</td>
<td>16.000</td>
</tr>
</tbody>
</table>

Fig. 5. Results of Study 1, showing the relationship between the perceived viscosity of virtual water to the set scaling factor in (a) magnitude estimation and (b) production. Each colored line corresponds to one participant. A power function is fitted for each procedure to obtain the general relationship. The averaged values are depicted by squares (\( n = 13 \)) with error bars indicating the standard deviation. (c) shows the comparison of the fitted power functions of the two procedures with a fitted regression curve.
than for group E. Averaging the Weber fraction over all participants lead to values of \( w_D = 0.70 \) for group D and \( w_E = 0.29 \) for group E. This matches the findings in [34] for group E, but shows that for group D the participants are not able to discriminate the virtual viscosity well, which differed from the findings of Bergmann Tiest et al [34].

Again, overall similar investigation procedures are observed for all participants with little variation in stroke width (0.553 m ± 0.115 m(sd)) and maximum hand velocity (0.413 m/s ± 0.061 m/s (sd)). The overall applied velocity complies with the results from the first user study, but the stroke with iss significantly higher. Comparing the velocities within this second user study for group D and E, a significant drop in maximum applied velocity could be seen with values of 0.451 m/s ± 0.063 m/s (sd) and 0.375 m/s ± 0.064 m/s for group D and E, respectively (n=11, t-test, \( p = 0.01 \)). Regarding the designated hand motions during the experiment, again the same motion pattern as for the first user study could be found with the palm dominating the interaction with the exoskeleton.

VI. PRELIMINARY MIXED MEDIA INTERACTION

To test rendering different media within the same algorithm and update rate, at the end of both user studies, participants are presented with a virtual solid and fluid medium. Participants are asked to hold their hand at head-height with the palm facing downwards, then slowly move their hand down until they feel resistance and describe the feeling they perceive (see video link). In one case a fluid is rendered, which the user should perceive in a change of viscosity from free space to fluid. In the second case, within the same rendering algorithm, a solid horizontal wall is rendered with the god-object method. The order in which the two cases are presented is randomly chosen. This preliminary tests show that it is possible to render solids and fluids within the same rendering algorithm and interactively switch between the two. All 26 participants could clearly distinguish between the two media. All but one described the rendered virtual wall to be “solid” or “hard”, while describing the virtual fluid to be distinctively different using words such as “gooey”. The questionnaires of the two studies show that the participants judged the realism of the interaction with the virtual fluid to be 6.15/10 (s.d 1.46). The users responded favorably on the perception afforded by the system. To further enhance system performance, 7 of the 13 participants recommended more tactile feeling, e.g. pressure, along the hand’s surface, whereas 3 others suggested adding temperature cues would add to the realism.

With a smaller number of participants, as part of work in progress, we tested rendering both media (solid and fluid) simultaneously. A solid shape, e.g. a sphere, was submerged in a fluid. The users were able to perceive the shape of the object with the finger tips of the exoskeleton, while feeling the fluid viscosity through the rendering on the LWR. This is shown in Fig. 7 and in the linked video.

VII. DISCUSSION

In this research, we examined the feasibility and necessity to use a complex haptic interface, the DLR’s Exodex Adam, to interact with virtual fluids and mixed media (fluids and solids). Due to simplifications of the fluid dynamics, i.e. the limitation to drag forces, the haptic rendering algorithm could run with high update rates, allowing simultaneous rendering of virtual solid objects in the same control loop and the force reflection on multiple interface points. Although the applicability in this stage remains to be extended, we show it to be feasible to stably render mixed media forces on a complex interface. This opens the opportunity to explore a richer virtual environment in an intuitive way.

The user studies suggest that the higher the viscosity, the finer the perception is experienced by the user. In the first experiment the results shows that a scaling factor of about 2 of the calculated fluid forces is necessary for the user to confirm the perception of virtual water. Meanwhile, the second study indicates that for higher viscosity (group E), the differentiation abilities of the humans match the findings in [34] for real fluids. The reason for this is most likely the inherent mechanical viscosity remaining in the haptic interface, i.e. friction and inertia of the robot joints. Only when the forces from the virtual fluid viscosity were perceivably be distinctively different using words such as “gooey”. The questionnaires of the two studies show that the participants judged the realism of the interaction with the virtual fluid to be 6.15/10 (s.d 1.46). The users responded favorably on the perception afforded by the system. To further enhance system performance, 7 of the 13 participants recommended more tactile feeling, e.g. pressure, along the hand’s surface, whereas 3 others suggested adding temperature cues would add to the realism.
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With a smaller number of participants, as part of work in progress, we tested rendering both media (solid and fluid) simultaneously. A solid shape, e.g. a sphere, was submerged in a fluid. The users were able to perceive the shape of the object with the finger tips of the exoskeleton, while feeling the fluid viscosity through the rendering on the LWR. This is shown in Fig. 7 and in the linked video.

VII. DISCUSSION

In this research, we examined the feasibility and necessity to use a complex haptic interface, the DLR’s Exodex Adam, to interact with virtual fluids and mixed media (fluids and solids). Due to simplifications of the fluid dynamics, i.e. the limitation to drag forces, the haptic rendering algorithm could run with high update rates, allowing simultaneous rendering of virtual solid objects in the same control loop and the force reflection on multiple interface points. Although the applicability in this stage remains to be extended, we show it to be feasible to stably render mixed media forces on a complex interface. This opens the opportunity to explore a richer virtual environment in an intuitive way.

The user studies suggest that the higher the viscosity, the finer the perception is experienced by the user. In the first experiment the results shows that a scaling factor of about 2 of the calculated fluid forces is necessary for the user to confirm the perception of virtual water. Meanwhile, the second study indicates that for higher viscosity (group E), the differentiation abilities of the humans match the findings in [34] for real fluids. The reason for this is most likely the inherent mechanical viscosity remaining in the haptic interface, i.e. friction and inertia of the robot joints. Only when the forces from the virtual fluid viscosity were perceivably
higher than those from the residual system dynamics, the user was able to clearly identify the media to be fluid.

This emphasizes how much of a challenge the rendering of fluids is. Not only resource intensive calculations are necessary for accurate representation of fluids, but it should be paired with a high dexterity haptic input system that can sufficiently compensate for mechanical friction and inertia. Nonetheless, the user studies show how adaptive the user can be. Although the feeling of virtual water is not identical to the physical counterpart, taking into account the system dynamics of the haptic interface, the user is able to identify and accept a virtual fluid to be water. This indicates that for most applications, a simplified fluid force approximation, such as is implemented here, may already suffice to increase the application possibilities in e.g. a teleoperation scenario and contribute to a more immersive experience.

The detailed analysis of the video recordings during both user studies show that all participants apply a similar exploration procedure and hand motion - shown in the linked video - in which the palm leads the motion, and the fingers are barely moved. Paired with the participant’s feedback about the fluid interaction, this indicates that the user’s perception of the fluid is dominated by the larger motions generated from the arm, rather than the fingers. This is particularly interesting: While the motion in the fluid can be perceived through the arm and palm, the fingers are free to perceive forces of manipulating solid objects in a mixed media environment. This observation also validates the assumed importance of incorporating attachment points to the human palm in the design of Exodex Adam [18]. This points to a need for more detailed analysis of natural exploration procedures in fluids, and at the in-hand level to more closely study user perceptions in fluid and mixed media environment, e.g. a specifically designed set of finger and palm motions to extract user feedback.

The findings point to the need for a full hand-arm system for immersive haptic user interaction. A complex interface may not be needed for mere perception of viscosity alone. However, an exoskeleton hand-arm system greatly extends application possibilities, as the in-hand capabilities afforded at the finger level give the user the option for simultaneous dexterous motions/tasks. Since the goal is a universal haptic interface that can be used for a variety of tasks including grasping and manipulating solid (virtual) objects, a high-DOF haptic interface with multiple interface points on the hand remain necessary.

In the questionnaires, most users report that the feeling of wetness an other cutaneous cues like pressure are missing as an essential key property to perceive fluids. While those are hard to virtually replicate, in a future implementation the benefit of adding tactile cues should be investigated, e.g. by combining the vibrotactile feedback proposed by Ciro et al. [35] with the force feedback proposed in this study.

VIII. Conclusion

This work shows the feasibility to implement perceivable fluid forces in an exoskeleton, and paves the way to investigate the integration possibilities of virtual fluids in more complex setups involving haptic interfaces with multiple interface points. Although in the proposed work, only simplified fluid dynamics can be rendered, the cues are sufficient for humans to identify a medium to be fluid and even discriminate different fluids when the viscosity is sufficiently high. It also demonstrates the possibility to render more complex virtual or remote environments even with a haptic interface that has multiple interface points. Finally, combining the perception of virtual fluids with the interaction of virtual solid objects opens up new possibilities for more immersive interactions, which can eventually aid a wide array of virtual reality and teleoperation applications.
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