Towards automated model calibration and validation in rail transit simulation
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Abstract

The benefit of modeling and simulation in rail transit operations has been demonstrated in various studies. However, the complex dynamics involved and the ever-changing environment in which rail systems evolve expose the limits of classical simulation. Changing environmental conditions and second order dynamics challenge the validity of the models and seriously reduce model (re-)usability. This paper discusses the potential benefits and requirements of dynamic data-driven simulation in rail systems. The emphasis is placed on automated model reconfiguration, calibration, and validation through the use of data analysis methods. The rationale and requirements are discussed and a process model for data driven calibration and validation is proposed.
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1. Introduction

Rail transport systems have inherent long life spans. In addition to their well-known dynamic characteristics known as “first order dynamics”, the system themselves are also subject to change, which is referred to as their “second order dynamics” [1]. In public rail transport systems, daily/weekly/seasonal patterns of vehicle ridership, and the driving/speed profile of a vehicle are examples of first order dynamics; second order dynamics often denotes the maintenance and evolution of the system [1], e.g., adjustment of timetables, alteration of control strategies, and extension of rail networks, which could further cause the change in first order.

In simulation studies, relevant and correct data is needed to formulate a model and, if pertinent, the environment that provides the input to excite the model and to affect the model behavior [2]. The leaping advances in data collection and storage technology in the recent years have enabled organizations to accumulate vast amount of data [3]. In modern rail transit operation, many vehicles possess Automated Vehicle Location (AVL) and Automatic Passenger Counter (APC) devices that are able to collect the data. These data provide us with a rich source to study and trace the dynamic features within the system. Dynamically incorporating such type of data into a simulation could offer
more accurate predictions and more reliable outcomes [4]. As data are processed, simulation models are adjusted to best agree with the measurements [5]. Enabling the capability entails extra functionality into the simulation model, which inevitably introduces greater complexity; however, for long life cycle models [6] of complex systems, such an approach is still beneficial, especially if part of the model components could be designed as generic as possible.

The traditional approach for modeling captures first order dynamics in which the predefined input data forms the boundary and the environment of the model. Such an approach falls short of tracing second order dynamics as no extra (new) data is being fed to the model. Consequently, changing a model built along a traditional approach to incorporate the second order dynamics of the system will cause extensive model reconstruction/modification, calibration, and validation. These activities are often labor-intensive, time-consuming, and error-prone.

This paper looks into the use of a dynamic data-driven approach for rail transport simulation that aims at capturing both first and second order dynamics of the system from the onset. The main effort at this stage is to employ computational logic that continually performs model validation and calibration using the extensive available data during a simulation run. The remainder of this paper is organized as follows. In the next section, the background of this research is presented. Some related research is reviewed in section 3. It is followed by the challenges of data analysis in dynamic data-driven rail transit simulation. Section 5 discusses the proposed data-driven simulation process.

2. Background

A simulation model may have a short or long life cycle, depending on the use of the model through the life of the real system it represents [6]. Short-life-cycle models are for a single or only few decision making purposes. Once the decision is made, the model is discarded. Long-life-cycle models are used at multiple points in time during the life of the real system and are maintained and revalidated as conditions change in the system. Such models are generally built for the purpose of design, operation, training, etc. of the system [6, 7, 8]. Rail transport systems are typical examples of the second case. They are often complex, large-scale, and require huge investments and long term development. Therefore there is much interest in developing reusable rail models. In this context, the dynamic data-driven approach could offer useful functionalities such as detecting situation or scenario changes and the corresponding system behavior changes, and performing automated model or sub-model adaptations adequate to the changes. Herein lies the important roles of automated model validation and calibration.

The dynamic data-driven approach for rail transport simulation is conceived in line with the DDDAS (Dynamic Data Driven Application Systems) concept [9]. DDDAS entails the ability to dynamically incorporate additional data into an executing application, and in reverse, the ability of an application to dynamically steer the measurement process [10]. A similar concept is addressed by the term Symbiotic Simulation Systems [11], which emphasizes a close relationship between a simulation system and a physical system that is mutually beneficial. The physical system benefits from the optimized performance which is obtained from the analysis of the simulation experiments, while the simulation system benefits from the continuous supply of the latest data [12]. On-line simulation is probably the oldest term which has been used for the concept of coordinating simulation with the dynamic evolution of the real system being studied. However this term is used in various ways, and its definition is rather vague [13, 14, 15]. This presumably caused simulation practitioners to coin more accurate terms and definitions.

At the moment of writing this paper, a few projects have been carried out by the authors’ research group concerning simulation of rail transport systems. A library of rail simulation components has been developed [16, 17]. It is an open source Java package that supports distributed microscopic multi-formalism simulation of heavy and light rail operations, which helps rail designers to analyze the (first order) dynamics in rail transport systems, and to assess the impact of the network design including control strategies and timetables. Several case studies show that the tool is helpful to improve the reliability of the rail design [18, 19, 20]. The library provides a foundation for dynamic data-driven simulation of rail transport systems. Components that perform data processing, analysis, and parameter estimation will be added to the library as an extension to support dynamic data-driven simulation.

3. Related Work

In recent years, more research efforts are devoted to the efficient use of data in transport simulation in order to better cope with the intrinsic dynamic nature of the system. Some emerging simulation-based tools are presented below.
The automated signal timing plan procedure in [21] uses archived traffic data. It applies hierarchical cluster method to identify time intervals in which traffic patterns are relatively constant and to determine the traffic volumes in each interval.

The traffic signal control system HUTSIG is based on on-line simulation that connects to real-time data [22]. Each signal is an agent that negotiates with other agents about the control strategy. A fuzzy inference engine resembles human (expert) reasoning processes.

An on-line traffic management support tool [23] compares real-time traffic data with the achieved data. If a problem pattern is identified, several predefined countermeasures will be proposed, and simulation will help to choose the most adequate option.

The real-time freeway network surveillance tool described in [24] is based on a macroscopic traffic flow model. This on-line tool estimates traffic flow variables and model parameters over a short-term time horizon. The methods applied include extrapolation of historical data, dynamic traffic flow modeling, and spatial interpolation of detector measurements. The adaptive features of the traffic state estimator (the performance of on-line model calibration, auto-adaptation to external conditions, and enabling of incident alarms) are further evaluated in [25].

Regiolab Delft traffic laboratory [26] collects live traffic data from various sources, e.g., electronic measuring systems on highways, inductive loop detectors at intersections, license plate readers, infra-red measuring systems on rural roads. In a simulation study [27], drivers are agent-based self-learning driving behavior models, and data is fed to a belief network coupled with a decision network to “train” the agent to predict the future traffic situation evolvement with a rolling horizon of 30 minutes.

The research project at Georgia Tech concerns data-driven simulation of surface transportation systems [28, 29, 30]. The research uses real-time aggregated data streams to estimate the evolving state of traffic. Data streams with various update intervals were examined to study which is the best to drive the simulation for an appropriate representation of the actual traffic situation. They also discussed the concept of ad hoc distributed simulations, where individual in-vehicle simulation captures the “near-by” measurement data and models a portion of the traffic network, from which the server constructs an overall picture of the entire network [31]. Some experiment results of the distributed simulation implemented by a cellular automata model and by a VISSIM model are presented in [32].

4. Challenges of Data Analysis in Dynamic Data-driven Rail Transit Simulation

Systems characterized by nonlinear interactions often exhibit emergent behaviors that are difficult to predict based on their initial conditions; hence traditional simulations that rely on such conditions are likely inaccurate or invalid in simulating these systems [33]. Furthermore, because changes in second order are hard to predict, and they also affect changes in first order, the distinction between first and second order dynamics in systems and their representations is not generally recognized or modeled [1]. In practice, if second order dynamics occurred, the model would be modified and revalidated. But with the dynamic data-driven concept, modeling second order dynamics becomes possible.

The authors discussed the dynamic data-driven simulation approach, rail operation data classification, and some data analysis methods in [34]. The simulation approach (figure 1) continually compares the model output and system measurement. If the discrepancy exceeds a predefined threshold, the model parameters that are observable from the system are updated, and more importantly the unobservable parameters are estimated based on the current situation and historical data. (The data are classified, e.g., per time, station, and distance, in the data pre-processing phase.) The “learning phase” continues with the hope that the modeled result will have a convergence with the measurement from the real system. This model can be hereafter used to simulate faster than real-time giving in-time system predictions.

The research aims at enhancing dynamic data-driven simulation with a focus on model calibration and validation through on-line data analysis. Such simulation will typically require integrated data processing and analysis mechanisms that execute in parallel with the simulation. Deriving model parameters from measurement data necessitates in-depth data analysis. In case of the train, light rail or tramway models of a complex transport network, there can be dozens of lines, hundreds of stops or stations, hundreds to a few thousand of individual distances between stops or crossings, each with AVL and APC data for more than a hundred vehicles per day (daily pattern), with differences for the weekdays (weekly pattern). Analysis of a month of data can easily lead to a data set with tens to hundreds of millions of data points to help in the estimation of the thousands of parameters in the model.
Data classification is important towards tackling the data analysis issue, because data in different categories may ask for different data analysis methods. These methods are necessary for different tasks, such as to study the distribution and spread of data, to prepare for hypotheses test, and to fit distributions for the model [35]. For example, proximity-based techniques or density-based techniques [3] can be used to identify outliers where extreme long travel times shall be discarded when typical travel times are to be determined; periodogram analysis [36] may be used to study daily (based on time-of-day) and weekly (based on day-of-week) patterns of travel behavior; interpolation and extrapolation can be used on AVL data sets to estimate the vehicle location at a designated time point.

Many methods and algorithms exist for the analysis of data and time series. For parameter estimation, a number of steps have to be taken, such as cleaning the data for outliers by either leaving out individual data points or complete data sets, separating the “normal” behavior in the system from “disturbed” behavior or “changed” behavior; some examples are shown in [34]. The difference between outliers and behavior to be modeled is difficult to make. When calibrating the model parameters according to the data feed, it is important to know whether the deviation of the expected behavior (or model output) is due to incorrect model configuration or due to behavior changes of the system. Such judgements can be rather subjective, and may change due to circumstances. It is already difficult for the human analysts, and even more difficult for the computer. However, given the amount of data for models like those of train or light rail company, automated procedures are needed. Such procedures shall be able to populate the models with valid data, compute correct interpretation, and find useful data patterns for parameter estimation.

5. The Dynamic Data-Driven Simulation Process

In this section, the simulation process is introduced. The process is illustrated in figure 2. The goal is to design the components as generic as possible, so that they may be jointly used with other tools in other applications. First of all, depending on the parameters to be calibrated, data sets need to be classified and prepared for analysis. This can cover activities such as data (table, record and attribute) selection, cleaning and transformation. For example, to determine the distribution and parameters of dwell times at a stop according to time-of-day, the daily pattern of the dwell time will be of interest and the corresponding data will be selected. Some detailed issues concerning data preparation shall be addressed: e.g., whether to use sampling or aggregation in case the data set is too large (which is often the case); where to put the threshold to rule out outliers; if outliers shall be analyzed in a separated case, and be generated in the simulation; whether to separate peak and off-peak measurements or weight them accordingly for statistics; or if some
data are missing, how to e.g., insert suitable default values. These and many other issues need to be premeditated with the goal to facilitate and ease the data analysis step.

With the data sets correctly selected and transformed, the next step is to choose and apply the analysis methods. The appropriate methods or algorithms for certain data sets are predetermined during the design phase to suit best the characteristics of the data sets and of the relationship between the data sets and the desired model parameters. Several methods can defined for parameter fitting or estimation. The methods can be applied successively if the result of a previous one doesn’t satisfy the validation step. Note that a newly selected method may require different or extra data preparation. In case the specific methods are not sufficient in finding satisfactory parameter estimation, a stochastic approach can be taken. Experiments with random inputs or input combinations can be run with several model replications. (Later by comparing the response variances, a best match can be chosen.)

The selected method needs to run on the data set to reveal hidden patterns. Success criteria shall be computed to assess if a useful pattern is found. The concern arose because if a data set is searched long enough, one can always find patterns that appear to be statistically significant but, in fact, are not [37]. If the result is positive, the discovered pattern will be used for parameter update. If the pattern is not useful (e.g., the same pattern is found before for similar situations but the validation disproved the parameter estimation), another analysis method can be applied. If no methods (including the stochastic approach) succeed to find a useful parameter estimation, expert interference can be supported by interactive processes, which would make the system fall back to the traditional way of readying the data for a simulation study.
Once the model is updated, simulation is run to validate the parameter estimation. The simulation run length is application dependent. It can be long, e.g., in hours, if one wants to study the effect of an accident, and how the traffic would recover from it. The run length can also be short, e.g., in minutes, if one wants to trace and simulate individual vehicles, detect instant changes and abnormalities, and assess the corresponding control strategies and solutions.

The validation performed is rather a comparison. It is expected that the simulation output and the relevant measurement from the system shall reflect the same phenomena (thus converge) if the simulation has the same initial state as the system and the model is a valid one. Given that the conceptual model has been beforehand validated, the correctness of the parameter configuration will determine the convergence of the simulation output and measurement. It is hence theoretically not hard to find out if the parameter configuration is valid. A number of details have to be planned, e.g., what key performance indicators will be compared. In this context, statistical methods are again useful to extract quantitative descriptions.

If the model has passed the validation, the current model state and parameter values can be saved with a time stamp for rollback or future reference, and the simulation can be continued for the next round of validation. The purpose of automated calibration and validation is to detect unanticipated changes and events and to adapt the model to such randomness. Thus a valid model configuration at an instance may not be valid at a next moment. Once it is detected to be invalid, a new iteration of parameter calibration will be performed. The model can be rolled back to a previous valid state, if the same data set (but with updated data values) shall be analyzed. In this case, another method can be chosen. If different data sets shall be chosen, e.g., when the same data set has been analyzed but the simulation never passed the validation, the rollback can be skipped, and other criteria can be used to select data sets and start a next iteration of the process.

Another point needs to be mentioned is that independent data sets shall be used for simulation experiments and validation. In the experiments, the automated parameter calibration and validation process are studied and tested. Validation of the process itself thus needs completely different data sets. For example, one can use measurement data collected in the odd weeks for experiments, and data from even weeks for validation.

6. Conclusions

In this paper, we have discussed dynamic data-driven model update, calibration and validation in the context of rail transit simulation. Different challenges have been identified such as handling large volume of data, classification of data, the selection of data, the implementation of different data analysis methods, and the difficulties of data interpretation. The proposed process is a step towards a generic library for dynamic data-driven model calibration and validation. In this process, the model output and measurements from the system are continually compared. Once the deviation exceeds a predefined threshold, the model parameters should be updated based on data analysis results. Different analysis methods need be available to discover useful hidden patterns in the data sets, and to estimate the parameters. Mechanisms should be defined to enable saving model states and parameter configurations as a reference for ulterior comparison or model state rollback. The proposed process will be implemented as an extension of the open source Java rail simulation library [16, 17]. The performance assessment of the components will be carried out in case studies of light rail projects of HTM, a public transport company in The Hague, the Netherlands.
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