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Tethered kite technology is one potential means of harnessing energy available in high altitude winds. In an efficient and practical system, the kite is required to fly in cyclic patterns to maximize net power produced per cycle. At the same time, the tether length must be controlled to ensure the system does not expend more energy than it produces. This can be a challenging problem when the intermittency of the wind speed and direction, as well as unsteady wind components, are taken into account. This paper is the second in a series of two that studies the dynamics and control of a flexible kite. In this part, the dynamic model and trajectories derived in Part I are used to develop a nonlinear dynamic observer. Full state estimation is required to implement one of the proposed feedback tracking controllers. The system dynamics are extremely complex and therefore a method that does not require the computation of vector field derivatives has been chosen. The square-root unscented Kalman filter is implemented to estimate the kite dynamics as well as the true wind speed at the kite.

I. Introduction

The development of kite technology is considered to be an important requirement for future wind power systems, such as the Laddermill.1,2 The Laddermill is a concept that can enable wind energy to be extracted from higher altitudes than can be reached using conventional systems such as wind turbines. Although there have been many proposals for systems that seek to extract the energy prevalent in the wind at higher altitudes,6-28 the Laddermill is a concept that has seen much progress in recent years. The advantage of the Laddermill over many other schemes is that the power generation equipment is located on the ground rather than at higher altitudes. This saves a tremendous amount of effort in placing the system at the desired altitude, and also has obvious safety implications. Instead, the system uses a series of light-weight kites attached to a variable length tether. The kites are controlled to produce alternating periods of high and low tension in the tether. This can be achieved by flying the kites in the cross-wind direction and changing the kite angle of attack.29 A review of high altitude wind power concepts, as well as the development of optimal trajectories for a simplified system are available in Ref. 29. However, in this previous work, the kite dynamics were not explicitly taken into account and it was assumed that the kite angle of attack and roll angle could be controlled. In practice, defining the “kite angle of attack” and “kite roll angle” is nontrivial due to the effects of kite flexibility. This also raises issues related to the implementation of appropriate tracking controllers.

In Part I of this series of papers, a simplified dynamic model representing the kite was derived and trajectory generation and feedback control were applied to establish a control strategy for maneuvering a flexible kite system. The kite is controlled by moving the positions of the tether attachments on the two wing-tips. The mechanism used to achieve this is shown in Fig. 1. The feedback controller in Part I was based on a receding horizon approach, but uses the linearized dynamics rather than the full nonlinear dynamics. The full nonlinear dynamics are used to construct the time-varying reference trajectories. One of the drawbacks with such an approach is that the full state vector is assumed to be available to the feedback controller. For a complex system like

Fig. 1 Sliding mechanism along kite edge.
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a kite, this would be an impossible task. Only a limited number of sensors are available, and only the minimum should be used to keep the system weight down. Furthermore, the extreme flexibility of the kite system makes it a challenge from a control perspective.

In this Part, the objective is to design a nonlinear observer and state estimator for the kite model derived in Part I. The control actuators for the kite are the positions of the tether attachment points, which are controlled by a sliding mechanism on the edge of the kite, as shown in Fig. 1. By moving the attachment points, a torque is produced due to the tension in the tether(s), which alters the local angle of attack of the kite. To implement the feedback controller developed in Part I, it is necessary to have knowledge of the kite state vector as well as the mean wind speed. Recent advances in nonlinear estimation theory mean that it is possible to develop sophisticated derivative-free filters for complex systems such as a tethered kite. This paper demonstrates that it is possible to reconstruct the dynamics of a flexible kite using an unscented Kalman filter. The reasons for this choice as well as the issues in implementation of the filter are discussed.

The structure of this paper is as follows: First, the dynamic model of the kite is reviewed; next, options for designing the dynamic estimator are considered and the method employed is reviewed; numerical results illustrating the effectiveness of the filter are given; and finally, some conclusions are drawn.

II. Simplified Dynamic Model of a Tethered Kite

The kite model that is used for the dynamic estimation is derived more completely in Part I. However, because the model is essential to discussing the implementation of the filter, a brief overview of the model features is included here. The kite is modeled as consisting of two flat plates articulated by a frictionless hinge. The connecting tethers are modeled as elastic, but straight. A representation of the model is shown in Fig. 2, which defines the coordinate systems used.

The hinge point is used as the reference point for the translational motion of the kite. Its position is defined by the Cartesian coordinates \((x, y, z)\). The hinge point is nominally at \((0,0,0)\) for the equilibrium configuration of the kite. The inertial axes are defined such that the \(x\)-axis points predominantly in the direction opposite to the wind, the \(z\)-axis points vertically down, and the \(y\)-axis completes the right-handed triad. Body frames are also used, which are attached to the centers of mass of each plate, as shown in Fig. 2.

The two tethers that are attached to the kite are joined at a bridle, which is modeled as a lumped mass, denoted \(m_b\), in Fig. 2. The complete system of tethers are modeled as extensible springs following Hooke’s law. The position of the mass \(m_b\) is denoted by the coordinates \(R_b = (x_b, y_b, z_b)\).

The body frame of each plate is related to the inertial frame via the orthogonal transformation

\[
C_{ij}^B = \begin{bmatrix}
    \cos \theta_j \cos \psi & \cos \theta_j \sin \psi & -\sin \theta_j \\
    -\cos \phi_j \sin \psi + \sin \phi_j \sin \theta_j \cos \psi & \cos \phi_j \cos \psi + \sin \phi_j \sin \theta_j \sin \psi & \sin \phi_j \cos \theta_j \\
    \sin \phi_j \sin \psi + \cos \phi_j \sin \theta_j \cos \psi & -\sin \phi_j \cos \psi + \cos \phi_j \sin \theta_j \sin \psi & \cos \phi_j \cos \theta_j \\
\end{bmatrix}
\]  

(1)

where \(\theta_j\) is the pitch of the \(j\)th plate, \(\phi_j\) is the roll of the \(j\)th plate, and \(\psi\) is the yaw. The yaw angles of both plates are constrained to be the same in the model. The velocity of a point on plate \(j\) is given by
\[
\begin{align*}
\dot{R}^n &= [\dot{z} - (\dot{\theta}_i \sin \theta_j \cos \psi + \dot{\psi} \cos \theta_j \sin \psi)X + \left\{ (\sin \phi_j \sin \psi + \cos \phi_j \sin \theta_j \cos \psi) \phi_j - (\cos \phi_j \cos \psi + \sin \phi_j \sin \theta_j \sin \psi) \dot{\psi} + \dot{\theta}_j \sin \phi_j \cos \theta_j \cos \psi \right\} Y, \\
\dot{\theta}_i &= (\dot{\theta}_i \sin \theta_j \cos \psi - \dot{\psi} \cos \theta_j \sin \psi)X + \left\{ (-\sin \phi_j \cos \psi + \cos \phi_j \sin \theta_j \cos \psi) \phi_j - (\cos \phi_j \sin \psi - \sin \phi_j \sin \theta_j \cos \psi) \dot{\psi} + \dot{\theta}_j \sin \phi_j \cos \theta_j \sin \psi \right\} Y, \\
\dot{\theta}_j &= \theta_j X \cos \theta_j + (\dot{\phi}_j \cos \phi_j \cos \theta_j - \dot{\theta}_j \sin \phi_j \sin \theta_j) Y
\end{align*}
\]  

where \( X \) and \( Y \) are the components of the vector to the center of mass, attachment, or aerodynamic center in the body frame.

The aerodynamic forces are computed by using the relative wind velocity at the center of each of the plates. Thus, the lift and drag coefficients are based on the relative wind velocity at a single point on each side of the kite. The total lift and drag forces are applied at the aerodynamic center of the plate.

The lift and drag coefficients of the plates are approximated via

\[
C_{L_i} = C_{L_0} \alpha, \quad C_{D_i} = C_{D_0} + kC_{L_0}^2, \quad \alpha \leq \alpha_{max}
\]  

The tension forces acting on the plates give rise to both applied forces and moments. The moments are particularly important because control of the system is sought by moving the positions of the tether attachment points on the kite. For simplicity, we have ignored aerodynamic forces on the bridle mass and will only treat tension and gravity forces. Thus,

\[
m_i \ddot{R}_i = T_j - T_k - T_l + m_i g k
\]  

The directions of the tension force vectors are defined in Fig. 3. The tensions acting on the attachment points of the kite can be defined by

\[
T_j = \frac{E_A}{L_{s_j}} \left| \left[ R_y - R_j^* \right] - L_{s_j} \right| \frac{R_k - R_j^*}{R_k - R_j}, \quad j = 1, 2
\]  

where \( E_A \) is the longitudinal stiffness of the tether, and \( L_{s_j} \) is the unstrained length of the \( j \)th tether.

The tension in the main tether line is defined by

\[
T_3 = \frac{E_A}{L_{s_3}} \left| \left[ R_y - R_3^* \right] - L_{s_3} \right| \frac{R_k - R_3^*}{R_k - R_3}
\]  

\[Fig. 3\ Tension\ vector\ definition.\]

Further details on the derivation of the full equations of motion are given in Ref. 30. Several important points about the final equations of motion need to be made. First, the equations are inertially coupled and are therefore highly complex when decoupled. Second, the equations of motion are highly nonlinear. Therefore, we are limited in the kinds of filters that can be applied to the system. This issue is discussed in the following section.

**III. Nonlinear Dynamic State and Wind Estimation**

In the results presented in Ref. 30 for time-varying reference trajectories, we have assumed that full state feedback is available for the kite. However, for equilibrium control, it has been demonstrated that a simple PID...
controller is sufficient for stabilizing the kite motion in the presence of unsteady winds. The PID controller does not require detailed knowledge about the full kite system vector, whereas the receding horizon controller assumes a full state vector in the feedback loop. In the mathematical model, this is easily incorporated to test the validity of the controller. However, because the real kite is not merely two plates, for a real system an estimator is required to take the available measurements and output the state vector that corresponds to the reference model. However, in this work, we are using the two plate model as the truth, and hence the estimation problem is somewhat simpler. The goal is to estimate the full kite state vector from a limited number of measurements.

A variety of approaches are available for state estimation, including the Kalman filter and particle filters. The Kalman filter is able to perform state estimation in an optimal manner for linear systems in which the probabilistic distributions for the variables are Gaussian. For nonlinear systems, the extended Kalman filter (EKF) has been the method of choice for several decades. In the EKF, the estimation is no longer optimal because the state distribution is propagated through the model using only a first-order linearization. Thus, the EKF has three major drawbacks: 1) the linear approximations can lead to large errors in the posterior mean and covariance, 2) the filter can often diverge because it is based on local linearization of the system dynamics and measurement equations, and 3) full Jacobians of the vector field and measurement equations are required.

Due to the complexity of the kite system, it is very difficult to derive the required Jacobians that are needed for the EKF. Although the Jacobians could themselves be estimated using finite differences, the problem of filter divergence still remains. As a result of these problems, Julier, Uhlmann and Durrant-Whyte developed an approach that is able to capture the posterior mean and covariance when propagated through any nonlinear function to second order. The approach relies on the unscented transformation, which is a method for determining the statistics of a random variable after it has undergone a nonlinear transformation. The unscented transformation requires the selection of \(2L+1\) sigma points, where \(L\) is the dimension of the state vector. The sigma points capture the mean and covariance of a Gaussian random variable completely. The sigma points are then propagated through the true nonlinear dynamics of the system. In this way, the system Jacobians are not required at all for implementation. The implementation of the algorithm for nonlinear filtering is called the unscented Kalman filter.

The unscented filter has been selected for estimating the kite state vector due to the complexity of the kite equations of motion. Simulations of the kite system are carried out by numerically solving for the second derivatives of the kite generalized coordinates. This must either be achieved via a matrix inversion, or by Gaussian elimination. In any case, this means that the equations of motion are not available analytically in state vector form. One of the key requirements of the EKF is that the Jacobian of the state transition function is available. If the Jacobian is not known analytically, it must be calculated via finite differences, which results in a numerically expensive filter, which is known a priori to be non-optimal. The unscented filter propagates the sigma points directly through the nonlinear model, and hence, the model does not need to be expressible in analytic form. This makes the unscented filter very appealing as a nonlinear observer for the kite system.

One of the problems inherent in all standard implementations of the Kalman filter is that the covariance matrix can become non-positive definite. This can lead to divergence of the filter, even in the case of the unscented filter. To overcome this, the covariance can be updated in square-root form. This helps to prevent round-off errors from propagating through the model and creating ill-conditioned covariance matrices. The particular implementation that is used in this work was presented by van der Merwe and Wan.

**A. Square-Root Unscented Kalman Filter**

Most filters are derived for discrete-time nonlinear equations. Any set of differential equations can be converted into discrete-time by means of an explicit propagator, such as an Euler or Runge-Kutta algorithm. In this paper, a fourth order Runge-Kutta algorithm is used in the state estimation to improve stability. However, this comes with a four-fold increase in computational demands. The system model is assumed to be of the form

\[
x_{k+1} = f(x_k, w_k, u_k, t_k)
\]

\[
y_k = h(x_k, v_k, u_k, t_k)
\]

where \(x_k\) is the state vector, \(w_k\) is a zero mean Gaussian process noise with covariance \(Q_k\), \(u_k\) is the control input, \(v_k\) is a zero mean Gaussian measurement noise with covariance \(R_k\), and \(y_k\) are the measured outputs. The functions \(f()\) and \(h()\) are general nonlinear functions, but are assumed to be known.

In the following, we implicitly augment the state vector with the process and measurement noise as follows
\[
\mathbf{x}_k = \begin{bmatrix} x_k^T \\ w_k \\ v_k \end{bmatrix}
\]  
(9)

The first step in the filter is to compute the set of sigma points as follows
\[
\mathbf{X}_{k-1} = [\hat{\mathbf{x}}_{k-1}, \hat{\mathbf{x}}_{k-1} + \gamma S_k, \hat{\mathbf{x}}_{k-1} - \gamma S_k]
\]  
(10)

where \(\hat{\mathbf{x}}\) is the mean estimate of the state vector, \(S_k\) is the Cholesky form of the covariance matrix, and the parameter \(\gamma\) is defined by
\[
\gamma = \sqrt{L + \lambda}
\]  
(11)

and \(\lambda = \alpha^2(L + \kappa) - L\) is a scaling parameter, with the values of \(\alpha\) and \(\kappa\) selected appropriately [ ]. The sigma points are then propagated through the nonlinear dynamics as follows
\[
\mathbf{X}_{k|k-1}^* = f(\mathbf{X}_{k-1}, \mathbf{u}_k, t_k)
\]  
(12)

The predicted mean for the state estimate is calculated from
\[
\hat{\mathbf{x}}_k^* = \sum_{i=0}^{2L} W_i^\text{mean} \mathbf{X}_{i,k|k-1}^*
\]  
(13)

where
\[
W_i^\text{mean} = \begin{cases} \frac{\lambda}{L + \lambda}, & i = 0 \\ \frac{1}{2(L + \lambda)}, & i = 1, \ldots, 2L \end{cases}
\]  
(14)

The Cholesky form of the covariance is predicted using
\[
\mathbf{S}_k^* = \text{qr} \left[ \sqrt{W_i^\text{cov}} \left( \mathbf{X}_{i,2L,k|k-1}^* - \hat{\mathbf{x}}_k^* \right), \mathbf{Q}_k \right]
\]  
(15)

\[
\mathbf{S}_k^* = \text{cholupdate} \left\{ \mathbf{S}_k, \mathbf{X}_{0,k}^* - \hat{\mathbf{x}}_k^*, W_0^\text{cov} \right\}
\]  
(16)

where
\[
W_i^\text{cov} = \begin{cases} \frac{\lambda}{L + \lambda} + (1 - \alpha^2 + \beta), & i = 0 \\ \frac{1}{2(L + \lambda)}, & i = 1, \ldots, 2L \end{cases}
\]  
(17)

\(\text{qr}\{\}\) represents the QR decomposition of the matrix, and \(\text{cholupdate}\{\}\) represents the Cholesky factor update. Next, the propagated sigma points are augmented by
\[
\mathbf{X}_{k|k-1} = [\mathbf{X}_{k|k-1}^*, \mathbf{v}_{k|k-1} + \gamma \sqrt{Q_k}, \mathbf{v}_{k|k-1} - \gamma \sqrt{Q_k}]
\]  
(18)

The augmented sigma points are propagated through the measurement equations
\[
\mathbf{Y}_{k|k-1} = h(\mathbf{X}_{k|k-1}, \mathbf{u}_k, t_k)
\]  
(19)

The mean observation is obtained by
\[
\hat{\mathbf{y}}_k = \sum_{i=0}^{2L} W_i^\text{mean} \mathbf{Y}_{i,k|k-1}
\]  
(20)

The output Cholesky covariance is calculated using
\[
\mathbf{S}_{\hat{\mathbf{y}}_k} = \text{qr} \left[ \sqrt{W_i^\text{cov}} \left( \mathbf{Y}_{i,2L,k} - \hat{\mathbf{y}}_k \right), \mathbf{R}_k \right]
\]  
(21)

\[
\mathbf{S}_{\hat{\mathbf{y}}_k} = \text{cholupdate} \left\{ \mathbf{S}_{\hat{\mathbf{y}}_k}, \mathbf{Y}_{0,k} - \hat{\mathbf{y}}_k, W_0^\text{cov} \right\}
\]  
(22)

The cross-correlation matrix is determined from
\[ P_{x_{1|k-1}} = \sum_{i=0}^{L} W_{i}^{\text{corr}} (X_{i|k-1} - \hat{x}_{k}^{-})(Y_{i|k-1} - \hat{y}_{k}^{-})^{T} \]  

(23)

The gain for the Kalman update equations is computed from

\[ K_{k} = \left( P_{x_{1|y_{k}}}/S_{y_{k}}^{T} \right)/S_{y_{k}} \]  

(24)

The state estimate is updated with a measurement using

\[ \hat{x}_{k} = \hat{x}_{k}^{-} + K_{k} (y_{k} - \hat{y}_{k}^{-}) \]  

(25)

and the covariance is updated using

\[ S_{k} = \text{cholupdate}\{S_{k}^{-},K_{k}S_{y_{k}}^{-},-1\} \]  

(26)

The above filter is coded in MATLAB using the same dynamic equations for the kite that were derived in Part I. One of the main differences is that a variable-step integration routine is used to propagate the “true dynamics”, whereas a fixed step routine is used in the filtering.

### B. Dynamic Estimation of Kite State

It is desirable to be able to estimate the full state vector of the kite with only a few available measurements. The measurements assumed for the system are the position, velocity, and acceleration of the hinge point, position of the bridle mass, and kite yaw angle. The attachment point positions are also assumed to be available. This implies encoders the feedback the positions of the sliding mechanisms. Other measurements that could be used include the tether tension(s), but these were found to actually degrade the results in some cases. The rationale for the assumed measurements are that an inertial measurement unit could be used to provide the kite measurements, including kite angles. A GPS receiver could also be used to provide the position of the bridle mass. In all cases, the measurement noise covariances are selected as: 0.5 m for kite positions, 0.6 m/s for velocities, and 0.4 m/s\(^2\) for accelerations. The yaw angle measurement covariance is assumed to be 20 deg. The bridle mass position error covariance is assumed to be 0.6 m. The kite system parameters are given in Table 1.

### Table 1 Nominal system parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plate width, W</td>
<td>2 m</td>
</tr>
<tr>
<td>Plate length, L</td>
<td>10 m</td>
</tr>
<tr>
<td>Plate mass, m</td>
<td>10 kg</td>
</tr>
<tr>
<td>Chordwise location of a.c.</td>
<td>30 %</td>
</tr>
<tr>
<td>Spanwise location of a.c.</td>
<td>50 %</td>
</tr>
<tr>
<td>Air density</td>
<td>1.225 kg/m(^3)</td>
</tr>
<tr>
<td>(C_{L})</td>
<td>4.4 /rad</td>
</tr>
<tr>
<td>(C_{D})</td>
<td>0.03</td>
</tr>
<tr>
<td>(k)</td>
<td>0.1</td>
</tr>
<tr>
<td>Bridle mass, (m_{b})</td>
<td>15 kg</td>
</tr>
<tr>
<td>Length of grounding tether</td>
<td>300 m</td>
</tr>
<tr>
<td>Tether stiffness, (EA)</td>
<td>10000 N</td>
</tr>
<tr>
<td>Length of bridle tethers</td>
<td>20 m</td>
</tr>
</tbody>
</table>

Several case studies are presented to assess the effectiveness of estimating the kite attitude, as well as the corresponding state velocities. In the first case, the full dynamics of the kite are desired to be estimated and the wind state is assumed to be known. Two examples are used: 1) Stationkeeping, and 2) time-varying trajectory simulation. For the stationkeeping scenario, an initial random disturbance is given to the kite, followed by prescribed inputs to the attachment point positions at 20 sec (2 sec duration) and 50 sec (4 sec duration). The inputs to the attachment points cause the kite to move away from equilibrium, after which the controller attempts to correct the kite attitude and position. For the path 1 simulation, the kite is simulated for 3 cycles without any disturbances.
1. Stationkeeping State Estimation

An example of the noisy data used in the state estimation process is given in Fig. 4. As is typically the case with noisy data, the true motion of the kite is very difficult to discern from Fig. 4. The unscented filter is implemented with a sampling rate of 100 Hz, with a process noise covariance of \( Q = \begin{bmatrix} 10^{-5} & 0.4 & 0.4 & 0.4 \\ 0.4 & 10^{-5} & 0.4 & 0.4 \\ 0.4 & 0.4 & 10^{-5} & 0.4 \\ 0.4 & 0.4 & 0.4 & 0.4 \end{bmatrix} \), where the state vector is defined as \( \mathbf{x} \triangleq [x, y, z, \psi, \theta_1, \phi_1, \theta_2, \phi_2, x_\dot, y_\dot, z_\dot, \dot x, \dot y, \dot z, \dot \psi, \dot \theta_1, \dot \phi_1, \dot \theta_2, \dot \phi_2, x_\ddot, y_\ddot, z_\ddot]. \)

The quality of the state estimation is shown in Fig. 5, which gives the hinge point and bridle position as a function of time. The truth is shown as the green line and the state estimate is shown as the black line. The initial state estimate is chosen as a random perturbation around the truth. It can be seen that the position estimates converge very quickly to the true states. The variation in the states is captured excellently. The \( z \)-position appears to be slightly more sensitive than the horizontal positions. Fig. 6 shows the kite attitude estimation is performed extremely well. The filter converges to the true trajectory quite quickly. In particular, the yaw angle of the kite is estimated extremely well, despite the fact that yaw is usually hard to estimate for systems moving at low velocities. The kite and bridle velocity estimates are shown in Fig. 7, and Fig. 8 shows the kite attitude rates. The results clearly show that the unscented filter is able to capture the variation in the kite states very well with limited noisy measurements. Furthermore, the results also establish the effectiveness of the closed-loop controller, which stabilizes the kite after the applied disturbances.
Fig. 5 Kite and bridle position time history due to attachment point disturbance, showing estimated and truth.
Fig. 6 Kite attitude time history due to attachment point disturbance, showing estimated and truth.
Fig. 7 Hinge point velocity time history due to attachment point disturbance, showing estimated and truth.
Fig. 8 Kite attitude rate time history due to attachment point disturbance, showing estimated and truth.
2. State Estimation for Cross-Wind Kite Trajectory

In this example, the desired trajectory to be followed by the kite is given by

\[ \bar{x}_b = 0, \quad \bar{y}_b = 20 \sin \left( \frac{2\pi}{48} t \right), \quad \bar{z}_b = 0 \]  

(27)

which attempts to keep the kite within a single plane. The reference trajectories are derived by applying nonlinear optimal control to the kite system, as described in Part I. Numerical results for the state estimation of the kite during cross-wind kite control is shown in Fig. 10 through Fig. 13. The kite position and attitude is estimated well, with the state converging very quickly from the initial random perturbation. The kite position estimates, shown in Fig. 10,
illustrate that the hinge point position is tracked with very little error. The kite attitude estimates are shown in Fig. 11. It can be seen that the roll angle(s) of the kite are estimated extremely well for the large cross-wind motion. The pitch of the kite is slightly more sensitive, showing smaller fluctuations in the estimate compared to the truth for both plates. The bridle position estimates are also shown in Fig. 10. Note that the position of the bridle is required to give a good estimate of the tensions in the two tethers attached to the kite. Hence, Fig. 10 shows that the bridle estimates are very good. The velocity estimates in these simulations (Fig. 12 through Fig. 13) are slightly noisier than in the previous case. In particular, the kite attitude rates show small amplitude high frequency errors superimposed on the mean. The convergence of the state estimates from the initial guess is clearly established in the case of the attitude rates, shown in Fig. 13. Fig. 14 shows the results of the absolute state errors averaged over 20 Monte Carlo simulations. These show the same level of accuracy observed in the stationkeeping case. The smoother attachment point inputs make the discrete model of the system more accurate compared to the case where the sudden attachment point movement in the previous example gives large errors in the state estimates.

![Fig. 10 Kite position time history during cross-wind motion, showing estimated and truth.](image-url)
Fig. 11  Kite attitude time history during cross-wind motion, showing estimated and truth.
Fig. 12  Kite velocity time history during cross-wind motion, showing estimated and truth.
Fig. 13  Kite attitude rate time history during cross-wind motion, showing estimated and truth.
### C. Combined Wind Speed and Kite Estimation

In this example, disturbances are added to the system by means of step changes in the wind speed. The stationkeeping controller is enlisted to deal with this in the true model of the system, but knowledge of the true wind speed is not used. In practice, the idea would be to use the estimated wind velocities from the kite filter in the stationkeeping controller. However, these simulations do not feed back the wind estimate. Therefore, the controller robustness is tested by applying large parameter variations from those that are assumed in the model. The goal here is to assess the estimation capability for the wind speed. The wind speed is estimated by adding an additional state representing the wind speed. The process noise assumed for the wind state is 0.5, and the initial covariance is $10^2$.

The kite position estimates are shown in Fig. 15. One of the differences in these estimates compared with the previous cases is the fact that the true wind speed is not known to the filter. In fact, the initial wind estimate is -5 m/s, which is a rather sizeable error from the true value of -10 m/s. The $x$- and $z$- positions of the kite are estimated extremely well. The cross-wind position estimate is also very good. However, because there is virtually no cross-
wind motion in the results, the noise in the estimate stands out on the scale shown. This can be interpreted as the estimation error. The kite attitude estimates are shown in Fig. 16, which also shows that the kite is stabilized quite well in response to the step changes in wind speed. It is interesting to note that the kite rolls slightly in response to the wind speed changes. This is due to the fact that the kite is controlled by movement of the attachment points. Any small differences in the attachment point positions on each side of the kite create a rolling moment on the kite. However, the variations in roll angle are relatively small and are accurately predicted in the state estimates. Fig. 16 shows that the pitch of the kite reaches equilibrium very quickly after the wind speed changes, again illustrating the effectiveness of the controller. The bridle position estimates are shown in Fig. 15, which again show that the estimation is very good. The rate estimates are shown in Fig. 17 through Fig. 18. These results show some larger errors at the instants where the wind changes speed. This is understandable because the wind estimate does not change instantaneously, as shown in Fig. 18. The initial convergence of the wind estimate is extremely good, and the step changes in the wind speed are captured excellently in the estimates. The results clearly show the filter is able to detect changes in parameters quite quickly with little adverse effect on the resulting estimate of the kite state vector.

Fig. 15  Kite position time history during with changes in wind speed, showing estimated and truth.
Fig. 16  Kite attitude time history during with changes in wind speed, showing estimated and truth.
Fig. 17  Kite velocity time history during with changes in wind speed, showing estimated and truth.
Fig. 18  Kite attitude rate time history during simulation with changes in wind speed, showing estimated and truth.
Fig. 19  Average absolute state errors for kite system during simulation with changes in wind speed obtained from 20 Monte Carlo simulations
Fig. 19 shows the average absolute state estimation errors from 20 Monte Carlo simulations. The mean state errors are very similar to the previous results, except from the instants where the wind speed changes. The error in the wind speed estimate peaks to an amount that is slightly less than the absolute change in the wind speed. This is caused by the lag of the filter due to its inability to predict changes in states for which there is no direct measurement or control input. However, the error decreases to the mean of about 0.02 m/s after a period of 2 sec, on average. These results clearly illustrate the ability to estimate both the full kite state vector as well as the wind speed with only a subset of measurements. The filter may prove useful for estimating some properties of real kite systems from experimental measurements.

IV. Conclusions

Dynamic state estimation for a tethered kite has been demonstrated using a simplified kite model. The estimation has been carried out in a simulation environment with control over the system parameters. The kite model treats the kite as composed of two flat plates that are controlled by moving the position of the tether attachment points. A square-root version of the unscented Kalman filter is used to provide full state estimates given a limited, noisy observation vector. The filter provides a combination of good stability and accuracy without the need to derive analytic Jacobians. This is extremely important for the kite model, which is highly nonlinear. The filter is also able to act as a nonlinear observer for the wind speed, which is accurately estimated.
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