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Bij de eerste twee stellingen (beide uit: P.P. DE WOLF EN R.H. RENSEN (1996), Asymptotics and the STSI design, research paper no. 9644, CBS, Voorburg) gaan we uit van een geneste rij eindige populaties die als volgt wordt gedefinieerd: laat \( \{y_v\}_{v=1}^{\infty} \) een rij elementen zijn en \( \{N_v\}_{v=1}^{\infty} \) een stijgende rij integers. Definieer de \( v \)-de populatie \( U_v \) als de verzameling van de eerste \( N_v \) elementen \( y_1,\ldots,y_{N_v} \).

Ook beschouwen we de volgende rij steekproefontwerpen: neem per populatie \( U_v \) een gestratificeerde, onbekend aselecte steekproef zonder teruglegging (aan de hand van een vast allocatieschema) ter grootte \( n_v \). Voor \( h = 1,\ldots,H_v \) worden de strata aangegeven met \( U_{vh} \), hun grootte met \( N_{vh} \) en de allocatie met \( n_{vh} \).

Definieer de volgende grootheden:

\[
\hat{Y}_{vh} = \left( \frac{\sum_{i \in U_{vh}} y_i}{N_{vh}} \right), \quad S_{vh}^2 = \left( \frac{\sum_{i \in U_{vh}} (y_i - \hat{Y}_{vh})^2}{(N_{vh} - 1)} \right), \quad W_{vh} = \frac{N_{vh}}{N_v}, \quad \lambda_{vh} = \frac{(N_v n_v)}{(N_v n_{vh})}, \quad f_{vh} = \frac{n_{vh}}{N_v}.
\]

**Stelling 1.** Naast de natuurlijke voorwaarde dat de steekproefgrootte \( n_v \) naar oneindig moet gaan, zijn in bovengenoemde situatie de voorwaarden

(a) De populaties \( U_v \) moeten zodanig zijn dat \( \sum_{h=1}^{H_v} W_{vh} S_{vh}^2 \) een eindige limiet heeft als \( v \to \infty \).

(b) De allocatie moet zodanig zijn dat er een constante \( l_u < \infty \) bestaat, zodanig dat als \( v \to \infty \), \( \lambda_{vh} \leq l_u \) voor alle \( h \) met \( S_{vh}^2 \neq 0 \).

Voldoende voor de consistentie van de Horvitz-Thompson schatter van het populatie gemiddelde, in die zin dat voor iedere \( \varepsilon > 0 \)

\[
\lim_{v \to \infty} \text{IP} \left( |\hat{Y}_v - \hat{Y}_v| > \varepsilon \right) = 0
\]

waarbij \( \hat{Y}_v \) de Horvitz-Thompson schatter is van het populatie gemiddelde \( \hat{Y}_v \) van populatie \( U_v \).

**Stelling 2.** Zij \( \eta_v = \sqrt{n_v} \left( \hat{Y}_v - \mathbb{E} \hat{Y}_v \right) \). Neem voor \( v \) groot genoeg aan dat voor alle \( h \) geldt dat \( N_{vh} \geq 2 \), dat \( H_v \leq H < \infty \) en dat

\[
\lim_{v \to \infty} \frac{\sum_{h=1}^{H_v} \lambda_{vh} W_{vh} \sqrt{(1 - f_{vh})/n_{vh} S_{vh}^2}}{\sum_{h=1}^{H_v} \lambda_{vh} W_{vh} (1 - f_{vh}) S_{vh}^2} = 0
\]

Definieer

\[
D_{N_v}^2 = \text{Var}(\eta_v) = \sum_{h=1}^{H_v} \lambda_{vh} W_{vh} (1 - f_{vh}) S_{vh}^2
\]

Dan is \( \eta_v / D_{N_v} \) asymptotisch normaal verdeeld, dan en slechts dan als,

\[
\sum_{h=1}^{H_v} \lambda_{vh} (1 - f_{vh})^2 \sum_{i \in C_{vh}} (y_i - \bar{Y}_{vh})^2 + \frac{\sum_{h=1}^{H_v} \lambda_{vh} (1 - f_{vh}) f_{vh} \sum_{i \in D_{vh}} (y_i - \bar{Y}_{vh})^2}{\sum_{h=1}^{H_v} \lambda_{vh} (1 - f_{vh}) \sum_{i \in U_{vh}} (y_i - \bar{Y}_{vh})^2} \to 0
\]
als \( n \to \infty \), voor alle \( \tau > 0 \), waarbij \( C_{v\tau} \) en \( D_{v\tau} \) gegeven zijn door

\[
C_{v\tau} = \mathcal{U}_{v\tau} \sqrt{f_{v\tau}} \quad \text{en} \quad D_{v\tau} = \mathcal{U}_{v\tau} \sqrt{1-f_{v\tau}}
\]

met

\[
\mathcal{U}_{v\tau} = \left\{ i \in U_{v\tau} : |y_i - \bar{y}_{v\tau}| > \tau \sqrt{\frac{\sum_{k=1}^{K} \lambda_v k (1-f_{vk})(N_{vk}-1)S_{vk}^2}{\lambda_v (1-f_{v\tau})}} \right\}
\]

Stelling 3 en Stelling 4 hebben betrekking op de volgende situatie: Zij \( \{x_i\}_{i=1}^{n} \) een gegeven rij scores van een categoriale variabele \( x \) die \( K \) categorieën heeft. Definieer de variabele \( X \) door middel van de overgangskansen \( P(X = l | x = k) = p_{kl} \) voor \( k, l = 1, \ldots, K \). De 'Post Randomisation Method' (PRAM) bestaat dan uit het uitvoeren van een kansexperiment met gelijke overgangskansen, waardoor de scores \( \{x_i\}_{i=1}^{n} \) worden verkregen. Dat kansexperiment wordt dan volledig bepaald door de \( K \times K \) Markov-matrix \( P \) met elementen \( p_{kl} \).

**Stelling 3.** In hoeverre de 'Post Randomisation Method' (PRAM) een bruikbare methode is voor het beveiligen van microdata tegen spontane herkenning, hangt mede af van de statistische kennis van de gebruiker van de microdata.

**Stelling 4.** Zij \( P \) een Markov-matrix met overgankansen \( p_{kl} \). Pas met deze matrix PRAM toe op de scores \( \{x_i\}_{i=1}^{n} \) om de scores \( \{x_i\}_{i=1}^{n} \) te verkrijgen. Definieer de matrix \( P^* \) als de Markov-matrix met de elementen

\[
p_{kl}^* = \frac{p_{kl}T^*_\xi(k)}{\sum_j p_{kj}T^*_\xi(j)}
\]

waarbij \( T^*_\xi \) de frequentietabel is van de scores van de categoriale variabele \( x \), i.e.,

\[
T^*_\xi(k) = \sum_{i=1}^{n} 1(x_i = k) \quad \text{voor} \quad k = 1, \ldots, K.
\]

Door met \( P^* \) nogmaals PRAM toe te passen op de scores \( \{x_i\}_{i=1}^{n} \) worden scores \( \{x_i^*\}_{i=1}^{n} \) verkregen waarvoor geldt dat de frequentietabel \( T^*_\xi \) van de uiteindelijk verkregen scores een zuivere schatter is voor de oorspronkelijke frequentietabel \( T^*_\xi \).


**Stelling 5.** Het gebruik van een afstootcurve ongelijk aan de stapfunctie op \([0, L]\), waarbij \( L \) de gemiddelde levensduur van een kapitaalgoed is, is van grotere invloed op de berekening van kapitaalgoederenvoorraad dan menig econoomstir dacht.

**Stelling 6.** Een uitspraak die begint met "Het is statistisch bewezen dat..." is bijna zeker niet waar.

**Stelling 7.** De toestand van een kwade Schrödinger kat kan worden beschreven met een Cauchy verdeling.
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Chapter 1

Introduction

This thesis focuses on statistical aspects of extreme value theory. In this chapter we will provide some examples of extremes and some background information on extreme value theory. In the last section we will briefly describe the contents of the subsequent chapters of this thesis.

1.1 Examples of extremes

Nowadays it seems common practice to use statistics to describe or even predict the average behaviour of many different phenomena. However, in many situations it is not only that average behaviour that is an interesting subject of research. As a simple illustration, consider a car tire. Under normal, average circumstances, the tire becomes weaker due to the accumulation of many small damages (i.e., due to wear and tear). And, eventually, it might blow and cause an accident. On the other hand, if the car hits an unexpectedly sharp rock in the middle of the road, the tire might blow just that instance. In the latter case, the accident is caused by one extreme damage. This simple example shows, that it seems quite natural that one does not restrict oneself to the analysis of the average situations alone, but that one considers extreme situations as well. Actually, in many different areas, there is a dire need to describe extreme situations in order to try to prevent or at least reduce severe damage, financial or otherwise. Despite the non-average behaviour, statistics is still a useful tool.

At least as far back as the Egyptian era, people have been interested in describing extreme situations. In the early ages of their reign, the Egyptians were already interested in a more or less accurate prediction of the flooding of the river Nile, which is obviously an extreme event: it is caused by an excessively high water level. Their interest was mainly induced by agricultural considerations: inundation of the land immediately surrounding the river could improve the soil. Proper use of this natural fertilization, benefitted their crop.

However, besides this positive agricultural effect, flooding can just as well have a disastrous effect: especially if society is not prepared well enough, extensive human and material loss might be a result of the same phenomenon.
Over the years, the Dutch people have found themselves in such a position that they had to deal with exactly these kind of problems. Since a major part of their country is below mean sea level and the northern and western part is adjacent to the North Sea, it is quite vulnerable to the behaviour of that sea during extreme weather conditions. Indeed, in 1953 a major part of The Netherlands was flooded by the North Sea, due to a severe storm in conjunction with spring tide. This disaster caused a considerable amount of human and material loss and initiated the so called Delta plan that had to safeguard the country against future threats of the North Sea.

Unfortunately, as recently as in 1995, the Dutch people were threatened by yet another source of flooding. In the first part of that year, very high water levels in some major rivers gave rise to the evacuation of thousands of people in nearby villages. Fortunately, this time there were no direct casualties, but it initiated a renewed discussion on the strengthening of the river dikes that was delayed due to environmental arguments.

Flooding is obviously not the only natural phenomenon that can be studied using extreme value theory. Other situations one could think of are e.g., extremely high or low temperatures, extreme atmospheric pressure, excessive rainfall, droughts, etc. In case of extreme temperatures one could think of e.g., the melt-down temperature of nuclear plants, or of temperatures close to 0 Kelvin.

An interesting aspect in the situation of low temperatures and droughts, is the presence of a natural lower bound to the measurements. In these cases the extreme events are the measurements extremely close to this bound. Obviously, these considerations do not only apply to lower bounds but to upper bounds as well. As examples in which an upper bound is present, though its value might be unknown, one could think of e.g., the lifetime of certain species or of sports records such as in high jumping, triple jumping, 100 meter sprint, etc.

In the analysis of strength of materials, it is also desirable to predict the behaviour of constructions like oil-platforms and large buildings under extreme conditions. Often civil engineers use so called ‘design conditions’ based on the effect of extreme forces and moments induced on those constructions by storms, earthquakes and similar extreme processes.

Corrosion is yet another situation in which extremes are of interest. A surface with a large number of small pits fails due to corrosion if any one of the pits penetrates through the thickness of the surface. The depths of the pits, though initially random, increase in time due to corrosion. Hence the deepest pit, i.e., an extreme event, causes the failure.

In economical and financial analysis, extreme value theory has become a very important issue as well. In non-life insurance, portfolios often contain claims that should be considered extreme rather than average. Actually, the whole area of re-insurance is a very important application of extreme value theory, since it usually has to safeguard an insurance company against excessive claims that may endanger the solvency of that company.

A more theoretical area in which extreme value analysis can be used, is the field of statistical estimators itself. Even though such estimators are ideally accurate, very large or very small realizations are likely to occur. Hence, investigation of the behaviour of
'extreme realizations' of such an estimator is of considerable interest. In a sense it is a measure for the accurateness of the estimator.

In the analysis of (pseudo) random number generators, the extreme numbers that are generated (i.e., the numbers close to the boundaries of the interval in which the numbers are generated) are interesting subjects for extreme value theory.

1.2 Questions concerning extreme situations

In the situations described in the previous section, some interesting questions arise, concerning extreme events. We already mentioned the Delta plan, in which the Dutch government had to answer a very important and quite illustrative question, in order to find the right way to strengthen the sea shore of The Netherlands: a very high quantile had to be estimated, on which they could base the design conditions of the new system that should defend their country against the all-time enemy, the North Sea. More formally, the strengthening had to be such that the probability of flooding was extremely small, say e.g., 0.01% per annum. Loosely speaking that means that the new sea defense should, on average, only be defeated once in ten thousand years.

A typical problem that arises in estimating such a very high quantile is quite apparent in this problem: the quantile to be estimated concerned the event of flooding only once in ten thousand years. However, the available measurements spanned a much shorter time interval. In other words, a value had to be estimated that, with high probability, was far out of the range of the measurements. Note however, that there is a positive probability that an observation larger than that very high quantile was already present in the measurements.

In the situation that a (natural) bound to the behaviour of the investigated phenomenon is present, other interesting statistical questions appear. First of all, the bound could be known beforehand, like e.g., in case of temperatures close to 0 Kelvin. In that case the way in which the distribution tends to that bound is the interesting feature to investigate. In other situations, the bound may be known to be present, even though the exact value is not known. In that case it is not only interesting to estimate the behaviour of the distribution function close to that bound, but estimating that value quite accurately is just as interesting. The third possibility is that one does not know beforehand, whether a bound is present or not. Obviously, detecting that possible bound might be very important.

Actually, in the aforementioned situation of flooding, one would be tempted to say that there is a natural bound to the high water level, even though its value is unknown. Strictly speaking, the fact that there is only a finite amount of water on earth bounds the extreme sea level. A less absurd bound is given by the fact that the (finite) water depth limits the height of waves. However, whether or not it is possible to deduce the existence of such a bound purely based on the measurements, is an interesting question itself. Recently, statistical research did suggest the presence of a bound in the situation of extreme wave heights.

Sometimes, the estimation of very high quantiles on its own, does not provide us
with enough information. In certain situations, the behaviour of the probability distribution of the subject of interest beyond a certain (extremely) high threshold as a whole, is needed in further research. That part of the distribution function is usually called its (extreme) tail. One could argue that being able to estimate an arbitrary (high) quantile should provide us with enough information to estimate the whole tail. Unfortunately, this is not quite right in the same sense that knowledge of the pointwise behaviour of a function does not imply that one knows the uniform behaviour of that function as well. Moreover, though confidence intervals of estimated quantiles do provide some information about the tail, they do not necessarily contain enough information to construct confidence bounds for the whole tail of that distribution.

All the questions raised in this section, tacitly assume that the (extreme) tail of a distribution is well defined. Even though in theory it is very well possible to give a precise definition, in practice that might be much harder. Usually it is not at all clear, above which threshold the extreme tail starts. In this thesis we will try to shed some more light on this fundamental question in extreme value analysis.

1.3 Some extreme value theory

In order to be able to deal with questions like the ones raised in the previous section using statistical and probabilistic methods, we will assume the considered measurements to be realizations of independent random variables, i.e., we will consider the data to be a realization of a sample \( X_1, \ldots, X_n \) from a common distribution function \( F \). For a discussion on the effect of dependency between the \( X_i \)'s see Leadbetter, Lindgren and Rootzén (1983).

Even though both theoretically and conceptually very interesting aspects arise considering higher dimensional distributions, we will only consider the one dimensional case in this thesis.

Obviously, inference about extremely small measurements can be translated into inference about extremely large measurements, using the trivial relation \( \min(X_1, \ldots, X_n) = -\max(-X_1, \ldots, -X_n) \). We shall therefore only be concerned with large extremes and henceforth use the term 'extreme events' to indicate events concerning large extremes.

Intuitively, the distribution of the largest value(s) of a sample should provide us with some information about extreme events. Consequently, we could consider the distribution of the maximum of the sample, i.e., the distribution of \( \max(X_1, \ldots, X_n) \). However, the limit of that distribution when the sample size \( n \) tends to infinity, is degenerate: depending on the underlying distribution function \( F \), the maximum of the sample will tend either to infinity or to a finite constant value. In order to try to obtain a non-degenerate limiting distribution, one could think of applying a transformation to the maximum of the sample. Hence we arrive at the following main assumption used in this thesis: there exist sequences of real numbers \( \{a_n\} \) and \( \{b_n\} \), \( n \in \mathbb{N} \), with \( a_n > 0 \) and \( b_n \in \mathbb{R} \), such that

\[
\lim_{n \to \infty} F^n(a_n x + b_n) = \lim_{n \to \infty} P \left\{ \frac{\max(X_1, \ldots, X_n) - b_n}{a_n} \leq x \right\} = G(x) \quad (1.1)
\]
for all $x$, where $G$ is a non-degenerate distribution function\(^1\). Then $F$ is said to be in the domain of attraction of $G$, denoted by $F \in \mathcal{D}(G)$. This assumption only induces a restriction on the upper tail of the distribution function $F$. This is quite natural, since we are interested in the region beyond the largest observation and hence we will need some restriction on the way the distribution function could possibly continue beyond that largest observation. Without such an assumption, inference in that region would be impossible: if we allow the tail of the distribution function to change in an arbitrary way, there is no hope we could ever sensibly extrapolate beyond the largest measurement. On the other hand, any assumption on the upper tail of a distribution limits the possible behaviour of that tail. Fortunately, a large class of distribution functions satisfies assumption (1.1), including many of the distribution functions that are commonly used in practice, like e.g., the Normal, Uniform, Exponential, Weibull and Cauchy distribution.

### 1.3.1 Limiting distributions

In standard central limit theory one obtains an asymptotic normal distribution for the sum of many independent and identically distributed random variables, regardless of the underlying common distribution function, provided some mild conditions (e.g., existence of second moment). Moreover, in order to be able to apply the asymptotic theory, one does not need to know the behaviour of the underlying distribution function in every detail: e.g., knowledge about the first two moments suffices.

In extreme value theory, a similar situation occurs: the limiting distribution $G$ in (1.1) can only come from a limited class of distribution functions, regardless of the underlying distribution function $F$. As stated before, it is only the behaviour of the tail of the distribution that determines to which domain of attraction $F$ belongs.

That result in extreme value theory, first discovered by Fisher and Tippett (1928) and later proved in complete generality by Gnedenko (1943), is given by the following theorem:

**Theorem 1.1**

Suppose distribution function $F$ satisfies assumption (1.1) with limiting distribution $G$. Then $G$ is the same, up to location and scale, as one of the following distributions:

- **Type I:** $\Lambda(x) = \exp(-e^{-x})$ for $x \in \mathbb{R}$
- **Type II:** $\Phi_{\alpha}(x) = \begin{cases} 0 & x \leq 0 \\ \exp(-x^{-\alpha}) & x > 0 \end{cases}$ with $\alpha > 0$
- **Type III:** $\Psi_{\alpha}(x) = \begin{cases} \exp(-(x)^{\alpha}) & x < 0 \\ 1 & x \geq 0 \end{cases}$ with $\alpha > 0$

We will refer to these distributions as the extreme value distributions.

\(^1\)We will call this kind of convergence of a sequence of distribution functions either 'weak convergence' (denoted by $\xrightarrow{w}$) or 'convergence in distribution' (denoted by $\xrightarrow{D}$)
Proof of Theorem 1.1:
See e.g., GNEDENKO (1943), DE HAAN (1970) or RESNICK (1987).

Alternatively, Type I is also known as Gumbel or double exponential, Type II as Fréchet or heavy tailed and Type III as (reverse) Weibull type. Note that the right tail of a Weibull distribution is of Type I and the left tail is of Type III, hence the alternative name reverse Weibull for Type III. The terminology Type I, II and III is according to Gumbel’s characterization in GUMBEL (1958).

The statement that the limiting distribution $G$ in (1.1) must be the same as one of the extreme value distributions up to location and scale, introduces some freedom in the choice of the normalizing constants $\{a_n\}$ and $\{b_n\}$. Actually, this is a consequence of the following theorem, known as Khintchine’s theorem:

**Theorem 1.2 (Khintchine’s theorem)**

Let $\{F_n\}$, $n \in \mathbb{N}$, be a sequence of distribution functions and $H$ be a non-degenerate distribution function. Let $\{a_n\}$ and $\{b_n\}$, $n \in \mathbb{N}$, with $a_n > 0$ and $b_n \in \mathbb{R}$ be such that

$$F_n(a_n x + b_n) \xrightarrow{w} H(x)$$

Then, for some non-degenerate distribution function $H^*$ and sequences $\{\alpha_n\}$ and $\{\beta_n\}$, $n \in \mathbb{N}$, with $\alpha_n > 0$ and $\beta_n \in \mathbb{R}$,

$$F_n(\alpha_n x + \beta_n) \xrightarrow{w} H^*(x)$$

if and only if

$$\frac{\alpha_n}{a_n} \to A \quad \text{and} \quad \frac{\beta_n - b_n}{a_n} \to B$$

for some $A > 0$ and $B \in \mathbb{R}$. Moreover,

$$H^*(x) = H(Ax + B)$$

**Proof:**

See e.g., LEADBETTER, LINDGREN AND ROOTZÉN (1983) (Theorem 1.2.3) or RESNICK (1987) (Proposition 0.2).

An application of this theorem yields the following: using a suitable choice of the sequences $\{a_n\}$ and $\{b_n\}$, the three limiting types may be combined into the single form

$$G_\gamma(x) = \exp \left( - \left( 1 + \gamma x \right)^{-1/\gamma} \right) \quad \text{for all } x \text{ such that } 1 + \gamma x > 0 \quad (1.2)$$

with $\gamma \in \mathbb{R}$ and the convention that $G_0(x) = \lim_{\gamma \to 0} G_\gamma(x) = \exp(-e^{-x})$ for $x \in \mathbb{R}$. This $G_\gamma$ is called the Generalized Extreme Value distribution with extreme value index $\gamma$, abbreviated to GEV($\gamma$). If $F \in \mathcal{D}(G_\gamma)$ for some $\gamma \in \mathbb{R}$, we say that the distribution function $F$ itself has extreme value index $\gamma$ as well. One of the first papers in which this single form appeared is due to VON MISES (1936).
Moreover, Theorem 1.2 shows that the extreme value index $\gamma$ as function of the distribution $F$ is well defined, in the sense that it is uniquely determined, independent of the choice of the sequences \( \{a_n\} \) and \( \{b_n\} \).

Obviously, we have the following relations between $\Lambda$, $\Phi_\alpha$, $\Psi_\alpha$ and $G_\gamma$:

\[
\Lambda(x) = G_0(x) \\
\Phi_\alpha(x) = G_{1/\alpha}(\alpha(x - 1)) \quad \alpha > 0 \\
\Psi_\alpha(x) = G_{-1/\alpha}(\alpha(x + 1)) \quad \alpha > 0
\]

Hence, the three extreme value distributions can be characterized by the sign of $\gamma$: Type I corresponds to $\gamma = 0$, Type II to $\gamma > 0$ and Type III to $\gamma < 0$. In Figure 1.3.1 typical examples of these three situations are shown.

![Graphs showing three typical examples of extreme value distributions](image)

(a) $\gamma = -1$  
(b) $\gamma = 0$  
(c) $\gamma = 1$

**Figure 1.3.1: Three Generalized Extreme Value Distributions**

The two cases $\gamma < 0$ and $\gamma > 0$ are related in the following way: Suppose that $F \in \mathcal{D}(G_\gamma)$ for some $\gamma < 0$. Defining the *upper endpoint* of a distribution $F$ by

\[
x_\scriptscriptstyle F^\circ = \sup \{x : F(x) < 1\} \leq \infty
\]

and putting $\tilde{F}(x) = F(x_\scriptscriptstyle F^\circ - 1/x)$ then yields that $\tilde{F} \in \mathcal{D}(G_{-\gamma})$. The opposite relation holds as well: if $F \in \mathcal{D}(G_\gamma)$ for some $\gamma > 0$ then the distribution

\[
\tilde{F}(x) = \begin{cases} 
F \left( \frac{1}{x_\scriptscriptstyle F^\circ - y} \right) & y < x_\scriptscriptstyle F^\circ \\
1 & y \geq x_\scriptscriptstyle F^\circ
\end{cases}
\]

for some $x_\scriptscriptstyle F^\circ > 0$ is in the domain of attraction of $G_{-\gamma}$ and has upper endpoint $x_\scriptscriptstyle F^\circ$.

The following properties can easily be derived from the definitions of the three limiting types:

1. If $\gamma < 0$ then $x_{G_\gamma}^\circ < \infty$.
2. If $\gamma \geq 0$ then $x_{G_\gamma}^\circ = \infty$. 
3. In case $\gamma > 0$ the integrals

$$\int_1^\infty t^\rho \, dG_\gamma(t)$$

are finite for all $\rho < 1/\gamma$ and infinite for all $\rho > 1/\gamma$.
In case $\gamma = 0$ these integrals are finite for all $\rho$.

These properties also hold, to some extend, for distributions $F$ that are in the domain of attraction of one of these extreme value distributions:

1'. If $F \in \mathcal{D}(G_\gamma)$ for some $\gamma < 0$ then $x_F^\circ < \infty$.

2'. If $F \in \mathcal{D}(G_\gamma)$ for some $\gamma > 0$ then $x_F^\circ = \infty$. If $F \in \mathcal{D}(G_0)$ then $x_F^\circ$ can be finite as well as infinite.

3'. If $F \in \mathcal{D}(G_\gamma)$ for some $\gamma > 0$ the integrals

$$\int_1^\infty t^\rho \, dF(t)$$

are finite for all $\rho < 1/\gamma$ and infinite for all $\rho > 1/\gamma$.
If $F \in \mathcal{D}(G_0)$ with $x_F^\circ = \infty$ then these integrals are finite for all $\rho$.

1.3.2 Alternative formulations of our main assumption

As mentioned before, assumption (1.1) induces a restriction on the upper tail of the underlying distribution function $F$. The following equivalent form of that assumption, cf. Balkema and de Haan (1974), illustrates that restriction.

Let $x^\circ$ be the upper endpoint of $F$. Then $F \in \mathcal{D}(G_\gamma)$ if and only if, for some positive function $\alpha(\cdot)$

$$\lim_{t \uparrow x^\circ} \frac{1 - F(t + x\alpha(t))}{1 - F(t)} = -\log G_\gamma(x) = (1 + \gamma x)^{-1/\gamma}$$

(1.3)

for all $x > 0$ with $1 + \gamma x > 0$. Intuitively this means that we relate the behaviour of $F$ at the more extreme quantiles $t + x\alpha(t)$ to its behaviour at the moderate quantiles $t$.

A slightly different formulation was used by Pickands (1975): consider the conditional probability of $X$ not exceeding $t + x$ given it has already exceeded $t$, i.e., consider

$$F_t(x) = \frac{F(t + x) - F(t)}{1 - F(t)} \quad x > 0$$

(1.4)

Then the following holds for any continuous distribution function $F$: $F \in \mathcal{D}(G_\gamma)$ for some $\gamma \in \mathbb{R}$ if and only if, for some positive function $\alpha(\cdot)$

$$\lim_{t \uparrow x^\circ} \sup_{0 \leq x \leq x^\circ - t} |F_t(x) - F_{GPD}(x; \gamma, \alpha(t))| = 0$$

(1.5)
where $F_{GPD}(x; \gamma, \sigma)$ is the distribution function of a Generalized Pareto Distribution, defined for $\sigma > 0$ and $\gamma \in \mathbb{R}$ as

$$F_{GPD}(x; \gamma, \sigma) = 1 - (1 + \gamma x / \sigma)^{-1/\gamma} \tag{1.6}$$

with $x > 0$ and $1 + \gamma x / \sigma > 0$ and the convention that

$$F_{GPD}(x; 0, \sigma) = \lim_{\gamma \to 0} F_{GPD}(x; \gamma, \sigma) = 1 - e^{-x/\sigma}$$

for $x > 0$. Formally this means that, for a continuous distribution function $F, F \in \mathcal{D}(G_\gamma)$ if and only if the tail of $F$, normalized to be a distribution in the sense of (1.4), is approximately a Generalized Pareto distribution. A simple calculation shows that, if $F$ is a Generalized Pareto distribution with parameters $\gamma$ and $\sigma$ then its tail $F_1$ is also a Generalized Pareto distribution, but with the parameters $\gamma$ and $(\sigma + \gamma t)$.

Another equivalent formulation of the domain of attraction assumption (1.1) is in terms of the inverse of the distribution function, i.e., in terms of the quantile function. Define the quantile function $Q(\cdot)$ as

$$Q(s) = F^{-1}(s) = \inf\{x : F(x) \geq s\} \quad \text{for } 0 < s < 1$$

Then (1.1) is equivalent to the existence of a positive function $a$ such that

$$\lim_{s \downarrow 0} \frac{Q(1-sx) - Q(1-s)}{a(s)} = \frac{x^{-\gamma} - 1}{\gamma} \tag{1.7}$$

for $x > 0$, $\gamma \in \mathbb{R}$ and the convention that $(x^{-\gamma} - 1)/\gamma = -\log x$ for $\gamma = 0$. Quite often one will find this formulation in terms of the function $U(\cdot)$ defined by

$$U(x) = \left(\frac{1}{1 - F}\right)^{-1}(x) \quad 0 < x < \infty$$

Then (1.7) reads

$$\lim_{t \to \infty} \frac{U(tx) - U(t)}{\tilde{a}(t)} = \frac{x^\gamma - 1}{\gamma}$$

for $x > 0$, $\gamma \in \mathbb{R}$, with $\tilde{a}(t) = a(1/t)$ and the convention that $(x^\gamma - 1)/\gamma = \log x$ for $\gamma = 0$.

1.3.3 The domains of attraction

Various necessary and sufficient conditions are known, that can be used to determine to which (if any) domain of attraction a specific distribution function belongs. These conditions obviously involve the ‘tail-behaviour’ of that distribution function, i.e., they are concerned with $1 - F(x)$ as $x$ increases. Rather simple but useful sufficient conditions can be found in von Mises (1936). These conditions apply whenever the tail of the distribution function has a (second) derivative close to its upper endpoint.

We will state these von Mises conditions in terms of the three limiting distributions $\Lambda, \Phi_\alpha$ and $\Psi_\alpha$. 
Theorem 1.3 (The von Mises conditions)
Let $F$ be a distribution function that is absolutely continuous in a (left) neighbourhood of $x_0^e$, with density $f$. Then sufficient conditions for $F$ to belong to one of the three possible domains of attraction are:

1. Suppose $f$ has a negative derivative $f'$ for all $x$ in some interval $(x_1, x_0^e)$, $f(x) = 0$ for $x \geq x_0^e$ and

$$\lim_{t \uparrow x_0^e} \frac{f'(t)(1 - F(t))}{(f(t))^2} = -1$$

Then $F \in \mathcal{D}(\Lambda)$.

2. Suppose $f(x) > 0$ for all $x$ in some interval $(x_1, \infty)$ and for some $\alpha > 0$

$$\lim_{t \to \infty} \frac{tf(t)}{1 - F(t)} = \alpha$$

Then $F \in \mathcal{D}(\Phi_\alpha)$.

3. Suppose $f(x) > 0$ for all $x$ in some interval $(x_1, x_0^e)$, $f(x) = 0$ for all $x > x_0^e$ and for some $\alpha > 0$

$$\lim_{t \uparrow x_0^e} \frac{(x_0^e - t)f(t)}{1 - F(t)} = \alpha$$

Then $F \in \mathcal{D}(\Psi_\alpha)$.

Proof:
See e.g., DE HAAN (1976).

These sufficient conditions are actually quite close to the necessary and sufficient conditions, as is shown in the next theorem:

Theorem 1.4
Necessary and sufficient conditions for a distribution function $F$ to belong to one of the three possible domains of attraction are:

1. $F \in \mathcal{D}(\Lambda)$ if and only if there exists some strictly positive function $g(t)$ such that

$$\lim_{t \uparrow x_0^e} \frac{1 - F(t + xg(t))}{1 - F(t)} = e^{-x} \quad (1.8)$$

for all real $x$. Moreover, if $(1.8)$ holds for some strictly positive function $g$, then it also holds for the following choice of $g$:

$$g(t) = \frac{\int_t^{x_0^e} (1 - F(u)) \, du}{1 - F(t)}$$

for $t < x_0^e$. 

2. \( F \in \mathcal{D}(\Phi_\alpha) \) for some \( \alpha > 0 \) if and only if \( x_F^\alpha = \infty \) and

\[
\lim_{t \to \infty} \frac{1 - F(tx)}{1 - F(t)} = x^{-\alpha}
\]

for each \( x > 0 \).

3. \( F \in \mathcal{D}(\Psi_\alpha) \) for some \( \alpha > 0 \) if and only if \( x_F^\alpha < \infty \) and

\[
\lim_{h \to 0} \frac{1 - F(x_F^\alpha - xh)}{1 - F(x_F^\alpha - h)} = x^\alpha
\]

for each \( x > 0 \).

**Proof:**

See e.g., Gnedenko (1943). \[\]

Moreover, the von Mises conditions are necessary and sufficient for \( F \) to belong to a ‘twice differentiable’ domain of attraction \( \mathcal{D}^{(2)}(G) \), i.e., the first and second derivatives of the distribution of the scaled maximum converge to the corresponding first and second derivatives of the limit. More formally, \( F \in \mathcal{D}^{(2)}(G) \) if

\[
(a_n)^{(l)}(F^n)^{(l)}(a_n x + b_n) \to G^{(l)}(x) \quad \text{as } n \to \infty \quad l = 0, 1, 2
\]

locally uniformly\(^2\) on the support of the appropriate extreme value distribution \( G \), where \( h^{(l)} \) denotes the \( l \)-th derivative of the function \( h \) with respect to its argument. (See Pickands (1986) and Smith (1988))

Another way to see how well the von Mises conditions describe the needed properties of distributions belonging to one of the three domains of attraction, uses the notion of ‘tail-equivalency’: two distribution functions \( F_1 \) and \( F_2 \) are said to be tail-equivalent if their upper endpoints coincide (i.e., \( x_{F_1}^\alpha = x_{F_2}^\alpha (=: x^\alpha) \)) and if they satisfy

\[
\lim_{t \to x^\alpha} \frac{1 - F_1(t)}{1 - F_2(t)} = C
\]

for some \( C > 0 \).

One can show that, if \( F_1 \) is in one of the domains of attraction there exists a tail-equivalent distribution \( F_2 \) belonging to the same domain of attraction, that satisfies the appropriate von Mises conditions, as stated in Theorem 1.3.

---

\(^2\)Local uniform convergence is convergence on compact subsets.
1.3.4 Regular variation

In the previous subsection we stated necessary and sufficient conditions that characterized the domains of attraction of the three extreme value distributions. These conditions are closely related to the concept of regularly varying functions. Moreover, in the analysis of the behaviour of estimators in the field of extreme value theory, properties of regularly varying functions and so called \( \Pi \)-varying functions are frequently used. We will therefore state some definitions and results concerning these two classes of functions. For a more detailed treatment, we refer to Seneta (1976) and Geluk and de Haan (1987) for theory on regular variation and \( \Pi \)-variation and to de Haan (1970) for the connection between regular variation and extreme value theory. The proofs of the theorems we will state, can be found in these references.

Regular variation is a one-sided, local and asymptotic property of an eventually positive, measurable function. Being a local property, it is defined relative to a point:

**Definition 1.1**

A real valued, measurable function \( U : [A, \infty) \to \mathbb{R}_+ \) for some \( A > 0 \), is regularly varying at infinity with index \( \rho \in \mathbb{R} \), notation \( U \in \text{RV}_\rho^\infty \), if for all \( x > 0 \)

\[
\lim_{t \to \infty} \frac{U(tx)}{U(t)} = x^\rho
\]

(1.9)

\[\diamond\]

Similarly, we may define a function \( U \) to be regularly varying at 0, notation \( U \in \text{RV}_\rho^0 \), if the function \( U(1/x) \) is regularly varying at infinity with index \( -\rho \). When \( \rho = 0 \), the function \( U \) is said to be slowly varying.

Moreover, if one only assumes that the limit in (1.9) exists and is positive for all \( x > 0 \), it can be shown that that limit is necessarily of the form \( x^\rho \).

It is obvious that a regularly varying function can be considered as a function whose asymptotic behaviour near a point is that of a power function multiplied by a factor that varies 'more slowly' than a power function. Indeed, \( U \in \text{RV}_\rho^\infty \) if and only if it can be written in the form \( U(x) = x^\rho L(x) \) with \( L \) a slowly varying function.

Two basic and important theorems concerning properties of regularly varying functions are the following:

**Theorem 1.5** (Uniform Convergence Theorem)

If \( U \in \text{RV}_\rho^\infty \), then for every fixed \( [a,b] \) with \( 0 < a < b < \infty \) relation (1.9) holds uniformly for \( x \in [a,b] \).

**Theorem 1.6** (Representation Theorem)

If \( U \) defined on \( [A, \infty) \), \( A > 0 \), is regularly varying at infinity with index \( \rho \), then there exist measurable functions \( c(\cdot) \) and \( r(\cdot) \) with

\[
\lim_{t \to \infty} c(t) = c_0 \in (0, \infty) \quad \text{and} \quad \lim_{t \to \infty} r(t) = \rho
\]

(1.10)

and a constant \( B \geq A \), such that for all \( x \geq B \)

\[
U(x) = c(x) \exp \left( \int_B^x \frac{r(t)}{t} \, dt \right)
\]

(1.11)
Conversely, if (1.11) holds with $c(\cdot)$ and $r(\cdot)$ satisfying (1.10), then $U \in RV_\rho^\infty$.

This representation of regularly varying functions is also known as the Karamata representation.

The class of $\Pi$-varying functions is obtained considering a generalization of the class of regularly varying functions. First restate the definition of regular variation as follows: A measurable function $U : [A, \infty) \to \mathbb{R}_+$ is regularly varying at infinity if there exists a positive function $a(\cdot)$ such that for all $x > 0$ the limit $\lim_{t \to \infty} U(tx)/a(t)$ exists and is positive. (In which case $a(t) = U(t)$ is one possible choice.)

Then an obvious way to proceed is to consider the cases in which a measurable function $U : [A, \infty) \to \mathbb{R}_+$ is such that there exist real functions $a(\cdot) > 0$ and $b(\cdot)$ such that for all $x > 0$ the limit

$$\lim_{t \to \infty} \frac{U(tx) - b(t)}{a(t)}$$

exists and the limit function is not constant (to avoid trivialities). This being equivalent to the existence of a non-constant limit

$$\lim_{t \to \infty} \frac{U(tx) - U(t)}{a(t)}$$

for all $x > 0$, we get the following theorem:

**Theorem 1.7**

If $U : [A, \infty) \to \mathbb{R}$ is measurable, $a(\cdot)$ is positive and (1.12) is not constant, then

$$\lim_{t \to \infty} \frac{U(tx) - U(t)}{a(t)} = c \frac{\rho^\theta - 1}{\rho} \quad x > 0$$

for some $\rho \in \mathbb{R}$ and $c \neq 0$, with the convention that the right hand side of (1.13) reads $c \log x$ if $\rho = 0$. Moreover, we may take $a(\cdot)$ to be a measurable function in $RV^\infty_\rho$.

Actually, $\rho \neq 0$ corresponds to classes of functions we have met before:

**Theorem 1.8**

Suppose the function $U$ is such that Theorem 1.7 holds with $\rho \neq 0$ and $c > 0$.\(^3\)

a. If $\rho > 0$ then $U \in RV^\infty_\rho$.

b. If $\rho < 0$ then $U(\infty) := \lim_{t \to \infty} U(t)$ exists and $U(\infty) - U(t) \in RV_\rho^\infty$

Hence, the case of $\rho = 0$ in Theorem 1.7 defines a new class of functions, which is called the class of $\Pi$-varying functions. Hence, we get the following definition:

**Definition 1.2**

A real valued, measurable function $U : [A, \infty) \to \mathbb{R}$ for some $A > 0$ is $\Pi$-varying at infinity with auxiliary function $a(\cdot) > 0$, notation $U \in \Pi$ or $U \in \Pi(a)$, if for all $x > 0$

\(^3\)It suffices to consider $c > 0$ since replacing $U$ by $-U$ changes the sign of $c$. 
\begin{align}
\lim_{t \to \infty} \frac{U(tx) - U(t)}{a(t)} &= \log x
\end{align}

Again, it is customary to define a function \( U \) to be \( \Pi \)-varying at 0, notation \( U \in \Pi^0 \) if \( U(1/x) \) is \( \Pi \)-varying at infinity.

Now we are able to reformulate the necessary and sufficient conditions of Theorem 1.4 in terms of regular variation and \( \Pi \)-variation:

**Theorem 1.9 (Reformulation of Theorem 1.4)**

*Necessary and sufficient conditions for a distribution function \( F \), with its quantile function \( Q \), to belong to one of the three possible domains of attraction are:

1. \( F \in \mathcal{D}(\lambda) \) if and only if the function \( s \mapsto Q(1-s) \) is \( \Pi \)-varying at 0.

2. \( F \in \mathcal{D}(\Phi_{\alpha}) \) for some \( \alpha > 0 \) if and only if its tail function \( x \mapsto 1 - F(x) \) is regularly varying at infinity with index \( -\alpha \), or equivalently, if and only if the function \( s \mapsto Q(1-s) \) is regularly varying at 0 with index \( -1/\alpha \).

3. \( F \in \mathcal{D}(\Psi_{\alpha}) \) for some \( \alpha > 0 \) if and only if \( x_F^* < \infty \) and the function \( x \mapsto 1 - F(x_F^* - 1/x) \) is regularly varying at infinity with index \( -\alpha \), or equivalently, if and only if its quantile function has the property that \( Q(1) < \infty \) and the function \( s \mapsto Q(1) - Q(1-s) \) is regularly varying at 0 with index \( 1/\alpha \).

Note that Theorem 1.8 can be used to change the equivalent formulation (1.7) of our main assumption (1.1) into the just stated conditions on the quantile functions.

### 1.4 Scope of this thesis

The formulation of the possible limiting distributions of the affinely transformed maximum of a sample using the Generalized Extreme Value distribution, shows that the parameter \( \gamma \), i.e., the extreme value index, is an important characteristic of the distribution. In the remainder of this thesis we will mainly be concerned with the estimation of that parameter.

The difficulty of estimating that extreme value index, can be quantified using the concept of the minimax risk of an estimator. In Chapter 2, we will first derive lower bounds to the rate with which that minimax risk of estimating the extreme value index tends to zero. In the remaining part of that chapter, we will briefly discuss Pickands' estimator (Pickands (1975)), a maximum likelihood estimator (Smith (1987)), Hill's estimator (Hill (1975)), a moment estimator (DeKkers, Einmahl and de Haan (1989)) and a kernel type estimator (Csörgő, Deheuvels and Mason (1985)). We will state their definitions and some of the (asymptotic) results obtained in the mentioned references. Moreover, in case of the kernel type estimator we will present an alternative interpretation of that estimator. Using that interpretation, some of the results in Resnick and Stărică (1995) can easily be derived in an alternative way.
As stated at the end of section 1.2, in practice it might be very difficult to decide at which point the extreme tail of a distribution starts. Indeed, the asymptotics of the previously mentioned estimators all depend on the value of the threshold above which the extreme tail is defined to start. In 'real life' applications one often calculates and plots the estimator using different thresholds and then uses rather subjective methods to decide what threshold to use. In Chapter 3 we will make a first attempt to develop a data-driven method, i.e., a method that uses (objective) information of the sample at hand, to decide what threshold to use in the case of the kernel type estimator. To that end we will derive a more general asymptotic result than the one in the paper by Csörgő et al. The results of this chapter were derived jointly with Rudolf Grübel and published in Grübel and de Wolf (1994).

In Chapter 4 we will introduce a new estimator of the extreme value index and discuss its asymptotic behaviour. For this new estimator, two parameters determine its behaviour. At the end of Chapter 4 a small simulation study will illustrate that dependence and will indicate a possible solution to the problem of choosing these parameters appropriately.

Chapter 5 contains results concerning yet another kernel type estimator of the extreme value index. Actually, a whole class of estimators will be introduced and their consistency and asymptotic normality will be proved. These results were derived jointly with Piet Groeneboom and Rik Lopuhaä.

Finally, in Chapter 6 we will present a simulation study of some of the mentioned estimators of the extreme value index and discuss their finite sample properties using the results of these simulations, indicating the advantages of the methods as well as their limitations. Moreover, we will apply the estimators to estimate the extreme value index of the distribution of 211 measurements on water discharges at Lobith, The Netherlands, during the period 1901–1991.
Chapter 2

Estimation of the extreme value index

In this chapter we will derive a lower bound for the minimax risk of estimating the extreme value index $\gamma$, over a certain class of distribution functions.

Moreover, we will briefly describe some estimators of that extreme value index. Some of the analytical results concerning these estimators will be stated, in particular their asymptotic properties. At the end of this chapter we will illustrate the sharpness of the minimax lower bounds, by showing that at least one of the in this chapter introduced estimators achieves these bounds in convergence in distribution. A discussion of the finite sample behaviour will be deferred to Chapter 6.

In the subsequent sections of this chapter, we will be concerned with a sample $X_1, \ldots, X_n$, with the $X_i \overset{D}{=} X$ i.i.d. with common distribution function $F$. We will denote the (ascending) order statistics of a sample by $X_{(1)} \leq X_{(2)} \leq \cdots \leq X_{(n)}$.

2.1 Minimax lower bounds

Some attempts have been made to measure the difficulty of the estimation of the extreme value index $\gamma$. One approach was taken in Hall and Welsh (1984). They derived the maximum rate of convergence in probability for estimating the extreme value index over a certain subclass of the class of all distribution functions that belong to any of the three domains of attraction of the extreme value distributions. To be more specific, they considered the problem of finding the fastest rate at which a sequence $\{a_n\}_{n=1}^{\infty}$ can tend to 0 and yet satisfy

$$\liminf_{n \to \infty} \inf_{D} \mathbb{P}(|\hat{\gamma}_n - \gamma| \leq a_n) = 1$$

for a specific class $\mathcal{D}$ of distribution functions with positive extreme value index.

In Drees (1995) the same approach was taken, but for a more general class of distribution functions than the one considered by Hall and Welsh. Moreover, in Drees' paper, a generalization to non-positive $\gamma$ was given.

Another frequently used approach is given by calculating the minimax risk of the estimation problem. In the setting of extreme value estimation an attempt to that end
was taken in DONOHO AND LIU (1991). They derived (a lower bound to) the minimax rate of the estimation of the extreme value index $\gamma$ over virtually the same class of distribution functions Hall considered. However, their results are rather difficult to grasp for two reasons: these results are stated in a very implicit way and their derivations depend on results stated in a technical report that is difficult to obtain (DONOHO AND LIU (1987)).

In this section we will derive a lower bound to the minimax risk over a larger class of distribution functions than the one considered in the aforementioned papers. Moreover, we will derive that lower bound in a rather straightforward manner.

First we will briefly introduce the notion of the minimax risk in our setting of the estimation of the extreme value index.

### 2.1.1 Minimax risk in the setting of the extreme value index

Let $\mathcal{F}$ denote some subclass of the class of all distribution functions that belong to any of the three domains of attraction of the extreme value distributions, whose densities with respect to the Lebesgue measure are assumed to exist. From this point onwards, we will identify a member of the class $\mathcal{F}$ by its density and hence refer to $\mathcal{F}$ as a class of densities.

Let $\Gamma$ be the functional that maps a density from that class to the corresponding extreme value index, i.e., for all $f \in \mathcal{F}$ define

$$\Gamma f = \gamma \quad \text{if } F \in \mathcal{D}(G_{\gamma})$$

where $F$ is the distribution function corresponding to the density $f$.

Let $\gamma_n$ ($n \geq 1$) be an estimation procedure, i.e., a sequence of measurable functions that map $\mathbb{R}^n$ into $\mathbb{R}$ in such a way that $\Gamma_n = \gamma_n(X_1, X_2, \ldots, X_n)$ is an estimator of $\Gamma f$ for sequences of i.i.d. stochastic variables $X_1, X_2, \ldots$ with common density $f \in \mathcal{F}$.

In order to say that an estimation procedure behaves well, the difference $\Gamma_n - \Gamma f$ should at least be close to zero in some sense. To quantify this, define the risk of the estimation procedure $\gamma_n$, evaluated at $f \in \mathcal{F}$ by

$$R_l(n, \gamma_n, f; \Gamma) = \mathbb{E}_f [l(\gamma_n(X_1, X_2, \ldots, X_n) - \Gamma f)]$$

where $l$ is a loss function, i.e., an increasing non-negative function on $[0, \infty)$ with $l(0) = 0$. Commonly used loss functions are $l(x) = x$ and $l(x) = x^2$.

Obviously, the given definition of risk describes a local property of the estimation procedure: the risk is only evaluated at one specific point of the class of densities $\mathcal{F}$. To describe the corresponding global property of the procedure, it seems reasonable to take the maximum risk over the class of densities $\mathcal{F}$, i.e., to consider the worst possible performance of the procedure. More formally:

$$MR_l(n, \gamma_n; \Gamma, \mathcal{F}) = \sup_{f \in \mathcal{F}} R_l(n, \gamma_n, f; \Gamma)$$
To get a measure for the difficulty of the estimation problem, the worst performance is minimized over all estimation procedures:

\[ MMR_l(n; \Gamma, \mathcal{F}) = \inf_{\gamma_n} MMR_l(n, \gamma_n; \Gamma, \mathcal{F}) = \inf_{\gamma_n} \sup_{f \in \mathcal{F}} R_l(n, \gamma_n, f; \Gamma) \]

This is called the (global) minimax risk for estimating \( \Gamma f \) based on a sample of size \( n \), generated by a density \( f \in \mathcal{F} \).

If the functional is such that \( \Gamma f \) can be estimated consistently, the minimax risk will typically tend to zero as \( n \) tends to infinity. The rate of this convergence indicates how difficult it is to estimate that functional: if, for \( n \) tending to infinity, \( MMR_l(n; \Gamma, \mathcal{F}) \sim \delta_n(l) \) for some sequence of positive constants \( \delta_n(l) \) tending to 0 as \( n \) tends to infinity, then \( \Gamma f \) is said to be \( \delta_n \)-estimable with respect to the loss function \( l \). The first objective is usually to find a lower bound for the minimax risk of an estimation problem.

Obviously, for any subclass \( \mathcal{F}_n \subseteq \mathcal{F} \)

\[ MMR_l(n; \Gamma, \mathcal{F}) \geq MMR_l(n; \Gamma, \mathcal{F}_n) \quad (2.1) \]

The right hand side of (2.1) is called the local minimax risk at \( f \), if \( \mathcal{F}_n \) converges to the singleton \( \{f\} \).

By Jensen’s inequality and the monotonicity of a loss-function \( l \), we have that

\[ MMR_l(n; \Gamma, \mathcal{F}) \geq l \left( MMR_l(n; \Gamma, \mathcal{F}) \right) \]

where \( l_1 \) is the identity, i.e., \( l_1(x) = x \). In the remainder of this chapter, we will therefore confine ourselves to the minimax risk with loss function \( l_1(x) = x \) and henceforth suppress the subscript \( l_1 \) in the notation of the minimax risk.

In Jongbloed (1995) a lower bound to the minimax risk is derived that in our case translates to: for all sets \( \{f_0, f_1\} \subset \mathcal{F} \),

\[ MMR(n; \Gamma, \{f_0, f_1\}) \geq \frac{1}{4} |\Gamma f_0 - \Gamma f_1| (1 - H^2(f_0, f_1))^{2n} \quad (2.2) \]

where \( H^2(f_0, f_1) \) denotes the squared Hellinger distance between the two densities, i.e., in our situation

\[ H^2(f_0, f_1) = \frac{1}{2} \int \left( \sqrt{f_0(x)} - \sqrt{f_1(x)} \right)^2 dx \]

Note that, since both \( f_0 \) and \( f_1 \) are probability densities,

\[ 1 - H^2(f_0, f_1) = \int \sqrt{f_0(x)f_1(x)} \, dx \]
2.1.2 Minimax lower bound: a positive extreme value index

In this subsection we will obtain a lower bound to the minimax risk of estimating a positive extreme value index over a specified class of distribution functions, including, as a special case, the class considered in Hall and Welsh (1984) and in Donoho and Liu (1991).

The result is summarized in the following theorem:

Theorem 2.1
Let \( L(\cdot) \) be a slowly varying function at infinity that is positive and eventually monotone. Define \( \mathcal{F}_1 = \mathcal{F}_1(\gamma_0, C_0, \epsilon, \beta, L) \) with \( \gamma_0, C_0, \epsilon, \beta > 0 \) to be the class of continuous densities \( f \) on \((x_0, \infty)\) for some \( x_0 > 0 \) that satisfy the following conditions:

1. \( f(x) = \frac{C}{\gamma} x^{-\frac{1}{\gamma} - 1}(1 + r(x)) \)

2. \( |C - C_0| \leq \epsilon, \quad \gamma > 0 \quad \text{and} \quad |\gamma - \gamma_0| \leq \epsilon \)

3. \( |r(x)| \leq x^{-\beta} L(x) \)

Let \( g(x) = x^{1 + 2\beta} \gamma_0 (L(x^{\gamma_0}))^{-2} \) and denote its inverse (for \( x \) large enough) by \( g^{-1}(\cdot) \).

Then the following inequality on the minimax risk of estimating \( \gamma \) holds true:

\[
\liminf_{n \to \infty} \left( \frac{n}{g^{-1}(n)} \right)^{1/2} \text{MMR}(n; \Gamma, \mathcal{F}_1) \geq k
\]

for some constant \( k > 0 \), depending on \( \gamma_0, C_0 \) and \( \beta \).

Note that a distribution function \( F \) corresponding to a density \( f \in \mathcal{F}_1 \) satisfies

\[
1 - F(x) = Cx^{-\frac{1}{\gamma}}(1 + R(x))
\]

with

\[
R(x) = \frac{1}{\gamma} \int_{x}^{\infty} y^{-\frac{1}{\gamma} - 1} r(y) \, dy
\]

Moreover, using condition 3. on the function \( r(\cdot), |R(x)| \leq x^{-\beta} L^*(x) \) with \( L^*(\cdot) \) slowly varying at infinity as well.

In order to prove the theorem we will need the following lemma:

Lemma 2.1
For some \( L_0 > 0 \), let \( L : [L_0, \infty) \to \mathbb{R}^+ \) be a monotone function that is slowly varying at infinity. Let \( M = M_n \) be a sequence of real numbers tending to infinity and let \( \beta \) be a positive constant.

Define the sequence \( \lambda = \lambda_n \) as:
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(a) In case \( L(\cdot) \) is monotone non-increasing:

\[
\lambda = \beta M^{-\beta} L(M)
\]

(b) In case \( L(\cdot) \) is monotone non-decreasing to a finite limit \( L(\infty) \):

\[
\lambda = \frac{L(L_0)}{L(\infty)} \beta M^{-\beta} L(M)
\]

(c) In case \( L(\cdot) \) is monotone non-decreasing to infinity:

\[
\lambda = c_0\beta M^{-\beta} L(M)
\]

for arbitrary, fixed \( c_0 \in (0, 1) \).

Then the following holds true:

\[
y^\beta \left(y^{-\lambda} - 1\right) \leq M^{-\beta} L(My) \quad \forall y \in \left[\frac{L_0}{M}, 1\right)
\]

(2.3)

for \( M \) large enough.

Proof of Lemma 2.1:

Using monotonicity of \( L(\cdot) \) and defining in case (a) (i.e., \( L \downarrow \))

\[
\alpha = 1 \quad \text{and} \quad y_M(\alpha) = \frac{L_0}{M}
\]

in case (b) (i.e., \( L \uparrow L(\infty) < \infty \))

\[
\alpha = \frac{L(L_0)}{L(\infty)} \quad \text{and} \quad y_M(\alpha) = \frac{L_0}{M}
\]

and in case (c) (i.e., \( L \uparrow \infty \))

\[
y_M(\alpha) = \frac{L^{-1}(\alpha L(M))}{M} \quad \text{with} \quad \alpha \in (0, 1) \text{ arbitrary}
\]

where \( L^{-1}(s) = \inf\{y \in [L_0, \infty) : L(y) \geq s\} \), we have that

\[
L(My) \geq \alpha L(M) \quad \forall y \in [y_M(\alpha), 1)
\]

Obviously, in cases (a) and (b) \( y_M(\alpha) \to 0 \) as \( M \to \infty \). In case (c) the notion of rapid variation (see SENETA (1976)) entails that

\[
y_M(\alpha) \to 0 \quad \text{if} \quad 0 < \alpha < 1
\]

as \( M \) tends to infinity.
Using the definitions of $\alpha$ and $y_M(\alpha)$, (2.3) is satisfied for all $y \in [y_M(\alpha), 1)$ if

$$y^\beta \left( y^{-\lambda} - 1 \right) \leq \alpha M^{-\beta} L(M)$$  \hspace{1cm} (2.4)

holds for all $y \in [y_M(\alpha), 1)$. Note that, in cases (a) and (b), this implies that (2.3) holds for all $y$ to be considered.

The left hand side of inequality (2.4) is maximized for $y_{\text{max}} = (1 - \lambda / \beta)^{1/\lambda}$, hence we need

$$\left(1 - \frac{\lambda}{\beta}\right)^{\beta/\lambda} \frac{\lambda}{\beta - \lambda} \leq \alpha M^{-\beta} L(M)$$  \hspace{1cm} (2.5)

Note that, since $y_{\text{max}}$ tends to $e^{-1/\beta} > 0$ as $\lambda$ tends to 0 and $y_M(\alpha)$ tends to 0 as $M$ tends to infinity, $y_{\text{max}}$ will fall into the interval $[y_M(\alpha), 1)$ for $M$ large enough. Moreover, equation (2.5) is satisfied if we take

$$\lambda = \alpha \beta M^{-\beta} L(M)$$  \hspace{1cm} (2.6)

Since $L(\cdot)$ is slowly varying, this $\lambda$ will indeed tend to zero as $M$ tends to infinity.

In case (c) we still have to consider the inequality on the remaining interval $[L_0/M, y_M(\alpha))$. Using the fact that $L(\cdot)$ now is non-decreasing to infinity, we have to consider

$$M^\beta \left( y_M(\alpha) \right)^\beta \left[ \left( y_M(\alpha) \right)^{-\lambda} - 1 \right] \leq L(L_0)$$  \hspace{1cm} (2.7)

Since $L^{-1}(\cdot)$ is also non-decreasing to infinity and $L^{-1}(\alpha L(M))/M \to 0$ as $M \to \infty$, \[
\frac{\log L^{-1}(\alpha L(M))}{\log M} \in (0, 1)
\]

for $M$ large enough. Hence, using that both $L(\cdot)$ and $\log(\cdot)$ are slowly varying at infinity,

$$-M^{-\beta} L(M) \log \frac{L^{-1}(\alpha L(M))}{M}$$

$$= M^{-\beta} L(M) \log M \left[ 1 - \frac{\log L^{-1}(\alpha L(M))}{\log M} \right] \to 0$$

and $M^{-\beta} L(M) \to 0$ as $M \to \infty$. Hence, substituting (2.6) in the left hand side of inequality (2.7) we obtain

$$\left( L^{-1}(\alpha L(M)) \right)^\beta \left[ \left( \frac{L^{-1}(\alpha L(M))}{M} \right)^{-\alpha \beta M^{-\beta} L(M)} - 1 \right]$$

$$= \left( L^{-1}(\alpha L(M)) \right)^\beta \left[ -\alpha \beta M^{-\beta} L(M) \log \frac{L^{-1}(\alpha L(M))}{M} (1 + o(1)) \right]$$

$$= \alpha \beta \left( L^{-1}(\alpha L(M)) \right)^\beta \frac{L(M) \log M}{M^\beta} \left[ 1 - \frac{\log L^{-1}(\alpha L(M))}{\log M} \right] (1 + o(1))$$  \hspace{1cm} (2.8)
Moreover, taking logarithms in (2.8), we get
\[
-\beta \log M \left[ 1 - \frac{\log L^{-1}(\alpha L(M))}{\log M} - \frac{\log L(M)}{\beta \log M} - \frac{\log \log M}{\beta \log M} + \frac{\log \left(1 - \frac{\log L^{-1}(\alpha L(M))}{\log M}\right)}{\beta \log M}\right]
\]

Since the last four terms inside the square brackets tend to 0 by the arguments following (2.7), this tends to $-\infty$. Hence, (2.4) is satisfied in case (c) as well.

Now everything is set up to prove Theorem 2.1.

**Proof of Theorem 2.1:**

First note that the condition on the support of the densities is without loss of generality, since we are only interested in the right (or upper) tail of these distributions. Secondly note that for the proof we can assume $L(\cdot)$ to be monotone on its entire support.

In view of (2.2) define the densities
\[
f_0(x) = \frac{C_0}{\gamma_0} x^{-\frac{1}{\gamma_0} - 1} \quad x \in [C_0, \infty)
\]
(2.9)

and
\[
f_1(x) = \begin{cases} 
\frac{C_1}{\gamma_1} x^{-\frac{1}{\gamma_1} - 1} & x \in [M, \infty) \\
\frac{C_2}{\gamma_0} x^{-\frac{1}{\gamma_0} - 1} & x \in [C_0, M)
\end{cases}
\]

with $\gamma_1 > 0$ and $M > C_0$ to be specified later. Since $f_1$ should be a continuous probability density, the following conditions need to be imposed:
\[
\frac{C_1}{\gamma_1} M^{-\frac{1}{\gamma_1}} = \frac{C_2}{\gamma_0} M^{-\frac{1}{\gamma_0}}
\]
(2.10)

and
\[
C_1 M^{-\frac{1}{\gamma_1}} + C_2 (C_0^{-1} - M^{-\frac{1}{\gamma_0}}) = 1
\]
(2.11)

To use inequality (2.2) to its full strength, the two densities should be such that the distance between $\gamma_0$ and $\gamma_1$ is large even though the Hellinger distance between the two densities is small. Therefore, we will take $\gamma_1 = \gamma_0 + \eta$ and let $\eta = \eta_n$ tend to 0 with an appropriate rate as $n$ tends to infinity and simultaneously let $M = M_n$ tend to infinity with $n$.

Using condition (2.10), $f_1$ can be rewritten into
\[
f_1(x) = \frac{C_1}{\gamma_1} x^{-\frac{1}{\gamma_1} - 1} (1 + r_1(x))
\]
with
\[
r_1(x) = \begin{cases} 
0 & x \in [M, \infty) \\
\left(\frac{x}{M}\right)^{\frac{1}{\gamma_1} - \frac{1}{\gamma_0}} - 1 & x \in [C_0^{\gamma_0}, M]
\end{cases}
\]
Moreover, \(2.10\) and \(2.11\) can be combined into the equation
\[
C_1 = C_0^{\gamma_1}M^{\frac{1}{\gamma_1} - \frac{1}{\gamma_0}} \left(1 + C_0 \left(\frac{\gamma_1}{\gamma_0} - 1\right)M^{-\frac{1}{\gamma_0}}\right)^{-1} \tag{2.12}
\]
To use inequality \(2.2\), we will first consider the part involving the Hellinger distance between the two densities \(f_0\) and \(f_1\). Using the definitions of these functions, we obtain
\[
1 - H^2(f_0, f_1) = \int \sqrt{f_0(x)f_1(x)} \, dx
= \sqrt{\frac{C_0C_1}{\gamma_0\gamma_1}} \left(\int_M^\infty x^{-\frac{1}{\gamma_0} + \frac{1}{\gamma_1} - 1} \, dx + M^{-\frac{1}{\gamma_0}} \int_{C_0^{\gamma_0}}^M x^{-\frac{1}{\gamma_0} - 1} \, dx\right)
= \sqrt{\frac{C_0C_1}{\gamma_0\gamma_1}M^{-\frac{1}{\gamma_1}}} \left(\frac{2\gamma_0\gamma_1}{\gamma_0 + \gamma_1}M^{-\frac{1}{\gamma_0}} + \gamma_0 M^{\frac{1}{\gamma_0}} \left(C_0^{-1} - M^{-\frac{1}{\gamma_0}}\right)\right)
= \sqrt{\frac{C_0C_1}{\gamma_0\gamma_1}M^{-\frac{1}{\gamma_1}}} \left(\frac{\gamma_0(\gamma_1 - \gamma_0)}{\gamma_0 + \gamma_1}M^{-\frac{1}{\gamma_0}} + \frac{\gamma_0}{C_0} M^{\frac{1}{\gamma_0}}\right)
\]
Substitution of \(2.12\) together with \(\gamma_1 = \gamma_0 + \eta\) in the last formula then yields
\[
1 - H^2(f_0, f_1) = \left(1 + \frac{\eta}{\gamma_0}C_0M^{-\frac{1}{\gamma_0}}\right)^{-\frac{1}{2}} \left(1 + \frac{\eta}{2\gamma_0 + \eta}C_0M^{-\frac{1}{\gamma_0}}\right)
\]
i.e., inequality \(2.2\) becomes
\[
MMR(n; \Gamma, \{f_0, f_1\}) \geq \frac{1}{4} |\gamma_1 - \gamma_0| \left(1 - H^2(f_0, f_1)\right)^{2} \tag{2.13}
\]
Taking logarithms on the right hand side and disregarding the constant 1/4, we obtain
\[
\log \eta - n \log \left(1 + \frac{\eta}{\gamma_0}C_0M^{-\frac{1}{\gamma_0}}\right) + 2n \log \left(1 + \frac{\eta}{2\gamma_0 + \eta}C_0M^{-\frac{1}{\gamma_0}}\right)
\]
Using that we will let \(\eta\) tend to 0 and \(M\) tend to infinity, expansion yields
\[
\log \eta - n \left(\frac{\eta}{\gamma_0}C_0M^{-\frac{1}{\gamma_0}} + O \left(\eta^2M^{-2/\gamma_0}\right)\right) + \\
+ 2n \left(\frac{\eta}{2\gamma_0 + \eta}C_0M^{-\frac{1}{\gamma_0}} + O \left(\eta^2M^{-2/\gamma_0}\right)\right)
= \log \eta - C_0n\frac{\eta^2}{2\gamma_0 + \eta}M^{-1/\gamma_0} + O \left(n\eta^2M^{-2/\gamma_0}\right)
\]
Hence, the right hand side of (2.13) is, for large $M$, maximized taking

$$\eta \sim \left( nM^{-\frac{1}{\gamma_0}} \right)^{-1/2}$$  \hspace{1cm} (2.14)

The exact conditions on the function $r(\cdot)$ as given in Theorem 2.1, will further restrict the allowable behaviour of $\eta$ and $M$ and will yield the rate for the lower bound to the minimax risk as mentioned in the theorem.

Obviously, $f_0$ as defined in (2.9) satisfies this extra condition, since the corresponding $r_0(x) \equiv 0$.

To obtain that $f_1$ is in the class $\mathcal{F}_1$ as well (for $n$ large enough) we need to check the following conditions:

1. $\eta \leq \varepsilon$

2. $|r_1(x)| = \left| \left( \frac{x}{M} \right)^{\frac{1}{\gamma_1} - \frac{1}{\gamma_0}} - 1 \right| \leq x^{-\beta} L(x)$ for all $x \in [C_{0}^{\gamma_0}, M)$

3. $|C_0 - C_1| \leq \varepsilon$

The first condition is easily satisfied by the condition that $\eta$ should tend to 0 as $n$ tends to infinity. The condition on the function $r_1(\cdot)$ can be rephrased as follows

$$y^{\beta} \left( y^{-\lambda} - 1 \right) \leq M^{-\beta} L(My) \quad \text{for all } y \in [C_{0}^{\gamma_0}/M, 1)$$

where $\lambda = \eta/(\gamma_0(\gamma_0 + \eta)) > 0$. Invoke Lemma 2.1 with $L(\cdot), \lambda, \beta$ and $M$ as defined in this theorem and $L_0 = C_{0}^{\gamma_0}$. That is, in order to get that the second condition is satisfied, we have to impose that

$$\eta \sim M^{-\beta} L(M)$$  \hspace{1cm} (2.15)

Now consider the condition on $|C_0 - C_1|$. Using that we will let $\eta$ tend to 0 and $M$ tend to infinity,

$$|C_0 - C_1| = C_0 \left| 1 - (1 + \frac{\eta}{\gamma_0})M^{-\frac{n}{\gamma_0(\gamma_0 + \eta)}} \left( 1 + M^{-\frac{1}{\gamma_0}} C_0 \frac{\eta}{\gamma_0} \right)^{-1} \right|$$

$$= C_0 \left| 1 - (1 + \frac{\eta}{\gamma_0})M^{-\frac{n}{\gamma_0(\gamma_0 + \eta)}} + O \left( \eta M^{-\frac{1}{\gamma_0} - \frac{n}{\gamma_0(\gamma_0 + \eta)}} \right) \right|$$

$$= C_0 \left| 1 - M^{-\frac{n}{\gamma_0(\gamma_0 + \eta)}} + o \left( M^{-\frac{n}{\gamma_0(\gamma_0 + \eta)}} \right) \right|$$

This is small, for $M$ large enough, if

$$1 - \varepsilon / 2 < M^{-\frac{n}{\gamma_0(\gamma_0 + \eta)}} < 1 + \varepsilon / 2$$
i.e., if

\[- \frac{\bar{e}}{2} < - \frac{\eta}{\gamma_0(\gamma_0 + \eta)} \log M < \frac{\bar{e}}{2}\]

However, with (2.15), i.e., \(\eta \sim M^{-\beta} L(M)\) we have

\[- \frac{\eta}{\gamma_0(\gamma_0 + \eta)} \log M \sim M^{-\beta} L(M) \log(M)\]

and this tends to zero, since both \(L(\cdot)\) and \(\log(\cdot)\) are slowly varying.

Finally, combining (2.15) with (2.14) then yields

\[M^{\frac{1+2\beta\gamma_0}{\gamma_0}} (L(M))^2 \sim \frac{1}{n}\]

Defining \(g(x) = x^{1+2\beta\gamma_0} (L(x^{\gamma_0}))^{-2}\) with inverse \(g^{-1}(\cdot)\) (for \(x\) large enough), we obtain the minimax lower bound as stated in the theorem:

\[\eta \sim \left(\frac{n}{g^{-1}(n)}\right)^{-1/2}\]

Substituting \(L(x) \equiv A\) for some \(A > 0\), we obtain \(g^{-1}(s) = (A^2 s)^{1/(1+2\beta\gamma_0)}\) and hence the lower bound to the minimax risk yields the same rate for \(\eta\) as in HALL AND WELSH (1984), that is,

\[\eta \sim n^{\frac{\beta\gamma_0}{1+2\beta\gamma_0}}\]

Moreover, if we substitute \(L(x) = A \log x\) for some \(A > 0\), the inverse of \(g(\cdot)\) is approximated by

\[g^{-1}(s) \approx \left(\frac{A\gamma_0}{1+2\beta\gamma_0}\right)^2 (s(\log s)^2)^{\frac{1}{1+2\beta\gamma_0}}\]

and we obtain the lower bound

\[\eta \sim n^{\frac{\beta\gamma_0}{1+2\beta\gamma_0}} (\log n)^{\frac{1}{1+2\beta\gamma_0}}\]

i.e., \(\eta\) tends to 0 slightly slower as in the case Hall and Welsh considered.
2.1 Minimax lower bounds

2.1.3 Minimax lower bound: a negative extreme value index

In this subsection we will obtain a lower bound to the minimax risk of estimating a negative extreme value index over a specified class of distribution functions. Since distribution functions with a negative extreme value index can be transformed into distribution functions with a positive extreme value index, a lower bound can easily be deduced as a corollary of Theorem 2.1:

Corollary 2.1

Let $L(\cdot)$ be a slowly varying function at infinity that is positive and eventually monotone. Define $\mathcal{F}_2 = \mathcal{F}_2(\gamma_0, C_0, \epsilon, \beta, L)$ with $\gamma_0 < 0$ and $C_0, \epsilon, \beta > 0$ to be the class of continuous densities $f$ on $(x_0, x_F^0)$ for some $x_0 \in \mathbb{R}$ and upper endpoint $x_F^0 > 0$, that satisfy the following conditions:

1. $f(x) = -\frac{C}{\gamma}(x_0^0 - x)^{-\frac{1}{\gamma} - 1}(1 + r(x_0^0 - x))$
2. $|C - C_0| \leq \epsilon$, $\gamma < 0$ and $|\gamma - \gamma_0| \leq \epsilon$
3. $|r(s)| \leq s^\beta L(1/s)$

Let $g(x) = x^{1 - 2\beta \gamma_0} (L(x^{-\gamma_0}))^{-2}$ and denote its inverse (for $x$ large enough) by $g^{-1}(\cdot)$.

Then the following inequality on the minimax risk of estimating $\gamma$ holds true:

$$\liminf_{n \to \infty} \left( \frac{n}{g^{-1}(n)} \right)^{1/2} \text{MMR}(n; \Gamma, \mathcal{F}_2) \geq k$$

for some constant $k > 0$.

Proof of Corollary 2.1:

First note that, as stated before,

$$\text{MMR}(n; \Gamma, \mathcal{F}_2) \geq \text{MMR}(n; \Gamma, \{f_1, f_2\})$$

for all sets $\{f_1, f_2\} \subset \mathcal{F}_2$. Fix two densities $h_1$ and $h_2$ in $\mathcal{F}_1(-\gamma_0, C_0, \epsilon, \beta, L)$, with extreme value indices $\gamma_1$ and constants $C_1$ where $\mathcal{F}_1$ is defined in Theorem 2.1. Define the densities $f_i$ ($i = 1, 2$) as

$$f_i(x) = h_i \left( \frac{1}{x_0^0 - x} \right) (x_0^0 - x)^{-2} \quad \text{for} \quad x_0^0 - C_i^n < x < x_0^0$$

i.e., if $X \sim h_i$ then $x_0^0 - 1/X \sim f_i$. Note that these densities $f_i$ are in the class $\mathcal{F}_2$ with extreme value indices $-\gamma_i$, upper endpoints $x_0^0$ and constants $C_i$. Moreover,

$$\inf_{\hat{\gamma}} \sup_{f \in \{f_1, f_2\}} \mathbb{E}_{f} [\hat{\gamma}(X_1, \ldots, X_n) - \Gamma f] = \inf_{\hat{\gamma}^*} \sup_{h \in \{h_1, h_2\}} \mathbb{E}_{h} [\hat{\gamma}^*(Y_1, \ldots, Y_n) - \Gamma h]$$

where

$$\hat{\gamma}^*(Y_1, \ldots, Y_n) = -\hat{\gamma} \left( x_0^0 - \frac{1}{Y_1}, \ldots, x_0^0 - \frac{1}{Y_n} \right)$$
the \(X_i\) i.i.d. \(f\) and the \(Y_i\) i.i.d. \(h\). Finally,

\[
\inf_{\hat{\gamma}^*} \sup_{h \in \{h_1, h_2\}} \|\mathbb{E}_h[\hat{\gamma}^*(Y_1, \ldots, Y_n) - \Gamma h]\| \geq \inf_{\hat{\gamma}} \sup_{h \in \{h_1, h_2\}} \|\mathbb{E}_h[\hat{\gamma}(Y_1, \ldots, Y_n) - \Gamma h]\|
\]

where the infimum on the right hand side is taken over all possible estimators \(\hat{\gamma}\). The corollary then follows from Theorem 2.1.

\begin{align*}
\lim_{t \to x_F^0} \sup_{0 \leq x \leq x_F^0 - t} |F(x) - F_{GPD}(x; \gamma, \alpha(t))| = 0
\end{align*}

with \(F_{GPD}(x; \gamma, \sigma)\) a Generalized Pareto Distribution and \(F_t\) the conditional probability of \(X\) not exceeding \(x + t\) given it has already exceeded \(t\). Formally it means that if the threshold \(t\) is large, the conditional distribution of \(X\), given that \(X \geq t\) can be approximated by a Generalized Pareto Distribution.

The quantile function of a Generalized Pareto Distribution can easily be calculated:

\[
Q_{GPD}(s; \gamma, \sigma) = \sigma \int_0^{-\log(1-s)} e^{ru} du = \begin{cases} 
\sigma (1-s)^{-\gamma-1} \gamma & \gamma \neq 0 \\
-\sigma \log(1-s) & \gamma = 0
\end{cases}
\]

for \(\gamma \in \mathbb{R}\) and \(\sigma > 0\).

Using that formula, we can express the parameters \(\gamma\) and \(\sigma\) in terms of the quantiles \(Q_{GPD}(\frac{1}{2}; \gamma, \sigma)\) and \(Q_{GPD}(\frac{3}{2}; \gamma, \sigma)\):

\[
\gamma = \log \left( \frac{Q_{GPD}(\frac{3}{2}; \gamma, \sigma) - Q_{GPD}(\frac{1}{2}; \gamma, \sigma)}{Q_{GPD}(\frac{1}{2}; \gamma, \sigma)} \right) / \log 2
\]

and

\[
\sigma = \left( Q_{GPD}(\frac{1}{2}; \gamma, \sigma) \right) / \int_0^{\log 2} \exp(\gamma u) du
\]

Pickands proposed to estimate the parameters \(\gamma\) and \(\sigma\) by a simple percentile method: let \(M\) be an integer much smaller than \(n\) and consider the excesses \(X_{(n-i+1)} - X_{(n-4M+1)}\), \(i = 1, \ldots, 4M - 1\), over threshold \(X_{(n-4M+1)}\) to be an (ordered) sample from a Generalized Pareto Distribution. Then use the sample quantiles of these excesses to estimate the parameters, i.e.,

\[
\hat{\gamma}_{n,M}^P = \log \left( \frac{X_{(n-M+1)} - X_{(n-2M+1)}}{X_{(n-2M+1)} - X_{(n-4M+1)}} \right) / \log 2
\]
and

\[ \hat{\sigma}_{n,M}^P = \left( X_{(n-2M+1)} - X_{(n-4M+1)} \right) \int_0^{\log^2} \exp(\gamma_{n,M}^P u) \, du \]

Since we are only interested in the estimation of \( \gamma \), the definition of Pickands’ estimator of \( \sigma \) was stated just for reference.

Obviously, the estimators depend on the choice of the integer \( M \). Pickands argued that \( M \) should tend to infinity (in probability) as \( n \) tends to infinity, but \( M/n \) should tend to 0 (in probability) as \( n \) increases. He provided a data adaptive way to choose the integer \( M \) and then proved that the Generalized Pareto Distribution with estimated parameters, using that integer \( M \), is a consistent estimator of the tail of the underlying distribution \( F \) in the sense that for all \( \varepsilon > 0 \)

\[
\lim_{n \to \infty} \text{IP} \left\{ \sup_{0 \leq x < \infty} \left| \frac{1 - F(X_{(n-4M+1)} + x)}{1 - F(X_{(n-4M+1)})} - (1 - \tilde{F}_M(x)) \right| > \varepsilon \right\} = 0
\]

with \( \tilde{F}_M \) the Generalized Pareto Distribution with estimated parameters, i.e., \( \tilde{F}_M(x) = F_{\text{GPD}}(x; \hat{\gamma}_{n,M}^P, \hat{\sigma}_{n,M}^P) \). Specifically, he proposed to compute \( M \) in the following way: For each \( l, l = 1, 2, \ldots, \lfloor n/4 \rfloor \) define

\[ d_l = \sup_{0 \leq x < \infty} |\hat{F}_l(x) - \tilde{F}_l(x)| \]

where \( \hat{F}_l(\cdot) \) is the empirical distribution function of the values \( X_{(n-i+1)} - X_{(n-4l+1)} \), \( i = 1, \ldots, 4l - 1 \) and \( \tilde{F}_l(\cdot) \) is a Generalized Pareto Distribution with parameters \( \hat{\gamma}_{n,l}^P \) and \( \hat{\sigma}_{n,l}^P \). Then choose \( M \) to be the largest integer solution of

\[ d_M = \min_{1 \leq l \leq \lfloor n/4 \rfloor} d_l \]

In DEKKERS AND DE HAAN (1989) a deterministic sequence \( m \) is considered. In that case it is not too involved to show weak consistency of Pickands’ estimator. For the sake of the argument and to show the connection with an equivalent formulation of our main assumption different from Pickands’ formulation, we will give a proof of weak consistency, following DEKKERS AND DE HAAN (1989). To that end we need the following lemma:

**Lemma 2.2**

Let \( Z_1, \ldots, Z_n \) be a sample from a standard exponential distribution\(^1\) and \( k = k_n \) be a sequence of integers such that \( k \leq n \) and \( k \to \infty \) as \( n \to \infty \). Then

\[ Z_{(n-k+1)} - Z_{(n-2k+1)} \overset{P}{\longrightarrow} \log 2 \]

as \( n \to \infty \), with \overset{P}{\longrightarrow} denoting convergence in probability.

---

\(^1\) In the sequel we will denote a random variable \( X \), having an exponential distribution with expectation \( \mu, \) by \( X \sim \mathcal{E}(\mu) \). In particular, \( \mathcal{E}(1) \) denotes the standard exponential distribution.
2. Estimation of the extreme value index

Proof of Lemma 2.2:

It is well known that the spacings of standard exponential variables can be regarded as independent exponential variables with expectation depending on \( i \):

\[
\left\{ Z_{(n-i+1)} - Z_{(n-i)} \right\}_{i=1}^{n} \overset{D}{=} \left\{ \frac{E_i}{i} \right\}_{i=1}^{n}
\]

with \( Z_{(0)} = 0 \) and \( E_1, \ldots, E_n \) are i.i.d. \( \mathcal{E}(1) \). Hence,

\[
Z_{(n-k+1)} - Z_{(n-2k+1)} \overset{D}{=} \sum_{i=k}^{2k-1} \frac{E_i}{i}
\]

Note that

\[
\sum_{i=k}^{2k-1} \frac{1}{i} = \log 2 + O \left( \frac{1}{k} \right)
\]

as \( k \to \infty \). Independence of the \( E_i \) then yields

\[
\mathbb{E} \left( \left( \sum_{i=k}^{2k-1} \frac{E_i}{i} - \log 2 \right)^2 \right) = \left( \sum_{i=k}^{2k-1} \frac{1}{i^2} \right)^2 + \sum_{i=k}^{2k-1} \frac{1}{i^2} - 2 \log 2 \sum_{i=k}^{2k-1} \frac{1}{i} + (\log 2)^2 \leq \frac{C}{k}
\]

for some \( C > 0 \) and the assertion follows by applying Chebyshev's inequality. \( \square \)

Now we are able to prove weak consistency of Pickands' estimator:

**Theorem 2.2**

Let \( F \) be a distribution that is in the domain of attraction of an extreme value distribution \( \mathcal{G}_\gamma \) for some \( \gamma \in \mathbb{R} \). Let \( m = m_n \) be an integer sequence with \( m_n \to \infty \) and \( m_n/n \to 0 \) as \( n \to \infty \). Then \( \hat{\gamma}_{n,m} \to \gamma \) in probability as \( n \to \infty \).

**Proof of Theorem 2.2:**

(cf. the proof in DEKKERS AND DE HAAN (1989)) First note that the order statistics \( X_{(i)} \) can be written in terms of the quantile function \( Q = F^{-1} \), evaluated at the corresponding order statistics of a uniform sample of size \( n \):

\[
\left\{ X_{(i)} \right\}_{i=1}^{n} \overset{D}{=} \left\{ Q \left( 1 - \exp(-Z_{(i)}) \right) \right\}_{i=1}^{n}
\]

with the \( Z_{(i)} \) the order statistics of a sample of size \( n \) of i.i.d. \( \mathcal{E}(1) \) random variables. Note that the condition \( m_n/n \to 0 \) implies \( \exp(-Z_{(n-2m+1)}) \to 0 \) a.s. as \( n \to \infty \) and hence

\[
2\hat{\gamma}_{n,m} = \frac{Q \left( 1 - e^{-Z_{(n-m+1)}} \right) - Q \left( 1 - e^{-Z_{(n-2m+1)}} \right)}{Q \left( 1 - e^{-Z_{(n-2m+1)}} \right) - Q \left( 1 - e^{-Z_{(n-4m+1)}} \right)}
\]
in probability, as \( n \to \infty \), by Lemma 2.2 and a reformulation of (1.7):

\[
\lim_{s \to 0} \frac{Q(1-sx) - Q(1-s)}{Q(1-sy) - Q(1-s)} = \frac{x^{-\gamma} - 1}{y^{-\gamma} - 1}
\]

locally uniformly in \( x, y > 0 \) with \( y \neq 1 \). Taking logarithms then yields the assertion. \( \blacksquare \)

Strong consistency can be established under a slightly stronger restriction on the growth of the sequence \( m_n \): \( m_n / n \to 0 \) and \( m_n / \log \log n \to \infty \) as \( n \to \infty \).

Moreover, in DeKkers and de Haan (1989) asymptotic normality is derived of Pickands’ estimator of \( \gamma \). We will state these results for easy reference. The result is given in two theorems, under different conditions on the distribution function \( F \):

**Theorem 2.3**

Let \( F \) be a distribution function that is in the domain of attraction of an extreme value distribution \( G_\gamma \) for some \( \gamma \in \mathbb{R} \). Assume that its quantile function \( Q = F^{-1} \) has positive derivative \( Q' \) and that there exists a positive function \( a \), such that the function \( t \mapsto \pm t^{-\gamma} Q'(1 - 1/t) \) (with either choice of sign) is \( \Pi \)-varying at infinity with auxiliary function \( a \). Then, for sequences \( m = m_n \to \infty \) satisfying \( m_n = o(n / g^{-1}(n)) \), where \( g^{-1} \) is the inverse of \( g(t) = t^{-2\gamma - 1}(Q'(1 - 1/t)/a(t))^2 \),

\[
\sqrt{m} (\hat{\gamma}_{n,m} - \gamma) \xrightarrow{D} \mathcal{N}(0, \sigma_\phi^2)
\]

as \( n \to \infty \), with \( \mathcal{N}(0, \sigma_\phi^2) \) denoting a normal distribution with mean 0 and variance \( \sigma_\phi^2 \) given by

\[
\sigma_\phi^2 = \frac{\gamma^2(2^{2\gamma+1})}{(2(2\gamma - 1) \log 2)^2}
\]

**Theorem 2.4**

Let \( F \) be a distribution function that is in the domain of attraction of an extreme value distribution \( G_\gamma \) for some \( \gamma \in \mathbb{R} \). Suppose that the derivative \( Q' \) of the quantile function \( Q = F^{-1} \) of \( F \) exists and that, for \( \gamma \neq 0 \) there exist constants \( \rho > 0 \) and \( c > 0 \) such that the function \( t \mapsto \pm (t^{-1-\gamma} Q'(1 - 1/t) - c' |\gamma|^{1+\gamma}) \) (with either choice of sign) is regularly varying at infinity with index \( \rho \gamma \). Then, for sequences \( m = m_n \to \infty \) satisfying \( m_n = o(n / g^{-1}(n)) \), where \( g^{-1} \) is the inverse of

\[
g(t) = t^{-2\gamma-1} \left( Q'(1 - 1/t)/(t^{-\gamma} Q'(1 - 1/t) - c' |\gamma|^{1+\gamma}) \right)^2
\]

\[
\sqrt{m} (\hat{\gamma}_{n,m} - \gamma) \xrightarrow{D} \mathcal{N}(0, \sigma_\phi^2)
\]
as \( n \to \infty \), with \( \mathcal{N}(0, \sigma^2) \) denoting a normal distribution with mean 0 and variance \( \sigma^2 \) given by

\[
\sigma^2 = \frac{\gamma^2(2^{2\gamma+1})}{(2(2\gamma - 1) \log 2)^2}
\]

Note that the Normal distribution satisfies the conditions of Theorem 2.3 and that the Cauchy distribution satisfies the conditions of Theorem 2.4, but not those of Theorem 2.3. The conditions of the two theorems can be unified conform Theorem 1.7 into the following conditions: \( \mathcal{Q}'(1 - 1/t) \in \text{RV}_{\gamma+1}^\infty \) and, with either choice of sign,

\[
\lim_{t \to \infty} \frac{(tx)^{-\gamma-1}\mathcal{Q}'(1 - 1/(tx)) - t^{-\gamma-1}\mathcal{Q}'(1 - 1/t)}{a(t)} = \pm \frac{x^{-\rho|\gamma| - 1}}{-\rho|\gamma|}
\]  

(2.16)

for some \( \rho \geq 0 \) and some positive function \( a \). Since for \( \gamma = 0 \) the limit does not depend on \( \rho \), the case \( \gamma = 0 \) is not present in Theorem 2.4.\(^2\)

Note that the family of Generalized Pareto Distributions formally does not satisfy condition (2.16), since the function \( t \mapsto t^{-\gamma-1}\mathcal{Q}'(1 - 1/t) \) is constant. However, a close look at the proof as given in Dekkers and de Haan (1989) shows that the asymptotic normality result still holds: in that proof, condition (2.16) is used to bound a remainder term that in case of a Generalized Pareto Distribution equals 0. Moreover, the condition on the sequence \( m_n \) for asymptotic normality turns out to be that \( m_n = o(n) \) only, in addition to \( m_n \to \infty \).

The two theorems concerning the asymptotic normality of Pickands' estimator, show that the asymptotic distribution of the estimator has mean 0 provided the sequence \( m_n \) is chosen appropriately. The proofs of these theorems, as given in Dekkers and de Haan (1989), reveal that if one chooses the sequence \( m_n \) to be of the same order as \( n/g^{-1}(n) \) instead of of smaller order, the estimator will have an asymptotic bias. Hence, the choice of the sequence \( m_n \) seems to be of crucial importance. However, the right order of the growth of that sequence is determined by properties of the (tail of the) unknown underlying distribution function \( F \). E.g., in case of a Normal distribution one needs \( m_n = o(\log^2 n) \), in case of a Cauchy distribution one needs \( m_n = o(n^{4/5}) \) and in case of a Generalized Pareto Distribution, as stated before, one needs \( m_n = o(n) \) in addition to \( m_n \to \infty \).

### 2.3 A maximum likelihood approach

Another estimator, based on Pickands' results on the approximation of the tail of a distribution by a Generalized Pareto Distribution, was introduced by R.L. Smith in Smith (1987). He proposed to use only those values of the sample that exceed a certain threshold: Let \( X_1, \ldots, X_n \) be a sample with common distribution function \( F \) that is in the domain of attraction of an extreme value distribution \( G_\gamma \) for some \( \gamma \in \mathbb{R} \). Fix a (high)

\(^2\)Note that on the right hand side of (2.16) the absolute value of \( \gamma \) appears, and not just \( \gamma \) itself as stated erroneously in Dekkers and de Haan (1989).
threshold \( u \) and consider the excesses \( Y_1, \ldots, Y_N \), where \( N \) is the number of exceedences over \( u \), i.e., the number of \( X_i \) larger than \( u \), and \( Y_i = X_j - u \) where \( j \) is the index of the \( i \)-th exceedence. Then, conditionally on \( N \), the exceedances are i.i.d. with distribution function \( F_u(x) = (F(u + x) - F(u))/(1 - F(u)) \). Smith's proposal was to approximate that distribution \( F_u \) by a Generalized Pareto Distribution whose parameters are estimated by a maximum likelihood method based on the exceedences \( Y_1, \ldots, Y_N \).

In the original paper by Smith, there is no explicit proof of consistency of the estimators under the single condition of \( F \) being in the domain of attraction of an extreme value distribution. Under some extra conditions, Smith did prove the asymptotic normality of the estimators for the three classes of extreme value distributions, provided \( \gamma > -1/2 \). In case \( \gamma \leq -1 \), the maximum likelihood estimators do not exist: letting \( \sigma \) go off to infinity will continuously increase the likelihood. In case \(-1 < \gamma \leq -1/2 \), the problem becomes non-regular and other approaches are proposed, see e.g., Smith (1985). We will state the results concerning the maximum likelihood estimators in case \( \gamma > -1/2 \).

Let \( F \) be a distribution function in the domain of attraction of an extreme value distribution \( G_\gamma \) for some \( \gamma \neq 0 \). Denote its upper endpoint by \( x^\gamma_F \). Define the function \( L \) by

**Definition 2.1**

\[
L(x) = \begin{cases} 
    x^{-1/\gamma}(1 - F(x^\gamma_F - 1/x)) & \gamma < 0 \\
    x^{1/\gamma}(1 - F(x)) & \gamma > 0 
\end{cases}
\]

\( \diamond \)

Conform Theorem 1.9, \( L \) is a slowly varying function (at infinity). Smith's results can be given using the following two conditions on that function \( L \) ("slow variation with remainder"):

**SR1** \( L(at)/L(t) = 1 + O(\phi(t)) \), as \( t \to \infty \) and for all \( x > 0 \)

**SR2** \( L(at)/L(t) = 1 + c h_p(x) \phi(t) + o(\phi(t)) \), as \( t \to \infty \) and for all \( x > 0 \)

where \( \phi(t) > 0 \), \( \phi(t) \to 0 \) as \( t \to \infty \), \( c \in \{-1, 0, 1\} \) and \( h_p(x) = \int_1^\infty u^{-\rho - 1} du = (1 - x^{-\rho})/\rho \) for some \( \rho > 0 \).

Smith remarked that in case of SR2, excluding trivial cases, that is excluding \( c = 0 \), \( \phi \) is necessarily a regularly varying function with index \( -\rho \). The results will be given in two theorems, dealing with the cases \( \gamma > 0 \) and \(-1/2 < \gamma < 0 \) respectively.

**Theorem 2.5**

Let \( F \) be a distribution function that is in the domain of attraction of an extreme value distribution \( G_\gamma \) for some \( \gamma > 0 \). Assume that the corresponding \( L \)-function satisfies SR2. Let \( Y_1, \ldots, Y_N \) denote the excesses over threshold \( u_N \), where \( N \to \infty \) and \( u_N \to \infty \), such that

\[
\sqrt{N} c \phi(u_N)^{\gamma/(1 + \gamma \rho)} \to \mu
\]
for some \( \mu \in \mathbb{R} \). Then, with probability tending to 1, there exists a local maximum \((\hat{\gamma}_N^S, \hat{\sigma}_N^S)\) of the Generalized Pareto Likelihood based on \(Y_1, \ldots, Y_N\), such that

\[
\sqrt{N} \left[ \frac{\hat{\gamma}_N^S - 1}{\gamma u_N / \hat{\gamma}_N^S - \gamma} \right] \overset{D}{\to} \mathcal{N} \left( \begin{bmatrix} \frac{\mu(1 + \gamma)(1 + 2\gamma \rho)}{1 + \gamma(1 - \rho)} & \frac{\mu(1 + \gamma)(1 - \rho)}{1 + \gamma(1 - \rho)} \\ \frac{\mu(1 + \gamma)(1 + \rho)}{1 + \gamma(1 + \rho)} & \frac{\mu(1 + \gamma)(1 - \rho)}{1 + \gamma(1 - \rho)} \end{bmatrix}, \Sigma_\gamma \right)
\]

with

\[
\Sigma_\gamma = \begin{bmatrix} 2(1 + \gamma) & -(1 + \gamma) \\ -(1 + \gamma) & (1 + \gamma)^2 \end{bmatrix}
\]

(2.17)

If \( L \) satisfies only SR1 with \( \phi \) non-increasing, and \( \sqrt{N}\phi(u_N) \to 0 \), then the same result holds with \( \mu = 0 \).

**Theorem 2.6**

Let \( F \) be a distribution function that is in the domain of attraction of an extreme value distribution \( G_\gamma \) for some \( \gamma \in (-1/2, 0) \). Denote the (finite) upper endpoint of \( F \) by \( x_\gamma^o \). Assume that the corresponding L-function satisfies SR2. Let \( Y_1, \ldots, Y_N \) denote the excesses over threshold \( u_N \), where \( N \to \infty \) and \( u_N \to x_\gamma^o \), such that

\[
\sqrt{Nc}\phi(1/(x_\gamma^o - u_N)) \frac{-\gamma}{1 - \gamma \rho} \to \mu
\]

for some \( \mu \in \mathbb{R} \). Then, with probability tending to 1, there exists a local maximum \((\hat{\gamma}_N^S, \hat{\sigma}_N^S)\) of the Generalized Pareto Likelihood based on \(Y_1, \ldots, Y_N\), such that

\[
\sqrt{N} \left[ \frac{\hat{\gamma}_N^S - 1}{-\gamma(x_\gamma^o / u_N)} \right] \overset{D}{\to} \mathcal{N} \left( \begin{bmatrix} \frac{\mu(1 + \gamma)(1 - 2\gamma \rho)}{1 + \gamma(1 - \rho)} & \frac{\mu(1 + \gamma)(1 + \rho)}{1 + \gamma(1 - \rho)} \\ \frac{\mu(1 + \gamma)(1 + \rho)}{1 + \gamma(1 + \rho)} & \frac{\mu(1 + \gamma)(1 - \rho)}{1 + \gamma(1 - \rho)} \end{bmatrix}, \Sigma_\gamma \right)
\]

with \( \Sigma_\gamma \) as in (2.17).

If \( L \) satisfies only SR1 with \( \phi \) non-increasing, and \( \sqrt{N}\phi(1/(x_\gamma^o - u_N)) \to 0 \), then the same result holds with \( \mu = 0 \).

In case \( \gamma = 0 \) a different approach is needed to obtain asymptotic normality of the maximum likelihood estimators. In Balkema and de Haan (1972) it was proved that in case \( F \) is in the domain of attraction of the extreme value distribution \( \Lambda \) (i.e., \( \gamma = 0 \)) there exists a representation

\[
1 - F(x) = c(x) \exp \left( - \int_{-\infty}^{x} \frac{dt}{\phi(t)} \right) \quad x < x_\gamma^o
\]

(2.18)

where \( c(x) \to 1 \) as \( x \to x_\gamma^o \leq \infty \), \( \phi \) is a positive differentiable function and \( \phi'(x) \to 0 \) as \( x \to x_\gamma^o \). The additional conditions needed for asymptotic normality are now given using the function \( \phi \).
Theorem 2.7
Let $F$ be a distribution function that is in the domain of attraction of the extreme value distribution $G_0$. Denote its upper endpoint by $x_F$. Assume that, as $u \to x_F$ and for some $K > 1$, the function $\phi$ in the representation (2.18) satisfies
\[
\frac{\phi'(u + y\phi(u))}{\phi'(u)} \to 1 \quad \text{uniformly over } 0 \leq y \leq -K\log|\phi'(u)|
\]
and
\[c(u) - 1 \sim s\phi'(u) \quad \text{for finite } s
\]
Let $Y_1, \ldots, Y_N$ denote the excesses over threshold $u_N$, where $N \to \infty$, $u_N \to x_F$ such that
\[\sqrt{N}\phi'(u_N) \to \mu
\]
for some $\mu \in \mathbb{R}$. Then, with probability tending to 1, there exists a local maximum $\left(\hat{\gamma}_N^S, \hat{\sigma}_N^S\right)$ of the Generalized Pareto Likelihood based on $Y_1, \ldots, Y_N$, such that
\[
\sqrt{N}\left[\frac{\hat{\sigma}_N^S}{\phi'(u_N)} - 1\right] \xrightarrow{d} \mathcal{N}\left(\begin{bmatrix} 0 \\ \mu \end{bmatrix}, \begin{bmatrix} 2 & 1 \\ 1 & 1 \end{bmatrix}\right)
\]
There is one practical issue concerning the use of the maximum likelihood estimators we would like to mention. In calculating the estimators, it is essential not to try to solve the corresponding score equations, but to use a maximization procedure on the (log-) likelihood itself, since $\gamma = 0$ is always a solution to the score equations. On the other hand, the feasible region for the parameters in the maximization procedure is bounded, hence, near these boundaries, extra attention should be paid on the maximization procedure that is used.

2.4 Hill’s estimator

In 1975 another estimator of the extreme value index was introduced by B.M. Hill in his paper 'A simple general approach to inference about the tail of a distribution' (HILL (1975)). This estimator is based on the regular variation property in case the underlying distribution function $F$ is in the domain of attraction of $G_\gamma$ with $\gamma > 0$, or, as Hill stated it, on the assumption that the tail of the distribution is of Zipf or Pareto form for large $x$, i.e., $1 - F(x) \sim Cx^{-1/\gamma}$ as $x \to \infty$ for some $\gamma > 0$ and $C > 0$. Hence, Hill’s estimator is only applicable in case the extreme value index is known to be positive, i.e., only in case the underlying distribution function exhibits a ‘heavy’ tail.

One way to introduce this estimator is to use a maximum likelihood approach: Assume that the distribution function $F$ is of the form $1 - Cx^{-1/\gamma}$ for all $x \geq u$, where $u$ is some threshold. I.e., assume that
\[
\frac{1 - F(x)}{1 - F(u)} = \left(\frac{x}{u}\right)^{-1/\gamma} \quad x \geq u
\]
for some $u \in \mathbb{R}$.
Then it seems plausible to make inference on $\gamma$ using only those order statistics that exceed the threshold $u$. Say that there are $k$ of those order statistics: $X_{(n)}, \ldots, X_{(n-k+1)}$. The log-likelihood function, using only the $k$ upper order statistics is then given by

$$L(\gamma; X_{(n-k+1)}, \ldots, X_{(n)}) =$$

$$-k \log(\gamma u) + k \log(1 - F(u)) - \frac{\gamma + 1}{\gamma} \sum_{i=1}^{k} (\log X_{(n-i+1)} - \log u)$$

Solving the corresponding score equation and substituting $X_{(n-k)}$ for the threshold $u$, then yields the Hill estimator of $\gamma$:

$$\hat{\gamma}_{n,k}^H = \frac{1}{k} \sum_{i=1}^{k} \left( \log X_{(n-i+1)} - \log X_{(n-k)} \right)$$

Note that this estimator can also be written in terms of the (normalized) spacings of the logarithms of the observations:

$$\hat{\gamma}_{n,k}^H = \frac{1}{k} \sum_{i=1}^{k} i \left( \log X_{(n-i+1)} - \log X_{(n-i)} \right) \quad (2.20)$$

In the original paper HILL (1975), Hill did not derive asymptotic normality results for his estimator, nor did he prove consistency of his estimator. He discussed the effect on the maximum likelihood approach of the conditioning on the order statistics $X_{(n)}, \ldots, X_{(n-k)}$ and on the event that $X_{(n-k)} > u$, both from a Bayesian and a frequentists point of view.

MASON (1982a) proved weak consistency of Hill’s estimator for any sequence $k = k_n$, satisfying $k \to \infty$ and $k/n \to 0$ as $n \to \infty$. Strong consistency was proved in DEHEUVELS, HAEUSLER and MASON (1988) under the condition that $k/\log \log n \to \infty$ and $k/n \to 0$ as $n \to \infty$. Asymptotic normality can be established under certain extra conditions, see e.g., HAEUSLER and TEUGELS (1985). In this section however, we will state the asymptotic normality result that is obtained as special case of the proof in DEKKERS, EINMAHL and DE HAAN (1989) of asymptotic normality of their moment estimator (see also Section 2.5 of this thesis).

**Theorem 2.8**

Let $F$ be a distribution function that is in the domain of attraction of some extreme value distribution $G_\gamma$ with $\gamma > 0$. Let $Q$ denote its quantile function. Assume that there exists a positive function $b$, such that the function $t \mapsto \pm t^{-\gamma} Q(1 - 1/t)$ (with either choice of sign) is $\Pi$-varying at infinity with auxiliary function $b$. Then, for sequences $k = k_n \to \infty$ satisfying $k_n = o(n/g^{-1}(n))$, where $g^{-1}$ is the inverse of $g(t) = t^{1-2\gamma} (Q(1 - 1/t)/b(t))^2$,

$$\sqrt{k} (\hat{\gamma}_{n,k}^H - \gamma) \xrightarrow{D} \mathcal{N}(0, \sigma_H^2)$$

as $n \to \infty$, with $\mathcal{N}(0, \sigma_H^2)$ denoting a normal distribution with mean 0 and variance $\sigma_H^2$ given by $\sigma_H^2 = \gamma^2$. 
Some generalizations of Hill’s estimator were proposed in e.g., Dekkers, Einmahl and de Haan (1989), Csorgo, Deheuvels and Mason (1985) and Grubel and de Wolf (1994). The asymptotic properties of these estimators yield, as a special case, the asymptotic properties of the Hill estimator. The first two generalizations will be discussed in the sequel of this chapter and the latter one will be discussed in Chapter 3 of this thesis.

There are a few important remarks we would like to make on the Hill estimator. Even though the likelihood was based on the assumption that the distribution function $F$ satisfies property (2.19) exactly for some threshold $u$, it can be shown that Hill’s estimate is still consistent under the assumption that $F \in \mathcal{D}(G_\gamma)$ for some $\gamma > 0$, provided that the number of order statistics $k$ that is used, tends to infinity at the right rate.

As in the case of Pickands’ estimator, the choice of the rate with which the sequence $k = k_n$ tends to infinity, is an important issue. Indeed, not only the question of asymptotic normality depends on that rate, but the estimator can be heavily biased, depending on the rate of $k$.

A disadvantage of Hill’s estimator is the fact that even though the extreme value index is by definition translation invariant, i.e., the distributions of the variables $X$ and $X + u$ have the same extreme value index, the Hill estimator is not: calculation of the Hill estimator based on $X_1, \ldots, X_n$ yields a different value as calculated based on $X_1 + u, \ldots, X_n + u$. However, it seems quite natural to use the logarithms of the observations when studying the extreme behaviour of the underlying distribution function $F$ and, obviously, Hill’s estimator is invariant under translation of the logarithms of the observations.

The short discussion in this section of Hill’s estimator, deliberately mixes up two different approaches that are frequently used in the estimation of the extreme value index:

1. Fix some high threshold $u$ and use the order statistics that exceed that threshold. The number of order statistics used in the estimator then is a random number, $N$ say, with a Binomial distribution with parameters $n$ and $1 - F(u)$, i.e., $N \sim \mathcal{B}(n, 1 - F(u))$.

2. Fix the number of order statistics that are used in the estimator, $k$ say. Now the threshold can be viewed to be a random number $U$, whose distribution depends on $k$ and the underlying distribution function $F$. One choice of defining $U$ could be to take $U$ to be equal to $X_{(n-k)}$.

Often, one does not pay much attention to the effect of which procedure is used. In fact, it often plays a minor role in the (asymptotic) properties of the estimator in question.

### 2.5 A moment estimator

One generalization of Hill’s estimator was introduced in Dekkers, Einmahl and de Haan (1989). Their main goal was to find an estimator, in some sense similar to Hill’s
estimator, that was consistent for all $\gamma \in \mathbb{R}$. To that end, they introduced the following two quantities:

$$M_{n,k}^{(r)} = \frac{1}{k} \sum_{i=1}^{k} \left( \log X_{(n-i+1)} - \log X_{(n-k)} \right)^r \quad r = 1, 2$$

Note that $M_{n,k}^{(1)}$ equals Hill’s estimator. Then they proposed the following estimator of the extreme value index:

$$\hat{\gamma}_{n,k}^M = M_{n,k}^{(1)} + 1 - \frac{1}{2} \left( 1 - \frac{(M_{n,k}^{(1)})^2}{M_{n,k}^{(2)}} \right)^{-1}$$  \hspace{1cm} (2.21)

We will give an heuristic derivation of this moment estimator, using the following lemma (cf. Dekkers, Einmahl and de Haan (1989), Lemma 2.5):

**Lemma 2.3**

Assume that $F \in \mathcal{D}(G_\gamma)$ for some $\gamma \in \mathbb{R}$ and that $x_F^\gamma > 0$. Denote the corresponding quantile function by $Q$. Then, for some positive function $a$,

$$\lim_{s \to 0} \frac{\log Q(1 - sx) - \log Q(1 - s)}{a(s)/Q(1 - s)} = \begin{cases} -\log x & \gamma \geq 0 \\ \frac{x^{\gamma} - 1}{\gamma} & \gamma < 0 \end{cases}$$

for $x > 0$.

Moreover, in case $\gamma > 0$ we may take $a(s)/Q(1 - s) = \gamma$ and in case $\gamma < 0$ we may take $a(s)/Q(1 - s) = -\gamma(\log Q(1) - \log Q(1 - s))$.

Note that $M_{n,k}^{(r)}$ can be viewed as a sample analogue of the expectation of $(\log(X/t))^r$ conditional on the event that $X > t$, with threshold $t$ taken to be the $(n-k)$-th order statistic of the sample. Indeed,

$$\mathbb{E}\left( (\log(X/t))^r \mid X > t \right) = \int_t^{x_F^\gamma} (\log(x/t))^r \, d \left( \frac{F(x) - F(t)}{1 - F(t)} \right)$$

$$= -\int_t^{x_F^\gamma} (\log(x/t))^r \, d \left( \frac{1 - F(x)}{1 - F(t)} \right)$$

Substitution of $y = 1 - F(x)$ and $s = 1 - F(t)$ then yields

$$\int_0^y (\log Q(1 - y) - \log Q(1 - s))^r \, d(y/s)$$

$$= \int_0^1 (\log Q(1 - sx) - \log Q(1 - s))^r \, dx$$

Denoting the last integral by $M_s^{(r)}$, $M_{n,k}^{(r)}$ could be considered to be an estimate of $M_s^{(r)}$ with $s = k/n$. 

Now use Lemma 2.3 to deduce that, in case $\gamma > 0$,

$$M_s^{(r)} \approx \gamma^r \int_0^1 (-\log x)^r \, dx = r\gamma^r \quad r = 1, 2$$

and in case $\gamma < 0$,

$$M_s^{(r)} \approx (-\gamma)^r (\log Q(1) - \log Q(1-s))^r \int_0^1 \left( \frac{x^{-\gamma} - 1}{\gamma} \right)^r \, dx$$

$$= (\log Q(1) - \log Q(1-s))^r \frac{r(-\gamma)^r}{(1-r\gamma)(1-(r-1)\gamma)} \quad r = 1, 2$$

Then substitution of these expressions into the equivalent of (2.21), i.e., into

$$\gamma_s := M_s^{(1)} + 1 - \frac{1}{2} \left( 1 - \frac{(M_s^{(1)})^2}{M_s^{(2)}} \right)^{-1}$$

yields, for $\gamma > 0$

$$\gamma_s \approx \gamma + 1 - \frac{1}{2} \left( 1 - \frac{\gamma^2}{2\gamma^2} \right)^{-1} = \gamma$$

and in case $\gamma < 0$

$$\gamma_s \approx -\gamma (\log Q(1) - \log Q(1-s)) \frac{1}{1-\gamma} + 1 - \frac{1}{2} \left( 1 - \frac{1-2\gamma}{2(1-\gamma)} \right)^{-1}$$

$$= \gamma + \frac{\gamma}{\gamma-1} (\log Q(1) - \log Q(1-s))$$

$$\approx \gamma$$

for small $s$. Actually, the preceding arguments can be made more rigorous, yielding consistency of the moment estimator.

Asymptotic normality of the moment estimator was derived in the same paper DEKKERS, EINMAHL AND DE HAAN (1989). We will state the results in the following theorem:

**Theorem 2.9**

Let $F$ be a distribution function that is in the domain of attraction of an extreme value distribution $G_\gamma$ for some $\gamma \in \mathbb{R}$. Denote its quantile function by $Q$. Assume that there exist positive functions $b_1, b_2, b_3$ and $b_4$ such that for all $x > 0$ (with either choice of sign),

(a) in case $\gamma > 0$, the function $t \mapsto \pm t^{-\gamma}Q(1-1/t)$ is $\Pi$-varying at infinity with auxiliary function $b_1$

(b) in case $\gamma = 0$,

$$\lim_{t \to \infty} \frac{\log Q(1-1/(tx)) - \log Q(1-1/t) + b_2(t) \log x}{b_3(t)} = \pm \frac{(\log x)^2}{2}$$
(c) in case $\gamma < 0$, the function $t \mapsto t^{-\gamma}(Q(1) - Q(1 - 1/t))$ is $\Pi$-varying at infinity with auxiliary function $b_4$.

Then, for sequences $k = k_n \to \infty$ satisfying $k_n = o(n/g^{-1}(n))$, where $g^{-1}$ is the inverse of

$$
g(t) = \begin{cases} 
t^{1-2\gamma} \left( \frac{Q(1-1/t)}{b_1(t)} \right)^2 & \gamma > 0 \\
t \left( \frac{b_2(t)}{b_3(t)} \right)^2 & \gamma = 0 \\
t^{1-2\gamma} \left( \frac{\log Q(1) - \log Q(1-1/t)}{b_4(t)} \right)^2 & \gamma < 0 
\end{cases}
$$

and additionally in case $\gamma = 0$, $k_n = o(n/g^{-1}_1(n))$ where $g_1^{-1}(\cdot)$ is the inverse of $g_1(t) = t(Q(1 - 1/t)/a(1/t))^2$ with the function $a$ as defined in Lemma 2.3,

$$\sqrt{k(\hat{\gamma}_{n,k} - \gamma)} \xrightarrow{d} \mathcal{N}(0, \sigma_M^2)$$

as $n \to \infty$, with $\mathcal{N}(0, \sigma_M^2)$ denoting a normal distribution with mean 0 and variance $\sigma_M^2$ given by

$$\sigma_M^2 = \begin{cases} 
1 + \gamma^2 & \gamma \geq 0 \\
(1 - \gamma)^2(1 - 2\gamma) \left( 4 - \frac{1 - 2\gamma}{1 - 3\gamma} + \frac{(5 - 11\gamma)(1 - 2\gamma)}{(1 - 3\gamma)(1 - 4\gamma)} \right) & \gamma < 0 
\end{cases}$$

Again we would like to stress the fact that the sequence $k_n$ has to be chosen appropriately, in order to obtain a centred limiting distribution. If one would take $k_n \sim cn/g^{-1}(n)$ for some constant $c$, then the limiting distribution would have mean $\pm \sqrt{c}$, where the sign corresponds with the sign in conditions (a), (b) and (c) in Theorem 2.9. A more detailed result on the asymptotic bias of the moment estimator under slightly different conditions, can be found in the final chapter 'A Simulation Study in Extreme-Value Estimation' of the Ph.D.-thesis by A.L.M. Dekkers (DEKKERS (1991)).

### 2.6 A kernel type estimator

Another attempt to generalize Hill's estimator was made in the paper 'Kernel estimates of the tail index of a distribution' (CSÖRGŐ, DEHEUVELS AND MASON (1985)). In that paper the authors still only considered the case $\gamma > 0$. They proposed to use a smoother version of the Hill estimator in the sense that the abrupt cutoff at the threshold in Hill's estimator should be replaced by a smoother one.

To define their estimator we need a kernel function $K$ that satisfies the following conditions:

**KC1** $K(u) \geq 0$ for $0 < u < \infty$
2.6 A kernel type estimator

KC2 \( K(\cdot) \) is non-increasing and right continuous on \((0, \infty)\)

KC3 \( \int_0^\infty K(u) \, du = 1 \)

KC4 \( \int_0^\infty u^{-1/2} K(u) \, du < \infty \)

Then the estimator is defined as

\[
\hat{\gamma}_{n,h}^K = \left( \int_0^{1/h} \log_+ Q_n(1 - hu) \, d(uK(u)) \right) / \left( \int_0^{1/h} K(u) \, du \right)
\]

where \( h > 0 \) is called the bandwidth, \( Q_n \) is the empirical quantile function and \( \log_+ x = \log(x \vee 1) \). Routine manipulations show that \( \hat{\gamma}_{n,h}^K \) can be written in the equivalent form

\[
\left( \sum_{i=1}^n \frac{i}{nh} K\left( \frac{i}{nh} \right) \left( \log_+ X_{(n-i+1)} - \log_+ X_{(n-i)} \right) \right) / \left( \int_0^{1/h} K(u) \, du \right) \quad (2.22)
\]

where we define \( X_{(0)} = 1 \). Note that using the uniform kernel, i.e., \( K(u) = 1 \) if \( u \in (0,1) \) and \( K(u) = 0 \) elsewhere, and putting \( h = k/n \), the estimator coincides with Hill's estimator \( \hat{\gamma}_{n,k}^H \) (see (2.20)).

To be able to state the asymptotic normality of the kernel type estimator, we will need some additional conditions on the kernel \( K \):

KC5 There exists an \( M_1 < \infty \) such that \( K(u) = 0 \) for \( u > M_1 \)

KC6 There exists an \( M_2 < \infty \) such that the kernel \( K \) has a derivative \( k(u) \) for \( u > M_2 \)

as well as some restrictions on the underlying distribution function \( F \):

FC1 1. The function \( Q(1 - \cdot) \) is regularly varying at 0 with index \(-\gamma\), i.e., the quantile function satisfies the representation

\[
Q(1-s) = s^{-\gamma} c(s) \exp \left( \int_s^1 \frac{b(u)}{u} \, du \right) \quad 0 < s < 1 \quad (2.23)
\]

where \( c \) is a function with \( c(s) \to c \in (0, \infty) \) as \( s \to 0 \) and \( b \) a function with \( b(s) \to 0 \) as \( s \to 0 \).

2. Without loss of generality, \( Q(0) = 1 \).

FC2 1. In the representation (2.23), one has that either KC5 is satisfied and \( c(s) = c \) (constant) for \( 0 < s < e \) for some \( e > 0 \) or \( c(s) = c \) (constant) for \( 0 < s \leq 1 \).

2. One has either KC6 is satisfied or the function \( b \) in (2.23) may be chosen to be bounded on \((0, 1)\).

For a discussion of these conditions on \( F \) we refer to Cs"org"o, deHeuvels and Mason (1985). The asymptotic normality result for \( \hat{\gamma}_{n,h}^K \) is given by
Theorem 2.10
Let KC1, ..., KC4 and FC1 be satisfied. Then, as \( h = h_n \to 0 \) and \( nh \to \infty \),

\[
\hat{\gamma}_{n,h} \overset{P}{\to} \gamma
\]

Moreover, if in addition FC2 is satisfied, then, for \( h \to 0 \) and \( nh \to \infty \),

\[
\sqrt{nh} \left( \hat{\gamma}_{n,h} - \gamma - \beta_C(h) \right) \overset{D}{\to} \mathcal{N}(0, \gamma^2 \sigma_K^2)
\]

with \( \beta_C \) and \( \sigma_K^2 \) given by

\[
\beta_C(h) = \left( \int_0^{1/h} b(hu) K(u) \, du \right) / \left( \int_0^{1/h} K(u) \, du \right)
\]

\[
\sigma_K^2 = \int_0^\infty K^2(u) \, du
\]

A similar estimator was discussed in DE WOLF (1991). In that masters thesis, a boundary kernel was used that was allowed to be negative on parts of its support. Moreover, a first attempt was made to provide a data-driven method to find the optimal bandwidth that minimizes the asymptotic mean squared error. In GRÜBEL AND DE WOLF (1994) (see also Chapter 3 of this thesis) some more extensions were presented.

Another way to interpret the kernel type estimator, is to view it as a weighted average of Hill estimators, averaged over the number of order statistics used in each Hill estimator. To see this, we will assume FC1, i.e., \( \log X = \log X \) a.s., and we will disregard the normalizing constant \( \int_0^{1/h} K(u) \, du \) in (2.22). (Alternatively, one could absorb that normalizing constant in the weights of the weighted average.)

Consider the following weighted average of Hill estimators:

\[
H_n = \sum_{j=1}^{n} w_j \hat{\gamma}_{n,j}^H
\]

where the \( w_j \) are the weights and \( \hat{\gamma}_{n,j}^H \) as in (2.20). Then observe that this can be rewritten into

\[
H_n = \sum_{i=1}^{n} \left( \sum_{j=i}^{n} \frac{w_j}{j} \right) \log \left( \frac{X_{n-i+1}}{X_{n-i}} \right)
\]

Compared to the kernel type estimator, we get the relations:

\[
w_i = \frac{i}{nh} \left( K \left( \frac{i}{nh} \right) - K \left( \frac{i+1}{nh} \right) \right)
\quad \text{and} \quad
K \left( \frac{i}{nh} \right) = nh \sum_{j=i}^{n} \frac{w_j}{j} \quad (2.24)
\]

Note that these relations are indeed satisfied in case of Hill's estimator itself using \( k \) order statistics, i.e., in case \( w_j = 0 \) for \( j \neq k \), \( w_k = 1 \), \( K(u) = 1 \) if \( u \in (0, 1] \), \( K(u) = 0 \) elsewhere and identifying \( h \) with \( k/n \).
In Resnick and Stărică (1995) an averaged Hill estimator was proposed as well:

\[ \hat{\gamma}_{n,k}^R = \frac{1}{k(t-s)} \sum_{p=[ks]}^{[kr]} \hat{\gamma}_{n,p}^H \]

for some \( 0 < s < t \). In view of the previous remarks this is in some sense equivalent to a kernel type estimator. Indeed, in their case (2.24) yields the following kernel:

\[
K \left( \frac{i}{k} \right) = \left\{ \begin{array}{ll}
\frac{1}{k} \sum_{j=[ks]}^{[kr]} \frac{1}{j(t-s)} & [ks] > i \\
k \sum_{j=i}^{[ks]} \frac{1}{j(t-s)} & [ks] < i < [kr] \\
0 & i > [ks]
\end{array} \right.
\]

and continuously extended elsewhere. Moreover, for the asymptotic properties of this estimator we may approximate this kernel by

\[
K(x) = \left\{ \begin{array}{ll}
\frac{\log(t/x)}{t-s} & 0 \leq x \leq s \\
\frac{\log(t/s)}{t-s} & s \leq x \leq t \\
0 & \text{elsewhere}
\end{array} \right.
\]

(2.25)

Note that the definition of \( \sigma_K^2 \) in Theorem 2.10, using the (approximating) kernel in case of Resnick and Stărică (1995), i.e., the kernel as given in (2.25), yields the same asymptotic variance as Resnick and Stărică derived in their own paper. I.e., the asymptotic variance is then given by

\[
\sigma_K^2 = \gamma^2 \frac{2}{t-s} \left( 1 - \frac{s\log(t/s)}{t-s} \right)
\]

2.7 Sharpness of the lower bounds to the minimax risk

Whence lower bound theorems concerning the minimax risk in estimating the extreme value index are derived, as in Section 2.1, the question remains whether these bounds are attainable or not. Usually, after deriving such theorems on lower bounds, an estimator is defined that attains the lower bound but then in the sense of convergence in distribution. This type of convergence however, is not strong enough to ensure that the minimax risk of that estimator converges to zero with the same rate as the lower bound to the minimax risk. On the other hand, it neither ensures that there exists no estimator of the extreme value index that converges in distribution with a faster rate than the lower bound to the minimax risk.

In this section, we will show that, considering a few specific classes of distribution functions, the rate of convergence in distribution of the Pickands estimator equals the
rate of the lower bound as stated in Theorem 2.1 for positive index and Corollary 2.1 for negative index. The Pickands estimator was taken because of computational convenience.

The first class of distribution functions we will consider, is the class $P_1$, consisting of all distribution functions that satisfy

$$1 - F(x) = Cx^{-\frac{1}{\gamma}}(1 + Ax^{-\beta}) \quad x \geq x_0$$

for $\gamma, \beta > 0$, $C, A \in \mathbb{R}$ and some suitably chosen $x_0 > 0$. Note that the corresponding quantile function satisfies

$$Q(1 - s) \sim C^\gamma s^{-\gamma} \left(1 + \gamma AC^{-\beta \gamma}s^\beta \right) \quad \text{as } s \downarrow 0$$

For distribution functions in the class $P_1$, Theorem 2.4 applies, since

$$t^{-\gamma - 1} Q'(1 - 1/t) - \gamma C^\gamma \sim (\beta - 1)\gamma^2 AC^{-\gamma(\beta - 1)}t^{-\beta \gamma} \in RV_{-\beta \gamma}$$

The rate of convergence in distribution, as given in Theorem 2.4, is related to $\delta_n = \sqrt{n}/g^{-1}(n)$ where $g^{-1}(\cdot)$ is the inverse of

$$g(t) = t^{-2\gamma - 1} \left(\frac{Q'(1 - 1/t)}{t^{-\gamma - 1} Q'(1 - 1/t) - \gamma C^\gamma} \right)^2$$

For the distribution functions in class $P_1$ this function satisfies

$$g(t) \sim \left(\frac{C^\beta}{\gamma(\beta - 1)A} \right)^2 t^{1 + 2\beta \gamma} \quad \text{as } t \to \infty$$

hence, $\delta_n \sim n^{\beta \gamma/(1 + 2\beta \gamma)}$ as $n \to \infty$ for these distribution functions. In Theorem 2.4 the rate is assumed to be $o(\delta_n)$ to obtain a centred limiting normal distribution, whereas the rate of the lower bound to the minimax risk is $O(\delta_n)$. However, as stated at the end of Section 2.2, that rate will still yield asymptotic normality of the estimator even though then an asymptotic bias will be present.

Another class of distribution functions we will consider is the class $P_2$ consisting of all distribution functions satisfying

$$1 - F(x) = Cx^{-\frac{1}{\gamma}}(1 + Ax^{-\beta \log x}) \quad x \geq x_0$$

for $\gamma, \beta > 0$, $A, C \in \mathbb{R}$ and some suitably chosen $x_0 > 0$. Note that the corresponding quantile function now satisfies

$$Q(1 - s) \sim C^\gamma s^{-\gamma} \left(1 - \gamma^2 AC^{-\beta \gamma}s^\beta \log s \right) \quad \text{as } s \downarrow 0$$

The distribution functions of this class again satisfy the condition of Theorem 2.4:

$$t^{-\gamma - 1} Q'(1 - 1/t) - \gamma C^\gamma \sim \gamma^2 AC^{-\gamma(\beta - 1)}t^{-\beta \gamma}(1 - \gamma(\beta - 1) \log t) \in RV_{-\beta \gamma}$$
As before, the rate of convergence in distribution is hence related to \( \delta_n = \sqrt{n/g^{-1}(n)} \) where \( g^{-1}(\cdot) \) in this case is the inverse of

\[
g(t) \sim t^{1+2\beta \gamma} (\log t)^{-2} \left( \gamma^2 (\beta - 1) AC^{-\beta \gamma} \right)^{-2} \quad \text{as } t \to \infty
\]

Allowing for an asymptotic bias then yields the rate

\[
\delta_n = O \left( \left( \frac{n^{-\beta \gamma}}{\log n} \right)^{\frac{1}{1+2\beta \gamma}} \right) \quad \text{as } n \to \infty
\]

which is again the same rate with which the lower bound to the minimax risk tends to zero for this class of distribution functions.

The third class of distribution functions concerns the negative index equivalent of \( P_1 \), i.e., class \( P_3 \) consists of functions satisfying

\[
1 - F(x) = C(x_F^\circ - x)^{-\frac{1}{\gamma}} \left( 1 + A(x_F^\circ - x)^\beta \right) \quad x_o \leq x \leq x_F^\circ
\]

for some \( \gamma < 0, \beta, x_F^\circ > 0, A, C \in \mathbb{R} \) and some suitably chosen \( x_o \in \mathbb{R} \). The corresponding quantile function then satisfies

\[
Q(1-s) \sim x_F^\circ - C s^{-\gamma} (1 + \gamma AC^{-\beta \gamma} s^{-\beta \gamma}) \quad \text{as } s \downarrow 0
\]

Again Theorem 2.4 is applicable to the functions in this class:

\[
t^{-\gamma-1} Q'(1-1/t) - |\gamma| C s^{-\gamma} \sim \gamma^2 (\beta + 1) AC^{-\beta \gamma} s^{-\beta \gamma} \gamma
\]

as \( t \to \infty \)

Moreover, similar calculations as in the case of the class \( P_1 \) yield that, allowing for asymptotic bias in Pickands' estimator, \( \delta_n \sim n^{-\beta \gamma/(1-2\beta \gamma)} \) for \( n \) tending to infinity, as given in Corollary 2.1.

Indeed, defining the negative index equivalent of \( P_2 \) by the class \( P_4 \) consisting of distribution functions satisfying

\[
1 - F(x) = C(x_F^\circ - x)^{-\frac{1}{\gamma}} \left( 1 + A(x_F^\circ - x)^{-\beta} \log(x_F^\circ - x) \right) \quad x_o \leq x \leq x_F^\circ
\]

for some \( \gamma < 0, \beta, x_F^\circ > 0, A, C \in \mathbb{R} \) and some suitably chosen \( x_o \in \mathbb{R} \), analogue computations again yield the rate of the lower bound to the minimax risk as the rate of convergence of Pickands' estimator when allowing for asymptotic bias:

\[
\delta_n = O \left( \left( \frac{n^{-\beta \gamma}}{\log n} \right)^{\frac{1}{1+2\beta \gamma}} \right) \quad \text{as } n \to \infty
\]
Chapter 3

A kernel type estimator revisited

In this chapter we will be concerned with the kernel type estimator introduced by Csörgő, Deheuvels and Mason (1985). This estimator requires the choice of a bandwidth parameter which, roughly, controls the fraction of upper order statistics that is used for the estimate. We will provide an alternative and more general proof of the asymptotic normality of the estimator. As a corollary we will be able to describe the asymptotic behaviour of a combined estimator, i.e., the estimator of the extreme value index that arises when a data-dependent bandwidth is used. Moreover, we will introduce a bootstrap inspired bandwidth selection method in an attempt to provide a fully data driven estimation procedure.

The results given in this chapter were published as a TU Delft report: ‘Estimation of the tail index of a distribution’. (Grübel and de Wolf (1994))

3.1 Introduction

We will be concerned with a sample $X_1, \ldots, X_n$ of i.i.d random variables with common distribution function $F$ that is in the domain of attraction of an extreme value distribution $G_{\gamma}$ for some $\gamma > 0$. Denote the ascending order statistics of such a sample by $X_{(1)} \leq \ldots \leq X_{(n)}$. Let $h > 0$ and let $K: \mathbb{R}^+ \rightarrow \mathbb{R}$ be a fixed function with properties to be specified. We define the extreme value index estimator $\hat{\gamma}_{n,h}$ with bandwidth $h$ and kernel function $K$ by

$$
\hat{\gamma}_{n,h} = \sum_{i=1}^{n} \frac{i}{n} K_h \left( \frac{i}{n} \right) \left( \log_+ X_{(n-i+1)} - \log_+ X_{(n-i)} \right)
$$

(3.1)

where $K_h(x) = K(x/h)/h$, $\log_+ x = \log(1 \vee x)$ and $X_{(0)} = 1$.

This estimator arises quite naturally by rewriting the von Mises condition (see Theorem 1.3) in terms of the quantile function $Q(s) = F^{-1}(s)$:

$$
\lim_{s \downarrow 0} \left[ -s \frac{d}{ds} \log Q(1-s) \right] = \gamma
$$
Then substitution of a smoothed version of the empirical quantile function of the log-data, \( Y_i = \log X_i \), which has jumps of height \( \log X_{(i)} - \log X_{(i-1)} \) at \( i/n \), leads to the estimator given in (3.1).

Throughout the rest of this chapter we will assume that the quantile function of the log-data, which equals the logarithm of the quantile function \( Q \), can be written in the following form:

\[
\log Q(1 - s) = -\gamma \log s + \int_s^1 \frac{b(u)}{u} \, du \quad 0 < s \leq 1
\]  

(3.2)

with \( b \) being such that the integrals exist and, moreover, \( b(s) \to 0 \) as \( s \downarrow 0 \). This assumption is slightly stronger than the Karamata representation of regularly varying functions as given in Theorem 1.6. It amounts to two additional requirements: the support condition \( F(1) = 0, F(x) > 0 \) if \( x > 1 \) (without loss of generality), and a smoothness condition, which holds if, for example, \( F \) has a positive density that itself is regularly varying at infinity. We refer to Cs"orgö, Deheuvels and Mason (1985) for a discussion of these additional assumptions.

Note that the problem has been rewritten to a situation that can be viewed in the following two ways:

- a semi-parametric situation, with \( \gamma \) the 1-dimensional parameter of interest and \( b \) the infinite dimensional nuisance parameter

- a situation of estimating a curve at one of its boundaries, i.e., estimation of \( \lim_{s \downarrow 0} \phi(s) \) with \( \phi(s) = -s \frac{d}{ds} \log Q(1 - s) = \gamma + b(s) \)

As specified before, the kernel estimator (3.1) includes a bandwidth parameter \( h \). It turns out that this parameter, roughly, determines the amount of order statistics that is used in the calculation of the estimator. It may not be surprising, especially in the curve estimation point of view mentioned before, that the choice of this bandwidth also determines the bias and variance of \( \hat{\gamma}_{n,h} \): \( h \) too small will result in a large variance and \( h \) too large will result in a large bias. Hence, like in curve estimation, one would like to choose \( h \) in an optimal way, i.e., such that, asymptotically, the squared bias and the variance are of the same order. This particular choice of \( h \) however, depends on unknown properties of (the tail of) the underlying distribution function. Indeed, this may even depend on the \( \gamma \) one is trying to estimate. One way to avoid this problem, is to use a data dependent bandwidth: let the data decide which bandwidth is optimal, i.e., construct an estimate of the optimal bandwidth based on the sample in question.

In the sequel of this chapter, we will not only derive asymptotic properties for our estimator using deterministic bandwidths, but we will consider the combined estimator (i.e., the estimator with use of a data dependent bandwidth) as well. Furthermore, we will introduce a bootstrap inspired bandwidth selection procedure in an attempt to close the gap between theory and practice. In this chapter we will discuss the theoretical properties of this procedure and in Chapter 6 the finite sample size behaviour will be discussed using a simulation study.
3.2 Main results

Let $X_1, \ldots, X_n$ be a sample from a distribution function $F$ such that equation (3.2) is satisfied. Let $K : \mathbb{R}^+ \rightarrow \mathbb{R}$ be such that

$$
\begin{align*}
K(x) &= 0 \quad x \notin [0, 1] \\
|K(x) - K(y)| &\leq C|x - y| \quad x, y \in (0, 1) \\
\int K(x) \, dx &= 1
\end{align*}
$$

for some $C > 0$, and define the kernel type estimator of $\gamma$ as

$$
\hat{\gamma}(n, h) = \sum_{i=1}^{n} \frac{i}{n} K_h \left( \frac{i}{n} \right) \left( \log X_{(n-i+1)} - \log X_{(n-i)} \right)
$$

with $K_h(x) = K(x/h)/h$ and $h > 0$.

Note, using the support condition on $K$ in (3.3) and the definition of $\hat{\gamma}(n, h)$, that $nh$ is, indeed, approximately the number of order statistics used in the calculation of the estimate.

The asymptotic normality result of Csörgő et al. as given in section 2.6 of this thesis, shows that slow convergence of the bandwidth $h$ to zero yields a fast rate for the estimator (i.e., small variance), but, unless the bias term $\beta_C(h)$ is of smaller order than $\sqrt{nh}$, the estimator will be asymptotically biased.

This brings us back to one of the questions raised in the introduction of this chapter: how to choose $h$ optimally? Let us define the optimality in the following way: let, with some abuse of terminology, the asymptotic mean squared error of $\hat{\gamma}(n, h)$ be given by

$$
\text{AMSE}(n, h) = \beta(h)^2 + \frac{1}{nh} \gamma^2 \sigma_K^2
$$

with $\beta(h)$ and $\sigma_K^2$ defined as

$$
\beta(h) = \int K(u)b(hu) \, du
$$

and

$$
\sigma_K^2 = \int K^2(u) \, du
$$

and let $h_n^0$ be a value that minimizes the function $h \mapsto \text{AMSE}(n, h)$. So $h_n^0$ leads to a situation in which the squared bias and the variance are asymptotically of the same order.

Assume that we have a consistent estimate $\hat{h}_n$ for the optimal bandwidth, in the sense that $\hat{h}_n/h_n^0 \rightarrow 1$ in probability, as $n \rightarrow \infty$. Then the next question that arises is, how will the combined estimator $\hat{\gamma}(n, \hat{h}_n)$ behave?

In order to answer that question, we will need a 'simultaneous' asymptotic normality result for a range of $h$ values. That result is given in our first theorem: a functional central limit theorem.
Theorem 3.1
Assume that $F$ and $K$ satisfy (3.2) and (3.3) respectively. Let $h_n \to 0$ be such that $nh_n \to \infty$ and let $T$ be the interval $[t_l, t_r]$, with $0 < t_l \leq t_r < \infty$. Define the stochastic processes $Z_n$ with index set $T$ by

$$Z_n(t) = \sqrt{n} h_n (\hat{\gamma}(n, th_n) - \gamma - \beta(th_n))$$

with $\beta(\cdot)$ and $\hat{\gamma}(\cdot, \cdot)$ as in (3.6) and (3.4) respectively.

Then $Z_n \overset{D}{\to} Z$ with $Z$ a Gaussian process with continuous sample paths, mean function 0 and covariance structure

$$\text{cov}(Z_s, Z_t) = \gamma^2 \int K(su)K(tu)du.$$ 

Obviously, substitution of $t = 1$ yields asymptotic normality, similar to the results in Csörgő, Deheuvels and Mason (1985). Our Theorem 3.1 does not only cover the more general situation $t \in [t_l, t_r]$ as well, but the proof also differs from the proof in the paper by Csörgő et al., who based their proof on the Hungarian Construction. Our proof is quite short and uses standard central limit theory and a well known property of the spacings of samples from an exponential distribution.

Theorem 3.1, together with the Skorohod-Dudley representation theorem and an easy pathwise analysis, will lead us to the following corollary concerning the combined estimator. A similar idea has been used in Csörgő (1984).

Corollary 3.1
Let $F$, $K$ and $h_n$ be as in Theorem 3.1. If a sequence $\hat{h}_n$ of random variables satisfies $\hat{h}_n/h_n \to 1$ in probability, then

$$\sqrt{n} h_n (\hat{\gamma}(n, \hat{h}_n) - \gamma - \beta(\hat{h}_n)) \overset{D}{\to} \mathcal{N}(0, \gamma^2 \sigma_k^2).$$

Qualitative assumptions on $b$ will imply closeness of $\beta(\hat{h}_n)$ to $\beta(h_n)$.

A similar result was derived by Hall and Welsh (1985) for a subclass of the class of distribution functions we consider in this paper, and in case of Hill's estimator of $\gamma$, see Hill (1975). Hill's estimator can be considered as a special case of our estimator, using $K(x) \equiv 1$ on $[0, 1]$.

Note that Corollary 3.1 can be interpreted in the following way: if $\hat{h}_n$ is an estimator of $h_n^0$ with the property that $\hat{h}_n/h_n^0$ tends to 1 in probability, then the combined estimator $\hat{\gamma}(n, \hat{h}_n)$ has the same asymptotic behaviour (up to the order terms considered here) as the estimator that we would obtain if we knew and used the optimal bandwidth.

However, if we want to use the corollary in practice, we will need to find an estimator for $h_n^0$ which is consistent in the above sense. Under certain assumptions on $b$, the order of the bias term $\beta(h)$ will be known, and a limit result can be obtained for $h_n^0$. Although there might be several minimizers of AMSE($n, h$), this is a valid goal, since the ratio of two such minimizers will tend to 1 as $n \to \infty$. Unfortunately, as can be deduced from (3.5), this will involve the unknown $\gamma$ and other unknown quantities, related to the $b$-function (for an example, see discussion following Theorem 3.2). One
could try to estimate these quantities and to plug these estimates into the asymptotic formula. Instead, we propose a different approach: a bootstrap-inspired bandwidth selection procedure. In its final form it does not involve taking resamples.

The curve estimation point of view mentioned in the introduction, inspired us to consider the following procedure: first estimate the whole curve \( \phi(\cdot) \), use that to construct an estimator of the quantile function of the log-data. Then resample from the distribution function \( \hat{F}(\cdot) \) derived from that estimate.

To be more specific, following the kernel type approach of non-parametric curve estimation, regarding \( \{(i/n,i([\log X_{(n-i+1)} - \log X_{(n-i)}])\}_{i=1}^{n} \) as the data points, introduce the following estimator for the function \( \phi \):

\[
\hat{\phi}_{n,g}(s) = \frac{1}{n} \sum_{i=1}^{n} i K_{g}\left(\frac{i}{n} - s\right) (\log X_{(n-i+1)} - \log X_{(n-i)})
\]

for some bandwidth \( g > 0 \). Note that \( \hat{\phi}_{n,g}(0) = \hat{\gamma}(n,g) \).

Then an estimator for the logarithm of the quantile function can be obtained, using the relation

\[
\phi(s) = -s \frac{d}{ds} (\log Q(1-s))
\]

which leads us to the estimate

\[
\log \hat{Q}_{n,g}(1-s) = (\log \hat{Q}(1-s))_{n,g} = \int_s^1 \frac{\hat{\phi}_{n,g}(u)}{u} \, du
\]

We can use this estimate of the quantile function of the log-data to generate pseudo-random samples \( \log X_{1}^{*}, \ldots, \log X_{n}^{*} \). For each of these resamples we can compute the estimates \( \hat{\gamma}_{g}^{*}(n,h) \). After a large number of repetitions we could use the mean of the squared differences \( \hat{\gamma}_{g}^{*}(n,h) - \hat{\gamma}(n,g) \) as an estimator of AMSE\((n,h)\). By construction, the estimate of the associated distribution function has, conditionally on \( X_{1}, \ldots, X_{n} \), a regularly varying tail with index \(-\frac{1}{\hat{\gamma}(n,g)}\). Hence Theorem 3.1 motivates the following estimator for the asymptotic mean squared error (which dispenses with resamples):

\[
\text{AMSE}_{n,g}(n,h) = \hat{\beta}_{n,g}(h)^2 + \frac{1}{nh} \hat{\gamma}(n,g)^2 \sigma_{K}^2
\]

with

\[
\hat{\beta}_{n,g}(h) = \int K(s) \hat{b}_{n,g}(hs) \, ds
\]

where

\[
\hat{b}_{n,g}(s) = \hat{\phi}_{n,g}(s) - \hat{\gamma}(n,g)
\]

\[
= \sum_{i=1}^{n} \left( K_{g}\left(\frac{i}{n} - s\right) - K_{g}\left(\frac{i}{n}\right)\right) (\log X_{(n-i+1)} - \log X_{(n-i)})
\]

The following theorem gives conditions for the above procedure to work in the sense that it produces an estimator \( \hat{h}_{n} \) that is sufficiently close to \( h_{n}^{*} \).
Theorem 3.2
Let $F$, $K$ and $h_n$ be as in Theorem 3.1. Assume additionally that $b$ has a non-zero right derivative at $0$, and let $g_n$ be such that $g_n \downarrow 0$ and $h_n / g_n \to 0$. Let $h_n^\alpha$ be a minimizer of $h \mapsto \text{AMSE}(n, h)$ and let $\hat{h}_n$ be a value that minimizes $h \mapsto \text{AMSE}_{n,g_n}(n, h)$, with $\text{AMSE}_{n,g}(n, h)$ as in (3.7).
Then $\hat{h}_n / h_n^\alpha \to 1$ in probability.

The additional condition imposed on the $b$-function of having a non-zero right derivative at $0$, can be translated to the following additional condition on the distribution function $F$ itself: The second derivative of $F$ exists on some interval $(\bar{t}, \infty)$ and

$$\lim_{t \to \infty} \frac{1}{F'(t)} \frac{d}{dt} \left( \frac{tF'(t)}{1 - F(t)} \right) = \frac{C}{\gamma^2}$$

with $C \neq 0$. Then we can write $b'(s) = C(1 + o(1))$ as $s \downarrow 0$.

Although this condition on $b$ of having a non-zero right derivative at $0$ arises quite naturally from the curve estimation point of view, it is a rather strict condition in the situation of extreme value index estimation. As mentioned before, the optimal bandwidth may depend on characteristics of the function $b$. For example, consider a shifted version of the family of Generalized Pareto Distributions (for computational convenience, we shifted the support of the distributions to $(1, \infty)$):

$$F_{SGPD}(x; \gamma, \sigma) = 1 - \left( 1 + \frac{\gamma}{\sigma}(x - 1) \right)^{-1/\gamma} \quad x \geq 1$$

with $\gamma \in \mathbb{R}$ and $\sigma > 0$.

The associated $b$-function is then given by

$$b(s) = \gamma \frac{(\sigma - \gamma)s^\gamma}{\sigma - (\sigma - \gamma)s^\gamma} \quad 0 < s \leq 1$$

Hence Theorem 3.2 now only applies to the case $\gamma = 1, \sigma \neq \gamma$. (Remember that we restricted ourselves to positive $\gamma$.)

So even in this parametric setting our theorem only applies to a small subclass. Actually our theorem reduces the class of possible distributions to the class in which the $b$-function is (approximately) linear near 0. This fixes the rate with which the optimal bandwidth should tend to 0 to $n^{-1/3}$, though in general this rate depends on the underlying distribution.

A class of distribution functions with regularly varying tail that is quite frequently used to study the behaviour of estimators of the tail index $\gamma$, is known as Hall's model:

$$1 - F(x) = C_1 x^{-1/\gamma} \left( 1 + C_2 x^{-\beta} (1 + o(1)) \right) \quad \text{as } x \to \infty$$

with $C_1 > 0, C_2 \neq 0, \gamma, \beta > 0$. Our assumption of linearity of $b$ near 0 then resembles Hall's model with $\beta = 1/\gamma$. As discussed in HALL AND WELSH (1985), this is the case e.g., when $F$ is a power of a smooth function with $\lim_{x \to \infty} F''(x) \neq 0$, when $F$ itself is an
extreme value distribution \( \exp(-x^{-1/\gamma}) \) with index \( \gamma > 1 \) or when \( F \) is a (max-)stable distribution with index \( \gamma > 1 \).

Whether or not this bootstrap-inspired bandwidth selection procedure is valid in, or can be extended to, a more general situation, still remains to be investigated.

The above mentioned estimator for the bias, \( \hat{\beta}_{n,g}(h) \), can also be used to construct bias-corrected confidence intervals. Let \( p_\alpha \) denote the \( \alpha \)-quantile of the standard normal distribution. We only give the result for upper confidence bounds, lower bounds and two-sided intervals can be constructed similarly.

**Theorem 3.3**

*Under the assumptions of Theorem 3.2,*

\[
\lim_{n \to \infty} \mathbb{P} \left\{ \gamma \leq -\hat{\beta}_{n,g}(\hat{h}_n) + \gamma(n, \hat{h}_n) \left( 1 + \frac{\sigma_K p_\alpha}{\sqrt{nh_n}} \right) \right\} = 1 - \alpha
\]

### 3.3 Basic decomposition

In the proofs of Theorem 3.1 and Theorem 3.2 we make use of a decomposition of our estimator \( \hat{\gamma}(n, h) \) into a weighted sum of i.i.d. random variables and a remainder term. In this section we will introduce that decomposition and we will derive a bound for the remainder term.

Enlarging, if necessary, the basic probability space on which the \( X_i \)'s are defined, we can write \( \log X_i = \log Q(U_i) \) with \( U_{(1)} \leq U_{(2)} \leq \ldots \leq U_{(n)} \) the order statistics from a sample from the uniform distribution on the interval \((0, 1)\) and \( \log Q(s) \) satisfying equation (3.2). Hence, we can rewrite our estimator as

\[
\hat{\gamma}(n, h) = \hat{\gamma}^{(1)}(n, h) + \hat{\gamma}^{(2)}(n, h)
\]

with

\[
\hat{\gamma}^{(1)}(n, h) = \gamma \sum_{i=1}^{n} -K_h \left( \frac{i}{n} \right) \left( -\log(1 - U_{(n-i+1)}) + \log(1 - U_{(n-i)}) \right)
\]

\[
\hat{\gamma}^{(2)}(n, h) = \sum_{i=1}^{n} -K_h \left( \frac{i}{n} \right) \int_{1-U_{(n-i+1)}}^{1-U_{(n-i)}} \frac{b(s)}{s} \, ds
\]

with the convention that \( U_{(0)} = 0 \). Note that the variables \( W_{n,1}, \ldots, W_{n,n} \) given by

\[
W_{n,i} = i \left( -\log(1 - U_{(n-i+1)}) + \log(1 - U_{(n-i)}) \right)
\]

are the scaled spacings of a sample from an exponential distribution with mean 1. It is well known, see e.g., PYKE (1965) p.400, that these normalized spacings are again independent and exponentially distributed with mean 1. Hence, the first part in the decomposition of our estimator is just a weighted sum of i.i.d. standard exponential variables:

\[
\hat{\gamma}^{(1)}(n, h) = \gamma \sum_{i=1}^{n} -K_h \left( \frac{i}{n} \right) W_{n,i}
\]
Therefore, standard central limit theory in classical or functional form, applies directly
to this part.
To handle the second part of the decomposition, let \( V_i = 1 - U_i \) and let the empirical
distribution function of \( V_1, \ldots, V_n \) be denoted by \( H_n \), i.e.,
\[
H_n(t) = \frac{1}{n} \sum_{i=1}^{n} 1_{[V_i, \infty)}(t)
\]
Note that the \( V_i \) again form a sample from a uniform \((0, 1)\) distribution. As \( H_n \) takes the
value \( i/n \) on the interval \([V(i), V(i+1)] = [1 - U(n-i+1), 1 - U(n-i)]\) we have
\[
\hat{\gamma}^{(2)}(n, h) = \int_{V(1)}^{1} H_n(s)K_h(H_n(s)) \frac{b(s)}{s} \, ds
\]
(3.9)
Next we will derive a bound for \( \hat{\gamma}^{(2)}(n, th_n) \) uniformly in \( t \in T \), with \( T \) and \( h_n \) as in
Theorem 3.1.
It is well known that the uniform empirical process
\[
B_n(t) = \sqrt{n}(H_n(t) - t) \quad 0 \leq t \leq 1
\]
converges in distribution to a Brownian bridge. Although this fact is not explicitly used
in the following analysis, it did motivate us to consider the following further decom-
position of equation (3.9).
Use
\[
H_n(s)K_h(H_n(s)) = sK_h(s) + (H_n(s) - s)K_h(H_n(s)) + s(K_h(H_n(s)) - K_h(s))
\]
to obtain the decomposition
\[
\hat{\gamma}^{(2)}(n, h) = \beta(h) - I_{n,1}(h) + I_{n,2}(h) + I_{n,3}(h)
\]
with \( \beta(h) \) as in (3.6) and
\[
I_{n,1}(h) = \int_{0}^{V(1)} K_h(s)b(s) \, ds
\]
\[
I_{n,2}(h) = \int_{V(1)}^{1} \frac{1}{\sqrt{n}} B_n(s)K_h \left( s + \frac{1}{\sqrt{n}} B_n(s) \right) \frac{b(s)}{s} \, ds
\]
\[
I_{n,3}(h) = \int_{V(1)}^{1} \left( K_h \left( s + \frac{1}{\sqrt{n}} B_n(s) \right) - K_h(s) \right) b(s) \, ds
\]
It follows from the assumptions (3.3) on \( K \), that \( \|K\|_\infty = \sup_x |K(x)| < \infty \). From \( V(1) = O_P(1/n) \) we obtain for the \( I_{n,1} \)-term
\[
|I_{n,1}(th_n)| \leq \sup_{0 < s \leq V(1)} |b(s)| \int_{0}^{V(1)} |K_{th_n}(s)| \, ds
\]
\[
\leq o_P(1) \frac{1}{t_n h_n} \|K\|_\infty O_P(1/n)
\]
3.3 Basic decomposition

\[ \sup_{t \in T} |I_{n,1}(th_n)| = o_P \left( \frac{1}{nh_n} \right) \]

To handle the other \( I_{n,i} \) terms, we will need the support condition on \( K \), i.e., that \( K_h \) vanishes outside \([0,h]\). Then

\[
|I_{n,2}(th_n)| \leq \int_0^{2t_h} \frac{1}{\sqrt{n}} |B_n(s)| \left| K_{th_n} \left( s + \frac{1}{\sqrt{n}} B_n(s) \right) \right| |b(s)| \frac{1}{s} \, ds
\]

\[
+ \int_{2t_h}^{2t_h H_n^{-1}(th_n)} \frac{1}{\sqrt{n}} |B_n(s)| \left| K_{th_n} \left( s + \frac{1}{\sqrt{n}} B_n(s) \right) \right| |b(s)| \frac{1}{s} \, ds
\]

Note that the second term in this bound is needed to include the case \( s + B_n(s)/\sqrt{n} = H_n(s) > s \), in which case we have to integrate up to \( H_n^{-1}(th_n) \). However, the probability that this second integral differs from zero is bounded from above by \( \mathbb{P}(H_n^{-1}(t_h) > 2t_h) \), which tends to 0, so that this term is of order \( o_P(1/\sqrt{nh_n}) \). For the first integral use the crude bound

\[
\frac{1}{\sqrt{n}} \frac{1}{1/n} \|K\|_{\infty} \sup_{0 < s \leq 2t_h} |b(s)| \int_0^{2t_h} \frac{1}{s} |B_n(s)| \, ds
\]

and the fact that

\[
\mathbb{E} \int_0^{2t_h} \frac{1}{s} |B_n(s)| \, ds \leq \int_0^{2t_h} \frac{1}{s} \left( \mathbb{E} (B_n(s))^2 \right)^{1/2} \, ds
\]

\[
= \int_0^{2t_h} \frac{1}{s} \sqrt{s(1-s)} \, ds
\]

\[
\leq \int_0^{2t_h} \frac{1}{\sqrt{s}} \, ds = \frac{1}{2} \sqrt{2t_h}
\]

to deduce, using Markov's inequality, that

\[ \sup_{t \in T} |I_{n,2}(th_n)| = o_P \left( \frac{1}{\sqrt{nh_n}} \right) \]

Next consider \( I_{n,3} \):

\[
|I_{n,3}(th_n)| \leq \int_0^{th_n H_n^{-1}(th_n)} \left| K_{th_n} \left( s + \frac{1}{\sqrt{n}} B_n(s) \right) - K_{th_n}(s) \right| |b(s)| \, ds
\]

\[
+ \int_{th_n H_n^{-1}(th_n)}^{th_n} \left| K_{th_n} \left( s + \frac{1}{\sqrt{n}} B_n(s) \right) - K_{th_n}(s) \right| |b(s)| \, ds
\]

Use the Lipschitz continuity of \( K \), i.e., \( |K_h(x) - K_h(y)| \leq C|x - y|/h^2 \) for \( x, y \in (0,h) \) to obtain the following bound for the first integral:

\[
\frac{C}{h^2_{n}} \sup_{0 < s \leq th_n} |b(s)| \int_0^{th_n} \frac{1}{\sqrt{n}} |B_n(s)| \, ds
\]
Since
\[ \IE \int_0^{t h_n} \frac{1}{\sqrt{n}} |B_n(s)| \, ds \leq \int_0^{t h_n} \frac{1}{\sqrt{n}} \left( \IE (B_n(s))^2 \right)^{1/2} \, ds \]
\[ = \int_0^{t h_n} \frac{1}{\sqrt{n}} \sqrt{s(1-s)} \, ds \]
\[ \leq \int_0^{t h_n} \frac{1}{\sqrt{n}} \sqrt{s} \, ds = \frac{2}{3\sqrt{n}} (t h_n)^{3/2} \]
the first integral is indeed of order \( o_P(1/\sqrt{nh_n}) \).

Note that in the second integral one of the \( K \)-functions is identically zero. Hence we may derive the following bound:
\[ \|K\|_\infty \sup_{s \in \Delta_n(t)} |b(s)| \frac{1}{th_n} |H_n^{-1}(th_n) - th_n| \]
with \( \Delta_n(t) = \{ s : (th_n \wedge H_n^{-1}(th_n)) < s < (th_n \vee H_n^{-1}(th_n)) \} \). Then use a slightly modified version of Theorem 6.5 of Einmahl (1994) to get weak convergence of the tail empirical quantile process \( v_n(s) = \sqrt{nh_n} (H_n^{-1}(sh_n) - sh_n) / h_n \) for \( s \in [0,1] \) to a Brownian Motion. A simple rescaling then yields
\[ \frac{1}{th_n} |H_n^{-1}(th_n) - th_n| = O_P(1/\sqrt{nh_n}) \]
uniformly in \( t \in T \).

Finally, use that
\[ \sup_{s \in \Delta_n(t)} |b(s)| \leq \max \{ \sup_{0<s<th_n} |b(s)|, \sup_{0<s<H_n^{-1}(t h_n)} |b(s)| \} \]
\[ = \max \{ o(1), o_P(1) \} = o_P(1) \]
to obtain \( o_P(1/\sqrt{nh_n}) \)-behaviour of \( I_{n3} \), uniformly over \( T \).

Hence, we may conclude that
\[ \sup_{t \in T} \sqrt{nh_n} \left| \hat{\gamma}^{(2)}(n, th_n) - \beta(th_n) \right| = o_P(1) \]
which is the bound on the remainder term we will need in the next section.

3.4 Proofs

3.4.1 Proof of Theorem 3.1

In Theorem 3.1 we stated the convergence of the processes \( Z_n \) with index set \( T \) and
\[ Z_n(t) = \sqrt{nh_n} (\hat{\gamma}(n, th_n) - \gamma - \beta(th_n)) \]
to a Gaussian limit process $Z$. However, since the previous section resulted in a decomposition of our estimator in two parts, with the second part satisfying

$$\sup_{t \in T} \sqrt{n} h_n \left( \hat{\gamma}^{(2)}(n, th_n) - \beta(wh_n) \right) = o_P(1)$$

we arrived in the more familiar situation of i.i.d. random variables. Hence, to prove Theorem 3.1 we now only have to deal with $\hat{\gamma}^{(1)}(n, th_n)$ and its convergence.

Define the stochastic processes $A_n : T \to \mathbb{R}$, $n \in \mathbb{N}$ by

$$A_n(t) = \sqrt{n} h_n \left( \hat{\gamma}^{(1)}(n, th_n) - \mathbb{E} \hat{\gamma}^{(1)}(n, th_n) \right)$$

$$= \frac{\gamma}{t \sqrt{n} h_n} \sum_{i=1}^{n} K \left( \frac{i}{nh_n} \right) (W_{n, i} - 1)$$

then it suffices for the proof of Theorem 3.1, to show that the $A_n$ converge in distribution to the Gaussian process $Z$ mentioned in the theorem and that $\mathbb{E} \hat{\gamma}^{(1)}(n, th_n) = \gamma + o(1/\sqrt{nh_n})$ uniformly in $t \in T$.

For the convergence in distribution, note that the $A_n$'s can be considered as the row sums of an array of random functions, independent within rows. To establish the desired convergence in distribution, we could use the functional central limit theorem as formulated in Pollard (1990). However, as the random functions are continuous functions on a compact interval of the real line, we do not have to use Pollard's theorem. In our, rather simple case we can use the techniques of Billingsley (1968).

First we will show the convergence of the finite dimensional distributions. Therefore define

$$Y_n = \sum_{j=1}^{m} a_j A_n(t_j)$$

with $t_1, \ldots, t_m \in T$ and $a_1, \ldots, a_m \in \mathbb{R}$. Then, interchanging the order of summations, we may rewrite $Y_n$ into $Y_n = \sum_{i=1}^{n} \eta_{n, i}$ with

$$\eta_{n, i} = \frac{\gamma}{\sqrt{nh_n}} \left( \sum_{j=1}^{m} a_j K \left( \frac{i}{nh_n t_j} \right) \right) (W_{n, i} - 1)$$

By construction, the $\eta_{n, i}$'s are independent, have zero means and variances given by

$$\text{var} \eta_{n, i} = \frac{\gamma^2}{nh_n} \left( \sum_{j=1}^{m} a_j K \left( \frac{i}{nh_n t_j} \right) \right)^2$$

hence $\mathbb{E} Y_n = 0$ and

$$\text{var} Y_n = \gamma^2 \sum_{j=1}^{m} a_j a_k \sum_{i=1}^{n} \frac{1}{nh_n t_j t_k} K \left( \frac{i}{nh_n t_j} \right) K \left( \frac{i}{nh_n t_k} \right)$$
As $K$ is a Lipschitz continuous function, we have
\[
\int K(t_j s) K(t_k s) \, ds = \frac{1}{t_j t_k} \int K \left( \frac{s}{t_j} \right) K \left( \frac{s}{t_k} \right) \, ds
= \sum_{i=1}^{n} \frac{1}{n h_n t_j} \frac{1}{n h_n t_k} K \left( \frac{i}{n h_n t_j} \right) K \left( \frac{i}{n h_n t_k} \right) + O \left( \frac{1}{n h_n} \right)
\]
so
\[
\text{var } Y_n \rightarrow \gamma^2 \sum_{j=1}^{m} \sum_{k=1}^{m} a_j a_k \int K(t_j s) K(t_k s) \, ds
\]
which is the variance of $\sum_{j=1}^{m} a_j Z(t_j)$. Moreover, $\eta_{n,i} = 0$ for $i > t_r n h_n$ and, for $i \leq t_r n h_n$
\[
\mathbb{E} \eta_{n,i}^4 = \frac{\gamma^4}{n^2 h_n^2} \left( \sum_{j=1}^{m} \frac{a_j}{t_j} K \left( \frac{i}{n h_n t_j} \right) \right)^4 \mathbb{E} (W_{n,i} - 1)^4
= O \left( \frac{1}{n^2 h_n^2} \right)
\]
uniformly in $i$, so that $\sum_{i=1}^{n} \mathbb{E} \eta_{n,i}^4 = O(1/(n h_n))$. Hence Liapunov's condition is satisfied and the central limit theorem applies. So, for all $(a_1, \ldots, a_m) \in \mathbb{R}^m$ we have
\[
\sum_{j=1}^{m} a_j A_n(t_j) \xrightarrow{d} \sum_{j=1}^{m} a_j Z(t_j)
\]
and, using the Cramér-Wold device, we may conclude that the finite dimensional distributions converge.

Rests us to prove tightness to obtain the convergence in distribution of the processes $A_n$. Following BILLINGSLEY (1968), eq. (12.51), it suffices to show that, for some $C < \infty$
\[
\mathbb{E} (A_n(t) - A_n(s))^2 \leq C (t - s)^2
\]
for all $s, t \in T$. Since the variables $W_{n,1}, \ldots, W_{n,n}$, as defined in (3.8) are independent, it follows that
\[
\mathbb{E} (A_n(t) - A_n(s))^2 = \frac{\gamma^2}{n h_n} \sum_{i=1}^{n} \left( \frac{1}{t} K \left( \frac{i}{n h_n t} \right) - \frac{1}{s} K \left( \frac{i}{n h_n s} \right) \right)^2
\]
Note that, for all $s, t \in T$ the summands vanish for $i > n h_n t_r$. On the other hand
\[
\left| \frac{1}{t} K \left( \frac{i}{n h_n t} \right) - \frac{1}{s} K \left( \frac{i}{n h_n s} \right) \right|
\leq \frac{1}{t} \left| K \left( \frac{i}{n h_n t} \right) - K \left( \frac{i}{n h_n s} \right) \right| + \left| K \left( \frac{i}{n h_n s} \right) \right| \left| \frac{1}{t} - \frac{1}{s} \right|
\leq C' |t - s|
for all $s, t \in T$, with some constant $C'$ not depending on $n$ or $i$. These arguments, put together, imply the tightness criterion, and $A_n \overset{D}{\to} Z$ follows.

As stated at the beginning of this section, to complete the proof of Theorem 3.1, we still have to show that, uniformly in $t \in T$

$$IE \left( \hat{Y}^{(1)}(n, th_n) \right) = \frac{\gamma}{tnh_n} \sum_{i=1}^{n} K \left( \frac{i}{nh_n} \right) = \gamma + o(1/\sqrt{nh_n})$$

However, again using the Lipschitz continuity of $K$, we get

$$\frac{\gamma}{tnh_n} \sum_{i=1}^{n} K \left( \frac{i}{tnh_n} \right) = \gamma \sum_{i=1}^{\lfloor tnh_n \rfloor / n} \int_{\frac{i}{n}}^{\frac{i+1}{n}} \left( K_{th_n}(u) + \left( K_{th_n}(i/n) - K_{th_n}(u) \right) \right) du$$

$$= \gamma \int_{0}^{\lfloor tnh_n \rfloor / n} K_{th_n}(u) du + O \left( \frac{tnh_n}{t^2 n^2 h_n^2} \right)$$

$$= \gamma + O(1/(nh_n))$$

uniformly in $t \in T$.

### 3.4.2 Proof of Corollary 3.1

Let $F, K, h_n, Z_n, Z$ and $T = [t_1, t_r]$ be as in Theorem 3.1. Assume that the random sequence $\hat{h}_n$ is such that $\hat{h}_n/h_n \to 1$ in probability and define $t_n = \hat{h}_n/h_n$. Theorem 3.1 then gives that the random vector $(Z_n, t_n) : (\Omega, \mathcal{A}, P) \to C(t_1, t_r) \times \mathbb{R}$ converges in distribution to the vector $(Z, 1)$. Then use the Skorohod-Dudley representation theorem to deduce that there exists a probability space $(\tilde{\Omega}, \tilde{\mathcal{A}}, \tilde{P})$ carrying the random variables $(\tilde{Z}_n, \tilde{t}_n)$ and $\tilde{Z}$, with the property that $(\tilde{Z}_n, \tilde{t}_n) \overset{D}{=} (Z_n, t_n), \tilde{Z} \overset{D}{=} Z$ and $(\tilde{Z}_n, \tilde{t}_n) \overset{D}{\to} (\tilde{Z}, 1)$ a.s.

Since $\tilde{Z}$ has continuous sample paths, we obtain that $\tilde{Z}_n (\tilde{t}_n) \overset{D}{\to} \tilde{Z}(1)$. Finally return to the original probability space to obtain that

$$Z_n(t_n) \overset{D}{\to} Z(1) = \mathcal{N}(0, \gamma^2 \sigma^2_F)$$

### 3.4.3 Proof of Theorem 3.2

Under the assumptions of Theorem 3.2, the bias part of the actual AMSE($n, h$) is of the form

$$\beta(h) = \int_{0}^{1} K(s) b(hs) \, ds = hb'(0)C_1 + o(h)$$

(3.10)

with $C_1 = \int sK(s) \, ds$. We will first show that the estimate $\hat{\beta}_{n, g}$ is close to this equation:

**Lemma 3.1**

*Under the assumptions of Theorem 3.2 we have*

$$\hat{\beta}_{n, g}(h) = hb'(0)C_1 + o(h) + o_p(1/\sqrt{nh})$$

*with $C_1 = \int sK(s) \, ds$.***
Proof of Lemma 3.1:
Following similar arguments and using the same notation as in the basic decomposition of \( \hat{\gamma}(n, h) \), we can decompose \( \hat{b}_{n,g} \) into

\[
\hat{b}_{n,g}(x) = \gamma \sum_{i=1}^{n} \frac{1}{n} \left[ K_g \left( \frac{i}{n} - x \right) - K_g \left( \frac{i}{n} \right) \right] W_{n,i} \\
+ \sum_{j=0}^{3} \left( I_{n,j}(x; g) - I_{n,j}(0; g) \right)
\]

where

\[
I_{n,0}(x; g) = \int_{0}^{1} K_g(s-x)b(s) 
\]

\[
I_{n,1}(x; g) = -\int_{0}^{V_{(1)}} K_g(s-x)b(s) 
\]

\[
I_{n,2}(x; g) = \int_{V_{(1)}}^{1} \frac{1}{\sqrt{n}} B_n(s)K_g \left( s + \frac{1}{\sqrt{n}} B_n(s) - x \right) \frac{b(s)}{s} 
\]

\[
I_{n,3}(x; g) = \int_{V_{(1)}}^{1} \left( K_g \left( s + \frac{1}{\sqrt{n}} B_n(s) - x \right) - K_g(s-x) \right) b(s) \n\]

Note that it is sufficient to consider \( \hat{b}_{n,g}(x) \) uniformly in \( x \in [0, h] \).

The weighted sum of i.i.d. random variables can be dealt with using the assumptions on the kernel \( K \):

\[
\text{var} \left\{ \frac{1}{n} \sum_{i=1}^{n} \left[ K_g \left( \frac{i}{n} - x \right) - K_g \left( \frac{i}{n} \right) \right] W_{n,i} \right\} \\
= \frac{1}{n^2} \sum_{i=1}^{n} \left[ K_g \left( \frac{i}{n} - x \right) - K_g \left( \frac{i}{n} \right) \right]^2 \\
= O \left( \frac{ng}{n^2g^2} \right) = o \left( \frac{1}{nh} \right)
\]

and

\[
\text{E} \left\{ \frac{1}{n} \sum_{i=1}^{n} \left[ K_g \left( \frac{i}{n} - x \right) - K_g \left( \frac{i}{n} \right) \right] W_{n,i} \right\} \\
= \left[ \int_{0}^{1} K_g(u-x) \, du + O \left( \frac{1}{ng} \right) \right] - \left[ \int_{0}^{1} K_g(u) \, du + O \left( \frac{1}{ng} \right) \right] \\
= o \left( \frac{1}{nh} \right)
\]

both bounds being uniform in \( x \in [0, h] \).
Now we will show that the difference \( I_{n,0}(hs; g) - I_{n,0}(0; g) \) leads to the desired equation for the bias:

\[
I_{n,0}(hs; g) - I_{n,0}(0; g) = \int_0^1 (K_g(x - hs) - K_g(x)) b(x) \, dx \\
= \int_0^1 K(z) (b(gz + hs) - b(gz)) \, dz
\]

since \( h \downarrow 0 \) and \( g \downarrow 0 \), hence \((1 - hs)/g > 1\) for \( n \) large enough and all \( s \in [0, 1] \). Using the assumptions on \( b(\cdot) \) then yields

\[
\int_0^1 K(z) \left( b'(gz)hs + o(h) \right) \, dz = hs \int_0^1 K(z) \left( b'(0) + o(1) \right) \, dz \\
= hs b'(0) + o(h)
\]

with \( o(h) \) uniform in \( s \in [0, 1] \). Hence

\[
\int_0^1 K(s) \left( I_{n,0}(hs; g) - I_{n,0}(0; g) \right) \, ds = hsb'(0)C_1 + o(h)
\]

as required.

The remaining terms \( I_{n,j}(hs; g) \) with \( j = 1, \ldots, 3 \) will give, using similar arguments as we used in finding a bound for the remainder term in the basic decomposition of \( \hat{\beta}(h, n) \), that \( I_{n,j}(hs; g) = o_P(1/\sqrt{nh}) \) for \( j = 2, 3 \) and that \( I_{n,1}(hs; g) = o_P(1/(nh)) \), again, uniform in \( s \in [0, 1] \). Thus

\[
\hat{\beta}_{n,g}(h) = hsb'(0)C_1 + o(h) + o_P(1/\sqrt{nh})
\]

\[
\sup_{h \in \mathcal{H}_n} \frac{1}{n} \left| \text{AMSE}_{n, gn}(n, h) - \text{AMSE}(n, h) \right| \to 0 \quad \text{in probability}
\]

with \( \mathcal{H}_n = \{ h | an^{-1/3} < h_n < bn^{-1/3} \} \) for arbitrary \( 0 < a \leq b < \infty \).

To complete the proof of Theorem 3.2, we will follow the lines of the proof of Theorem 3 in Rice (1984).

Define

\[
l(z) = \lim_{n \to \infty} n^{2/3} \text{AMSE}(n, zn^{-1/3}) \\
= \left( zb'(0)C_1 \right)^2 + \frac{z^2}{\bar{z}} C_2
\]
with the constants $C_1$ and $C_2$ only depending on the kernel $K$. Then
\[
\sup_{a \leq z \leq b} \left| n^{2/3} \left( \text{AMSE}(n,zn^{-1/3}) - l(z) \right) \right| \to 0
\]
for arbitrary $0 < a \leq b < \infty$. Using that $l(z)$ is strictly convex and infinitely often differentiable on $(0,\infty)$, we obtain that $z_0 = \text{argmin}_z l(z)$ is unique. Indeed, $n^{1/3} \hat{h}_n^0 \to z_0$ as $n \to \infty$, provided that $a < z_0 < b$.

Define $z_n = n^{1/3} \hat{h}_n^0$ and $\hat{z}_n = n^{1/3} \hat{h}_n$. Fix $\delta > 0$ and define the function $D(\cdot)$ by $D(\delta) = \inf_{|z - z_0| > \delta} (l(z) - l(z_0))$ and $\hat{l}(z) = n^{2/3} \text{AMSE}_{n,8_n}(n,zn^{-1/3})$ with minimizer $\hat{z}_n$. Then
\[
\mathbb{P}( |\hat{z}_n - z_0| > \delta ) \\
\leq \mathbb{P}( l(\hat{z}_n) - l(z_0) > D(\delta) ) \\
\leq \mathbb{P}( l(\hat{z}_n) - \hat{l}(\hat{z}_n) + \hat{l}(z_0) - l(z_0) > D(\delta) ) \\
\leq \mathbb{P}( l(\hat{z}_n) - \hat{l}(\hat{z}_n) > D(\delta)/2 ) + \mathbb{P}( \hat{l}(z_0) - l(z_0) > D(\delta)/2 )
\]
However, these terms converge to 0 by the remarks following the proof of Lemma 3.1.

Hence
\[
n^{1/3}(\hat{h}_n - h_n^0) \to 0 \quad \text{in probability}
\]
or
\[
\frac{\hat{h}_n}{h_n^0} \to 1 \quad \text{in probability}
\]

### 3.4.4 Proof of Theorem 3.3

By Theorem 3.2 we have that $\hat{h}_n / h_n^0 \to 1$ in probability and hence, by Corollary 3.1
\[
\sqrt{n\hat{h}_n^0} \left( \hat{\gamma}(n,\hat{h}_n) - \gamma - \beta (\hat{h}_n) \right) \overset{d}{\to} \mathcal{N}(0,\gamma^2 \sigma_k^2)
\]
Moreover $\hat{\gamma}(n,\hat{h}_n)/\gamma \to 1$ in probability.

Since $h_n^0 \in \mathcal{H}_n$ for some $0 < a \leq b < \infty$, see remarks following the proof of Lemma 3.1, and $\hat{h}_n / h_n^0 \to 1$ in probability, it follows that, $\forall \epsilon > 0$
\[
\mathbb{P} \left( an^{-1/3}(1 - \epsilon) < \hat{h}_n < bn^{-1/3}(1 + \epsilon) \right) \to 1
\]
hence, $\hat{h}_n \in \tilde{\mathcal{H}}_n$, with probability tending to 1, where $\tilde{\mathcal{H}}_n = \{ h_n | \frac{1}{2} an^{-1/3} < h_n < \frac{3}{2} bn^{-1/3} \}$. Using Lemma 3.1 we then derive that
\[
\sup_{h \in \tilde{\mathcal{H}}_n} n^{1/3} \left| \beta(h) - \hat{\beta}_{n,8_n}(h) \right| \to 0 \quad \text{in probability}
\]
and hence, $\forall \varepsilon > 0$

$$\text{IP} \left( n^{1/3} \left| \beta (\hat{h}_n) - \hat{\beta}_{n,gn}(\hat{h}_n) \right| > \varepsilon \right) \rightarrow 0$$

So

$$\frac{\sqrt{n\hat{h}_n}}{\hat{\gamma}(n, \hat{h}_n)} \left( \hat{\gamma}(n, \hat{h}_n) - \gamma - \hat{\beta}_{n,gn}(\hat{h}_n) \right) \overset{D}{\rightarrow} \mathcal{N}(0, \sigma^2_{\hat{\gamma}})$$

which one can use to construct asymptotic (bias-corrected) confidence intervals.
Chapter 4

A new type of estimator

In this chapter a new type of estimator of the extreme value index will be introduced and its asymptotic properties will be discussed. In the calculation of this new estimator two parameters have to be chosen appropriately. When the proof of the theorems concerning the introduced estimator is given, we will illustrate the behaviour of the estimator as a function of these two parameters by means of a small simulation study.

This new estimator is a generalization of the estimator of the previous chapter in the sense that it is a consistent estimator for both positive and negative extreme value indices, whereas the estimator of the previous chapter could only be used in case of a positive extreme value index. In the final section of the present chapter, the new estimator will be related to other existing estimators.

4.1 Introduction

Throughout this chapter, we will be concerned with a sample $X_1, \ldots, X_n$ of i.i.d. random variables with common distribution function $F$ that is in the domain of attraction of an extreme value distribution $G_\gamma$ for some $\gamma \neq 0$. Denote the ascending order statistics of such a sample by $X_{(1)} \leq \cdots \leq X_{(n)}$. Consider the function $\phi(\cdot)$ defined by

$$\phi(s) = -s \frac{d}{ds} \log Q(1-s)$$

(4.1)

with $Q(s) = F^{-1}(s)$ the quantile function of the variables $X_i$, assuming existence and differentiability of $\log Q(1-\cdot)$. In case of a Generalized Pareto Distribution $F_{GPD}(\cdot; \gamma, \sigma)$, as defined in (1.6), the corresponding $\phi$-function is given by

$$\phi_{GPD}(s; \gamma) = \frac{\gamma}{1 - s\gamma} \quad \text{for} \quad \gamma \neq 0, \quad s \in (0,1)$$

Note that this function does not depend on the parameter $\sigma$ present in the distribution function $F_{GPD}(\cdot; \gamma, \sigma)$.

Results in Balkema and De Haan (1974) and Pickands (1975) indicate that the tail of a distribution function $F \in \mathcal{D}(G_\gamma)$ can be approximated by a Generalized Pareto
Distribution with the same $\gamma$ but with a $\sigma$ depending on the threshold above which the tail is defined to start. (See also (1.3) and (1.5) in this thesis.) Since $\phi_{GPD}(\cdot; \gamma)$ does not depend on the parameter $\sigma$, it is appealing to try to approximate, in a neighbourhood of 0, the $\phi$-function corresponding to $F$ by one corresponding to a Generalized Pareto Distribution with the same $\gamma$ but with arbitrary $\sigma > 0$. The main idea behind the new estimator of the extreme value index is based on that observation.

Indeed, we will use a kernel type method to estimate the $\phi$-function corresponding to $F$ on the interval $[s_o, 1]$ non-parametrically, with $s_o$ a value close to 0 and call that estimator $\hat{\phi}_n(s)$. Then we will continuously extend that estimator to the interval $(0, s_o]$ using $\phi_{GPD}(\cdot; \gamma)$. Note that the continuity of the extension yields an estimator of $\gamma$: continuity at $s_o$ implies

$$\hat{\phi}_n(s_o) = \phi_{GPD}(s_o; \gamma) = \frac{\gamma}{1 - s_o}$$

and hence yields an estimator for $\gamma$, since for each fixed $s_o$, $\phi_{GPD}(s_o; \gamma)$ is a monotone function of $\gamma$ and is therefore invertible.

Intuitively, the closeness of $s_o$ to zero should depend on the sample size $n$, for $s_o$ is related to the threshold above which the approximation of the tail of the underlying distribution function by one of a Generalized Pareto Distribution is considered to start to be effective. In the next section we will see that the rate at which $s_o$ tends to 0 depends on the non-parametric method that is used to estimate $\phi(\cdot)$.

Obviously, if one is only interested in the estimation of the extreme value index, it suffices to consider the $\hat{\phi}_n(\cdot)$ only at the point $s_o$. Estimating $\phi(\cdot)$ on a non-empty subinterval of $(0, 1)$ could be used to estimate (extreme) quantiles. Moreover, an estimator of the quantile function can be constructed in a similar way. Such an estimator could be used to draw bootstrap-samples in order to try to find a mean squared error optimal smoothing-parameter $s_o$. In the present chapter however, only the estimation of the extreme value index itself will be considered.

### 4.2 Main results

Let $X_1, \ldots, X_n$ be a sample from a distribution function $F$ in the domain of an extreme value distribution $G_\gamma$ and let $\phi$ be defined as in (4.1). Let $K: \mathbb{R} \rightarrow \mathbb{R}$ be such that

\[ [KC1] \quad K(x) = 0 \quad x \not\in (-1, 1) \]
\[ [KC2] \quad 0 < K(x) < \infty \quad x \in (-1, 1) \]
\[ [KC3] \quad \text{The derivative } dK(x)/dx \text{ exists and is uniformly bounded on } (-1, 1) \]
\[ [KC4] \quad \int K(x) \, dx = 1 \]

Define the boundary kernel $K_t(\cdot)$ by

$$\tilde{K}_t(x) = (\alpha_t + x\beta_t)K(x)1_{(-1,1)}(x)$$
where $\alpha_t$ and $\beta_t$ are determined by the equations

$$
\int_{-1}^{t'} (\alpha_t + u\beta_t)K(u)\,du = 1 \quad \text{and} \quad \int_{-1}^{t'} u(\alpha_t + u\beta_t)K(u)\,du = 0 \quad (4.2)
$$

Note that condition [KC2] implies that both $\alpha_t$ and $\beta_t$ are bounded uniform in $t \in [0, 1]$, hence that the boundary kernel is bounded, uniform in $t \in [0, 1]$ and $x \in (-1, 1)$.

We will make frequent use of a function that is closely related to this boundary kernel. Define for $t \in (0, 1)$ the function $\Psi_t(\cdot)$ as

$$
\Psi_t(u) = u\tilde{K}_t(t-u) \quad (4.3)
$$

Note that equations (4.2) imply that

$$
\int_{0}^{t'+1} \frac{\Psi_t(u)}{u} \,du = 1 \quad \text{and} \quad \int_{0}^{t'+1} (t-u)\frac{\Psi_t(u)}{u} \,du = 0 \quad (4.4)
$$

moreover, these equalities can be combined to obtain

$$
\int_{0}^{t'+1} \Psi_t(u) \,du = t \quad (4.5)
$$

As stated in the previous section, the closeness to zero of the point $s_\phi$ at which the transition of a non-parametric estimator to a parametric one is made, should intuitively depend on the sample size $n$. Hence it seems reasonable to estimate $\phi(\delta_n)$ for some sequence $\delta_n \to 0$ as $n \to \infty$. However, in order to be able to use a boundary kernel, as implicitly defined in (4.3), the $\delta_n$ should be of the same order as the bandwidth $h$ that is used, i.e., the function $\phi(\cdot)$ is estimated at the point $ht$, for some $t \in (0, 1)$. Therefore, define the estimator of $\phi(ht)$ by

$$
\hat{\phi}_h(ht) = \sum_{i=1}^{n} \Psi_t \left( \frac{i}{nh} \right) \left( \log X_{(n-i+1)} - \log X_{(n-i)} \right) \quad (4.6)
$$

Note that by definition of $\Psi_t(\cdot)$, approximately the $nh(t+1)$ largest order statistics will be used in the calculation of the estimate. However, the start of the parametric assumption on the underlying distribution function is at the threshold $y_t$, where $1 - F(y_t) = ht$, hence more than just the $nh$ values of the sample above the threshold $y_t$ will be used. This differs from the situation of other estimators like e.g., the moment estimator and the maximum likelihood estimator (for both estimators, see Chapter 2). For these estimators only the values of the sample above a certain threshold $y_t$ are used in the calculation of the estimator. Consequently, this new estimator depends on the chosen threshold in a much smoother way as is the case with e.g., the moment estimator and the maximum likelihood estimator.

As stated in the introduction of this chapter, we will define an estimator of $\gamma$ by equating the estimated $\phi$-function corresponding to the underlying distribution function
to the \( \phi \)-function corresponding to a Generalized Pareto Distribution. To that end, first define the function \( \Phi_y(\cdot) \) for a fixed \( y \in (0, 1) \) by:

\[
\Phi_y(x) = \begin{cases} 
\frac{x}{1 - y^x} & \text{if } x \neq 0 \\
-\frac{1}{\log y} & \text{if } x = 0
\end{cases}
\]  
(4.7)

Note that, for each fixed \( y \in (0, 1) \) this function is monotone and continuous in \( x \) and hence has an inverse \( \Phi_y^{-1}(\cdot) \), although this inverse can not be expressed explicitly. Therefore, we can define the new estimator of the extreme value index:

\[
\hat{\gamma}^G_{n,h} = \Phi_{ht}^{-1}\left( \hat{\phi}_h(ht) \right)
\]  
(4.8)

for some fixed \( t \in (0, 1) \). I.e., this estimator is the \( \gamma \) that solves the equation

\[
\hat{\phi}_h(ht) = \frac{\gamma}{1 - (ht)^\gamma}
\]

Note that, in case of a positive extreme value index and choosing \( t = 0 \), this estimator coincides with the kernel type estimator discussed in Chapter 3 of this thesis. Indeed, this is easily seen by equating \( \Psi_0(u) \) with \( uK^*(u) \) where \( K^*(\cdot) \) is the kernel used in Chapter 3, and using equations (3.1) and (4.6).

Since first we will be estimating the \( \phi \)-function rather than the underlying distribution function \( F \) itself, the conditions needed to derive asymptotic normality will be expressed in terms of this \( \phi(\cdot) \)-function:\n
\[\text{[PC1]}\]

If \( \gamma > 0 \),

\[
\phi(s) = \gamma(1 + b(s))
\]

with \( b(s) \to 0 \) as \( s \to 0 \), uniform on some interval \( (0, \epsilon) \).

\[\text{[PC2]}\]

If \( \gamma < 0 \),

\[
\phi(s) = -\gamma s^{-\gamma} L(s)
\]

with \( L(\cdot) \) slowly varying at zero and \( L(s) \to L_0 > 0 \) as \( s \to 0 \), uniform on some interval \( (0, \epsilon) \).

The conditions arise quite naturally if one considers the expansion of the \( \phi \)-function of a Generalized Pareto Distribution in the neighbourhood of zero:

\[
\phi_{GPD}(s; \gamma) = \begin{cases} 
\gamma(1 + O(s^{-\gamma})) & \gamma > 0 \\
-\gamma s^{-\gamma}(1 + O(s^{-\gamma})) & \gamma < 0
\end{cases}
\]  

as \( s \downarrow 0 \)

\[\text{\textsuperscript{1}}\]

Note that the case \( \gamma = 0 \) is not covered by these conditions. This type of limiting extreme value distribution is not yet considered, since the corresponding \( \phi_{GPD} \)-function \(-1/\log s\) is not as easily generalized.
More generally, we want to consider functions of the following type:

\[
\phi(s) = \begin{cases} 
\gamma L_1(s) & \gamma > 0 \\
-\gamma s^{-\gamma} L_2(s) & \gamma < 0 
\end{cases}
\text{ as } s \downarrow 0
\]

with \(L_i(\cdot)\) \((i = 1, 2)\) slowly varying functions at zero. The specific choices of the slowly varying functions in [PC1] and [PC2], stem from the observation that even though the extreme value index does not change under a translation of the underlying distribution function, the corresponding \(\phi\)-function does:

\[
F_a(x) = F(x - a) \quad a > 0 \quad \implies \quad \phi_a(s) = \phi(s) \frac{Q(1-s)}{Q(1-s) + a}
\]

Hence, since the quantile function \(Q(1-\cdot)\) tends to the (possibly infinite) upper endpoint \(x_F^\circ\) of the underlying distribution function, this yields

\[
\phi_a(s) \sim \phi(s) \quad \gamma > 0 \\
\phi_a(s) \sim \phi(s) \frac{x_F^\circ}{x_F^\circ + a} \quad \gamma < 0 \quad \text{ as } s \downarrow 0
\]

and this is represented in [PC1] and [PC2], by taking \(L_1(s) = 1 + b(s)\) with \(b(s) \rightarrow 0\) as \(s \rightarrow 0\) and \(L_2(s) = L(s)\) respectively.

The asymptotic behaviour of the estimator of \(\phi(ht)\), as process in \(t\), is stated in the following theorem:

**Theorem 4.1**

Assume that the \(\phi\)-function corresponding to the underlying distribution function \(F\) satisfies either condition [PC1] or [PC2]. Moreover, assume that the kernel \(K\) satisfies conditions [KC1]–[KC4]. Let \(h = h_n = H(n)\) where, in case \(\gamma > 0\), \(H \in RV_-\rho\) for some \(\rho \in (0, 1)\) and in case \(\gamma < 0\), \(\sqrt{nH(n)} \phi(H(n)) \rightarrow \infty\) and \(H(n) \rightarrow 0\) as \(n \rightarrow \infty\). Define the stochastic processes \(Z_n\) with index set \((0, 1)\) by

\[
Z_n(t) = \frac{\sqrt{nh}}{\phi(h)} (\hat{\phi}_h(ht) - D_{n,h}(t))
\]

where

\[
D_{n,h}(t) = \int_{1/\sqrt{nh}}^{t+1} \log Q(1-hu) d\Psi_t(u)
\]

Then \(Z_n \xrightarrow{D} Z\) with

\[
Z(t) = \int_0^{t+1} x^{-\tilde{\gamma} - 1} W(x) d\Psi_t(x)
\]

where \(\tilde{\gamma} = \gamma \land 0\) and \(W(\cdot)\) is standard Brownian Motion. Moreover,

\[
D_{n,h}(t) - \phi_{GPD}(ht; \gamma) = \int_0^{t+1} (\phi(hu) - \phi_{GPD}(ht; \gamma)) \frac{\Psi_t(u)}{u} du + o\left(\frac{\phi(h)}{\sqrt{nh}}\right)
\]
Remark 4.1
Note that $Z$ is a Gaussian process with continuous sample paths, mean function 0 and covariance structure
\[
\text{cov}(Z(t), Z(v)) = \int_0^{t+1} \int_0^{v+1} \frac{x \wedge y}{xy} (xy)^{-\tilde{\gamma}} \, d\Psi_v(y) \, d\Psi_t(x)
\]

Remark 4.2
An alternative representation of the limiting process $Z(\cdot)$ is obtained using partial integration:
\[
Z(t) = \left[ x^{-\tilde{\gamma}} \Psi_t(x) W(x) \right]_0^{t+1} - \int_0^{t+1} \Psi_t(x) \, d(x^{-\tilde{\gamma}} W(x))
\]
\[
= \left[ x^{-\tilde{\gamma}} \tilde{K}_t(x) W(x) \right]_0^{t+1} - \int_0^{t+1} x \tilde{K}_t(x) \, d(x^{-\tilde{\gamma}} W(x))
\]
\[
= - \int_0^{t+1} x \tilde{K}_t(t - x) \, d(x^{-\tilde{\gamma}} W(x))
\]
\[
= - \int_0^{t+1} \Psi_t(x) \, d(x^{-\tilde{\gamma}} W(x))
\]

where the last equality follows from the fact that $\tilde{\gamma} \leq 0$, $W(0) = 0$ a.s., $\tilde{K}_t(0)$ is bounded, $\tilde{K}_t(t + 1) = 0$ and $W(t + 1) = O_P(1)$.

Remark 4.3
In case of positive index, the asymptotic covariance function can be rewritten as
\[
\text{cov}(Z(t), Z(v)) = \int_0^{(t \wedge v)+1} \frac{\Psi_t(x)}{x} \, d\Psi_v(x) + \int_0^{(t \wedge v)+1} \frac{\Psi_v(x)}{x} \, d\Psi_t(x)
\]

Moreover, applying partial integration, this is equivalent to
\[
\text{cov}(Z(t), Z(v)) = \int_0^{(t \wedge v)+1} \frac{\Psi_t(x) \Psi_v(x)}{x^2} \, dx
\]

Remark 4.4
In case $\gamma = -1$, the limiting covariance structure can be written as
\[
\text{cov}(Z(t), Z(v)) = \int_0^{(t \wedge v)+1} \Psi_t(x) \Psi_s(x) \, dx
\]

Remark 4.5
In case of positive index, the conditions on the sequence $h_n$ imply that $nh_n \to \infty$ as $n \to \infty$, since $H \in \text{RV}_{\rho}$ for some $\rho \in (0, 1)$.

In case of negative index, the conditions on the sequence $h_n$ also imply that $nh_n \to \infty$ as $n \to \infty$, since $\phi(h) \to 0$ as $h \to 0$.

Theorem 4.1 will be the starting point for proving the asymptotic normality of the general kernel type estimator of the extreme value index. The presented results of the asymptotic properties can be applied for any fixed $t \in [0, 1]$ in (4.8) in case $\gamma > 0$, whereas in case $\gamma < 0$ the chosen $t \in [0, 1]$ should satisfy a certain condition.
Theorem 4.2 (positive index)
Let $\phi$, $F$, $K$ and $h$ be as in Theorem 4.1 for some $\gamma > 0$. Additionally, let $t_o$ be any fixed value in the interval $[0, 1]$ and let $\tilde{y}_{n,h}^G$ be given by (4.8) with $t = t_o$. Then

$$\sqrt{n h} \left( \tilde{y}_{n,h}^G - B_{n,h}(t_o) \right) \xrightarrow{d} Z_{t_o}^+$$

where $B_{n,h}(t_o) = \Phi_{h,t_o}^{-1}(D_{n,h}(t_o))$ with $D_{n,h}(t_o)$ as in Theorem 4.1 and $Z_{t_o}^+$ a normally distributed random variable with mean 0 and variance

$$\int_0^{t_o+1} \int_0^{t_o+1} \frac{x \wedge y}{xy} \ d\Psi_{t_o}(y) \ d\Psi_{t_o}(x)$$

**Remark 4.6**
Note that, using remark 4.3, the variance of the limiting normally distributed variable $Z_{t_o}^+$ can be rewritten as

$$2 \int_0^{t_o+1} \frac{\Psi_{t_o}(x)}{x} \ d\Psi_{t_o}(x) = \int_0^{t_o+1} \left( \frac{\Psi_{t_o}(x)}{x} \right)^2 \ dx$$

Theorem 4.3 (negative index)
Let $\phi$, $F$, $K$ and $h$ be as in Theorem 4.1 for some $\gamma < 0$. Additionally, define

$$\kappa_\gamma(t) = \int_0^{t+1} u^{-\gamma-1} \Psi_t(u) \ du$$

Let $t_o$ be a value in the interval $[0, 1]$ that satisfies $L_{\omega t_o} \gamma \kappa_\gamma(t_o) > 0$ and let $\tilde{y}_{n,h}^G$ be given by (4.8) with $t = t_o$. Then

$$\sqrt{n h} \log(h t_o) \kappa_\gamma(t_o) \left( \tilde{y}_{n,h}^G - B_{n,h}(t_o) \right) \xrightarrow{d} Z_{t_o}^-$$

where $B_{n,h}(t_o) = \Phi_{h,t_o}^{-1}(D_{n,h}(t_o))$ with $D_{n,h}(t_o)$ as in Theorem 4.1 and $Z_{t_o}^-$ a normally distributed random variable with mean 0 and variance

$$\int_0^{t_o+1} \int_0^{t_o+1} \frac{x \wedge y}{xy} (xy)^{-\gamma} \ d\Psi_{t_o}(y) \ d\Psi_{t_o}(x)$$

**Remark 4.7**
Note that in case $\gamma = -1$, the constant $\kappa_\gamma(t)$ equals $t$ for all $t \in (0, 1)$ by (4.5). Hence, the condition on the chosen $t_o$ is satisfied for all $t_o \in (0, 1)$ by [PC2].

**Remark 4.8**
As the proof of the theorem will show, $\log(h t_o) \left( B_{n,h}(t_o) - \gamma \right) \to \log(L_{\omega t_o} \gamma \kappa_\gamma(t_o))$ as $n \to \infty$. 


4.3 Proof of Theorem 4.1

We will first present an outline of the proof, before going too much into detail. The estimator of $\phi$ can be represented in the following way:

$$\hat{\phi}_h(ht) = \int_0^{t+1} \log Q_n(1 - hu) \, d\Psi_t(u)$$

with $Q_n(\cdot)$ the empirical quantile function and $\Psi_t(\cdot)$ as defined by equation (4.4). This follows by rearranging the terms in the definition of $\hat{\phi}_h(\cdot)$ and noting that $Q_n(1-u)$ equals $X_{(n-k)}$ for $k/n \leq u < (k + 1)/n$.

Since the behaviour of the empirical quantile function near the boundaries of the interval $[0,1]$ differs from the behaviour on the interior of that interval, we will decompose the estimator into two parts:

$$\hat{\phi}_h(ht) = \int_{1/nh}^{t+1} \log Q_n(1 - hu) \, d\Psi_t(u) + \int_0^{1/nh} \log Q_n(1 - hu) \, d\Psi_t(u)$$

Assuming that the empirical quantile function will approximate the underlying quantile function, the first term is likely to be close to its deterministic equivalent. Therefore we decompose the estimator further into

$$\hat{\phi}_h(ht) = \int_{1/nh}^{t+1} \log Q(1 - hu) \, d\Psi_t(u) +$$

$$+ \int_{1/nh}^{t+1} (\log Q_n(1 - hu) - \log Q(1 - hu)) \, d\Psi_t(u)$$

$$+ \int_0^{1/nh} \log Q_n(1 - hu) \, d\Psi_t(u)$$

$$= D_{n,h}(t) + Y_{n,h}^{(1)}(t) + R_{n,h}^{(1)}(t)$$

(4.9)

i.e., into a deterministic part $D_{n,h}(t)$ (as given in the theorem) and two random parts $Y_{n,h}^{(1)}(t)$ and $R_{n,h}^{(1)}(t)$. The term $R_{n,h}^{(1)}(t)$ turns out to be negligible with respect to the other terms, while the other random term will, properly scaled, lead to the limiting process mentioned in the theorem.

To obtain that limiting process, we use that $Q_n(1-x) \overset{D}{=} Q_n(1-x)$ where $\Gamma_n(\cdot)$ is the empirical quantile function of a $\mathcal{U}(0,1)$ sample of size $n$, to rewrite $Y_{n,h}^{(1)}(t)$ into

$$\int_{1/nh}^{t+1} \left( \log Q(\Gamma_n(1 - hu)) - \log Q(1 - hu) \right) \, d\Psi_t(u)$$

By the symmetry of a uniform sample we have that $\Gamma_n(1-x) \overset{D}{=} 1 - \Gamma_n(x)$, hence $Y_{n,h}^{(1)}(t)$ is equal in distribution to

$$\int_{1/nh}^{t+1} \left( \log Q(1 - \Gamma_n(hu)) - \log Q(1 - hu) \right) \, d\Psi_t(u)$$
Using a first order Taylor expansion on the function \( u \mapsto \log Q(1-u) \) and noting that 
\[
\frac{d}{dx}(\log Q(1-x)) = -\phi(x)/x,
\]
yields the further decomposition
\[
-Y_{n,h}^{(1)}(t) = \int_{1/nh}^{t+1} \phi(hu) \Delta_n(hu) \frac{d\Psi_t(u)}{hu} + R_{n,h}^{(2)}(t)
\]
\[
= \int_{1/n}^{h^{t+1}} \phi(u) \frac{\Delta_n(u)}{u} \frac{d\Psi_t\left(\frac{u}{h}\right)}{u} + R_{n,h}^{(2)}(t)
\]
\[
= Y_{n,h}^{(2)}(t) + R_{n,h}^{(2)}(t)
\]
where
\[
\Delta_n(u) = \Gamma_n(u) - u \tag{4.10}
\]
and \( R_{n,h}^{(2)}(t) \) is a remainder term.

It is well known that the scaled empirical quantile process of a uniform \((0,1)\) sample, \( \sqrt{n}\Delta_n(u) \), converges in distribution to a Brownian Bridge. Moreover, a sequence \( B^{(n)} \) of Brownian Bridges can be constructed, a so called Hungarian Embedding, such that the weighted difference \( (\sqrt{n}\Delta_n(u) - B^{(n)}(u))/u^{1/2-\nu} \) converges uniformly to 0 in probability, for any \( \nu \in [0,1/2) \). We can make use of that result by rewriting the scaled \( Y_{n,h}^{(2)}(t) \) into
\[
\frac{\sqrt{nh}}{\phi(h)} Y_{n,h}^{(2)}(t) = \sqrt{h} \int_{1/n}^{h(t+1)} \frac{\phi(u)}{\phi(h)} \frac{B^{(n)}(u)}{u} \frac{d\Psi_t\left(\frac{u}{h}\right)}{u} 
\]
\[
+ \sqrt{h} \int_{1/n}^{h(t+1)} \frac{\phi(u)}{\phi(h)} \frac{\sqrt{n}\Delta_n(u) - B^{(n)}(u)}{u} \frac{d\Psi_t\left(\frac{u}{h}\right)}{u}
\]
\[
= Y_{n,h}^{(3)}(t) + R_{n,h}^{(3)}(t) \tag{4.11}
\]
The mentioned result of the Hungarian Embedding indeed yields that \( R_{n,h}^{(3)}(t) \) is of negligible order.

The term \( Y_{n,h}^{(3)}(t) \) is completely determined by the behaviour of the sequence of Brownian Bridges. Since a Brownian Bridge \( B(\cdot) \) is in distribution equal to \( W(u) - uW(1) \) where \( W(\cdot) \) is standard Brownian Motion, we can use \( W(hu) \overset{D}{=} \sqrt{h}W(u) \) (Brownian scaling), to show that \( Y_{n,h}^{(3)}(t) \) indeed converges to the limiting process mentioned in the theorem.

The actual proof of Theorem 4.1 is organized as follows: in section 4.3.1 the random terms will be considered. That section starts with stating some miscellaneous results that we will be needing when dealing with the random terms. In subsection 4.3.1.1, the first remainder term \( R_{n,h}^{(1)}(t) \) will be shown to be of negligible order. Subsections 4.3.1.2
and 4.3.1.3 will deal with the other remainder terms $R_{n,h}^{(2)}(t)$ and $R_{n,h}^{(3)}(t)$ respectively. In subsection 4.3.1.4 the limiting process itself will be derived for the remaining random term $Y_{n,h}^{(3)}(t)$. Finally, in section 4.3.2 the deterministic term $D_{n,h}(t)$ will be considered.

4.3.1 The random terms

The following results are taken from WELLNER (1978).

**Lemma 4.1**

Let $\Gamma_n(u)$ be the empirical quantile function of a uniform $(0, 1)$ sample of size $n$ and let $\Delta_n(\cdot)$ be given by (4.10). Then the following holds:

$$
\sup_{\frac{1}{n} \leq u \leq 1} \left| \frac{\Gamma_n(u)}{u} \right| = O_P(1), \quad \sup_{\frac{1}{n} \leq u \leq 1} \left| \frac{u}{\Gamma_n(u)} \right| = O_P(1)
$$

(4.12)

and

$$
\sup_{b_n \leq u \leq 1} \left| \frac{\Delta_n(u)}{u} \right| = o_P(1)
$$

(4.13)

where $b_n$ is any sequence of positive numbers satisfying $nb_n \to \infty$ as $n \to \infty$.

**Proof of Lemma 4.1:**

From Lemma 2 in WELLNER (1978) we have for all $\lambda \geq 1$ that

$$
\Pr \left( \sup_{\frac{1}{n} \leq u \leq 1} \left| \frac{\Gamma_n(u)}{u} \right| \geq \lambda \right) \leq e\lambda e^{-\lambda}
$$

and

$$
\Pr \left( \sup_{\frac{1}{n} \leq u \leq 1} \left| \frac{u}{\Gamma_n(u)} \right| \geq \lambda \right) \leq e\lambda^{-1}
$$

Hence (4.12) follows.

The second assertion, (4.13), is Theorem 0 in WELLNER (1978).

Another result concerning the empirical quantile function $\Gamma_n(\cdot)$ is presented in the following lemma:

**Lemma 4.2**

Let $\Delta_n(\cdot)$ be given by (4.10). Then the following holds with probability 1:

$$
u + t\Delta_n(u) \geq 0 \quad \text{for all } t \in [0, 1] \text{ and } u \in [0, 1]
$$

(4.14)

and

$$
\sup_{0 < u < 1} |\Delta_n(u)| \to 0
$$

(4.15)
Proof of Lemma 4.2:
The first statement, (4.14), follows simply by the definition of $\Delta_n(u)$.

For the second statement note that this is the quantile equivalent of the Glivenko-Cantelli result for the empirical distribution function. Indeed, since $\Gamma_n$ is the inverse of the empirical distribution function $F_n$, we have that $|\Delta_n(s)| \leq 1/n$ and hence

$$
\sup_{0<u<1} |\Delta_n(u)| = \sup_{0<s<1} \left| \Gamma_n(F_n(s)) - F_n(s) \right|
\leq \sup_{0<s<1} |F_n(s) - s| + \sup_{0<s<1} \left| \Gamma_n(F_n(s)) - s \right|
= \sup_{0<s<1} |F_n(s) - s| + O(1/n)
$$

where the first term of the last line tends to 0 almost surely by Glivenko-Cantelli as $n \to \infty$.

The next result will be stated without proof and concerns the Hungarian Embedding as mentioned in the outline of the proof of Theorem 4.1 and is reformulated as:

In Csörgő, Csörgő, Horváth and Mason (1986) a probability space is constructed on which there exists a sequence $U_1, U_2, \ldots$ of i.i.d. $\mathcal{U}(0,1)$ variables, and a sequence of Brownian Bridges $\{B^{(n)}(s)\}$, which has, among others, the following property (cf. Theorem 2.1 in Csörgő, Csörgő, Horváth and Mason (1986)):

Lemma 4.3

For any $0 \leq \nu < 1/2$

$$
\sup_{1/n < u \leq 1 - 1/n} \left| \frac{\sqrt{n} \Delta_n(u) - B^{(n)}(u)}{u^{1/2 - \nu}} \right| = O_p(n^{-\nu})
$$

as $n \to \infty$, where $\Delta_n(u) = \Gamma_n(u) - u$ with $\Gamma_n(\cdot)$ the quantile function of $U_1, \ldots, U_n$.

In view of this result, we will assume that any uniform $(0,1)$ sample and sequence of Brownian Bridges we will be using, are defined on the above mentioned probability space.

Finally, the next lemma will be of use in dealing with the first remainder term $R_{n,H}^{(1)}(t)$.

Lemma 4.4

Let $\nu(\cdot)$ and $\mu(\cdot)$ be regularly varying at infinity with index $\lambda_\nu < 0$ and $\lambda_\mu > 0$ respectively. Moreover, let $\mu(\cdot)$ be non-decreasing. Then the following holds:

$$
\lim_{x \to \infty} x\nu(a^\mu(x)) = 0 \quad \forall a > 1
$$

Proof of Lemma 4.4:

Recall the following properties of regularly varying functions (see e.g., Chapter 1 of Bingham, Goldie and Teugels (1987)):
(i) Suppose \( f \in \text{RV}^\infty_\rho \). Then

\[
f(x) \to \begin{cases} 
0 & \rho < 0 \\
\infty & \rho > 0
\end{cases}
\]

as \( x \to \infty \).

(ii) Suppose \( f \) is non-decreasing and \( f \in \text{RV}^\infty_\rho \) with \( 0 < \rho < \infty \). Then \( f^{-1} \in \text{RV}^\infty_{1/\rho} \), where \( f^{-1} \) denotes the inverse of \( f \).

(iii) Suppose \( f_1 \in \text{RV}^\infty_{\rho_1}, f_2 \in \text{RV}^\infty_{\rho_2} \) with \( f_2(t) \to \infty \) as \( t \to \infty \). Then \( f_1 \circ f_2 \in \text{RV}^\infty_{\rho_1\rho_2} \).

Obviously,

\[
\lim_{x \to \infty} x \nu(x^\mu) = \lim_{y \to \infty} \mu^{-1}(y) \nu(y)
\]

\[
= \lim_{x \to \infty} \mu^{-1} \left( \frac{\log x}{\log a} \right) \nu(x)
\]

where in the first equality we substituted \( y = \mu(x) \) and in the last equality we substituted \( x = a^y \) for \( a > 1 \). Noting that \( \log(\cdot) \in \text{RV}^\infty_0 \) we get

\[
\mu(\cdot) \in \text{RV}^\infty_{\lambda_\mu} \implies \mu^{-1}(\cdot) \in \text{RV}^\infty_{1/\lambda_\mu}
\]

\[
\implies \mu^{-1} \left( \frac{\log(\cdot)}{\log(a)} \right) \in \text{RV}^\infty_0
\]

\[
\implies \mu^{-1} \left( \frac{\log(\cdot)}{\log(a)} \right) \nu(\cdot) \in \text{RV}^\infty_{\lambda_\nu}
\]

\[
\implies \mu^{-1} \left( \frac{\log(x)}{\log(a)} \right) \nu(x) \to 0 \quad \text{as} \ x \to \infty \quad (4.16)
\]

where the first implication follows from property (ii), the second from property (iii) and the last from property (i). Equation (4.16) then yields the assertion.

4.3.1.1 The random term \( R_{n,h}^{(1)}(t) \)

In this subsection we will prove that the remainder term \( R_{n,h}^{(1)}(t) \) is of negligible order, i.e., we will prove the following proposition.
Proposition 4.1
Let $R_{n,h}^{(1)}(t)$ be defined by (4.9). Then, as $n \to \infty$

$$\frac{\sqrt{nh}}{\phi(h)} R_{n,h}^{(1)}(t) = o_P(1)$$

uniform in $t \in (0,1)$.

Proof of Proposition 4.1:
Note that, since $Q_n(1-u) = X_n$ for $0 \leq u < 1/n$,

$$R_{n,h}^{(1)}(t) = \log X_n \int_0^{1/nh} d\Psi_t(u) = \log X_n \Psi_t \left( \frac{1}{nh} \right)$$

using that $\Psi_t(0) = 0$ by assumption. Moreover, using the boundedness assumption on the kernel $K(\cdot)$ that defined the function $\Psi_t(\cdot)$ (i.e., condition [KC2]), we obtain

$$R_{n,h}^{(1)}(t) = O_P \left( \frac{\log X_n}{nh} \right)$$

uniform in $t \in (0,1)$.

In case $\gamma > 0$

Fix $\varepsilon > 0$ and note that

$$0 \leq \mathbb{P} \left( \log X_n \geq \varepsilon \sqrt{nh} \right) = 1 - F^n \left( \exp \left( \varepsilon \sqrt{nh} \right) \right)$$

$$\leq n \left( 1 - F \left( \exp \left( \varepsilon \sqrt{nh} \right) \right) \right)$$

where the latter inequality follows from the fact that $1 - x^a \leq n(1-x)$ for all $x \in [0,1]$ and $n \geq 1$.

Moreover, since $F \in D(G_\gamma)$ for $\gamma > 0$ is equivalent to $1 - F(\cdot) \in RV^{-1}_-\gamma$, we can invoke Lemma 4.4: take $a = \exp(\varepsilon)$, $\nu(x) = 1 - F(x)$, $\lambda_\nu = -1/\gamma$, and $\mu(x) = \sqrt{xH(x)}$ with $H(\cdot)$ as defined in Theorem 4.1, i.e., $\lambda_\mu = (1+\rho)/2$. In the result of Lemma 4.4 replace $x$ by $n$ and define $h = h_n = H(n)$ to obtain that $\log X_n = O_P(\sqrt{nh})$ as $n$ tends to infinity, i.e., $R_{n,h}^{(1)}(t) = O_P(1/\sqrt{nh})$, uniform in $t \in (0,1)$, as $n$ tends to infinity. Moreover, since $\phi(h) \to \gamma$ as $h \to 0$ we have $\sqrt{nh}R_{n,h}^{(1)}(t)/\phi(h) = o_P(1)$ uniform in $t \in (0,1)$, as $n$ tends to infinity.

In case $\gamma < 0$

The underlying distribution function now has a finite upper endpoint, i.e., since $x_F^\infty$ is assumed to be positive, $\log X_n = O_P(1)$ as $n$ tends to infinity. That is, $R_{n,h}^{(1)}(t) = O_P(1/(nh))$, uniform in $t \in (0,1)$ as $n$ tends to infinity. Moreover, by the conditions on $h$ as given in the theorem, $\sqrt{nh}R_{n,h}^{(1)}(t)/\phi(h) = o_P(1)$ uniform in $t \in (0,1)$, as $n$ tends to infinity. \qed
4.3.1.2 The random term \( R_{n,h}^{(2)}(t) \)

The term \( R_{n,h}^{(2)}(t) \) was the remainder term resulting from an application of a first order Taylor expansion. Using the Lagrange representation of the remainder term, i.e.,

\[
f(x) - f(x_0) = (x - x_0)f'(x_0) + (x - x_0) \int_0^1 (f'(x_0 + \zeta (x - x_0)) - f'(x_0)) \, d\zeta
\]

we get, with \( \Delta_n(u) = \Gamma_n(u) - u \),

\[
- (\log Q(1 - \Gamma_n(u)) - \log Q(1 - u)) = \\
= \frac{\phi(u)}{u} \Delta_n(u) + \Delta_n(u) \int_0^1 \left( \frac{\phi(u + \zeta \Delta_n(u))}{u + \zeta \Delta_n(u)} - \frac{\phi(u)}{u} \right) \, d\zeta
\]

\[
= \frac{\phi(u)}{u} \Delta_n(u) + \frac{\phi(u)}{u} \Delta_n(u) \int_0^1 \left( \frac{\phi(u + \zeta \Delta_n(u))}{\phi(u)} \frac{u}{u + \zeta \Delta_n(u)} - 1 \right) \, d\zeta
\]

Integrating the last term over \( u \) yields \( R_{n,h}^{(2)}(t) \). We hence obtain

\[
\frac{\sqrt{nh}}{\phi(h)} R_{n,h}^{(2)}(t) = \sqrt{nh} \int_{1/n}^{h(t+1)} \frac{\phi(u)}{\phi(h)} \frac{\Delta_n(u)}{u} R_n(u) \, d\Psi_f \left( \frac{u}{h} \right) \tag{4.17}
\]

where

\[
R_n(u) = \int_0^1 \left( \frac{\phi(u + \zeta \Delta_n(u))}{\phi(u)} \left( 1 + \zeta \frac{\Delta_n(u)}{u} \right)^{-1} - 1 \right) \, d\zeta \tag{4.18}
\]

Note that by (4.14) both \( \phi(u + \zeta \Delta_n(u)) \) and \( (1 + \zeta \Delta_n(u)/u)^{-1} \) are well defined for all \( \zeta \in [0,1] \) and \( u \in [1/n,2h] \).

In the remainder of this subsection we will show that \( R_{n,h}^{(2)}(t) \) is of negligible order, i.e., we will prove the following proposition.

**Proposition 4.2**

*Let \( R_{n,h}^{(2)}(t) \) be defined by (4.17). Then, as \( n \to \infty \),

\[
\frac{\sqrt{nh}}{\phi(h)} R_{n,h}^{(2)}(t) = o_P(1)
\]

uniform in \( t \in (0,1) \).*

In the proof of this proposition, the next two lemmas will be needed.

**Lemma 4.5**

*Let \( \phi(\cdot) \) be defined by (4.1), satisfying either condition [PC1] or condition [PC2] and let \( \Delta_n(\cdot) \) be defined by (4.10). Then the following holds:

\[
\frac{\phi(u + \zeta \Delta_n(u))}{\phi(u)} = O_P(1)
\]

uniform in \( \zeta \in [0,1] \) and \( u \in [1/n,2h] \).*
Proof of Lemma 4.5:
In case $\gamma > 0$, we have by (4.15) and condition [PC1] that
\[
\frac{\phi(u + \zeta \Delta_n(u))}{\phi(u)} = \frac{1 + b(u + \zeta \Delta_n(u))}{1 + b(u)} = O_P(1)
\]
uniform in $\zeta \in [0, 1]$ and $u \in [1/n, 2h]$, since $b(s) \to 0$ as $s \to 0$ uniform on some interval $(0, \epsilon)$.
In case $\gamma < 0$, by condition [PC2] and results (4.13) and (4.15) we have
\[
\frac{\phi(u + \zeta \Delta_n(u))}{\phi(u)} = \left(1 + \frac{\Delta_n(u)}{u}\right)^{-\gamma} \frac{L(u + \zeta \Delta_n(u))}{L(u)} = O_P(1)
\]
uniform in $\zeta \in [0, 1]$ and $u \in [1/n, 2h]$, since $L(s) = L_o(1 + o(1))$ as $s \to 0$ uniform on some interval $(0, \epsilon)$.

Lemma 4.6
Let $R_n(u)$ be defined by (4.18) and let $b_n$ be a sequence of positive numbers satisfying $nb_n \to \infty$ as $n \to \infty$. Then the following holds:
\[
\sup_{\frac{1}{n} \leq u \leq 2h} |R_n(u)| = O_P(1) \tag{4.19}
\]
and
\[
\sup_{b_n \leq u \leq 2h} |R_n(u)| = o_P(1) \tag{4.20}
\]

Proof of Lemma 4.6:
Note that, by Lemma 4.5,
\[
|R_n(u)| \leq O_P(1) \int_0^1 \left(1 + \frac{\Delta_n(u)}{u}\right)^{-1} d\zeta + 1
\]
\[
= O_P(1) \frac{u}{\Delta_n(u)} \log \left(1 + \frac{\Delta_n(u)}{u}\right) + 1
\]
with the $O_P(1)$-term uniform in $u \in [1/n, 2h]$. Use the definition of $\Delta_n(\cdot)$ and the fact that $\log x$ has a monotone derivative to obtain that,
\[
|R_n(u)| \leq O_P(1) u \frac{\log \Gamma_n(u) - \log u}{\Gamma_n(u) - u} + 1
\]
\[
\leq O_P(1) \left(1 + \frac{u}{\Gamma_n(u)}\right) + 1
\]
Applying (4.12) then yields (4.19).

For the second assertion, i.e., (4.20), rewrite \( R_n(u) \) as

\[
R_n(u) = \int_0^1 \left( \frac{\phi(u + \zeta \Delta_n(u))}{\phi(u)} - 1 \right) \left( 1 + \zeta \frac{\Delta_n(u)}{u} \right)^{-1} d\zeta + 
\]

\[
+ \int_0^1 \left( \left( 1 + \zeta \frac{\Delta_n(u)}{u} \right)^{-1} - 1 \right) d\zeta
\]

By similar arguments as with the derivation of the first assertion,

\[
\sup_{b_n \leq u \leq 2h} \int_0^1 \left( 1 + \zeta \frac{\Delta_n(u)}{u} \right)^{-1} d\zeta = O_P(1)
\]

Moreover, by the conditions [PC1] and [PC2] on \( \phi \) and results (4.13) and (4.15),

\[
\sup_{b_n \leq u \leq 2h} \left| \frac{\phi(u + \zeta \Delta_n(u))}{\phi(u)} - 1 \right| = o_P(1)
\]

and finally, again by (4.13) and using that \( \log(1 + x) = x + O(x^2) \) as \( x \to 0 \),

\[
\sup_{b_n \leq u \leq 2h} \left| \int_0^1 \left( 1 + \zeta \frac{\Delta_n(u)}{u} \right)^{-1} d\zeta - 1 \right| = 
\]

\[
\sup_{b_n \leq u \leq 2h} \left| \frac{u}{\Delta_n(u)} \log \left( 1 + \frac{\Delta_n(u)}{u} \right) - 1 \right| = o_P(1)
\]

and the second assertion follows.

Now everything is set up for the proof of proposition 4.2.

**Proof of Proposition 4.2:**

In view of Lemma 4.6 rewrite equation (4.17) into

\[
\frac{\sqrt{nh}}{\phi(h)} R_{n,h}^{(2)}(t) = \sqrt{nh} \int_{1/n}^{b_n} \frac{\phi(u) \Delta_n(u)}{u} R_n(u) d\Psi_t \left( \frac{u}{h} \right) + 
\]

\[
+ \sqrt{nh} \int_{b_n}^{h(t+1)} \frac{\phi(u) \Delta_n(u)}{u} R_n(u) d\Psi_t \left( \frac{u}{h} \right) = R_{n,h}^{(2,1)}(t) + R_{n,h}^{(2,2)}(t)
\]

where \( b_n \) is a sequence of positive numbers satisfying \( nb_n \to \infty \). Denoting the derivative of \( \Psi_t(u) \) with respect to \( u \) by \( \Psi'_t(u) \), the first term then satisfies

\[
\left| R_{n,h}^{(2,1)}(t) \right| \leq \sqrt{nh} \sup_{1/n \leq u \leq 2h} |R_n(u)| \sup_{1/n \leq u \leq 2h} \left| \frac{\Delta_n(u)}{u} \right| \int_{1/n}^{b_n/h} \frac{\phi(hu)}{\phi(h)} \left| \Psi'_t(u) \right| du
\]

\[
= \sqrt{nh} O_P(1) O_P(1) O(1) \frac{b_n - 1/n}{h}
\]
where the last equality follows from (4.19), (4.12) and the boundedness of $|\Psi'_r(u)|$ and $\phi(hu)/\phi(h)$ on the interval $(1/nh, b_n/h)$, uniform in $t \in [0, 1]$. If, additionally to the assumption that $nb_n \to \infty$ as $n \to \infty$, we assume that $\sqrt{nh(b_n-1/n)/h} \to 0$ as $n \to \infty$, e.g., by taking $b_n = h(nh)^{-1/2-\lambda}$ for some $0 < \lambda < 1/2$, we obtain that $|R^{(2,1)}_{n,h}(t)| = o_p(1)$.

For $R^{(2,2)}_{n,h}(t)$, we will make use of Lemma 4.3 and equation (4.20). Rewrite $R^{(2,2)}_{n,h}(t)$ into

$$R^{(2,2)}_{n,h}(t) = \sqrt{h} \int_{b_n}^{h(t+1)} \frac{\phi(u)}{\phi(h)} \sqrt{n\Delta_n(u) - B^{(n)}(u)/u} R_n(u) d\Psi_t \left( \frac{u}{h} \right) +$$

$$+ \sqrt{h} \int_{b_n}^{h(t+1)} \frac{\phi(u) B^{(n)}(u)/u}{\phi(h)} R_n(u) d\Psi_t \left( \frac{u}{h} \right)$$

$$= R^{(2,3)}_{n,h}(t) + R^{(2,4)}_{n,h}(t)$$

Note that by Lemma 4.3, for any $0 < \nu < 1/2$,

$$\sup_{b_n \leq u \leq 2h} \frac{|\sqrt{n\Delta_n(u) - B^{(n)}(u)|}{u^{1/2-\nu}} = O_p(n^{-\nu})$$

and that, on the interval $(b_n/h, t+1)$, $|\Psi'_r(u)|$ and $\phi(hu)/\phi(h)$ are bounded and $|R_n(hu)| = O_p(1)$. So, for $R^{(2,3)}_{n,h}(t)$ we obtain that

$$|R^{(2,3)}_{n,h}(t)| \leq O_p(n^{-\nu}) O_p(1) O(1) \sqrt{h} \int_{b_n/h}^{t+1} (hu)^{-1/2-\nu} du$$

$$= O_p(n^{-\nu}) O_p(1) O \left( h^{1/2-1-\nu} \right) = O_p \left( (nh)^{-\nu} \right) = o_p(1)$$

Now consider $R^{(2,4)}_{n,h}(t)$:

$$|R^{(2,4)}_{n,h}(t)| \leq \sup_{b_n \leq u \leq 2h} |R_n(u)| \sup_{b_n \leq u \leq 2h} \frac{\phi(u)}{\phi(h)} \sup_{b_n \leq u \leq 2h} |\Psi'_r(u)| \int_0^{2h} \frac{|B^{(n)}(u)|}{u} du$$

$$= o_p(1) O(1) \int_0^{2h} \frac{|B^{(n)}(u)|}{u} du$$

(4.21)

where in the last equality we used (4.20). Moreover, by the Markov inequality:

$$\text{IP} \left( \int_0^{2h} \frac{|B^{(n)}(u)|}{u} du \geq \epsilon \right) \leq \frac{\mathbb{E} \int_0^{2h} \frac{|B^{(n)}(u)|}{u} du}{\epsilon} \leq \frac{\int_0^{2h} \sqrt{\mathbb{E} |B^{(n)}(u)|^2}}{\epsilon}$$
\[ \int_0^{2h} \frac{\sqrt{u(1-u)}}{u^{1/2}} \, du \leq \int_0^{2h} \frac{u^{-1/2}}{\varepsilon} \, du = O(h^{1/2}) \frac{1}{\varepsilon} \to 0 \]

hence, the last factor in (4.21) is \( O_P(1) \) and consequently \( |R_{n,h}^{(2,4)}(\tau)| = o_P(1) \) uniform in \( \tau \in [0,1] \).

\[ \square \]

### 4.3.1.3 The random term \( R_{n,h}^{(3)}(\tau) \)

Again we will show that this remainder term is of negligible order. Since \( R_{n,h}^{(3)}(\tau) \) is already scaled properly by definition, we will prove the following proposition.

**Proposition 4.3**
Let \( R_{n,h}^{(3)}(\tau) \) be defined by (4.11). Then, as \( n \to \infty \),

\[ R_{n,h}^{(3)}(\tau) = o_P(1) \]

uniform in \( \tau \in (0,1) \).

**Proof of Proposition 4.3:**

For this term we can use similar arguments as for the term \( R_{n,h}^{(2,3)}(\tau) \) that appeared in the proof of Proposition 4.2: for any \( 0 < \nu < 1/2 \) we have by Lemma 4.3 that

\[ |R_{n,h}^{(3)}(\tau)| \leq \sup_{\frac{1}{h} \leq u \leq 2h} \left| \sqrt{\frac{\Delta_n(u)}{u^{1/2}}} \int_{1/nh}^{t+1} \frac{\phi(hu)}{\phi(h)} (hu)^{-1-\nu} \left| \Psi'_t(u) \right| \, du \right| \]

\[ = O_P(n^{-\nu}) \sqrt{h} \int_{1/nh}^{t+1} \frac{\phi(hu)}{\phi(h)} (hu)^{-1-\nu} \left| \Psi'_t(u) \right| \, du \]  \hspace{1cm} (4.22)

Again using that both \( \Psi'_t(u) \) and \( \phi(hu)/\phi(h) \) are bounded on \( (1/nh,t+1) \) uniform in \( \tau \in [0,1] \), we get that (4.22) equals

\( O_P(n^{-\nu}) O \left( h^{\frac{1}{2} - \frac{1}{2} - \nu} \right) = O_P((nh)^{-\nu}) = o_P(1) \)

\[ \square \]

### 4.3.1.4 The random term \( Y_{n,h}^{(3)}(\tau) \)

Finally, the random term \( Y_{n,h}^{(3)}(\tau) \) should lead to the asserted limiting process. Indeed, since \( B^{(n)}(u) \overset{D}{=} (W(u) - uW(1)) \) with \( W(\cdot) \) standard Brownian Motion, the behaviour of \( Y_{n,h}^{(3)}(\tau) \) is completely determined by the behaviour of Brownian Motion.
4.3 Proof of Theorem 4.1

Using that \( W(hu) \overset{D}{=} \sqrt{h} W(u) \), rewrite \( Y_{n,h}^{(3)}(t) \) into

\[
Y_{n,h}^{(3)}(t) \overset{D}{=} \sqrt{h} \int_{1/n}^{h(t+1)} \frac{\phi(u)}{\phi(h)} \left( \frac{W(u)}{u} - W(1) \right) d\Psi_t(u)
\]

\[
\overset{D}{=} \int_{1/nh}^{t+1} \frac{\phi(hu)}{\phi(h)} \frac{W(u)}{u} d\Psi_t(u) - \sqrt{h} W(1) \int_{1/nh}^{t+1} \frac{\phi(hu)}{\phi(h)} d\Psi_t(u)
\]

It is easily seen that the last term in the previous equation is \( O_P(\sqrt{h}) = o_P(1) \), by the boundedness of the integral and the fact that \( W(1) \sim \mathcal{N}(0,1) \). Since \( \phi(hu)/\phi(h) \sim u^{-\tilde{\gamma}} \) with \( \tilde{\gamma} = \gamma \wedge 0 \) by the assumptions [PC1] and [PC2] on \( \phi(\cdot) \), the other term is first written as

\[
\int_0^{t+1} u^{-\tilde{\gamma}} \frac{W(u)}{u} d\Psi_t(u) + \int_0^{t+1} \left( \frac{\phi(hu)}{\phi(h)} - u^{-\tilde{\gamma}} \right) \frac{W(u)}{u} d\Psi_t(u) + \int_0^{1/nh} \frac{\phi(hu)}{\phi(h)} \frac{W(u)}{u} d\Psi_t(u)
\]

(4.23)

Note that by the boundedness of \( \phi(hu)/\phi(h) \) and the fact that \( \mathbb{E}(W(u)^2) = u \), the Markov inequality yields, for any \( \varepsilon > 0 \),

\[
\mathbb{P} \left( \left| \int_0^{1/nh} \frac{\phi(hu)}{\phi(h)} \frac{W(u)}{u} d\Psi_t(u) \right| \geq \varepsilon \right) \leq \frac{\mathbb{E} \left[ \int_0^{1/nh} \frac{\phi(hu)}{\phi(h)} \frac{|W(u)|}{u} |\Psi_t(u)| du \right]}{\varepsilon} \leq \frac{\int_0^{1/nh} \frac{\phi(hu)}{\phi(h)} \sqrt{\mathbb{E}(W(u)^2)} |\Psi_t(u)| du}{\varepsilon} \leq O(1) \int_0^{1/nh} u^{-1/2} du = O \left( \frac{(nh)^{-1/2}}{\varepsilon} \right) = o(1)
\]

Hence the last term in (4.23) is \( o_P(1) \). The second term is dealt with similarly, using that the assumptions [PC1] and [PC2] on \( \phi(\cdot) \) imply that

\[
\sup_{0 < u < 2} \left| \frac{\phi(hu)}{\phi(h)} - u^{-\tilde{\gamma}} \right| = o(1)
\]

The first term of (4.23), denoted by \( Z(t) \), is a Gaussian process with expectation zero and covariance structure satisfying

\[
\text{cov}(Z(t), Z(v)) = \mathbb{E} \int_0^{t+1} \int_0^{v+1} x^{-\tilde{\gamma}} y^{-\tilde{\gamma}} \frac{W(x)W(y)}{xy} d\Psi_x(x) d\Psi_y(y)
\]
\[ = \int_{0}^{t+1} \int_{0}^{y+1} \frac{x \wedge y}{xy} (xy)^{-\gamma} d\Psi_v(x) \, d\Psi_t(y) \]

### 4.3.2 The deterministic part

In this section we will consider the deterministic part \( D_{n,h}(t) \) as given in the decomposition of \( \hat{\phi}_h(ht) \):

\[
D_{n,h}(t) = \int_{1/nh}^{t+1} \log Q(1 - hu) \, d\Psi_t(u)
\]

\[
= \left[ \Psi_t(u) \log Q(1 - hu) \right]_{u=1/nh}^{u+1} + \int_{1/nh}^{t+1} \phi(hu) \frac{\Psi_t(u)}{u} \, du
\]

\[
= -\Psi_t \left( \frac{1}{nh} \right) \log Q \left( 1 - \frac{1}{n} \right) + \int_{1/nh}^{t+1} \phi(hu) \frac{\Psi_t(u)}{u} \, du
\]

\[
= D^{(1)}_{n,h}(t) + D^{(2)}_{n,h}(t)
\]

where the third equality follows from the condition that \( \Psi_t(t + 1) = 0 \).

The first term, \( D^{(1)}_{n,h}(t) \), is dealt with using the fact that \( \Psi_t(1/nh) = O(1/nh) \) uniform in \( t \in [0,1] \) and

**in case \( \gamma > 0 \)**

that the quantile function \( Q(1 - \cdot) \) is regularly varying at zero, hence \( \log Q(1 - \cdot) \) is slowly varying at zero and that \( \phi(h) \to \gamma > 0 \) as \( h \downarrow 0 \). I.e., since \( h = H(n) \) with \( H \in RV_{-\rho}^\infty \) for some \( \rho \in (0,1) \),

\[
\frac{\sqrt{nh}}{\phi(h)} D^{(1)}_{n,h}(t) = O \left( \frac{\log Q(1 - 1/n)}{\gamma \sqrt{nh(n)}} \right) = O(D(n))
\]

with \( D \in RV_{(\rho-1)/2}^\infty \). Since \( \rho - 1 < 0 \), \( D(n) \to 0 \) as \( n \to \infty \), see e.g., property (i) in Lemma 4.4 and the assertion follows.

**In case \( \gamma < 0 \)**

the distribution function has a finite positive upper endpoint, i.e., \( |\log Q(1)| < \infty \) and hence

\[
\frac{\sqrt{nh}}{\phi(h)} D^{(1)}_{n,h}(t) = O \left( \frac{1}{\sqrt{nh} \phi(h)} \right) = o(1)
\]

by the assumptions on \( h \).

The second term, \( D^{(2)}_{n,h}(t) \), should be close to the \( \phi \)-function of the corresponding Generalized Pareto Function. Indeed, using

\[
\left| \int_{0}^{1/nh} \frac{\Psi_t(u)}{u} \, du \right| \leq \frac{1}{nh} \sup_{0 \leq u \leq 1/nh} \left| \frac{\Psi_t(u)}{u} \right| = O \left( \frac{1}{nh} \right)
\]
we obtain
\[ D_{n,h}^{[2]}(t) = \phi_{GPD}(ht; \gamma) + \int_0^{t+1} \left( \phi(hu) - \phi_{GPD}(ht; \gamma) \right) \frac{\Psi_t(u)}{u} \, du + \]
\[ - \int_0^{1/n} \phi(hu) \frac{\Psi_t(u)}{u} \, du \]
\[ = \phi_{GPD}(ht; \gamma) + \int_0^{t+1} \left( \phi(hu) - \phi_{GPD}(ht; \gamma) \right) \frac{\Psi_t(u)}{u} \, du + \]
\[ + \sup_{0 \leq u \leq 1/n} \left| \phi(u) \right| O \left( \frac{1}{nh} \right) \]
\[ = \phi_{GPD}(ht; \gamma) + D_{n,h}^{(3)}(t) + D_{n,h}^{(4)}(t) \]

Note that, in case $\gamma > 0$, $\phi(u) \to \gamma$ as $u \to 0$ and in case $\gamma < 0$, $\phi(u) \to 0$ as $u \to 0$. Hence, by similar arguments as for $D_{n,h}^{(1)}(\cdot)$, $\sqrt{nh}D_{n,h}^{(4)}(t)/\phi(h) = o(1)$ as $n \to \infty$. Thus,
\[ D_{n,h}(t) - \phi_{GPD}(ht; \gamma) = \int_0^{t+1} \left( \phi(hu) - \phi_{GPD}(ht; \gamma) \right) \frac{\Psi_t(u)}{u} \, du + o \left( \frac{\phi(h)}{\sqrt{nh}} \right) \]

### 4.4 Proof of Theorem 4.2

We have that
\[ \frac{\sqrt{nh}}{\phi(h)} \left( \hat{\gamma}_{n,h} - B_{n,h}(t) \right) = \frac{\sqrt{nh}}{\phi(h)} \left( \Phi_{ht}^{-1} \left( \hat{\phi}(ht) \right) - \Phi_{ht}^{-1} \left( D_{n,h}(t) \right) \right) \]
\[ = Z_n(t)Y_n(t) \]

where
\[ Z_n(t) = \frac{\sqrt{nh}}{\phi(h)} \left( \hat{\phi}(ht) - D_{n,h}(t) \right) \]
\[ Y_n(t) = \int_0^1 \left( \Phi_{ht}^{-1} \right)' \left( D_{n,h}(t) + u(\hat{\phi}(ht) - D_{n,h}(t)) \right) \, du \]

with $\left( \Phi_{ht}^{-1} \right)'(u)$ the derivative of $\Phi_{ht}^{-1}(u)$ with respect to $u$.

From Theorem 4.1 we know that $Z_n(t) \overset{D}{\to} Z(t)$ as $n \to \infty$ with $Z(\cdot)$ as defined in that theorem. For $Y_n(t)$ note that
\[ \left( \Phi_{ht}^{-1} \right)'(u) = \frac{1}{\Phi'_h(\Phi_{ht}^{-1}(u))} \]
with \( \Phi_h'(y) \) the derivative of \( \Phi_h(y) \) with respect to \( y \), i.e.,

\[
\Phi_h'(y) = \frac{1 - y^h + y h^y \log h}{(1 - h^y)^2}
\]

Moreover, for any \( 0 < a \leq b < \infty \),

\[
\sup_{a \leq y \leq b} \left| \Phi_h'(y) - 1 \right| \to 0 \quad \text{as } h \downarrow 0
\]

by the continuity of \( \Phi_h'(\cdot) \) on \([a, b]\) and the fact that \( \Phi_h'(y) \to 1 \) for all \( y \in [a, b] \) as \( h \to 0 \). Therefore, since \( \Phi_{h^{-1}}(u) > 0 \iff u > -1/\log h \),

\[
\sup_{a \leq u \leq b} \left| \left( \Phi_{h^{-1}}^{-1}(u) - 1 \right) \right| \to 0 \quad \text{as } h \downarrow 0
\]

(4.24)

for any \( 0 < a \leq b < \infty \).

For fixed \( t \in (0, 1) \) define the event \( A_n(t) \) as

\[
A_n(t) = \left\{ \omega : \frac{1}{2} \gamma \leq D_{n,h}(t) + u(\hat{\phi}_h(ut) - D_{n,h}(t)) \leq \frac{3}{2} \gamma, \forall u \in [0, 1] \right\}
\]

Theorem 4.1 yields that \( D_{n,h}(t) \to \gamma > 0 \) and that \( \hat{\phi}_h(ut) - D_{n,h}(t) = o_P(1) \) as \( n \to \infty \). Hence, \( \mathbb{P}(A_n(t)) \to 1 \) as \( n \to \infty \). Moreover, on \( A_n(t) \), \( Y_n(t) \to 1 \) by (4.24), thus \( Y_n(t) \xrightarrow{P} 1 \) and the assertion follows.

## 4.5 Proof of Theorem 4.3

Before giving the proof of Theorem 4.3, we will state and prove the following lemma:

**Lemma 4.7**

For \( x < 0 \) and \( h \in (0, 1) \), let the function \( \Phi_h(x) \) be defined by (4.7) with \( y = h \). For fixed \( h \), denote its inverse by \( \Phi_h^{-1}(\cdot) \). Let \( F_h(x) \) be a function that satisfies

\[
F_h(x) = \Phi_h(x) + c h^{-x} + o(h^{-x}) \quad \text{as } h \downarrow 0
\]

(4.25)

for any \( x < 0 \) and some constant \( c > x \). Then the following holds:

\[
(\log h) \left( \Phi_h^{-1}(F_h(x)) - x \right) \to -\log(1 - c/x) \quad \text{as } h \downarrow 0
\]

(4.26)

**Proof of Lemma 4.7:**

First note that, for \( x < 0 \), \( \Phi_h(x) \) can be rewritten into

\[
\Phi_h(x) = \frac{-xh^{-x}}{1 - h^{-x}}
\]

Equation (4.25) is then rewritten as,

\[
\frac{-xh^{-x}}{1 - h^{-x}} = \frac{-xh^{-x}}{1 - h^{-x}} + ch^{-x} + o(h^{-x})
\]

(4.27)
where $\tilde{x} = \tilde{x}_h = \Phi_h^{-1}(F_h(x))$. Multiplying (4.27) by $h^x$ gives

$$\frac{-\tilde{x}h^{x-\tilde{x}}}{1-h^{-\tilde{x}}} = \frac{-x+c+o(1)}{1-h^{-x}}$$

using that $c h^{-x} = o(1)$ as $h \to 0$. Taking logarithms on both sides then yields

$$\log(-\tilde{x}) + (x-\tilde{x}) \log h - \log(1-h^{-\tilde{x}}) - \log(-x+c) + \log(1-h^{-x}) = o(1)$$

provided $\tilde{x} < 0$ and $c-x > 0$. Note that $\tilde{x} < 0$ follows immediately from (4.27), for if $\tilde{x} > 0$ then the left hand side of that equation tends to $\tilde{x}$ whereas the right hand side tends to 0, i.e., a contradiction and if $\tilde{x} \to 0$ then the left hand side is of order $1/\log h$ whereas the right hand side is of order $h^{-x}$, i.e., again a contradiction.

Rearranging terms and noting that $\log(1-h^{-x}) = o(1)$ we get

$$(x-\tilde{x}) \log h - \log(1-c/x) + \log(\tilde{x}/x) - \log(1-h^{-\tilde{x}}) = o(1) \quad (4.28)$$

Define $\varepsilon_h = (x-\tilde{x}) \log h - \log(1-c/x)$. Then

$$h^{-\tilde{x}} = h^{-x} \left(1 - \frac{c}{x}\right) e^{\varepsilon_h}$$

and

$$\tilde{x} = x \left(1 + \frac{\log(1-c/x) + \varepsilon_h}{-x \log h}\right)$$

Substituting this in (4.28) we obtain

$$\varepsilon_h + \log \left[1 + \frac{\log(1-c/x) + \varepsilon_h}{-x \log h}\right] - \log \left[1 - h^{-x}(1-c/x)e^{\varepsilon_h}\right] = o(1) \quad (4.29)$$

However, since in (4.29) the second and the third term are of smaller order than the first term, the left hand side can only tend to zero if $\varepsilon_h$ tends to zero. This in turn implies (4.26).

Now we can proceed with the proof of Theorem 4.3. Write

$$\sqrt{n h} \log(h t) \left(\hat{\tau}^{G}_{n,h} - B_{n,h}(t)\right) = \sqrt{n h} \log(h t) \left(\Phi_h^{-1}(\hat{\phi}_h(ht)) - \Phi_h^{-1}(D_{n,h}(t))\right)$$

$$= Z_n(t) Y_n(t)$$

with

$$Z_n(t) = \frac{\sqrt{n h}}{\phi(h)} \left(\hat{\phi}_h(ht) - D_{n,h}(t)\right)$$

$$Y_n(t) = \phi(h) \log(h t) \int_0^1 \left(\Phi_h^{-1}\right)'(D_{n,h}(t) + u(\hat{\phi}_h(ht) - D_{n,h}(t))) \, du$$
where \( (\Phi^{-1}_h)'(u) \) is the derivative of \( \Phi^{-1}_h(u) \) with respect to \( u \).

Theorem 4.1 yields that \( Z_n(t) \overset{P}{\rightarrow} Z(t) \) with \( Z(\cdot) \) as defined in that theorem. For \( Y_n(t) \) note that

\[
(\Phi^{-1}_h)'(u) = \frac{1}{\Phi_h'(\Phi^{-1}_h(u))}
\]

with \( \Phi_h'(x) \) the derivative of \( \Phi_h(x) \) with respect to \( x \), i.e., for \( x < 0 \), as \( h \to 0 \)

\[
\Phi_h'(x) = \frac{xh^{-x} \log h - h^{-x} + h^{-2x}}{(1 - h^{-x})^2} = O(xh^{-x} \log h)
\]

Hence, for any \( x < 0 \) and \( 0 \leq \delta < -x \), as \( h \to 0 \)

\[
\frac{xh^{-x} \log h}{\Phi_h'(x + \delta)} = \frac{x}{x + \delta} h^{\delta} (1 + o(1)) \tag{4.30}
\]

From Theorem 4.1 we know that

\[
D_{n,h}(t) = \Phi_h(\gamma) + \int_0^{t+1} (\phi(hu) - \Phi_h(\gamma)) \frac{\Psi_t(u)}{u} \, du + o\left(\frac{\phi(h)}{\sqrt{nh}}\right)
\]

Substituting \( \phi(s) = -\gamma s^{-\gamma} L_0(1 + o(1)) \) uniform on some interval \((0, \varepsilon)\), we obtain for fixed \( t \in (0, 1) \)

\[
D_{n,h}(t) - \Phi_h(\gamma) =
\]

\[
= \left[-\gamma \int_0^{t+1} (hu)^{-\gamma} L_0(1 + o(1)) \frac{\Psi_t(u)}{u} \, du - \gamma (ht)^{-\gamma} \right] + o\left(\frac{\phi(h)}{\sqrt{nh}}\right)
\]

\[
= -\gamma \left[ L_{ot} t^{\gamma} \int_0^{t+1} u^{-\gamma-1} \Psi_t(u) \, du - 1 \right] (ht)^{-\gamma} + o\left((ht)^{-\gamma}\right)
\]

\[
= -\gamma \left[ L_{ot} t^{\gamma} \kappa(\gamma)(t) - 1 \right] (ht)^{-\gamma} + o\left((ht)^{-\gamma}\right)
\]

\[
= c(ht)^{-\gamma} + o\left((ht)^{-\gamma}\right)
\]

with \( \kappa(\gamma) = \int_0^{t+1} u^{-\gamma-1} \Psi_t(u) \, du \) and \( c = \gamma \left[ 1 - L_{ot} t^{\gamma} \kappa(\gamma)(t) \right] \).

Assuming that we can fix \( t \in (0, 1) \) such that \( c > \gamma \), Lemma 4.7 then yields that

\[
\log(ht) \left( \Phi^{-1}_h(D_{n,h}(t)) - \gamma \right) \to -\log\left( 1 - \frac{c}{\gamma} \right)
\]

as \( n \to \infty \). Moreover, since from Theorem 4.1 we know that, for fixed \( t \),

\[
\hat\phi_h(ht) - D_{n,h}(t) = O_P\left(\frac{\phi(h)}{\sqrt{nh}}\right) = o_P\left((ht)^{-\gamma}\right)
\]
so
\[ D_{n,h}(t) + u \left( \hat{\phi}_h(ht) - D_{n,h}(t) \right) = \Phi_{ht}(\gamma) + c(ht)^{-\gamma} + o_P \left( (ht)^{-\gamma} \right) \]
uniform in \( u \in [0, 1] \).

Hence, substituting \( x = \gamma \) and \( \delta = D_{n,h}(t) + u \left( \hat{\phi}_h(ht) - D_{n,h}(t) \right) - \gamma \) in (4.30) and noting that, when \( \delta \to 0, x/(x + \delta) \to 1 \),
\[
\frac{\gamma (ht)^{-\gamma} \log(ht)}{\Phi'_{ht}(D_{n,h}(t) + u \left( \hat{\phi}_h(ht) - D_{n,h}(t) \right))} = (ht)D_{n,h}(t) + u \left( \hat{\phi}_h(ht) - D_{n,h}(t) \right)^{-\gamma} (1 + o_P(1))
\]
and, uniform in \( u \in [0, 1] \), this converges by Lemma 4.7 in probability to
\[
\exp \left( -\log \left( 1 - \frac{c}{\gamma} \right) \right) = \left( 1 - \frac{c}{\gamma} \right)^{-1} = (Lt^\gamma \kappa_\gamma(t))^{-1}
\]
Hence, again using that \( \phi(s) = -\gamma s^{-\gamma} L_0(1 + o(1)) \), we get for \( Y_n(t) \) the expression
\[
-\gamma h^{-\gamma} \log(ht) L_0(1 + o(1)) \int_0^1 \left( \Phi_{ht}^{-1} \right)' \left( D_{n,h}(t) + u \left( \hat{\phi}_h(ht) - D_{n,h}(t) \right) \right) du
\]
\[
\overset{P}{\to} -Lt^\gamma \left( 1 - \frac{c}{\gamma} \right)^{-1} = -\frac{1}{\kappa_\gamma(t)}
\]
Thus,
\[
\sqrt{nh} \log(ht) \kappa_\gamma(t) \left( \hat{\gamma}_{n,h}^G - B_{n,h}(t) \right) \overset{D}{\to} Z_t
\]
as asserted.

### 4.6 Dependence on the smoothing parameters

All the estimators mentioned in this thesis use some kind of a smoothing parameter that determines the number of order statistics that is to be used in the calculation of the estimator. It has been common practice to choose that value by plotting the estimator as a function of the number of used order statistics and taking any value in a region for which the estimator was more or less on a constant level. Recently, some attempts to find a data-driven procedure have been made. In Hall (1990) a procedure was developed for the Hill estimator, using some version of the bootstrap procedure. Hall proposed to reduce the size of the bootstrap samples as compared to the original sample. The amount by which it was to be reduced however, depended on (in practice unknown) parameters of the underlying distribution function.

Another attempt to find a data-adaptive procedure can be found in Chapter 3 of this thesis, for the kernel type estimator of Csörgő et al. (see also Grübel and de Wolf...
(1994)) This procedure does not use any unknown parameters, but is limited in its range of distribution functions it can handle.

The two papers Danielsson, de Haan, Peng and de Vries (1997) and de Haan, Peng and Pereira (1997) introduce yet another bootstrap-based method to determine the smoothing parameters in case of the Hill estimator, Pickands' estimator and the moment estimator. This method does not use any unknown parameters either. Even though results of a small simulation for large sample sizes (20000) are given in Danielsson, de Haan, Peng and de Vries (1997), additional simulation studies are needed to show how this procedure performs for moderate sample sizes.

Before being able to develop any method to determine the required smoothing parameters in the case of the general kernel type estimator introduced in this chapter, equation (4.8), the dependence of this estimator on the two smoothing parameters should be investigated. Therefore we will perform a small simulation study that will illustrate that dependence for moderate sample sizes.

The definition of the estimator \( \hat{\phi}_{n,h}^G \) includes a kernel that is used to estimate the underlying \( \phi \)-function. In this section we will use the triweight kernel defined by

\[
K(x) = \begin{cases} 
\frac{35}{32}(1-x^2)^3 & \text{for } x \in [-1,1] \\
0 & \text{elsewhere}
\end{cases}
\]

Note that this kernel does indeed satisfy the conditions [KC1]–[KC4].

In our simulation we will use two instances of the generalized extreme value distribution \( \text{GEV}(\cdot; \gamma) \). This distribution is defined for all \( \gamma \in \mathbb{R} \) by:

\[
\text{GEV}(x; \gamma) = \exp \left( -\left(1 + \gamma x\right)^{-1/\gamma} \right) \quad \text{for } 1 + \gamma x > 0
\]

with the convention that \( \text{GEV}(x;0) = \exp(-\exp(-x)) \) (see also (1.2) in Chapter 1 of this thesis). We will use this distribution with extreme value indices +0.2 and −0.1. For both instances of this distribution, samples of size 1000 and 10000 will be generated. To show the dependence on the two smoothing parameters \( h \) and \( t \) simultaneously, the estimator is first plotted as a function of \( t \) and \( h \) in figures 4.6.1 and 4.6.2.

To facilitate comparison of the behaviour of this new estimator and the behaviour of the moment estimator, both estimators are plotted as a function of the fraction of order statistics that is used in the calculation of the estimator, i.e., for the moment estimator as a function of \( k/n \) and for the general kernel type estimator as a function of \( h(t+1) \). Moreover, to show the dependence of the latter estimator on the parameter \( t \), this estimator is plotted for several values of \( t \).

As can be seen from figures 4.6.1 and 4.6.2, there seems to be a region on which the estimator is more or less constant. Choosing the values for \( h \) and \( t \) in that region will yield a quite accurate estimate. Moreover, comparing the general kernel type estimator with the moment estimator, see figures 4.6.3 and 4.6.4, the major advantage of this new estimator over the moment estimator is its smooth behaviour: whereas a small change in the choice of \( k \) for the moment estimator can result in a major change of value of the estimate, a small change in the combination of \( h \) and \( t \) changes the value of the estimate...
4.6 Dependence on the smoothing parameters

![Sample size 1000](image1)

![Sample size 10000](image2)

Figure 4.6.1: General kernel type estimator as function of $h$ and $t$ for GEV($\cdot$; 0.2)

only slightly. This feature of the new estimator ensures that, if a method to approximate or estimate the optimal smoothing parameters produces values in the neighbourhood of the true optimal pair of parameters, the resulting estimate will virtually be the same. In case of the moment estimator, choosing a value of $k$ close to the true optimal value could still result in a very different estimate.
Figure 4.6.2: General kernel type estimator as function of $h$ and $t$ for $\text{GEV}(. ; -0.1)$

Figure 4.6.3: General kernel type estimator and moment estimator as a function of the fraction of used order statistics, for $\text{GEV}(.;0.2)$
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Sample size 1000
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Figure 4.6.4: General kernel type estimator and moment estimator as a function of the fraction of used order statistics, for GEV(·; −0.1)
4. A new type of estimator
Chapter 5

Alternative kernel type estimators

In this chapter an alternative attempt to extend the applicability of the kernel type estimator discussed in Chapter 3 to the more general situation of estimating any real-valued extreme value index is taken. A new estimator will be introduced and its asymptotic properties will be discussed. In Chapter 6 the finite sample properties will be considered.

5.1 Introduction

Throughout this chapter we will be concerned with a sample \( X_1, \ldots, X_n \) of i.i.d. random variables with common distribution function \( F \) that is in the domain of attraction of an extreme value distribution \( G_\gamma \) for some \( \gamma \in \mathbb{R} \). Moreover, we will denote the ascending order statistics of such a sample by \( X_{(1)} \leq \cdots \leq X_{(n)} \).

In Chapter 4 the function \( \phi (\cdot) \) was introduced:

\[
\phi (s) = -s \frac{d}{ds} \log Q(1 - s)
\]

with \( Q(s) = F^{-1}(s) \) the quantile function of the variables \( X_i \), assuming existence and differentiability of \( \log Q(1 - \cdot) \).

The link between the \( \phi \)-function and the extreme value estimator that was used to derive the general kernel type estimator as introduced in that chapter, was based on the (limiting) parametric assumption that the tail of a distribution that is in the domain of attraction of an extreme value distribution can be approximated by the tail of a Generalized Pareto Distribution. This was represented by defining the new estimator as the value \( \gamma \) that solved the equation

\[
\hat{\phi}_h (ht) = \frac{\gamma}{1 - (ht)^\gamma}
\]

where \( \hat{\phi}_h (ht) \) was a non-parametric estimate of the \( \phi \)-function corresponding to the underlying distribution function and the right hand side of (5.2) the \( \phi \)-function of a Generalized Pareto Distribution. Since for negative \( \gamma \) the \( \phi \)-function of a Generalized
Pareto Distribution tends to 0 along with its argument, the function $\phi(\cdot)$ was estimated 'near' 0 instead of 'at' 0 and this introduced the extra smoothing-parameter $t$.

The alternative approach taken in the present chapter, will make use of the same function $\phi(\cdot)$. However, we will no longer use the explicit formula of that function in case of a Generalized Pareto Distribution.

In the following heuristic derivation of the new estimator, we will assume differentiability of any function whenever it is needed. In the final results, the precise conditions will be formulated.

## 5.2 Defining the estimator

One form of the well-known von Mises conditions, which are sufficient though not necessary for a distribution $F$ to belong to the domain of attraction of an extreme value distribution, is given by

$$
\lim_{t \to x_F^+} \left( \frac{d}{dt} \frac{1 - F(t)}{F'(t)} \right) = \gamma
$$

where $x_F^+$ is the upper endpoint\(^1\) of $F \in \mathcal{D}(G_\gamma)$. Expanding the argument and replacing $t$ by $Q(1-s)$, where $Q(\cdot)$ denotes the quantile function corresponding to $F$, the von Mises condition can be rewritten into

$$
\lim_{s \downarrow 0} \left( -1 - \frac{sF''(Q(1-s))}{(F'(Q(1-s)))^2} \right) = \gamma
$$

Moreover, noting that

$$
\frac{\phi(s)}{s} = - \frac{d}{ds} \log Q(1-s)
$$

the limit relation can be translated into

$$
\gamma = \lim_{s \downarrow 0} \left( -1 + \phi(s) + \frac{s \frac{d^2}{ds^2} \log Q(1-s)}{\frac{d}{ds} \log Q(1-s)} \right) \tag{5.3}
$$

The first non-constant term of the argument of this limit, $\phi(s)$, can be estimated using the kernel estimator already introduced in Chapter 3. The numerator and the denominator of the last term in (5.3) can be estimated separately, using kernel type estimators as well. In defining these estimators, we note that both numerator and denominator can be multiplied by any power of $s$, without changing the limit. Simulations showed that doing so will lead to more stable estimators. Moreover, as known from the literature on kernel density estimation, in estimating the derivative of a function, using the derivative

\(^1\)For a definition of an upper endpoint of a distribution, see Chapter 1 of this thesis.
of the kernel instead of the derivative of the empirical version of the estimable function, will often result in a more stable estimator as well. As a result, we will define the following estimator:

\[
\hat{\gamma}_{n,h}^{(\text{pos})} = \hat{\gamma}_{n,h} - 1 + \frac{\hat{q}_{n,h}^{(2)}}{\hat{q}_{n,h}^{(1)}}
\]

(5.4)

where, with kernel \( K : [0, 1] \to \mathbb{R}^+ \) a fixed function with properties to be specified later, \( K_h(u) = K(u/h)/h \), \( Q_n(\cdot) \) the empirical quantile function\(^2\) and \( \alpha > 0 \),

\[
\hat{q}_{n,h}^{(\text{pos})} = -\int_0^h uK_h(u) \, d \log Q_n(1-u)
= \sum_{i=1}^{n-1} \frac{i}{n} K_h \left( \frac{i}{n} \right) \left( \log X_{(n-i+1)} - \log X_{(n-i)} \right)
\]

\[
\hat{q}_{n,h}^{(1)} = -\int_0^h u^\alpha K_h(u) \, d \log Q_n(1-u)
= \sum_{i=1}^{n-1} \left( \frac{i}{n} \right)^\alpha K_h \left( \frac{i}{n} \right) \left( \log X_{(n-i+1)} - \log X_{(n-i)} \right)
\]

\[
\hat{q}_{n,h}^{(2)} = -\int_0^h \frac{d}{du} [u^{\alpha+1} K_h(u)] \, d \log Q_n(1-u)
= \sum_{i=1}^{n-1} \frac{d}{du} [u^{\alpha+1} K_h(u)]_{u=i/n} \left( \log X_{(n-i+1)} - \log X_{(n-i)} \right)
\]

Note that, by rearranging terms and using that \( Q_n(1-u) \) equals \( X_{(n-k)} \) for \( k/n \leq u < (k+1)/n \), we can also write

\[
\hat{\gamma}_{n,h}^{(\text{pos})} = \int_0^1 \log Q_n(1-hu) \, d(uK(u))
\]

(5.5)

\[
\hat{q}_{n,h}^{(1)} = h^{\alpha-1} \int_0^1 \log Q_n(1-hu) \, d(u^\alpha K(u))
\]

(5.6)

\[
\hat{q}_{n,h}^{(2)} = h^{\alpha-1} \int_0^1 \log Q_n(1-hu) \, d \left( \frac{d}{du} [u^{1+\alpha} K(u)] \right)
\]

(5.7)

In the definition of our estimator, the continuous parameter \( h \) is used. This bandwidth determines the number of order statistics that is used in the calculation of the estimator. The continuous nature of the bandwidth ensures that the estimator is a smooth function of the fraction of used order statistics, as opposed to the more discrete nature of e.g., the moment estimator as defined in DEKKERS, EINMAHL AND DE HAAN (1989). However, although the behaviour of our estimator is thus rather smooth, the proofs of its asymptotic properties become a bit more complicated.

\(^2\)The empirical quantile function is the generalized inverse of the empirical distribution function, i.e., \( Q_n(u) = \inf \{ x : F_n(x) \geq u \} \). Note that hence \( Q_n(u) = X_{(k)} \) for \((k-1)/n < u \leq k/n \) with \( k = 1, \ldots, n \).
5.3 Main results

Let \( X_1, \ldots, X_n \) denote a sample from a distribution function \( F \) that is in the domain of attraction of an extreme value distribution \( G_\gamma \) for some \( \gamma \in \mathbb{R} \), denoted by \( F \in \mathcal{D}(G_\gamma) \). This assumption is equivalent to the existence of \( \{a_n\} \) and \( \{b_n\} \), \( n \in \mathbb{N} \), with \( a_n > 0 \) and \( b_n \in \mathbb{R} \), such that

\[
\lim_{n \to \infty} F^n(a_n x + b_n) = G_\gamma(x) = \exp \left( - (1 + \gamma x)^{-1/\gamma} \right)
\]

for all \( x \) with \( 1 + \gamma x > 0 \). We will make the convention that \( G_0(x) = \exp(-e^{-x}) \) for \( x \in \mathbb{R} \). For more information on domains of attraction, we refer to Chapter 1 of this thesis.

We will derive asymptotic properties of the estimator of the extreme value index as defined in (5.4). In the definition of that estimator, the kernel \( K \) is used. In the theorems that will follow, that kernel will need to satisfy some or all of the following conditions:

**Condition 5.1 (Kernel conditions)**

[CK1] \( K(x) = 0 \) whenever \( x \not\in [0, 1] \) and \( K(x) \geq 0 \) whenever \( x \in [0, 1] \)

[CK2] \( K(1) = K'(1) = 0 \)

[CK3] \( \int_0^1 K(x) \, dx = 1 \)

[CK4] \( K(\cdot), K'(\cdot) \) and \( K''(\cdot) \) are bounded

[CK5] \( \int_0^1 u^{\alpha - 1} K(u) \, du \neq 0 \)

The first asymptotic result concerns the (weak) consistency of the estimator under the domain of attraction condition. Note that the differentiability of the quantile function is not needed.

**Theorem 5.1 (Consistency)**

Assume that \( F \in \mathcal{D}(G_\gamma) \) for some \( \gamma \in \mathbb{R} \). For arbitrary \( \alpha > 0 \), let \( K \) be a kernel satisfying conditions [CK1]–[CK5] and let \( \hat{\gamma}_{n,h} \) be defined by (5.4).

If \( h = h_n \) is such that \( h \downarrow 0 \) and \( nh \to \infty \) as \( n \to \infty \), then \( \hat{\gamma}_{n,h} \to \gamma \) in probability as \( n \) tends to infinity.

Using additional conditions on the underlying distribution function, it is possible to derive asymptotic normality of our estimator, as stated in the next theorem. The additional conditions are similar to the conditions we used in Chapter 4 and we hence refer to that chapter for a discussion of these conditions.

**Condition 5.2 (Additional conditions on \( F \))**

Let \( F \) be a distribution function that is in the domain of attraction of an extreme value distribution \( G_\gamma \) for some \( \gamma \in \mathbb{R} \) and assume that \( \phi(\cdot) \) as defined in (5.1) exists and is well defined. Moreover,

[CP1] In case \( \gamma \geq 0 \), assume that \( \phi(s) \to \gamma \) as \( s \downarrow 0 \).
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[CP2] In case $\gamma < 0$, assume that, for some constant $c > 0$, $s^T \Phi(s) \rightarrow -c \gamma$ as $s \downarrow 0$.

[CP3] In case $\gamma = 0$, in addition to [CP1], assume that $\phi(hs)/\Phi(s) \rightarrow 1$ as $s \downarrow 0$.

The condition that $\phi(\cdot)$ exists, appears to be rather strict. It is most likely that alternative conditions can be found that avoid the differentiability of the quantile function. However, assuming differentiability, the proof of asymptotic normality will be more intuitive and less complicated.

The asymptotic normality will be stated using the deterministic equivalent of the estimator, i.e.,

$$
\gamma_h = \gamma_h^{\text{pos}} + \frac{q_h^{(2)}}{q_h^{(1)}} - 1
$$

(5.8)

with (cf. equations (5.5)–(5.7))

$$
\gamma_h^{\text{pos}} = \int_0^1 \log Q(1-hu) d(\mu K(u))
$$

(5.9)

$$
q_h^{(i)} = h^{\alpha-1} \int_0^1 \log Q(1-hu) dK^{(i)}(u)
$$

(5.10)

where $K^{(1)}(u) = u^\alpha K(u)$ and $K^{(2)}(u) = d(u K^{(1)}(u))/du$ for a kernel $K(\cdot)$.

**Theorem 5.2 (Asymptotic normality)**

Let $X_1, \ldots, X_n$ be a sample from $F$ with $F$ satisfying Condition 5.2. Moreover, for arbitrary $\alpha > 1/2$, let $K$ be a kernel satisfying conditions [CK1]–[CK5] and let $\hat{\gamma}_{n,h}$ be defined as in (5.4). Then, for any $h = h_n$ with $h \downarrow 0$ and $(nh)^{-\alpha(1)} \log n = O((nh)^{-1/2})$ as $n \to \infty$,

$$
\sqrt{n} (\hat{\gamma}_{n,h} - \gamma_h) \xrightarrow{D} \mathcal{N}(0, \sigma_K^2)
$$

where $\gamma_h$ is defined in (5.8) and

$$
\sigma_K^2 = \int_0^1 \left( a_0 \bar{K}(u) + a_1 \bar{K}^{(2)}(u) - a_2 \bar{K}^{(1)}(u) \right)^2 du
$$

and

$$
\tilde{K}(u) = \int_u^1 x^{-1} d(x K(x)), \quad u \in (0, 1]
$$

$$
\tilde{K}^{(i)}(u) = \int_u^1 x^{-1-(\gamma \wedge 0)} dK^{(i)}(x), \quad u \in (0, 1]
$$

with

$$
a_0 = \gamma \vee 0
$$

$$
a_1 = 1 / \int_0^1 x^{-1-(\gamma \wedge 0)} K^{(1)}(x) dx
$$

$$
a_2 = (1 + (\gamma \wedge 0)) a_1$$
Note that $a_i$ and $\tilde{R}^{(i)}(\cdot)$ for $i = 1, 2$ depend on both $\alpha$ and $\gamma$. Moreover, the functions $\tilde{R}^{(i)}(\cdot)$ may have a singularity at zero if $\alpha \leq 1$. However, they are square integrable for $\alpha > 1/2$ and all values of $\gamma$, i.e., $\sigma_K^2$ is well defined.

The formulation of this theorem on asymptotic normality implies that our estimator may have an asymptotic bias, defined as $\sqrt{n}h(\gamma_h - \gamma)$. In Dekkers and de Haan (1991) conditions are stated that cover all possible second order behaviour of quantile functions corresponding to distribution functions that are in the domain of attraction of an extreme value distribution. Under these additional conditions we can derive asymptotic expressions for the bias. The conditions mentioned in Dekkers and de Haan (1991) on the quantile function can be formulated in the following way:

**Condition 5.3 (Second order regular variation)**

In case $\gamma > 0$ there exist $\rho > 0$ and $c > 0$ such that

$$\pm (\log Q(1 - s) + \gamma \log s - \log c) \in RV^0_{\gamma \rho}$$

In case $\gamma < 0$ there exist $\rho > 0$ and $c > 0$ such that (assume without loss of generality that $Q(1) > 0$)

$$\pm \left( s^\rho (\log Q(1) - \log Q(1 - s)) - \frac{c}{Q(1)} \right) \in RV^0_{-\gamma \rho}$$

Note that there is no second order regular variation condition in case of $\gamma = 0$. Moreover, the $\pm$ signs are added because of the definition of regular variation.

**Condition 5.4 (Second order $\Pi$-variation)**

In case $\gamma > 0$ there exists a positive function $b_1(\cdot)$ such that

$$\pm (\log Q(1 - s) + \gamma \log s) \in \Pi^0\left( \frac{b_1(s)}{s^\rho Q(1 - s)} \right)$$

In case $\gamma = 0$, there exist positive functions $b_2(\cdot)$ and $b_3(\cdot)$ with $b_2(s) \to 0$ as $s \downarrow 0$, such that

$$\lim_{s \downarrow 0} \frac{\log Q(1 - sy) - \log Q(1 - s) + b_2(s) \log y}{b_3(s)} = - \frac{(\log y)^2}{2}$$

In case $\gamma < 0$ there exists a positive function $b_4(s)$ such that (assuming without loss of generality that $Q(1) > 0$)

$$\pm s^\rho (\log Q(1) - \log Q(1 - s)) \in \Pi^0(b_4(s))$$

where $\Pi^0(f)$ stands for the class of $\Pi$-varying functions at zero with auxiliary function $f$. See Chapter 1 of this thesis for a definition of such a class.

Note that the $\pm$ signs in case of $\gamma \neq 0$ are added to ensure the positiveness of the functions $b_1(\cdot)$ and $b_4(\cdot)$.

Denoting $\int_0^1 x^\rho K(x) \, dx$ by $\kappa_\rho$, the results concerning the asymptotic bias can be formulated in the following way:

---

3It is most likely that these conditions can be used to replace the conditions of differentiability of the quantile function in Theorem 5.2.
Theorem 5.3 (Bias under Condition 5.3)

Let $\gamma_h$ be given by (5.8). Assume that $K$ satisfies conditions [CK1]–[CK5] for some $\alpha > 0$, that $Q$ satisfies Condition 5.3 and that $h = h_n$ is such that $h_n \downarrow 0$ as $n$ tends to infinity.

Then, as $n$ tends to infinity, in case $\gamma > 0$,

$$
\gamma_h - \gamma = \mu_1 \bar{a}_1(h) + o(\bar{a}_1(h))
$$

where

$$
\bar{a}_1(h) = \log Q(1 - h) + \gamma \log h - \log c
$$

$$
\mu_1 = \gamma \rho \left( \frac{\kappa_{\alpha + \gamma \rho - 1}}{\kappa_{\alpha - 1}} - \kappa_{\gamma \rho} \right)
$$

and in case $\gamma < 0$

$$
\gamma_h - \gamma = \mu_2 \bar{a}_2(h) + \mu_3 h^{-\gamma} + O\left( h^{-\gamma} \bar{a}_2(h) \right) + o(\bar{a}_2(h))
$$

where

$$
\bar{a}_2(h) = h^\gamma (\log Q(1) - \log Q(1 - h)) - c/Q(1)
$$

$$
\mu_2 = \frac{\rho (\rho + 1) Q(1) \kappa_{\alpha - \gamma (1 + \rho) - 1}}{c \kappa_{\alpha - \gamma - 1}}
$$

$$
\mu_3 = -\frac{\gamma c}{Q(1) \kappa_{-\gamma}}
$$

Combining Theorem 5.3 and Theorem 5.2 then yields the following corollary:

Corollary 5.1

Assume the conditions of Theorem 5.2, additionally assume that Condition 5.3 is satisfied and that $h = h_n$ is such that, as $n$ tends to infinity, $h \downarrow 0$ and

$$
nh (\bar{a}_1(h))^2 = nh (\log Q(1 - h) + \gamma \log h - \log c)^2 \to 0
$$

in case $\gamma > 0$ or

$$
nh (\bar{a}_2(h))^2 = nh^{1+2\gamma} (\log Q(1) - \log Q(1 - h)) - c/Q(1))^2 \to 0
$$

and $nh^{1-2\gamma} \to 0$ in case $\gamma < 0$. Then, as $n$ tends to infinity,

$$
\sqrt{nh} (\hat{\gamma}_{n,h} - \gamma) \xrightarrow{D} \mathcal{N}(0, \sigma^2_K)
$$

with $\sigma^2_K$ as defined in Theorem 5.2.

Under Condition 5.4, the situation is a little different and we will only state the conditions under which the asymptotic bias vanishes:
Theorem 5.4 (Bias under Condition 5.4)

Let \( \gamma_h \) be given by (5.8). Assume that \( K \) satisfies conditions (CK1)–(CK5) for some \( \alpha > 0 \) and that \( Q \) satisfies Condition 5.4.

If \( h = h_n \) is such that, when \( n \to \infty, h \downarrow 0, nh \to \infty \) and in case \( \gamma > 0 \)

\[
_nh^{1-2\gamma} \left( \frac{b_1(h)}{Q(1-h)} \right)^2 \to 0
\]

in case \( \gamma = 0 \)

\[
_nh(b_2(h))^2 \to 0 \quad \text{and} \quad nh \left( \frac{b_3(h)}{b_2(h)} \right)^2 \to 0
\]

and in case \( \gamma < 0 \)

\[
_nh^{1-2\gamma} \left( \frac{b_4(h)}{\log Q(1) - \log Q(1-h)} \right)^2 \to 0
\]

and

\[
_nh(\log Q(1) - \log Q(1-h))^2 \to 0
\]

then \( \sqrt{n} h(\gamma_h - \gamma) \to 0 \) as \( n \) tends to infinity.

Note that these conditions on \( h \) resemble the corresponding ones on \( k \) in case of the moment estimator as defined in Dekkers, Einmahl and de Haan (1989), see also Theorem 2.9 of this thesis.

5.4 Consistency

In this section we will prove the weak consistency of the newly introduced estimator under the single condition that the underlying distribution function is in the domain of attraction of an extreme value distribution. The proof is naturally divided in two: a positive part, proving that \( \hat{\gamma}_{n,h}^{(\text{pas})} \to (\gamma \vee 0) \) in probability, and a negative part, proving that \( \hat{\gamma}_{n,h}^{(2)} / \hat{\gamma}_{n,h}^{(1)} \to 1 + (\gamma \wedge 0) \) in probability.

5.4.1 Preliminaries

In both parts of the proof of consistency we will make use of several lemmas that will be stated and proved in this subsection.

The first two lemmas are needed as an alternative to the differentiability of the quantile function.
Lemma 5.1
Suppose $F \in D(G_r)$ with $x_F^2 > 0$. Denote the corresponding quantile function by $Q(s) = F^{-1}(s)$. Then, for some positive function $a(\cdot)$,

$$
\lim_{s \downarrow 0} \frac{\log Q(1 - sy) - \log Q(1 - s)}{a(s)/Q(1 - s)} = \begin{cases} 
- \log y & \gamma \geq 0 \\
\frac{y^{-\gamma} - 1}{\gamma} & \gamma < 0
\end{cases}
$$

for all $y > 0$. Moreover, for each $\varepsilon > 0$ there exists $s_o$ such that, for $0 < s \leq s_o$ and $0 < y \leq 1$,

$$
(1 - \varepsilon) \frac{1 - y^\varepsilon}{\varepsilon} - \varepsilon < \frac{\log Q(1 - sy) - \log Q(1 - s)}{a(s)/Q(1 - s)} < (1 + \varepsilon) \frac{y^{-\varepsilon} - 1}{\varepsilon} + \varepsilon
$$

provided $\gamma \geq 0$, and

$$
1 - (1 + \varepsilon)y^{-\gamma - \varepsilon} < \frac{\log Q(1 - sy) - \log Q(1 - s)}{\log Q(1 - s)} < 1 - (1 - \varepsilon)y^{-\gamma + \varepsilon}
$$

provided $\gamma < 0$.

Proof of Lemma 5.1:
Rewrite Lemma 2.5 from Dekkers, Einmahl and de Haan (1989), using that $Q(1 - s) = U(1/s)$, where $U(\cdot)$ is the inverse of $1/(1 - F)$. Essentially, the inequalities of the lemma are properties of regularly varying functions for $\gamma < 0$ and of $\Pi$-varying functions for $\gamma \geq 0$.

Remark 5.1
In case $\gamma > 0$, we know that $Q(1 - \cdot)$ is regularly varying at 0 with index $-\gamma$ (see e.g., Theorem 1.9 of this thesis), i.e.,

$$
\lim_{s \downarrow 0} \frac{Q(1 - sy)}{Q(1 - s)} = y^{-\gamma}
$$

Taking logarithms on both sides, we obtain

$$
\lim_{s \downarrow 0} (\log Q(1 - sy) - \log Q(1 - s)) = -\gamma \log y
$$

Hence, in case $\gamma > 0$, we can take $a(s)/Q(1 - s) = y$ in Lemma 5.1.

Remark 5.2
In case $\gamma < 0$, we know that $Q(1) < \infty$ and that $Q(1) - Q(1 - \cdot)$ is regularly varying at 0 with index $-\gamma$ (see e.g., Theorem 1.9 of this thesis), i.e.,

$$
\lim_{s \downarrow 0} \frac{Q(1) - Q(1 - sy)}{Q(1) - Q(1 - s)} = y^{-\gamma}
$$
For each $y > 0$, note that since $Q(1 - sy)/Q(1)$ tends to 1 as $s$ tends to 0,

\[
\lim_{s \downarrow 0} \frac{\log Q(1 - sy) - \log Q(1)}{\log Q(1 - s) - \log Q(1)} = \lim_{s \downarrow 0} \left( \frac{Q(1 - sy)}{Q(1)} - 1 \right) (1 + o(1)) \left( \frac{Q(1 - s)}{Q(1)} - 1 \right) (1 + o(1))
\]

\[
= \lim_{s \downarrow 0} \frac{Q(1 - sy) - Q(1)}{Q(1 - s) - Q(1)}
\]

\[
= y^{-\gamma}
\]

Hence,

\[
\lim_{s \downarrow 0} \frac{\log Q(1 - sy) - \log Q(1 - s)}{\gamma (\log Q(1) - \log Q(1 - s))} = \lim_{s \downarrow 0} \frac{\log Q(1) - \log Q(1 - sy)}{\gamma (\log Q(1) - \log Q(1 - s))} - \frac{1}{\gamma}
\]

\[
= \frac{y^{-\gamma} - 1}{\gamma}
\]

i.e., we can take $a(s)/Q(1 - s) = -\gamma (\log Q(1) - \log Q(1 - s))$ in Lemma 5.1.

**Lemma 5.2**

Suppose $F \in \mathcal{D}(G_0)$ with $x_F > 0$. Denote the corresponding quantile function by $Q(s) = F^{-1}(s)$. If for some positive function $a(\cdot)$,

\[
\lim_{s \downarrow 0} \frac{\log Q(1 - sy) - \log Q(1 - s)}{a(s)/Q(1 - s)} = -\log y
\]

for all $y > 0$, then $a(s) = o(Q(1 - s))$ as $s \downarrow 0$.

**Proof of Lemma 5.2:**

Several situations may occur which we will discuss separately. In case $\gamma = 0$, the upper endpoint of the underlying distribution function can be finite as well as infinite. In case of a finite upper endpoint, i.e., $Q(1) < \infty$, the assertion follows as a property of $\Pi$-varying functions (see e.g., GELUK AND DE HAAN (1987)). That property yields that equation (5.11) implies $a(s)/Q(1 - s) = o(\log Q(1 - s))$ as $s \downarrow 0$. This in turn implies that $a(s) = o(Q(1 - s))$ as well, since $Q(1) < \infty$.

Now consider the situation that the upper endpoint is infinite, i.e., $Q(1 - s) \to \infty$ as $s \downarrow 0$. If in that case $a(s) \to 0$ as $s \downarrow 0$ the assertion follows trivially. If $a(s) \not\to 0$, note that using $\log x = (x - 1)/(1 + o(1))$ as $x \to 1$, equation (5.11) yields

\[
-\log y = \lim_{s \downarrow 0} \frac{\log Q(1 - sy) - \log Q(1 - s)}{a(s)/Q(1 - s)}
\]

\[
= \lim_{s \downarrow 0} \frac{\log (Q(1 - sy)/Q(1 - s))}{a(s)/Q(1 - s)}
\]

\[
= \lim_{s \downarrow 0} \frac{(Q(1 - sy)/Q(1 - s) - 1)(1 + o(1))}{a(s)/Q(1 - s)}
\]

\[
= \lim_{s \downarrow 0} \frac{(Q(1 - sy) - Q(1 - s))(1 + o(1))}{a(s)}
\]
hence, \( Q(1 - \cdot) \) is also \( \Pi \)-varying at 0 with auxiliary function \( a(\cdot) \). The assertion then follows using the aforementioned property of \( \Pi \)-varying functions applied to \( Q(1 - \cdot) \) instead of \( \log Q(1 - \cdot) \).

If we want to make use of the bounds of the inequalities of Lemma 5.1 as arguments of an integral and take limits with respect to \( \varepsilon \), we will need a majorant for these bounds. The following lemma provides that bound.

**Lemma 5.3**

For any \( \delta > 0 \) there exists \( \varepsilon_0 > 0 \) such that,

\[
(1 + \varepsilon) \frac{x^{-\varepsilon} - 1}{\varepsilon} \leq \begin{cases} 
-x^{-\delta} \log x & 0 < x < \frac{1}{2} \\
-2^\delta \log x & \frac{1}{2} \leq x < 1 
\end{cases}
\]

for all \( \varepsilon \in (0, \varepsilon_0) \).

**Proof of Lemma 5.3:**

First consider \( x \in (0, 1/2) \). Define

\[
ge_\varepsilon(x) = (1 + \varepsilon) \frac{x^{-\varepsilon} - 1}{\varepsilon} + x^{-\delta} \log x
\]

then we have to show that \( g_\varepsilon(x) \leq 0 \). Note that

\[
g_\varepsilon(1/2) = (1 + \varepsilon) \frac{2^\varepsilon - 1}{\varepsilon} - 2^\delta \log 2 \to (1 - 2^\delta) \log 2
\]

as \( \varepsilon \downarrow 0 \), hence \( g_\varepsilon(1/2) < 0 \) for \( \varepsilon \) small enough. Moreover,

\[
\frac{d}{dx} g_\varepsilon(x) = -(1 + \varepsilon)x^{-\varepsilon - 1} + x^{-\delta - 1} - \delta x^{-\delta - 1} \log x
\]

\[
= x^{-\varepsilon - 1} \left[ -(1 + \varepsilon) + x^{\varepsilon - \delta}(1 - \delta \log x) \right]
\]

Since for all \( 0 < \varepsilon < \delta \) and \( x \in (0, 1/2) \) the function \( x \mapsto x^{\varepsilon - \delta}(1 - \delta \log x) \) is decreasing, we get that

\[
-(1 + \varepsilon) + x^{\varepsilon - \delta}(1 - \delta \log x) \geq -(1 + \varepsilon) + 2^\delta - \varepsilon (1 + \delta \log 2)
\]

and as \( \varepsilon \to 0 \) this tends to \(-1 + 2^\delta (1 + \delta \log 2) > 0 \). Hence, the derivative of \( g_\varepsilon(x) \) is positive for \( \varepsilon \) small enough, so \( g_\varepsilon(x) \) is increasing on \((0, 1/2)\) and thus negative.

Next consider \( x \in (1/2, 1) \). Define

\[
\bar{g}_\varepsilon(x) = (1 + \varepsilon) \frac{x^{-\varepsilon} - 1}{\varepsilon} + 2^\delta \log x
\]

Then \( \bar{g}_\varepsilon(1) = 0 \) and

\[
\frac{d}{dx} \bar{g}_\varepsilon(x) = -(1 + \varepsilon)x^{-\varepsilon - 1} + \frac{2^\delta}{x} = x^{-\varepsilon - 1} \left[ -(1 + \varepsilon) + x^\varepsilon 2^\delta \right]
\]
Since the function $x \mapsto x^\varepsilon$ is increasing for all $\varepsilon > 0$,

$$-(1 + \varepsilon) + x^\varepsilon 2^\delta \geq -(1 + \varepsilon) + 2^\delta - \varepsilon$$

and this tends to $2^\delta - 1 > 0$ as $\varepsilon \to 0$. Hence, $g_\varepsilon(x) \leq 0$ for $x \in [1/2, 1)$ and $\varepsilon$ small enough.

The following lemma shows that a properly scaled vector of order statistics of a uniform $(0,1)$ sample of size $n$ is another vector of uniform order statistics of a sample with different sample size. This property is needed in the proof of Lemma 5.5.

**Lemma 5.4**

Let $U_1, \ldots, U_n$ be i.i.d. $\mathcal{U}(0,1)$ variables. Then, for any integer $1 \leq k \leq n-1$,

$$\left( \frac{U(1)}{U(k+1)}, \ldots, \frac{U(k)}{U(k+1)} \right) \overset{d}{=} (V_1, \ldots, V_k)$$

where $V_1, \ldots, V_k$ are the order statistics of $k$ i.i.d. $\mathcal{U}(0,1)$ variables.

**Proof of Lemma 5.4:**

Note that the density of $U = (U(1), \ldots, U(k+1))$ is given by

$$f_U(u_1, \ldots, u_{k+1}) = \frac{n!}{(n-k-1)!} (1-u_{k+1})^{n-k-1}$$

for $0 \leq u_1 \leq \cdots \leq u_{k+1} \leq 1$.

Define $Z_i = U(i)/U(k+1)$ for $i = 1, \ldots, k$ and $Z_{k+1} = U(k+1)$. The inverse transformation is thus given by $U(i) = Z_i Z_{k+1}$ for $i = 1, \ldots, k$ and $U(k+1) = Z_{k+1}$. The density of $Z = (Z_1, \ldots, Z_{k+1})$ is then given by

$$f_Z(z_1, \ldots, z_{k+1}) = f_U(z_1 z_{k+1}, \ldots, z_k z_{k+1}, z_{k+1}) |J(z)|$$

for $0 \leq z_1 \leq \cdots \leq z_k \leq 1$ and $0 \leq z_{k+1} \leq 1$ and where $J(z)$ is the Jacobian of the transformation, i.e., $|J(z)| = z_{k+1}^k$. Hence,

$$f_Z(z_1, \ldots, z_{k+1}) = \frac{n!}{(n-k-1)!} (1-z_{k+1})^{n-k-1} z_{k+1}^k$$

for $0 \leq z_1 \leq \cdots \leq z_k \leq 1$ and $0 \leq z_{k+1} \leq 1$. Finally, integrating over $z_{k+1}$, we get that the density of $(Z_1, \ldots, Z_k)$ equals $k!$ for $0 \leq z_1 \leq \cdots \leq z_k \leq 1$ and hence is the (joint) density of the order statistics of a $\mathcal{U}(0,1)$ sample of size $k$.

In the definition of our estimator, the term $\log Q_n(1 - hu)$ appears frequently. Since this term is in distribution equal to $\log Q(1 - \Gamma_n(hu))$ where $\Gamma_n(\cdot)$ is the empirical quantile function of a uniform $(0,1)$ sample of size $n$, we would like to use Lemma 5.1 with $y$ replaced by a properly scaled version of $\Gamma_n(hu)$. The next lemma shows that the inequalities of Lemma 5.1 with $y$ replaced by $\Gamma_n(hu)/\mathcal{U}([nh]+1)$ behave like the inequalities with $y$ replaced by $u$, uniformly in $u$. The continuous nature of the bandwidth $h$ now yields that we will have to act very carefully. However, when we have shown that $\Gamma_n(hu)/\mathcal{U}([nh]+1)$ is close to $\Gamma_{[nh]}(u)$ (the empirical quantile function of $[nh]$ i.i.d. $\mathcal{U}(0,1)$ variables), the remaining part of the proof of Lemma 5.5 is rather straightforward.
Lemma 5.5
Let \( \Gamma_n(\cdot) \) denote the empirical quantile function of \( U_1, \ldots, U_n \) with \( U_i \) i.i.d. \( \mathcal{U}(0, 1) \), \( h \) be a sequence of positive numbers with \( h = h_n \to 0 \) and \( nh_n \to \infty \) as \( n \) tends to infinity and \( L(\cdot) \) be an integrable, bounded and positive function on \((0,1)\). Define \( k = \lfloor nh \rfloor \) and \( \tilde{\lambda} = (\lambda \wedge 0) \) for \( \lambda > -1 \). Then, for each \( \beta > (1 - \tilde{\lambda}) \),

\[
\int_0^1 \left[ \left( \frac{\Gamma_n(hu)}{U_{(k+1)}} \right)^\beta - u^\beta \right] u^{\tilde{\lambda}} L(u) \, du \xrightarrow{p} 0 \tag{5.12}
\]
as \( n \to \infty \).

Proof of Lemma 5.5:
The case \( \beta = 0 \) is trivial, hence consider \( \beta \neq 0 \). First write equation (5.12) as

\[
\int_0^1 \left[ \left( \frac{\Gamma_n(hu)}{U_{(k+1)}} \right)^\beta - \left( \frac{\Gamma_n(ku/n)}{U_{(k+1)}} \right)^\beta \right] u^{\tilde{\lambda}} L(u) \, du + \\
\int_0^1 \left[ \left( \frac{\Gamma_n(ku/n)}{U_{(k+1)}} \right)^\beta - u^\beta \right] u^{\tilde{\lambda}} L(u) \, du \tag{5.13}
\]

For the first term, note that for \( j = 1, \ldots, k \), by definition

\[
(\Gamma_n(hu))^\beta - (\Gamma_n(ku/n))^\beta = \begin{cases} \\
0 & \frac{j-1}{k} < u \leq \frac{j}{nh} \\
U_{(j+1)}^\beta - U_{(j)}^\beta & \frac{j}{nh} < u \leq \frac{j}{k}
\end{cases}
\]

hence, the first term equals

\[
U_{(k+1)}^{-\beta} \sum_{j=1}^{k} \int_{j/nh}^{j/k} \left( U_{(j+1)}^\beta - U_{(j)}^\beta \right) u^{\tilde{\lambda}} L(u) \, du
\]

I.e., using that \( nh - k < 1 \), that

\[
|x^{\lambda+1} - y^{\lambda+1}| \leq (\lambda + 1)(x - y)(x^{\lambda} \vee y^{\lambda}) \leq (\lambda + 1)(x - y)y^{\tilde{\lambda}}
\]

for all \( 0 \leq y \leq x \leq 1 \) and denoting the supremum of the function \( L(\cdot) \) on \((0,1)\) by \( \|L\| \), we get

\[
\left| U_{(k+1)}^{-\beta} \sum_{j=1}^{k} \int_{j/nh}^{j/k} \left( U_{(j+1)}^\beta - U_{(j)}^\beta \right) u^{\tilde{\lambda}} L(u) \, du \right| \leq \\
\leq \frac{\|L\|}{\lambda + 1} U_{(k+1)}^{-\beta} \sum_{j=1}^{k} \left| U_{(j+1)}^\beta - U_{(j)}^\beta \right| \left( \frac{j}{k} \right)^{\lambda+1} - \left( \frac{j}{nh} \right)^{\lambda+1}
\]

\[ \leq \|L\| U_{(k+1)}^{-\beta} \sum_{j=1}^{k} \left| U_{(j+1)}^\beta - U_{(j)}^\beta \right| \left( \frac{j}{k} - \frac{j}{nh} \right) \left( \frac{1}{nh} \right)^{\tilde{\lambda}} \]

\[ < \|L\| U_{(k+1)}^{-\beta} \sum_{j=1}^{k} \left| U_{(j+1)}^\beta - U_{(j)}^\beta \right| \frac{j}{knh} \left( \frac{1}{nh} \right)^{\tilde{\lambda}} \]

\[ = \|L\| U_{(k+1)}^{-\beta} \left| \sum_{j=1}^{k} \left( U_{(j+1)}^\beta - U_{(j)}^\beta \right) \frac{j}{knh} \right| \left( \frac{1}{nh} \right)^{\tilde{\lambda}} \]

The last equality follows from the fact that either all terms of the summation are positive (in case \( \beta > 0 \)) or all terms are negative (in case \( \beta < 0 \)). Continuing with the last expression, we obtain

\[ \|L\| U_{(k+1)}^{-\beta} \left| \sum_{j=1}^{k} \left( U_{(j+1)}^\beta - U_{(j)}^\beta \right) \frac{j}{knh} \right| \left( \frac{1}{nh} \right)^{\tilde{\lambda}} = \]

\[ = \|L\| U_{(k+1)}^{-\beta} \left| \sum_{j=2}^{k+1} (j-1)U_{(j)}^\beta - \sum_{j=1}^{k} jU_{(j)}^\beta \right| (nh)^{-\left(1 + \frac{\tilde{\lambda}}{2}\right)} \]

\[ = \|L\| U_{(k+1)}^{-\beta} \left| (k+1)U_{(k+1)}^\beta - U_{(1)}^\beta - \sum_{j=1}^{k} U_{(j+1)}^\beta \right| (nh)^{-\left(1 + \frac{\tilde{\lambda}}{2}\right)} \]

\[ = \|L\| U_{(k+1)}^{-\beta} \left| (k+1) \left( \frac{U_{(1)}}{U_{(k+1)}} \right)^\beta - \sum_{j=1}^{k} \left( \frac{U_{(j+1)}}{U_{(k+1)}} \right)^\beta \right| (nh)^{-\left(1 + \frac{\tilde{\lambda}}{2}\right)} \]

\[ = \|L\| U_{(k+1)}^{-\beta} \left| \left( 1 - \left( \frac{U_{(1)}}{U_{(k+1)}} \right)^\beta \right) + \left( k - \sum_{j=1}^{k} \left( \frac{U_{(j+1)}}{U_{(k+1)}} \right)^\beta \right) \right| (nh)^{-\left(1 + \frac{\tilde{\lambda}}{2}\right)} \]

Note that, for \( j = 1, \ldots, k+1 \), in case \( \beta > 0 \), \( U_{(j)}^\beta \geq U_{(1)}^\beta \), and in case \( \beta < 0 \), \( U_{(j)}^\beta \leq U_{(1)}^\beta \), i.e., the last expression is bounded by

\[ \|L\| U_{(k+1)}^{-\beta} \left| \left( 1 - \left( \frac{U_{(1)}}{U_{(k+1)}} \right)^\beta \right) + \left( k - \sum_{j=1}^{k} \left( \frac{U_{(j+1)}}{U_{(k+1)}} \right)^\beta \right) \right| (nh)^{-\left(1 + \frac{\tilde{\lambda}}{2}\right)} \]

(5.14)

In case \( \beta > 0 \), we know that with probability 1, \( 1 - \left( \frac{U_{(1)}}{U_{(k+1)}} \right)^\beta \) is bounded between 0 and 1, hence (5.14) tends to 0 as \( n \rightarrow \infty \). In case \( \beta < 0 \), observe that by
Lemma 5.4, \( U_{(1)}/U_{(k+1)} \overset{D}{=} V_{(1)} \), using the notation of that lemma. I.e., for any \( \delta > 0 \),

\[
\Pr \left( \left[ \left( \frac{U_{(1)}}{U_{(k+1)}} \right)^{\beta} - 1 \right] > \delta (nh)^{1+\tilde{\lambda}} \right) = \Pr \left( V_{(1)} < (\delta (nh)^{1+\tilde{\lambda}} + 1)^{1/\beta} \right)
\]

\[
= 1 - \left( 1 - (\delta (nh)^{1+\tilde{\lambda}} + 1)^{1/\beta} \right)^k
\]

(5.15)

However, since \( \tilde{\lambda} > -1 \) and \( \beta < 0 \), we have that

\[
k \log \left( 1 - (\delta (nh)^{1+\tilde{\lambda}} + 1)^{1/\beta} \right) = -k \left( \delta (nh)^{1+\tilde{\lambda}} + 1 \right)^{1/\beta} (1 + o(1))
\]

as \( n \) tends to infinity. I.e., using that by definition \( k \sim nh \), (5.15) tends to 0 as \( n \) tends to infinity, whenever \( 1 + (1 + \tilde{\lambda})/\beta < 0 \) and hence (5.14) tends to 0 in probability as \( n \to \infty \) whenever \(-1 - \tilde{\lambda} < \beta < 0\).

Finally consider the second term (5.13). Note that Lemma 5.4 yields that all finite dimensional distributions of the process \( u \mapsto \Gamma_n(hu)/U_{(k+1)} \) equal in distribution the finite dimensional distributions of the process \( u \mapsto \Gamma_k(u) \), where \( \Gamma_k(u) \) is the empirical quantile function of a \( U(0,1) \) sample \( V_1, \ldots, V_k \). I.e., the two processes themselves are equal in distribution. Hence, instead of (5.13), consider

\[
\int_0^1 \left( (\Gamma_k(u))^\beta - u^\beta \right) u^\lambda L(u) \, du
\]

(5.16)

Obviously,

\[
\left| \int_0^1 \left( (\Gamma_k(u))^\beta - u^\beta \right) u^\lambda L(u) \, du \right| \leq \sup_{0 < u < 1} \left[ u^{\nu_1}(1-u)^{\nu_2} \left| (\Gamma_k(u))^\beta - u^\beta \right| \right] ||L|| \int_0^1 u^{\lambda-\nu_1}(1-u)^{-\nu_2} \, du
\]

For \( \beta > 0 \) the right hand side has the same distribution as

\[
\sup_{0 < u < 1} \left[ u^{\nu_1}(1-u)^{\nu_2} \left| F_{\beta,k}^{-1}(u) - F_{\beta}^{-1}(u) \right| \right] ||L|| \int_0^1 u^{\lambda-\nu_1}(1-u)^{-\nu_2} \, du
\]

(5.17)

where \( F_{\beta,k}^{-1}(\cdot) \) is the quantile function corresponding to the distribution function \( F_{\beta}(x) = x^{1/\beta} \) for \( 0 < x < 1 \) and \( F_{\beta,k}^{-1}(\cdot) \) denotes the empirical quantile function of a sample \( X_1, \ldots, X_k \) drawn from \( F_{\beta} \).

Note that, since \( 0 < |X_1| < 1 \) almost surely,

\[
\mathbb{E} |X_1 \wedge 0|^{1/\nu_1} = 0
\]

whenever \( \nu_1 > 0 \) and \( \beta > 0 \) and

\[
\mathbb{E} (X_1 \vee 0)^{1/\nu_2} < \infty
\]
whenever $\nu_2 > 0$ and $\beta > 0$. Theorem 3 in Mason (1982b) then yields that the supremum in (5.17) tends to 0 almost surely as $k \to \infty$. Taking $\nu_1 < (1 + \lambda)$ and $\nu_2 < 1$ gives that the integral in (5.17) is finite. I.e., in case $\beta > 0$ taking $0 < \nu_1 < (1 + \lambda)$ and $0 < \nu_2 < 1$ yields that (5.16) tends to 0 almost surely as $k$ tends to infinity.

In case $\beta < 0$ note that
\[
\sup_{0 < u < 1} \left[ u^{\nu_1}(1 - u)^{\nu_2} \left| (\Gamma_k(u))^\beta - u^\beta \right| \right] \overset{P}{\to} \sup_{0 < u < 1} \left[ (1 - u)^{\nu_1} u^{\nu_2} \left| G_{\beta, k}^{-1}(u) - G_{\beta}^{-1}(u) \right| \right]
\]
where $G_{\beta}^{-1}(\cdot)$ is the quantile function corresponding to the distribution function $G_{\beta}(x) = 1 - x^{1/\beta}$ for $x \geq 1$ and $G_{\beta, k}^{-1}(\cdot)$ denotes the empirical quantile function of a sample $X_1, \ldots, X_k$ drawn from $G_{\beta}$. Again use Theorem 3 in Mason (1982b) together with

\[
\mathbb{E} |X_1 \wedge 0|^{1/\nu_2} = 0
\]
whenever $\nu_2 > 0$ and $\beta < 0$ and

\[
\mathbb{E} (X_1 \vee 0)^{1/\nu_1} = -\frac{1}{\beta} \int_1^\infty x^{1 + \frac{1}{\beta} - 1} dx < \infty
\]
whenever $\nu_1 > -\beta$. Hence, (5.16) tends to 0 almost surely as $k$ tends to infinity, taking $-\beta < \nu_1 < (1 + \lambda)$ and $0 < \nu_2 < 1$.

\section*{5.4.2 The positive part}

In this subsection we will prove that, under the conditions of Theorem 5.1, we have that $\hat{\gamma}_{n,h}^{(pos)} \overset{P}{\to} (\gamma \vee 0)$ as $n$ tends to infinity.

First observe that $Q_n(t) \overset{D}{=} Q(\Gamma_n(t))$ and $\Gamma_n(1 - t) \overset{D}{=} 1 - \Gamma_n(t)$ where $\Gamma_n(t)$ is the empirical quantile function of a $\mathcal{U}(0, 1)$ sample of size $n$ (denoted by $U_1, \ldots, U_n$) and that conditions [CK2] and [CK4] imply that $\int_0^1 d(uK(u)) = 0$. I.e., note that we can write

\[
\hat{\gamma}_{n,h}^{(pos)} \overset{D}{=} \int_0^1 \left( \log Q(1 - \Gamma_n(hu)) - \log Q(1 - U_{(k+1)}) \right) d(uK(u))
\]

Moreover, by definition, $U_{(k+1)} \geq \Gamma_n(hu)$ with probability 1 for all $u \in (0, 1)$, and $U_{(k+1)} \to 0$ with probability 1 as $h \to 0$.

Consider the case $\gamma > 0$. By the just stated remarks, we can apply Lemma 5.1 with $y = \Gamma_n(hu)/U_{(k+1)}$, $s = U_{(k+1)}$ and $a(s)/Q(1 - s) = \gamma$ (see Remark 5.1), to get that, with
probability 1, for each $\varepsilon > 0$ there exists an $n_0$ such that for all $n \geq n_0$, with probability 1,

$$1 - \left( \frac{\Gamma_n(hu)}{U_{(k+1)}} \right)^{\varepsilon} (1 - \varepsilon) - \varepsilon < \log \mathcal{Q}(1 - \Gamma_n(hu)) - \log \mathcal{Q}(1 - U_{(k+1)}) < (1 + \varepsilon) \left( \frac{\Gamma_n(hu)}{U_{(k+1)}} \right)^{-\varepsilon} - 1 + \varepsilon$$

for all $u \in (0, 1)$.

Defining $k(u) = d(uK(u))/du$ we get by the boundedness of both $K$ and $K'$ that $k(u) = k^+(u) - k^-(u)$ where $k^\pm(u)$ are positive and bounded functions. Hence, for $\gamma > 0$,

$$\hat{\gamma}^{(pos)}_{n,h} < \gamma \int_0^1 \left[ (1 + \varepsilon) \left( \frac{\Gamma_n(hu)}{U_{(k+1)}} \right)^{-\varepsilon} - 1 + \varepsilon \right] k^+(u) du$$

$$- \gamma \int_0^1 \left[ (1 - \varepsilon) \frac{1 - \left( \frac{\Gamma_n(hu)}{U_{(k+1)}} \right)^{\varepsilon}}{\varepsilon} - \varepsilon \right] k^-(u) du$$

However, applying Lemma 5.5 twice (once with $\beta = -\varepsilon$, $\lambda = 0$ and $L(u) = k^+(u)$ and once with $\beta = \varepsilon$, $\lambda = 0$ and $L(u) = k^-(u)$) yields that, for any $0 < \varepsilon < 1$, this upperbound tends to

$$\gamma \int_0^1 \left[ (1 + \varepsilon) \frac{u^{-\varepsilon} - 1}{\varepsilon} + \varepsilon \right] k^+(u) du - \gamma \int_0^1 \left[ (1 - \varepsilon) \frac{1 - u^{\varepsilon}}{\varepsilon} - \varepsilon \right] k^-(u) du$$

in probability, as $n \to \infty$. Letting $\varepsilon$ tend to 0, using dominated convergence and the majorant given in Lemma 5.3 for the first integral, this tends to

$$\gamma \int_0^1 (- \log u) k^+(u) du - \gamma \int_0^1 (- \log u) k^-(u) du = \gamma \int_0^1 (- \log u) d(uK(u)) = \gamma$$

Similar arguments lead to a lower bound for $\hat{\gamma}^{(pos)}_{n,h}$ that tends to $\gamma$ in probability as well. I.e., for $\gamma > 0$, we have that $\hat{\gamma}^{(pos)}_{n,h}$ tends to $\gamma$ in probability as $n \to \infty$. 

In case $\gamma = 0$, the scaling by $\gamma$ in the inequalities used for positive $\gamma$, should be replaced by $a(U_{(k+1)})/Q(1 - U_{(k+1)})$. Since $U_{(k+1)}$ tends to 0 almost surely, Lemma 5.2 yields that this factor tends to 0 with probability 1 as $n$ tends to infinity. This, together with
similar arguments as in the case of positive $\gamma$, gives that $\hat{\gamma}_{n,h}^{(\text{pos})}$ tends to 0 in probability as $n$ tends to infinity.

Finally consider the case $\gamma < 0$. Lemma 5.1 now yields the inequalities

$$1 - (1 + \varepsilon) \left( \frac{\Gamma_n(hu)}{U_{(k+1)}} \right)^{-\gamma - \varepsilon} <$$

$$\frac{\log Q(1 - \Gamma_n(hu)) - \log Q(1 - U_{(k+1)})}{\log Q(1) - \log Q(1 - U_{(k+1)})} <$$

$$1 - (1 - \varepsilon) \left( \frac{\Gamma_n(hu)}{U_{(k+1)}} \right)^{-\gamma + \varepsilon}$$

Thus

$$\frac{\hat{\gamma}_{n,h}^{(\text{pos})}}{\log Q(1) - \log Q(1 - U_{(k+1)})} < \int_0^1 \left[ 1 - (1 - \varepsilon) \left( \frac{\Gamma_n(hu)}{U_{(k+1)}} \right)^{-\gamma + \varepsilon} \right] k^+(u) du$$

$$- \int_0^1 \left[ 1 - (1 + \varepsilon) \left( \frac{\Gamma_n(hu)}{U_{(k+1)}} \right)^{-\gamma - \varepsilon} \right] k^-(u) du$$

Again by two applications of Lemma 5.5 (once with $\beta = -\gamma + \varepsilon$, $\lambda = 0$ and $L(u) = k^+(u)$ and once with $\beta = -\gamma - \varepsilon$, $\lambda = 0$ and $L(u) = k^-(u)$) we get that, for any $0 < \varepsilon < 1 - \gamma$, the integrals tend to

$$\int_0^1 \left[ 1 - (1 - \varepsilon)u^{-\gamma + \varepsilon} \right] k^+(u) du$$

and

$$\int_0^1 \left[ 1 - (1 + \varepsilon)u^{-\gamma - \varepsilon} \right] k^-(u) du$$

respectively. Since these integrals are bounded for $0 < \varepsilon < 1 - \gamma$ and $\log Q(1) - \log Q(1 - U_{(k+1)})$ tends to 0 with probability 1, we get (with a similar lower bound) that $\hat{\gamma}_{n,h}^{(\text{pos})}$ tends to 0 in probability as $n$ tends to infinity.

I.e., for $\gamma \in \mathbb{R}$ we have that $\hat{\gamma}_{n,h}^{(\text{pos})} \overset{P}{\to} (\gamma \lor 0)$ as $n \to \infty$.

### 5.4.3 The negative part

In this subsection we will show that the quotient $\hat{\varrho}_{n,h}^{(2)}/\hat{\varrho}_{n,h}^{(1)} \overset{P}{\to} 1 + (\gamma \land 0)$ as $n$ tends to infinity.

Since we will consider $\hat{\varrho}_{n,h}^{(2)}/\hat{\varrho}_{n,h}^{(1)}$, we can scale both numerator and denominator by the same factor, without changing the quotient. Moreover, by condition [CK2], we have that, for any $\alpha > 0$,

$$\int_0^1 d(u^\alpha K(u)) = [u^\alpha K(u)]_0^1 = 0$$
and
\[
\int_0^1 d \left[ \frac{d}{du} u^\alpha K(u) \right] = \left[ \left( \alpha + 1 \right) u^\alpha K(u) + u^{\alpha+1} K'(u) \right]_0^1 = 0
\]
i.e., we can shift both terms in the same way as in we did with the positive part as well without changing the quotient.

First consider \( \gamma \geq 0 \). By the previous remarks, we can rewrite the denominator as
\[
\frac{h^{1-\alpha} \hat{q}_{n,h}^{(1)}}{a(U_{(k+1)})/Q(1-U_{(k+1)})} \overset{D}{\approx} \int_0^1 \frac{\log Q(1-\Gamma_n(hu)) - \log Q(1-U_{(k+1)})}{a(U_{(k+1)})/Q(1-U_{(k+1)})} d(u^\alpha K(u))
\]
By similar arguments as used in the positive part, this will, as \( n \) tends to infinity, in probability tend to
\[
\int_0^1 (-\log u) d(u^\alpha K(u)) = \int_0^1 u^{\alpha-1} K(u) du \tag{5.18}
\]
On the other hand, the numerator can be rewritten as
\[
\frac{h^{1-\alpha} \hat{q}_{n,h}^{(2)}}{a(U_{(k+1)})/Q(1-U_{(k+1)})} \overset{D}{\approx} \int_0^1 \frac{\log Q(1-\Gamma_n(hu)) - \log Q(1-U_{(k+1)})}{a(U_{(k+1)})/Q(1-U_{(k+1)})} d \left( \frac{d}{du} u^{\alpha+1} K(u) \right)
\]
and this tends in probability to
\[
\int_0^1 (-\log u) d \left( \frac{d}{du} u^{\alpha+1} K(u) \right) = \int_0^1 \frac{d}{du} \left( u^{\alpha+1} K(u) \right) u^{-1} du
\]
\[= \int_0^1 \left( (\alpha + 1) u^{\alpha-1} K(u) + u^\alpha K'(u) \right) du
\]
\[= \int_0^1 u^{\alpha-1} K(u) du + \int_0^1 d(u^\alpha K(u))
\]
\[= \int_0^1 u^{\alpha-1} K(u) du
\]
I.e., combining this with (5.18), we obtain that \( \hat{q}_{n,h}^{(2)}/\hat{q}_{n,h}^{(1)} \overset{P}{\rightarrow} 1 \) as \( n \) tends to infinity, whenever \( \gamma \geq 0 \).

\footnote{Note that in Lemma 5.5 we now have \( \lambda = \alpha - 1 \)
Next consider $\gamma < 0$. Similar arguments lead to
\[
\frac{h^{1-\alpha} \hat{Q}_{n,h}^{(1)}}{\log Q(1) - \log Q(1 - U_{k+1})} \xrightarrow{P} \int_0^1 (1 - u^{-\gamma}) \, d(u^\alpha K(u))
\]
\[
= -\gamma \int_0^1 u^{\alpha - \gamma - 1} K(u) \, du
\]
and
\[
\frac{h^{1-\alpha} \hat{Q}_{n,h}^{(2)}}{\log Q(1) - \log Q(1 - U_{k+1})} \xrightarrow{P} \int_0^1 (1 - u^{-\gamma}) \, d\left( \frac{d}{du} u^{\alpha + 1} K(u) \right)
\]
\[
= -\gamma(1 + \gamma) \int_0^1 u^{\alpha - \gamma - 1} K(u) \, du
\]
as $n \to \infty$, hence $\hat{Q}_{n,h}^{(2)}/\hat{Q}_{n,h}^{(1)} \xrightarrow{P} 1 + \gamma$ as $n$ tends to infinity.

I.e., for $\gamma \in \mathbb{R}$ we have that $\hat{Q}_{n,h}^{(2)}/\hat{Q}_{n,h}^{(1)} \xrightarrow{P} 1 + (\gamma \wedge 0)$ as $n$ tends to infinity.

### 5.5 Asymptotic normality

In this section we will prove the asymptotic normality of the new estimator, as stated in Theorem 5.2.

#### 5.5.1 Preliminaries

The following lemmas will be needed in our proof of the asymptotic normality.

**Lemma 5.6**

*Let $F$ be a distribution function that is in the domain of attraction of an extreme value distribution $G_\gamma$. Moreover, without loss of generality, assume that its upper endpoint $x_F^\circ$ is positive and denote the associated quantile function by $Q$. Then*
\[
\frac{\log Q(1 - s)}{-\log s} \to 0 \quad \text{as } s \downarrow 0.
\]

**Proof of Lemma 5.6:**

In case $\gamma < 0$, we have that $x_F^\circ < \infty$ and the assertion follows trivially.
In case $\gamma > 0$, the domain of attraction condition is equivalent to the condition that $Q(1 - \cdot) \in RV^0_\gamma$, see e.g., Theorem 1.9 of this thesis. Hence, $\log Q(1 - \cdot)$ is slowly varying at zero and the assertion follows by property 1 of Proposition 1.7 in *Geluk and de Haan* (1987).
In case $\gamma = 0$ and $x_F^\circ < \infty$ the assertion again follows trivially. Moreover, $F \in D(G_0)$
implies that $Q(1 - \cdot) \in \Pi^0$ (see e.g., Theorem 1.9 of this thesis). Corollary 1.18 in GELUK AND DE HAAN (1987) yields that in case $x_p^0 = Q(1) = \infty$ the function $Q(1 - \cdot)$ is then slowly varying at 0. Hence the assertion follows by the same argument as in case of positive $\gamma$.

The next results are taken from WELLNER (1978) and are stated without proof.

**Lemma 5.7**

Let $\Gamma_n(\cdot)$ denote the empirical quantile function of a uniform $(0,1)$ sample of size $n$. Then, as $n$ tends to infinity,

\[ \sup_{\frac{1}{n} < u \leq 1} \left| \frac{\Gamma(u)}{u} \right| = O_P(1) \quad \text{and} \quad \sup_{\frac{1}{n} < u \leq 1} \left| \frac{u}{\Gamma(u)} \right| = O_P(1) \]

and

\[ \sup_{b_n \leq u \leq 1} \left| \frac{\Gamma_n(u) - u}{u} \right| = o_P(1) \quad (5.19) \]

where $b_n$ is any sequence of positive numbers satisfying $nb_n \to \infty$ as $n \to \infty$.

The following result is taken from CSÖRGÖ, CSÖRGÖ, HORVÁTH AND MASON (1986) and is again stated without proof. In CSÖRGÖ, CSÖRGÖ, HORVÁTH AND MASON (1986) a probability space is constructed on which there exists a sequence $U_1, U_2, \ldots$ of i.i.d. uniform $(0,1)$ variables and a sequence of Brownian Bridges $\{B^{(n)}(s)\}$, which has, among others, the following property (cf. Theorem 2.1 in CSÖRGÖ, CSÖRGÖ, HORVÁTH AND MASON (1986)):

**Lemma 5.8**

For any $0 \leq \nu < 1/2$

\[ \sup_{1/n \leq u \leq 1 - 1/n} \frac{\sqrt{n}(\Gamma_n(u) - u) - B^{(n)}(u)}{u^{1/2 - \nu}} = O_P(n^{-\nu}) \]

as $n \to \infty$, where $\Gamma_n(\cdot)$ is the quantile function of $U_1, \ldots, U_n$.

In view of this result, we will assume that any uniform $(0,1)$ sample and sequence of Brownian Bridges we will be using, are defined on the above mentioned probability space.

### 5.5.2 The various parts of the estimator

The estimator consists of three stochastic ingredients: $\hat{q}_{n,h}^{(pos)}$, $\hat{q}_{n,h}^{(1)}$ and $\hat{q}_{n,h}^{(2)}$. However, $\hat{q}_{n,h}^{(pos)}$ can be considered to be a special case $\hat{q}_{n,h}^{(1)}$ with $\alpha = 1$. In this subsection we will prove the following proposition:
Proposition 5.1
Under the assumptions of Theorem 5.2, as \( n \) tends to infinity,

\[
\sqrt{n}h^{1-\alpha} \left( \hat{\theta}^{(i)}_{n,h} - q^{(i)}_h \right) \overset{D}{\rightarrow} \int_0^1 \frac{W(u)}{u} \phi(hu) dK^{(i)}_h(u) + o_P(1) \tag{5.20}
\]

for \( i = 1, 2 \), where \( W(\cdot) \) is standard Brownian Motion,

\[
K^{(1)}_h(u) = u^{\alpha} K_h(u)
\]

\[
K^{(2)}_h(u) = \frac{d}{du} (u^{\alpha+1} K_h(u))
\]

\( \hat{\theta}^{(i)}_{n,h} \) are defined in Theorem 5.2 and \( q^{(i)}_h \) are given in (5.10).

Proof of Proposition 5.1:
We will only present the proof for \( \hat{\theta}^{(1)}_{n,h} \) (and hence, as a special case, for \( \hat{\theta}^{(pos)}_{n,h} \)), since the proof for \( \hat{\theta}^{(2)}_{n,h} \) is similar.

In view of the lemmas of subsection 5.5.1, the left hand side of (5.20) is decomposed into four parts:

\[
h^{1-\alpha} \left( \hat{\theta}^{(1)}_{n,h} - q^{(1)}_h \right) = \tag{5.21}
\]

\[
h^{1-\alpha} \int_0^{1/n} \log Q_n(1-u) dK^{(1)}_h(u) - h^{1-\alpha} \int_0^{1/n} \log Q(1-u) dK^{(1)}_h(u)
\]

\[
+ h^{1-\alpha} \int_{1/n}^{b_n} \log \left( \frac{Q_n(1-u)}{Q(1-u)} \right) dK^{(1)}_h(u) + h^{1-\alpha} \int_{b_n}^{h} \log \left( \frac{Q_n(1-u)}{Q(1-u)} \right) dK^{(1)}_h(u)
\]

where \( b_n \) is a sequence of positive real numbers that at the moment only satisfies the property that \( 1/n < b_n < h \).

For the first part of (5.21) note that \( Q_n(1-u) \) is constant for \( 0 \leq u < 1/n \), i.e.,

\[
h^{1-\alpha} \int_0^{1/n} \log Q_n(1-u) dK^{(1)}_h(u) \overset{D}{\rightarrow} \log Q(1-U(1)) \int_0^{1/n} dK^{(1)}(u)
\]

with \( U(1) \) the first order statistic from a uniform \((0,1)\) sample of size \( n \). By Lemma 5.6 and the fact that \( U(1) \rightarrow 0 \) almost surely as \( n \) tends to infinity, we hence have that

\[
h^{1-\alpha} \int_0^{1/n} \log Q_n(1-u) dK^{(1)}_h(u) \overset{D}{\rightarrow} o_P \left( \frac{-\log U(1)}{(nh)^{\alpha}} \right)
\]

Using that for any \( M > 0 \)

\[
P \left( -(nh)^{\frac{1}{\alpha}} \log U(1) \geq M \right) = 1 - \left( 1 - \exp \left( -(nh)^{\alpha - \frac{1}{2}} M \right) \right)^n \leq n \exp \left( -(nh)^{\alpha - \frac{1}{2}} M \right)
\]
the conditions on $h$ of Theorem 5.2 then yield that

$$h^{1-\alpha} \int_0^{1/n} \log Q_n(1-u) \, dK_h^{(1)}(u) = o_P\left((nh)^{-1/2}\right)$$

For the second part of (5.21) observe that

$$h^{1-\alpha} \int_0^{1/n} \log Q(1-u) \, dK_h^{(1)}(u) =$$

$$h^{1-\alpha} \left[ \log Q \left(1 - \frac{1}{n}\right) K_h^{(1)} \left(\frac{1}{n}\right) \right] + \int_0^{1/n} \phi(hu) K^{(1)}(u) \, du$$

The conditions on $F$ of Condition 5.2 yield that $\phi(s) \to (\gamma \vee 0)$ as $s$ tends to 0. I.e., together with another application of Lemma 5.6 then leads to

$$h^{1-\alpha} \int_0^{1/n} \log Q(1-u) \, dK_h^{(1)}(u) = o\left(\frac{\log n}{(nh)^{\alpha}}\right) + O\left((nh)^{-1}\right) = o\left((nh)^{-1/2}\right)$$

where the last equality follows from the conditions on $h$.

The third part of (5.21) is dealt with using Lemma 5.7. First observe that

$$\int_{1/n}^{b_n} \log \left(\frac{Q_n(1-u)}{Q(1-u)}\right) \, dK_h^{(1)}(u) \overset{P}{=}$$

$$\int_{1/n}^{b_n} \left[\log Q(1-G_n(u)) - \log Q(1-u)\right] \, dK_h^{(1)}(u)$$

where $\Gamma_n(\cdot)$ is the empirical quantile function of a uniform $(0,1)$ sample of size $n$. Using the mean value theorem, we then get that

$$\int_{1/n}^{b_n} \log \left(\frac{Q_n(1-u)}{Q(1-u)}\right) \, dK_h^{(1)}(u) \overset{P}{=} \int_{1/n}^{b_n} \frac{\phi(u + \xi_{n,u})}{u + \xi_{n,u}} (G_n(u) - u) \, dK_h^{(1)}(u)$$

with $\xi_{n,u}$ satisfying $|\xi_{n,u}| \leq |G_n(u) - u|$.

Since $\sup_{0<u<1} |G_n(u) - u| \to 0$ almost surely as $n$ tends to infinity (see e.g., Lemma 4.2 of this thesis) we get using the conditions on $F$ and Lemma 5.7 that for all $\gamma \in \mathbb{R}$ and $n$ large enough

$$\sup_{1/n \leq u \leq b_n} \left| \phi(u + \xi_{n,u}) \frac{u}{u + \xi_{n,u}} \right| = O_P(1)$$
and we thus obtain that
\[ \left| \int_{1/n}^{b_n} \log \left( \frac{Q_n(1-u)}{Q(1-u)} \right) dK_h^{(1)}(u) \right| = \left| \int_{1/n}^{b_n} \frac{\phi(u + \xi_{n,u}) \Gamma_n(u) - u}{u + \xi_{n,u}} dK_h^{(1)}(u) \right| \]
\[ \leq O_P(1) \int_{1/n}^{b_n} \frac{\Gamma_n(u) - u}{u} \left| \frac{dK_h^{(1)}(u)}{du} \right| du \]
\[ \leq O_P(1) \int_{1/n}^{b_n} \frac{dK_h^{(1)}(u)}{du} du \]
\[ = h^{\alpha-1} O_P(1) \int_{1/nh}^{b_n/h} \frac{dK_h^{(1)}(u)}{du} du \]

where the last inequality follows from another application of Lemma 5.7. Taking \( b_n = h(nh)^{-(1/2+\lambda)/\alpha} \) for some \( 0 < \lambda < \alpha - 1/2 \), we get that
\[ h^{1-\alpha} \int_{1/n}^{b_n} \log \left( \frac{Q_n(1-u)}{Q(1-u)} \right) dK_h^{(1)}(u) = O_P \left( \frac{b_n^\alpha}{h} \right) = o_P \left( (nh)^{-1/2} \right) \]
as \( n \) tends to infinity.

Finally consider the fourth part of the decomposition (5.21). Following the same arguments as for the third part, we arrive at
\[ \int_{b_n}^{h} \log \left( \frac{Q_n(1-u)}{Q(1-u)} \right) dK_h^{(1)}(u) \overset{p}{=} \int_{b_n}^{h} \frac{\phi(u + \xi_{n,u}) \Gamma_n(u) - u}{u + \xi_{n,u}} dK_h^{(1)}(u) \]
for some \( |\xi_{n,u}| \leq |\Gamma_n(u) - u| \). Now use (5.19), together with the conditions on \( F \), to obtain that, for any sequence \( b_n \) satisfying \( nb_n \to \infty \) as \( n \to \infty \) and any \( \gamma \in \mathbb{R} \)
\[ \sup_{b_n \leq u \leq h} \left| \frac{\phi(u + \xi_{n,u}) u}{\phi(u) u + \xi_{n,u}} \right| = 1 + o_P(1) \]

This implies that
\[ \int_{b_n}^{h} \frac{\phi(u + \xi_{n,u}) \Gamma_n(u) - u}{u + \xi_{n,u}} dK_h^{(1)}(u) = (1 + o_P(1)) \int_{b_n}^{h} \frac{\Gamma_n(u) - u}{u} dK_h^{(1)}(u) \]

Applying Lemma 5.8, we get that the right hand side then equals
\[ (1 + o_P(1)) n^{-1/2} \int_{b_n}^{h} \frac{\phi(u) B_n(u)}{u} dK_h^{(1)}(u) + R_{n,h} \]
where the Brownian Bridges $B_n(\cdot)$ are defined as in Lemma 5.8 and, for arbitrary $0 \leq \nu < 1/2$,

$$|R_{n,h}| \leq O_P \left( n^{-1/2-\nu} \right) \int_{b_n}^h u^{-1/2-\nu} \left| \phi(u) \right| \left| \frac{dK_h^{(1)}(u)}{du} \right| du$$

$$\leq h^{\alpha-1} O_P \left( (nh)^{-1/2-\nu} \right) \int_{b_n/h}^1 u^{-1/2-\nu} \left| \phi(hu) \right| \left| \frac{dK_h^{(1)}(u)}{du} \right| du$$

$$= h^{\alpha-1} O_P \left( (nh)^{-1/2-\nu} \right)$$

Using that $B_n(u) \overset{D}{=} W_n(u) + \xi_n u$ where $W_n(\cdot)$ is standard Brownian Motion and $\xi_n$ is a standard normal variable, independent of $W_n(\cdot)$, we obtain as $h \downarrow 0$ and $nh \to \infty$,

$$n^{-1/2} \int_{b_n}^h \phi(u) \frac{B_n(u)}{u} dK_h^{(1)}(u)$$

$$\overset{D}{=} n^{-1/2} \int_{b_n}^h \phi(u) \frac{W_n(u)}{u} dK_h^{(1)}(u) + n^{-1/2} \xi_n \int_{b_n}^h \phi(u) dK_h^{(1)}(u)$$

$$= n^{-1/2} \int_{b_n}^h \phi(u) \frac{W_n(u)}{u} dK_h^{(1)}(u) + h^{\alpha-1} n^{-1/2} \xi_n \int_{b_n/h}^1 \phi(hu) dK^{(1)}(u)$$

$$\overset{D}{=} h^{\alpha-1} (nh)^{-1/2} \int_{b_n/h}^1 \phi(hu) \frac{W_n(u)}{u} dK^{(1)}(u) + h^{\alpha-1} O_P \left( n^{-1/2} \right)$$

where in the last equality we used the well known scaling property of Brownian Motion that $W(hu) \overset{D}{=} \sqrt{h} W(u)$. Finally, noting that $\mathbb{E}|W(u)| \leq \sqrt{\mathbb{E} W(u)^2} = \sqrt{u}$, hence

$$\int_0^{b_n/h} \phi(hu) \frac{W(u)}{u} dK^{(1)}(u) = O_P \left( \left( \frac{b_n}{h} \right)^{\alpha-1/2} \right)$$

we obtain, taking $b_n = h(nh)^{-(1/2+\lambda)/\alpha}$ for some $0 < \lambda < \alpha - 1/2$, that

$$h^{1-\alpha} \int_{b_n}^h \log \left( \frac{Q_n(1-u)}{Q(1-u)} \right) dK_h^{(1)}(u)$$

$$\overset{D}{=} (nh)^{-1/2}(1 + O_P(1)) \int_0^1 \phi(hu) \frac{W(u)}{u} dK^{(1)}(u) + O_P \left( (nh)^{-1/2} \right)$$

Putting the results concerning the four parts of decomposition (5.21) together, we obtain the assertion of Proposition 5.1.
5.5.3 The various parts together

In this subsection we will show that the results for the various parts of the estimator as given in Proposition 5.1 lead to the assertion of Theorem 5.2.

First note that the result of Proposition 5.1 can also be written in the following way:

\[ h^{1-\alpha} \tilde{q}_{n,h}^{(i)} = h^{1-\alpha} q_{h}^{(i)} + (nh)^{-1/2} A_{n}^{(i)} + o_{P} \left( (nh)^{1/2} \right) \]

where

\[ A_{n}^{(i)} = \int_{0}^{1} \phi(hu) \frac{W(u)}{u} dK^{(i)}(u) \]

which implies that

\[ \frac{\tilde{q}_{n,h}^{(2)}}{\tilde{q}_{n,h}^{(1)}} = \frac{q_{h}^{(2)}}{q_{h}^{(1)}} + \frac{(nh)^{-1} A_{n}^{(2)}}{h^{1-\alpha} q_{h}^{(1)}} - \frac{(nh)^{-1} A_{n}^{(1)} h^{1-\alpha} q_{h}^{(2)}}{\left( h^{1-\alpha} q_{h}^{(1)} \right)^{2}} + o_{P} \left( (nh)^{-1/2} \right) \]

since \( h^{1-\alpha} q_{h}^{(i)} = \int_{0}^{1} \left( \phi(hu)/u \right) K^{(i)}(u) du = O(1) \).

Moreover, since for each \( \varepsilon > 0 \) and \( n \) large enough \( |\phi(hu) - (\gamma \vee 0)| < \varepsilon \) uniformly for \( 0 < u < 1 \) by the conditions on the underlying distribution function \( F \), we have that

\[ \int_{0}^{1} \phi(hu) \frac{W(u)}{u} d(uK(u)) = (\gamma \vee 0) \int_{0}^{1} \frac{W(u)}{u} d(uK(u))(1 + o_{P}(1)) \]

Hence

\[ \sqrt{nh} \left( \hat{\gamma}_{n,h} - \gamma_{h} \right) = \sqrt{nh} \left( \hat{\gamma}_{n,h}^{(pos)} - \gamma_{h}^{(pos)} \right) + \sqrt{nh} \left( \frac{\tilde{q}_{n,h}^{(2)}}{\tilde{q}_{n,h}^{(1)}} - \frac{q_{h}^{(2)}}{q_{h}^{(1)}} \right) \]

\[ = (\gamma \vee 0) \int_{0}^{1} \frac{W(u)}{u} d(uK(u)) + \frac{A_{n}^{(2)}}{h^{1-\alpha} q_{h}^{(1)}} - \frac{A_{n}^{(1)} h^{1-\alpha} q_{h}^{(2)}}{\left( h^{1-\alpha} q_{h}^{(1)} \right)^{2}} + o_{P}(1) \]

To deal with the \( A_{n}^{(i)} \), \( i = 1, 2 \), note that in case \( \gamma \neq 0 \), with \( \bar{\gamma} = \gamma \wedge 0 \),

\[ \sup_{0 < u < 1} \left| \frac{\phi(hu)}{\phi(h)} - u^{-\bar{\gamma}} \right| \to 0 \]

as \( h \) tends to 0, by the conditions on \( F \). I.e., by Markov's inequality, the conditions on \( K \) and the fact that \( \alpha > 1/2 \) we have that

\[ \left| \int_{0}^{1} \left( \frac{\phi(hu)}{\phi(h)} - u^{-\bar{\gamma}} \right) \frac{W(u)}{u} dK^{(i)}(u) \right| = o_{P}(1) \] (5.22)

In case \( \gamma = 0 \), the \( \phi \)-function is slowly varying. Hence the following inequality from the proof of the proposition in the appendix of De Haan and Pereira (1999) can be
used to extend the result of (5.22) to all $γ$: for each $ε, ε_1 > 0$ there exists an $h_0$ such that for all $h ≤ h_0$ and $hu ≤ h_0$,

$$\left| \frac{\phi(hu)}{\phi(h)} - 1 \right| < ε e^{ε_1 |\log u|}$$

Now use (5.22) to obtain

$$\frac{A_n^{(2)}}{h^{1-α} q_h^{(1)}} \xrightarrow{p} \frac{\int_0^1 u^{-1-\bar{γ}} W(u) dK^{(2)}(u)}{\int_0^1 u^{-1-\bar{γ}} K^{(1)}(u) du}$$

$$= -\frac{\int_0^1 W(u) d\bar{K}^{(2)}(u)}{\int_0^1 u^{-1-\bar{γ}} K^{(1)}(u) du}$$

and

$$\frac{A_n^{(1)} h^{1-α} q_h^{(2)}}{(h^{1-α} q_h^{(1)})^2} \xrightarrow{p} \frac{\int_0^1 u^{-1-\bar{γ}} W(u) dK^{(1)}(u)}{\int_0^1 u^{-1-\bar{γ}} K^{(1)}(u) du} \frac{\int_0^1 u^{-1-\bar{γ}} K^{(2)}(u) du}{\int_0^1 u^{-1-\bar{γ}} K^{(1)}(u) du}$$

$$= \frac{\int_0^1 W(u) d\bar{K}^{(1)}(u) \int_0^1 u^{-1-\bar{γ}} K^{(2)}(u) du}{\left(\int_0^1 u^{-1-\bar{γ}} K^{(1)}(u) du\right)^2}$$

where for $i = 1, 2$ and $0 < u < 1$,

$$\bar{K}^{(i)}(u) = \int_u^1 x^{-1-\bar{γ}} dK^{(i)}(x)$$

Hence, by partial integration,

$$\sqrt{n h} (\gamma_n - \gamma_h) \xrightarrow{D} \int_0^1 \left[ a_0 \bar{K}(u) + a_1 \bar{K}^{(2)}(u) - a_2 \bar{K}^{(1)}(u) \right] dW(u)$$

where

$$\bar{K}(u) = \int_u^1 x^{-1} d(xK(x))$$

$$a_0 = γ ∨ 0$$

$$a_1 = 1 / \int_0^1 x^{-1-\bar{γ}} K^{(1)}(x) dx$$

$$a_2 = a_1^2 \int_0^1 x^{-1-\bar{γ}} K^{(2)}(x) dx = (1 + (γ ∨ 0)) a_1$$

The assertion of Theorem 5.2 then follows.
5.6 Exploring the bias

In this section we will explore the asymptotic bias of our new estimator, with the asymptotic bias defined as

$$\sqrt{nh}(\gamma_h - \gamma) = \sqrt{nh} \left( \gamma_h^{(\text{pos})} + \frac{q_h^{(2)}}{q_h^{(1)}} - 1 - \gamma \right)$$

where $\gamma_h^{(\text{pos})}$, $q_h^{(1)}$ and $q_h^{(2)}$ are defined in (5.9) and (5.10). Note that $\gamma_h^{(\text{pos})}$ is actually a special case of $q_h^{(1)}$ with $\alpha = 1$.

5.6.1 Preliminaries

The following lemmas will be needed when exploring the bias of our estimator.

**Lemma 5.9**

Assume that Condition 5.3 holds with the $+$ sign. For any $\varepsilon > 0$ there exists $s_o > 0$ such that, for all $0 < s < s_o$ and $0 < y < 1$:

In case $\gamma > 0$, defining $\tilde{a}_1(s) = \log Q(1 - s) + \gamma \log s - \log c$,

$$(1 - \varepsilon)y^\gamma + \varepsilon < \frac{\tilde{a}_1(sy)}{\tilde{a}_1(s)} < (1 + \varepsilon)y^\gamma - \varepsilon$$

In case $\gamma < 0$, assuming without loss of generality that $Q(1) > 0$ and defining $\tilde{a}_2(s) = s^\gamma (\log Q(1) - \log Q(1 - s)) - c/Q(1)$,

$$(1 - \varepsilon)y^{-\gamma + \varepsilon} < \frac{\tilde{a}_2(sy)}{\tilde{a}_2(s)} < (1 + \varepsilon)y^{-\gamma - \varepsilon}$$

**Proof of Lemma 5.9:**

The inequalities are the well known inequalities of regularly varying functions, see e.g., GELUK AND DE HAAN (1987).

Similar inequalities can be derived in case of second order $\Pi$-variation, as stated in the next lemma that is a reformulation of Lemma 3.5 in DEKKERS, EINMAHL AND DE HAAN (1989) in terms of the quantile function.

**Lemma 5.10**

Assume that Condition 5.4 holds with the $+$ sign for $\gamma \geq 0$ and the $-$ sign for $\gamma < 0$. For any $\varepsilon > 0$ there exists $s_o > 0$ such that, for all $0 < s < s_o$ and $0 < y < 1$:

In case $\gamma > 0$, defining $a_1(s) = \log Q(1 - s) + \gamma \log s$,

$$\frac{1 - y^\varepsilon}{\varepsilon} - \varepsilon < \frac{a_1(sy) - a_1(y)}{s^{-\gamma} b_1(s)/Q(1 - s)} < (1 + \varepsilon)\frac{y^{-\varepsilon} - 1}{\varepsilon} + \varepsilon$$
In case $\gamma = 0$, defining $a_2(s) = \log Q(1 - s)$,
\[
\frac{(1 - \epsilon)^2 y^\epsilon (\log y)^2}{2} + 2\epsilon \log y - \epsilon < 
\]
\[
\frac{a_2(sy) - a_2(s) + b_2(s) \log y}{b_3(s)} < 
\]
\[
\frac{(1 + \epsilon)^2 y^{-\epsilon} (\log y)^2}{2} - 2\epsilon \log y + \epsilon
\]

In case $\gamma < 0$, assuming without loss of generality that $Q(1) > 0$ and defining $a_3(s) = s^\gamma (\log Q(1) - \log Q(1 - s))$,
\[
(1 - \epsilon) \frac{1 - y^\epsilon}{\epsilon} - \epsilon < \frac{a_3(s) - a_3(sy)}{b_4(s)/Q(1)} < (1 + \epsilon) \frac{y^{-\epsilon} - 1}{\epsilon} + \epsilon
\]

**Proof of Lemma 5.10:**

In case $\gamma \neq 0$ the inequalities are just the well known inequalities for $\Pi$-varying functions, see e.g., Geluk and de Haan (1987) page 27. In case $\gamma = 0$ the inequalities follow using Oney and Willekens (1987) to obtain an asymptotic expression for $b_2(\cdot)$ and applying the inequalities for $\Pi$-varying functions to that expression, see proof of Lemma 3.5 in Dekkers, Einmahl and de Haan (1989)

When applying dominated convergence using the inequalities stated in Lemma 5.9 and Lemma 5.10, a majorant is needed. In case $\gamma \neq 0$, Lemma 5.3 can be used. In case $\gamma = 0$, the next lemma provides a majorant.

**Lemma 5.11**

For any $\delta > 0$ there exists $\epsilon_\delta$ such that
\[
\frac{(1 + \epsilon)^2}{2} x^{-\epsilon} (\log x)^2 - 2\epsilon \log x < x^{-\delta} (\log x)^2 - 2\delta \log x
\]
for all $0 < x < 1$ and all $0 < \epsilon < \epsilon_\delta$.

**Proof of Lemma 5.11:**

For all $0 < \epsilon < \sqrt{2} - 1$ we have that
\[
\frac{(1 + \epsilon)^2}{2} x^{-\epsilon} (\log x)^2 - 2\epsilon \log x < x^{-\epsilon} (\log x)^2 - 2\epsilon \log x
\]

However, since $\epsilon \mapsto x^{-\epsilon} (\log x)^2 - 2\epsilon \log x$ is increasing for all $0 < x < 1$, we have the assertion whenever $0 < \epsilon < \epsilon_\delta$ with $\epsilon_\delta = (\sqrt{2} - 1) \wedge \delta$.

**5.6.2 The bias under Condition 5.3**

We will only consider the conditions with the + sign. Results under the other conditions follow by symmetry.
The case $\gamma > 0$
To handle both $\gamma_h^{(p_{0x})}$ and $q_h^{(1)}$, consider

$$
\int_0^1 \log Q(1 - hu) d(u^\alpha K(u)) =
\int_0^1 \bar{a}_1(hu) d(u^\alpha K(u)) - \int_0^1 (\gamma \log(hu) - \log c) d(u^\alpha K(u))
$$
(5.23)

where $\bar{a}_1(s) = \log Q(1 - s) + \gamma \log s - \log c$, as defined in Lemma 5.9. Note that $|\bar{a}_1| \in RV_{h_0}$ for some $\rho > 0$ by Condition 5.3 and hence $\bar{a}_1(s) \to 0$ as $s \to 0$.

Since for any $\alpha > 0$ we have that $\int_0^1 d(u^\alpha K(u)) = 0$, (5.23) equals

$$
\bar{a}_1(h) \int_0^1 \frac{\bar{a}_1(hu)}{\bar{a}_1(h)} d(u^\alpha K(u)) - \gamma \int_0^1 \log u d(u^\alpha K(u))
$$

Using the inequalities of Lemma 5.9 and dominated convergence, we have that

$$
\int_0^1 \frac{\bar{a}_1(hu)}{\bar{a}_1(h)} d(u^\alpha K(u)) \to \int_0^1 u^\rho d(u^\alpha K(u))
$$
as $h$ tends to 0. I.e., as $h \downarrow 0$,

$$
\int_0^1 \log Q(1 - hu) d(u^\alpha K(u)) = \gamma \kappa_{\alpha-1} + \bar{a}_1(h) \left( \int_0^1 u^\rho d(u^\alpha K(u)) + o(1) \right)
$$

$$
= \gamma \kappa_{\alpha-1} + \bar{a}_1(h) \left( -\gamma \rho \kappa_{\alpha+\gamma \rho - 1} + o(1) \right)
$$

Similarly, using that $\int_0^1 d\left( \frac{d}{du} u^{\alpha+1} K(u) \right) = 0$ for any $\alpha > 0$, we get for $q_h^{(2)}$ that

$$
h^{1-\alpha} q_h^{(2)} = -\gamma \int_0^1 \log u \left( \frac{d}{du} u^{\alpha+1} K(u) \right) +
$$

$$
+ \bar{a}_1(h) \left( \int_0^1 u^\rho d\left( \frac{d}{du} u^{\alpha+1} K(u) \right) + o(1) \right)
$$

$$
= \gamma \kappa_{\alpha-1} + \bar{a}_1(h) \left( \gamma \rho (\gamma \rho - 1) \kappa_{\alpha+\gamma \rho - 1} + o(1) \right)
$$
as $h$ tends to 0. Combining these two expressions then yields

$$
\gamma_h = \gamma_h^{(p_{0x})} + \frac{q_h^{(2)}}{q_h^{(1)}} - 1 = \gamma + \bar{a}_1(h) \left( \gamma \rho \left( \frac{\kappa_{\alpha+\gamma \rho - 1}}{\kappa_{\alpha-1}} - \kappa_{\gamma \rho} \right) + o(1) \right)
$$
as $n \to \infty$. 

The case $\gamma < 0$

Again consider

$$
\int_0^1 \log Q(1 - hu) d (u^\alpha K(u)) = 
- \int_0^1 (hu)^{-\gamma} \left( \tilde{a}_2(hu) + \frac{c}{Q(1)} \right) d (u^\alpha K(u))
$$

(5.24)

where $\tilde{a}_2(s) = s^\gamma (\log Q(1) - \log Q(1 - s)) - c/Q(1)$, as defined in Lemma 5.9. By Condition 5.3 $|\tilde{a}_2| \in R V_0^0_{\gamma \rho}$ for some $\rho > 0$ and hence $\tilde{a}_2(s) \to 0$ as $s \to 0$.

Obviously, (5.24) equals

$$
-h^{-\gamma} \tilde{a}_2(h) \int_0^1 u^{-\gamma} \frac{\tilde{a}_2(hu)}{\tilde{a}_2(h)} d (u^\alpha K(u)) - \frac{h^{-\gamma} c}{Q(1)} \int_0^1 u^{-\gamma} d (u^\alpha K(u))
$$

The inequalities of Lemma 5.9, together with dominated convergence, yield that

$$
\int_0^1 u^{-\gamma} \frac{\tilde{a}_2(hu)}{\tilde{a}_2(h)} d (u^\alpha K(u)) \to \int_0^1 u^{-\gamma(1 + \rho)} d (u^\alpha K(u))
$$
as $h$ tends to 0. I.e., as $h \downarrow 0$,

$$
\int_0^1 \log Q(1 - hu) d (u^\alpha K(u)) =
- \frac{\gamma ch^{-\gamma}}{Q(1)} \kappa_{\alpha - \gamma - 1} - \gamma(1 + \rho) h^{-\gamma} \tilde{a}_2(h) \left( \kappa_{\alpha - (1 + \rho) - 1} + o(1) \right)
$$

Similar arguments yield for $q_h^{(2)}$ that

$$
h^{1 - \alpha} q_h^{(2)} = - \frac{\gamma (\gamma + 1) ch^{-\gamma}}{Q(1)} \kappa_{\alpha - \gamma - 1} + 
- \gamma(1 + \rho)(1 + \gamma(1 + \rho)) h^{-\gamma} \tilde{a}_2(h) \left( \kappa_{\alpha - (1 + \rho) - 1} + o(1) \right)
$$

Combining these two expressions, we obtain

$$
\gamma_h = \gamma_h^{(pos)} \frac{q_h^{(2)}}{q_h^{(1)}} - 1
$$

$$
= \gamma + \frac{\rho (\rho + 1) Q(1)}{c} \kappa_{\alpha - (1 + \rho) - 1} \tilde{a}_2(h) - \frac{\gamma c}{Q(1) \kappa_{\alpha - \gamma}} h^{-\gamma} +
+ O \left( h^{-\gamma} \tilde{a}_2(h) \right) + o(\tilde{a}_2(h))
$$
as $h \downarrow 0$. 

5.6.3 The bias under Condition 5.4

We will only consider the conditions with a + sign in case \( \gamma \geq 0 \) and with a \( - \) sign in case \( \gamma < 0 \). Results under the other conditions follow by symmetry.

\textbf{The case } \gamma > 0\textbf{ }

For both \( \gamma_h^{(pos)} \) and \( q_h^{(1)} \) consider \( \int_0^1 \log Q(1 - hu) d(u^\alpha K(u)) \). Since \( \int_0^1 d(u^\alpha K(u)) = 0 \) for all \( \alpha > 0 \), we can rewrite this as

\[
\int_0^1 (a_1(hu) - a_1(h)) d(u^\alpha K(u)) + \int_0^1 (-\gamma \log u) d(u^\alpha K(u)) = \frac{h^{-\gamma} b_1(h)}{Q(1-h)} \int_0^1 \frac{a_1(hu) - a_1(h)}{h^{-\gamma} b_1(h)/Q(1-h)} d(u^\alpha K(u)) + \gamma \int_0^1 u^{\alpha-1} K(u) du
\]

where \( a_1(s) = \log Q(1 - s) + \gamma \log s \), as defined in Lemma 5.10.

Using the inequalities of Lemma 5.10 and dominated convergence with majorant given in Lemma 5.3, we obtain by similar arguments as in the proof of the consistency, that

\[
\int_0^1 \frac{a_1(hu) - a_1(h)}{h^{-\gamma} b_1(h)/Q(1-h)} d(u^\alpha K(u)) \to \int_0^1 (-\log u) d(u^\alpha K(u))
\]

as \( h \) tends to 0. I.e., as \( h \downarrow 0 \),

\[
\int_0^1 \log Q(1 - hu) d(u^\alpha K(u)) = \gamma \int_0^1 u^{\alpha-1} K(u) du + O\left(\frac{h^{-\gamma} b_1(h)}{Q(1-h)}\right)
\]

Similarly, using that \( \int_0^1 d\left(\frac{d}{du} u^{\alpha+1} K(u)\right) = 0 \) for any \( \alpha > 0 \), we get for \( q_h^{(2)} \) that

\[
h^{1-\alpha} q_h^{(2)} = \gamma \int_0^1 u^{\alpha-1} K(u) du + O\left(\frac{h^{-\gamma} b_1(h)}{Q(1-h)}\right)
\]

as \( h \) tends to 0. Combining things then yields that

\[
\gamma_h = \gamma_h^{(pos)} + \frac{q_h^{(2)}}{q_h^{(1)}} - 1 = \gamma + O\left(\frac{h^{-\gamma} b_1(h)}{Q(1-h)}\right)
\]

In order to have an asymptotically vanishing bias, i.e., that \( \sqrt{n} h(\gamma_h - \gamma) \to 0 \), we thus have to impose the condition on \( h = h_n \) that

\[
nh^{1-2\gamma} \left(\frac{b_1(h)}{Q(1-h)}\right)^2 \to 0
\]

as \( n \) tends to infinity. Note that this condition resembles the condition on the parameter \( k \) in case of the moment estimator as defined in DEKKERS, EINMAHL AND DE HAAN (1989). (See also Theorem 2.9 of this thesis.)
The case $\gamma < 0$

Again, for both $\gamma_h^{(\text{pos})}$ and $q_h^{(1)}$ consider $\int_0^1 \log Q(1 - hu) d(u^\alpha K(u))$. Since for any $\alpha > 0$ we have $\int_0^1 d(u^\alpha K(u)) = 0$, we can rewrite this as

$$\int_0^1 (hu)^{-\gamma} (a_3(h) - a_3(hu)) d(u^\alpha K(u)) - h^{-\gamma} a_3(h) \int_0^1 u^{-\gamma} d(u^\alpha K(u)) =$$

$$\frac{h^{-\gamma} b_4(h)}{Q(1)} \int_0^1 u^{-\gamma} \frac{a_3(h) - a_3(hu)}{b_4(h)/Q(1)} d(u^\alpha K(u)) + \gamma h^{-\gamma} a_3(h) \int_0^1 u^{\alpha - \gamma - 1} K(u) du$$

where $a_3(s) = s^\gamma (\log Q(1) - \log Q(1 - s))$, as defined in Lemma 5.10. Using the inequalities of that same lemma, dominated convergence with the majorant given in Lemma 5.3 and similar arguments as in the proof of consistency, we obtain that

$$\int_0^1 u^{-\gamma} \frac{a_3(h) - a_3(hu)}{b_4(h)/Q(1)} d(u^\alpha K(u)) \rightarrow \int_0^1 u^{-\gamma} (-\log u) d(u^\alpha K(u))$$

as $h$ tends to 0. I.e., as $h \downarrow 0$,

$$\int_0^1 \log Q(1 - hu) d(u^\alpha K(u)) =$$

$$\gamma h^{-\gamma} a_3(h) \int_0^1 u^{\alpha - \gamma - 1} K(u) du + O \left( \frac{h^{-\gamma} b_4(h)}{Q(1)} \right)$$

Similarly, for $q_h^{(2)}$ we obtain

$$h^{1-\alpha} q_h^{(2)} = -h^{-\gamma} a_3(h) \int_0^1 u^{-\gamma} d \left( \frac{d}{du} [u^{\alpha + 1} K(u)] \right) + O \left( \frac{h^{-\gamma} b_4(h)}{Q(1)} \right)$$

$$= \gamma (\gamma + 1) h^{-\gamma} a_3(h) \int_0^1 u^{\alpha - \gamma - 1} K(u) du + O \left( \frac{h^{-\gamma} b_4(h)}{Q(1)} \right)$$

as $h$ tends to 0. Combining things then yields that

$$\gamma_h = \gamma_h^{(\text{pos})} + \frac{q_h^{(2)}}{q_h^{(1)}} - 1 = \gamma + O(h^{-\gamma} a_3(h)) + O(h^{-\gamma} b_4(h)) + O \left( \frac{b_4(h)}{a_3(h)} \right)$$

In order to have an asymptotically vanishing bias we thus have to impose the conditions on $h = h_n$ that

$$nh \left( \frac{b_4(h)}{a_3(h)} \right)^2 = nh^{1-2\gamma} \left( \frac{b_4(h)}{\log Q(1) - \log Q(1 - h)} \right)^2 \rightarrow 0 \quad \text{(5.25)}$$

and

$$nh^{1-2\gamma} (a_3(h))^2 = nh (\log Q(1) - \log Q(1 - h))^2 \rightarrow 0$$

as $n$ tends to infinity. Note that these two conditions imply that $\sqrt{nh h^{-\gamma} b_4(h)} \rightarrow 0$ as $n \rightarrow \infty$ as well. Moreover, condition (5.25) resembles the condition on the parameter $k$ in case of the moment estimator as defined in Dekkers, Einmahl and de Haan (1989). (See also Theorem 2.9 of this thesis.)
The case $\gamma = 0$

Similar arguments, using Lemma 5.10 and Lemma 5.11, now yield the asymptotic relations

$$\int_0^1 \log Q(1 - hu) d (u^\alpha K(u)) = b_2(h) \int_0^1 (-\log u) d (u^\alpha K(u)) + O(b_3(h))$$

and

$$h^{1-\alpha} q^{(2)}_h = b_2(h) \int_0^1 (-\log u) d \left( \frac{d}{du} [u^{\alpha+1} K(u)] \right) + O(b_3(h))$$

as $h$ tends to 0. Combining these expressions we obtain

$$\gamma_h = \gamma^{(\text{pos})}_h + \frac{q^{(2)}_h}{q^{(1)}_h} - 1 = b_2(h) + O(b_3(h)) + O \left( \frac{b_3(h)}{b_2(h)} \right)$$

In order to have an asymptotically vanishing bias we thus have to impose the conditions on $h = h_n$ that

$$nh (b_2(h))^2 \to 0 \quad \text{and} \quad nh \left( \frac{b_3(h)}{b_2(h)} \right)^2 \to 0$$

as $n$ tends to infinity. Note that these two conditions imply that $\sqrt{nh} b_3(h) \to 0$ as $n$ tends to infinity as well.
Chapter 6

A simulation study

For each of the estimators of the extreme value index as presented in this thesis, the number of upper order statistics that is used, is in some sense reflected in the behaviour of the estimator. Using too many observations will result in a bias, since then the smaller observations, typically not falling in the upper tail of the underlying distribution function, will be included in the calculation. Using too few order statistics on the other hand, will obviously result in a substantial variance.

In this chapter, we will present the results of a simulation study, concerning most of the estimators mentioned in this thesis, in order to describe their finite sample behaviour as well as the above mentioned dependence on the number of used upper order statistics. We will apply the estimators on samples generated from several different distributions with sample sizes 100 and 1000. Moreover, we will present the behaviour of the estimators on a data set consisting of 211 measurements on water discharges at Lobith, The Netherlands, in the period 1901-1991. We will refer to this data set by 'the Lobith data'.

6.1 Introduction

We will be concerned with a sample \( X_1, \ldots, X_n \) of i.i.d. random variables with common distribution function \( F \) that is in the domain of attraction of an extreme value distribution \( G_\gamma \) for some \( \gamma \in \mathbb{R} \). The ascending order statistics will be denoted by \( X_{(1)} \leq \ldots \leq X_{(n)} \). Moreover, we will assume that the upper endpoint of the distribution \( x_\gamma^n \) is not less than 1. This can always be achieved by shifting the support of the distribution function, a transformation that does not change the extreme value index.

The estimators of the extreme value index \( \gamma \) as mentioned in the previous chapters, are not all applicable to the situation of estimating any real \( \gamma \). E.g., the Hill estimator will only give a reasonable estimate in case of a positive extreme value index, whereas Pickands' estimator can be applied for any real \( \gamma \).

In case one knows the sign of the extreme value index, it might be more appropriate to choose an estimator best suited for that particular range of extreme value indices. An alternative approach to using an estimator applicable for all real \( \gamma \), might thus be to first
test for the sign of the index and then use an estimator best suited for that situation. We will not deal with that approach in this thesis. For more information on tests for the domain of attraction of extreme value distributions, we refer to Hasofer and Wang (1992) and Fragalves and Gomes (1996).

In the next section, the estimators of the extreme value index we have introduced in this thesis, are presented again for easy reference. For more details on these estimators we refer to the appropriate chapters. In the subsequent sections we will discuss several distribution functions and show the average behaviour of the estimators. For each of these distribution functions, we generated samples of size 100 and 1000. A number of 1000 samples was generated for each of these sample sizes, in order to examine the mean behaviour of the estimators as well as the Mean Squared Error of the estimators.

The Random Number Generator we used was not a linear congruential generator but a 'subtract-with-borrow' generator (see Marsaglia and Zaman (1991)) which has an extremely long period. All the quantile functions of the distribution functions we will be using are known explicitly, hence the samples can be generated by applying the quantile functions on a sample of standard uniform variables. To increase computational speed, the following sequential method to generate an ordered sample was used. Let $U_1, \ldots, U_n$ be a standard uniform sample of size $n$ and define $T_n = U_1^{1/n}$ and $T_{n-i} = T_{n-i+1}U_i^{(n-i)}$ for $i = 1, \ldots, n$. Then $T_1 \leq \cdots \leq T_n$ and they are distributed as the order statistics of a sample of size $n$ from a $\mathcal{U}(0, 1)$ distribution.

Moreover, some estimators will be applied to a data set containing 211 measurements on water discharges at Lobith, The Netherlands, in the period 1901–1991. Since this is a single data set it will reveal the major advantage of the kernel type estimators as compared to the other estimators.

Finally, in the last section, we will discuss all the results in some more detail.

6.2 Summary of the estimators

Percentile approach

Let $M = M_n$ be a sequence of integers with $M \leq \lfloor n/4 \rfloor$ and $M_n/n \to 0$ as $n \to \infty$. In case of a Generalized Pareto Distribution, observe that

$$
\gamma = \log \frac{Q_p(3/4; \gamma, \sigma) - Q_p(1/2; \gamma, \sigma)}{Q_p(1/2; \gamma, \sigma)} / \log 2
$$

(6.1)

where $Q_p(\cdot; \gamma, \sigma)$ is the quantile function of a Generalized Pareto Distribution. Define Pickands’ estimator as the sample analogue of (6.1) assuming that the excesses $X_{(n-i+1)} - X_{(n-4M+1)}$ stem from a Generalized Pareto Distribution, i.e.,

$$
\hat{\gamma}_{n,M}^P = \log \left( \frac{X_{(n-M+1)} - X_{(n-2M+1)}}{X_{(n-2M+1)} - X_{(n-4M+1)}} \right) / \log 2
$$

This estimator is applicable for all $\gamma \in \mathbb{R}$. 
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Maximum Likelihood approach
Define the excesses over threshold \( u = u_n \) as \( Y_i = X_j - u \) where \( j \) is the index of the \( i \)-th exceedence and \( u_n \to x^*_n \). Assuming that these excesses come from a Generalized Pareto Distribution with parameters \( \gamma \) and \( \sigma(u) \), the estimator is defined by maximizing the likelihood of \( Y_1, \ldots, Y_N \) based on that parametric assumption and denoted by \( \hat{\gamma}_N^S \), where \( N \) denotes the number of excesses over threshold \( u \).

Without modification, asymptotic normality of this estimator can be derived for all \( \gamma > -1/2 \). Moreover, the procedure can be extended to include the range \((-1, -1/2]\) of extreme value indices.

In the simulations, the estimator was not calculated by equating the score functions with zero, but by maximizing the likelihood directly, using a simple maximization method called ‘amoeba’, as given in Numerical Recipes (PRESS ET AL. (1992)). As a starting value for this iterative procedure, we used the moment estimator, to be defined shortly. Using this approach, we did not encounter any problems concerning the convergence of the numerical procedure in calculating the estimator.

Moment approach
Let \( k \) be a sequence of integers tending to infinity, with \( k < n \) and \( k/n \to 0 \). Define the quantities \( M_{n,k}^{(r)} \) for \( r = 1, 2 \) by

\[
M_{n,k}^{(r)} = \frac{1}{k} \sum_{i=1}^{k} \left( \log X_{(n-i+1)} - \log X_{(n-k)} \right)^r
\]

The Hill estimator is then defined by

\[
\hat{\gamma}_{n,k}^H = M_{n,k}^{(1)}
\]

and the moment estimator by

\[
\hat{\gamma}_{n,k}^M = M_{n,k}^{(1)} + 1 - \frac{1}{2} \left( 1 - \frac{(M_{n,k}^{(1)})^2}{M_{n,k}^{(2)}} \right)^{-1}
\]

The Hill estimator is applicable only when \( \gamma > 0 \), whereas the moment estimator is applicable for all \( \gamma \in \mathbb{R} \).

Kernel type approach
Let \( K(\cdot) \) be a kernel with support \([0, 1]\), i.e., \( K(x) = 0 \) whenever \( x \notin [0, 1] \), and let \( h = h_n \) be a sequence with \( h \to 0 \) and \( nh \to \infty \). The first kernel type estimator is then defined by

\[
\hat{\gamma}_{n,h}^K = \sum_{i=1}^{n-1} \frac{i}{n} K_h \left( \frac{i}{n} \right) \left( \log X_{(n-i+1)} - \log X_{(n-i)} \right)
\]

where \( K_h(x) = K(x/h)/h \). This estimator is applicable only for \( \gamma > 0 \).
For a more general kernel type estimator, i.e., a kernel type estimator applicable to any real valued extreme value index, additionally define the quantities

\[
\hat{q}_{n,h}^{(1)} = \sum_{i=1}^{n-1} \left( \frac{i}{n} \right) \alpha K_h \left( \frac{i}{n} \right) \left( \log X_{(n-i+1)} - \log X_{(n-i)} \right)
\]

and

\[
\hat{q}_{n,h}^{(2)} = \sum_{i=1}^{n-1} \left[ \frac{d}{du} u^\alpha K_h(u) \right]_{u=i/n} \left( \log X_{(n-i+1)} - \log X_{(n-i)} \right)
\]

for any \( \alpha > 0 \). Define the general kernel type estimator by

\[
\hat{q}_n^G = \hat{q}_n^K + \frac{\hat{q}_{n,h}^{(2)}}{\hat{q}_{n,h}^{(1)}} - 1
\]

In the simulations we will use the kernel

\[
K(x) = \begin{cases} 
\frac{315}{128} (1 - x^2)^4 & x \in [0, 1] \\
0 & \text{elsewhere}
\end{cases}
\]  

(6.2)

and we will take \( \alpha = 0.6 \) in the definitions of \( \hat{q}_{n,h}^{(1)} \) and \( \hat{q}_{n,h}^{(2)} \), in order to ensure asymptotic normality of the general kernel type estimator, see Theorem 5.2. Moreover, note that this kernel satisfies the conditions of Theorem 3.1 as well as those of Theorem 5.2.

### 6.3 Finite sample behaviour

In this section the finite sample behaviour of the estimators is shown for several distribution functions. In order to be able to compare the estimators, each will be plotted as a function of the fraction of order statistics that is used in their calculation. i.e., if \( h \) denotes that fraction, the following estimators will be plotted: \( \hat{q}_n^P(h) = \hat{q}_{n,\lfloor nh/4 \rfloor}^P \), \( \hat{q}_n^H(h) = \hat{q}_{n,\lfloor nh \rfloor}^H \), \( \hat{q}_n^M(h) = \hat{q}_{n,\lfloor nh \rfloor}^M \), \( \hat{q}_n^K(h) = \hat{q}_{n,\lfloor nh \rfloor}^K \) and \( \hat{q}_n^G(h) = \hat{q}_{n,\lfloor nh \rfloor}^G \) with threshold \( u_N = X_{(n-\lfloor nh \rfloor)} \). Moreover, in the plots each line corresponding to a particular estimator is labelled by the character in the superscript of the estimator. E.g., a line representing the maximum likelihood estimator \( \hat{q}_n^S(h) \) is indicated by the character \( S \).

In each of the following subsections the mean behaviour of the various estimators will be shown for a specific type of distribution function by plotting the average of each estimator over 1000 samples. Following these subsections on artificially generated samples, we will apply the estimators to a single real-life dataset called the Lobith data. In Section 6.4 we will discuss the behaviour of the various estimators.
6.3 Finite sample behaviour

6.3.1 The Hall model

A whole class of distribution functions with positive extreme value index \( \gamma \) that is frequently used when studying extreme value distributions is given in e.g., HALL AND WELSH (1984) and is sometimes referred to by ‘the Hall model’. The distribution functions of that class are defined to satisfy

\[
F(x) \sim 1 - Cx^{-1/\gamma}(1 + Dx^{-\rho}) \quad \text{as } x \to \infty
\]

(6.3)

with \( C, \gamma, \rho > 0 \) and \( D \neq 0 \). The quantile function hence satisfies

\[
Q(s) \sim C^{\gamma}(1 - s)^{-\gamma}(1 + \gamma DC^{-\rho} \gamma (1 - s)^{\rho \gamma}) \quad \text{as } s \to 1
\]

and the associated \( \phi \)-function

\[
\phi(s) \sim \frac{\gamma(C^{\rho \gamma} + \gamma(1 - \rho)Ds^{\rho \gamma})}{C^{\rho \gamma} + \gamma Ds^{\rho \gamma}} \sim \gamma (1 + O(s^{\rho \gamma})) \quad \text{as } s \to 0
\]

6.3.1.1 Special case: Cauchy

A well known distribution function that is contained in this class, is the Cauchy distribution with the extreme value index \( \gamma = 1 \):

\[
F(x) = \frac{1}{2} + \frac{1}{\pi} \arctan x = 1 - \frac{1}{\pi} \left( \frac{1}{x} - \frac{1}{3x^3} + o(x^{-3}) \right) \quad \text{as } x \to \infty
\]

Its quantile function is given by

\[
Q(s) = \cot(\pi(1 - s))
\]

\[
= \frac{1}{\pi(1 - s)} \left( 1 - \frac{1}{3}(\pi(1 - s))^2 + o((1 - s)^2) \right) \quad \text{as } s \to 1
\]

and the associated \( \phi \)-function by

\[
\phi(s) = \frac{\pi s}{\sin(\pi s) \cos(\pi s)} = 1 + \frac{2}{3} (\pi s)^2 + o(s^2) \quad \text{as } s \to 0
\]

Since the extreme value index of the Cauchy distribution is positive, we can use all the mentioned estimators.

6.3.1.2 Another case of the Hall model

Taking equality in (6.3) and substituting \( \gamma = 1/3, \rho = 3, C = 2 \) and \( D = -1/2 \) yields

\[
F(x) = 1 - 2x^{-3} \left( 1 - \frac{1}{2}x^{-3} \right) \quad x \geq 1
\]

\[
Q(s) = (1 - \sqrt{3})^{-1/3}
\]

\[
\phi(s) = \frac{1}{6} \frac{s}{\sqrt{1 - s}(1 - \sqrt{1 - s})} = \frac{1}{3} + \frac{1}{12}s + o(s) \quad \text{as } s \to 0
\]
I.e., for these particular choices of the parameters, the quantile function can be calculated explicitly and hence used to generate samples from this distribution. Moreover, since \( \gamma = 1/3 \), all estimators still apply.

Figure 6.3.1: Cauchy, \( \gamma = 1 \)

Figure 6.3.2: Hall model, \( \gamma = 1/3 \)
6.3.2 Generalized Extreme Value distributions

The Generalized Extreme Value distribution was introduced in Chapter 1 of this thesis as a way of describing the three possible limiting types of distribution functions, appearing in the extreme value setting, in one single formula. The distribution function is given by

\[ F(x) = \exp \left( -(1 + \gamma x)^{-1/\gamma} \right) \quad \text{for all } x \text{ such that } 1 + \gamma x > 0 \]

where \( \gamma \) is obviously the extreme value index of the distribution. Its quantile function is given by

\[ Q(s) = -\frac{(1 - (-\log s)^{-\gamma})}{\gamma} \]

and the associated \( \phi \)-function is hence given by

\[ \phi(s) = -\frac{s\gamma}{(1-s)\log(1-s)} \left(1/(1 - (-\log(1-s))\gamma)\right) \]

Moreover, as \( s \to 0 \),

\[ \phi(s) = \begin{cases} -\gamma s^{-\gamma} (1 + s^{-\gamma} + o(s^{-\gamma})) & -1 < \gamma < 0 \\ -\frac{1}{\log s} (1 + o(1)) & \gamma = 0 \\ \gamma (1 + s^{\gamma} + o(s^{\gamma})) & 0 < \gamma < 1 \end{cases} \]

In practice, often the extreme value index is close to 0. Therefore we will consider three instances of the Generalized Extreme Value distribution: GEV(-0.1), GEV(0) and GEV(0.1). Obviously, in case of GEV(-0.1), the Hill estimator \( \hat{\gamma}^H(h) \) and the kernel estimator \( \hat{\gamma}^K(h) \) are no longer applicable. In the other two instances all estimators can be applied.

![Graphs showing empirical estimates of tail index for different sample sizes](image1)

(a) \( n = 100 \)

(b) \( n = 1000 \)

Figure 6.3.3: GEV, \( \gamma = -0.1 \)
6.3.3 Uniform distribution

A typical example of a distribution with a finite upper endpoint is the uniform distribution \( \mathcal{U}(a,b) \), defined by

\[
F(x) = \frac{x-a}{b-a} \quad a \leq x \leq b
\]

with extreme value index \( \gamma = -1 \). The quantile function is given by

\[
Q(s) = a + (b-a)s
\]

and the associated \( \phi \)-function by

\[
\phi(s) = \frac{(b-a)s}{b-(b-a)s} = \left(1 - \frac{a}{b}\right)s + \left(1 - \frac{a}{b}\right)^2 s^2 + o(s^2) \quad \text{as } s \to 0
\]

In the simulations we will use the uniform distribution with \( a = 2 \) and \( b = 5 \), i.e., \( \mathcal{U}(2,5) \). Again, since \( \gamma = -1 \), \( \hat{\gamma}^H(h) \) and \( \hat{\gamma}^K(h) \) are not applicable. Moreover, asymptotic normality of the maximum likelihood estimator \( \hat{\gamma}^S(h) \) is not covered by Theorem 2.6. However, we did calculate this estimator, just to show its finite sample behaviour in this case as well.
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Figure 6.3.6: Uniform on (2,5), $\gamma = -1$

Figure 6.3.7: Hall type, $\gamma = -0.5$

6.3.4 Hall type for negative index

The Hall model, as used before for positive extreme value index, can be transformed to a similar model for negative extreme value indices. Again we will choose the parameters in such a way that the quantile function is explicitly given and can easily be used to generate samples. To be more specific, we will use

$$F(x) = 1 - 2(1-x)^2 + (1-x)^4 \quad 0 < x < 1$$

In this case, the extreme value index $\gamma$ equals $-1/2$ and the quantile function is given by

$$Q(s) = 1 - \sqrt{1 - \sqrt{s}}$$

and the associated $\phi$-function by

$$\phi(s) = \frac{1}{4} \frac{s}{\sqrt{1-s} \left( \sqrt{1-\sqrt{1-s}} \right) \left( 1 - \sqrt{1-\sqrt{1-s}} \right)} = \frac{\sqrt{2}}{4} s^{1/2} + \frac{1}{4} s + o(s)$$

as $s \to 0$. 
6.3.5 Generalized Pareto

The Generalized Pareto Distribution is the limiting form of the properly scaled tale of a distribution that is in the domain of attraction of an extreme value distribution. See e.g., Chapter 1 of this thesis for a discussion of the approximation of the tail of a distribution. The distribution function for $\gamma \in \mathbb{R}$ and $\sigma > 0$ is given by

$$F(x) = 1 - \left(1 + \frac{x}{\sigma}\right)^{-1/\gamma}$$

with $x > 0$ and $1 + \gamma x/\sigma > 0$. In case of $\gamma = 0$ the distribution is defined as the limit over $\gamma$ tending to 0, i.e., in that case $F(x) = 1 - \exp(-x/\sigma)$ for all $x > 0$. Note that the parameter $\gamma$ is the extreme value index of the distribution.

The corresponding quantile function is given by

$$Q(s) = \frac{\sigma}{\gamma} \left((1 - s)^{-\gamma} - 1\right)$$

for $\gamma \neq 0$ and by $Q(s) = -(\log(1-s))/\sigma$ for $\gamma = 0$. The associated $\phi$-function is given by

$$\phi(s) = \frac{\gamma}{1 - s^\gamma}$$

for $\gamma \neq 0$ and by $\phi(s) = -1/\log s$ in case $\gamma = 0$. Note that, as $s$ tends to zero,

$$\phi(s) = \begin{cases} \gamma(1 + O(s^{-\gamma})) & \gamma > 0 \\ -\gamma s^{-\gamma}(1 + O(s^{-\gamma})) & \gamma < 0 \end{cases}$$

In the simulations we took $\gamma = 0.1$ and $\sigma = 2$.

(a) $n = 100$  
(b) $n = 1000$

Figure 6.3.8: GPD, $\gamma = 0.1$ and $\sigma = 2$
6.3.6 The Lobith data

The Lobith data were obtained during the period 1901–1991 at a municipality in the Netherlands, called Lobith. The data represent peaks in the water discharges at that particular place along the river Rhine. During the mentioned period of time, the maximum water discharge at Lobith was measured on a daily basis. These maxima were plotted against time, and only those maxima above a certain threshold and at least a fortnight apart were recorded in the Lobith data. Whenever several values appeared above the threshold but within a fortnight of each other, the maximum of those values was recorded. This resulted in 211 measurements.

Considering the above mentioned construction of the data set, it seems reasonable to assume that the measurements represent an i.i.d. sample from a distribution that is in the domain of attraction of an extreme value distribution. The same assumption was made in Groeneboom (1993) where this data set was analysed as well. The results from that paper were used by the Dutch government in the ‘evaluation of the underlying assumptions for river dike enforcements’.

The moment estimator $\hat{\gamma}_{n,k}^M$ as well as the general kernel type estimator $\hat{\gamma}_{n,k}^G$ suggest that the extreme value index of the distribution function underlying the Lobith data is non-positive. Therefore, only the estimators applicable to estimate negative extreme value indices as well were applied to this data set. The results are plotted in Figure 6.3.9. In case of the general kernel type estimator, the parameter $\alpha$ was taken to be 0.6 and the kernel as defined in (6.2).

![Figure 6.3.9: Estimates of the extreme value index of the Lobith data](image)

6.4 Discussion of the results

With exception of the plot concerning the Lobith data, the plots presented in the previous subsections show for each estimator the average of 1000 estimates. Therefore most estimators, as a function of the parameter $h$, behave rather smoothly. However, the plot based on the Lobith data clearly shows that only the general kernel type estimator $\hat{\gamma}^G(h)$
is a smooth function of the parameter $h$ when only one sample is considered. This is due to the fact that the other estimators, the moment estimator, the maximum likelihood estimator and Pickands’ estimator, all depend on the number of order statistics in a discrete way. Since we are dealing with (intermediate) order statistics, the addition of a single order statistic can change the value of these estimates considerably: each order statistic is equally weighted in these estimators. In case of the general kernel type estimator, the order statistics are weighted using a smooth kernel that decreases to 0 with decreasing rank of the order statistics. I.e., using an additional intermediate order statistic does not change the value of the estimate too much since it enters the estimate with a rather small weight.

The same advantage will be present when comparing the Hill estimator and the kernel type estimator for positive $\gamma$ on a single sample: the Hill estimator again depends discretely on the number of used order statistics, whereas the kernel type estimator smoothes out the effect of adding an extra order statistic.

As discussed before, not all estimators are applicable to each situation: the Hill estimator and the kernel type estimator can only be used in case of estimating a positive extreme value index. In case the extreme value index is not too close to zero, the kernel type estimator behaves quite well as far as the bias is concerned, see Figures 6.3.1 and 6.3.2. However, as soon as the extreme value index is close to zero, both the Hill estimator and the kernel type estimator get seriously biased as seen in Figures 6.3.5 and 6.3.8.

The generally applicable estimators behave moderately to very well for each of the considered distributions, as far as the bias is concerned. However, it is more interesting to consider the Mean Squared Error. Since we generated 1000 samples for each of the considered distributions, the bias and the variance can be estimated using the estimates for these samples along with the knowledge about the parameter that was estimated. Figures 6.4.10 to 6.4.12 show the estimated Mean Squared Error for the estimators in case of the Cauchy distribution, the Generalized Pareto Distribution with $\gamma = 0.1$ and $\sigma = 2$ and the Uniform $(2,5)$ distribution respectively. Even though Pickands’ esti-

![Graphs showing estimated Mean Squared Error](image)

Figure 6.4.10: Estimated Mean Squared Error in case of Cauchy data
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![Graphs showing estimated mean squared error for different data sets.](image)

(a) $n = 100$  
(b) $n = 1000$

Figure 6.4.11: Estimated Mean Squared Error in case of GPD(0.1, 2) data

![Graphs showing estimated mean squared error for different data sets.](image)

(a) $n = 100$  
(b) $n = 1000$

Figure 6.4.12: Estimated Mean Squared Error in case of $\mathcal{U}(2, 5)$ data

Estimator behaves quite well considering its bias, in Mean Squared Error sense it behaves very poorly: the variance of this estimator is quite large. The other estimators behave moderately to very well in this Mean Squared Error sense in most cases.

Figures 6.4.10 and 6.4.11 however show that the Mean Squared Error behaviour of the Hill estimator and the kernel type estimator for positive $\gamma$ again depends on the value of $\gamma$ that is to be estimated: in case of the Generalized Pareto data ($\gamma = 0.1$), these estimators behave quite poorly, whereas in case of the Cauchy data they outperform the other estimators in Mean Squared Error sense. This shows that even in case the extreme value index that is to be estimated can be assumed to be positive, the use of generally applicable estimators can yield better estimates, especially if the index is assumed to be close to zero.

Considering all simulations, it seems that the average behaviour of the general kernel type estimator is comparable to the behaviour of the more often used moment estimator, both in bias and in Mean Squared Error sense. The plots of the Mean Squared Error indicate that the use of near-optimal bandwidths would still result in a reasonable estimate. Moreover, the smoothness of the estimator $\hat{\gamma}^G(h)$ itself then yields that the
estimate is likely to be close to the estimate that one would have gotten if one had used the optimal bandwidth. This feature is not apparent in the other generally applicable estimators: even though in Mean Squared Error sense these estimators also seem to behave constantly well in a neighbourhood of the optimal bandwidth, the wobbly behaviour of these estimators as a function of the fraction of used order statistics, does not yield comparable estimates in that same neighbourhood. Indeed, the use of a near-optimal fraction of order statistics for these estimators could lead to an estimate that differs substantially from the estimate using the optimal fraction of order statistics.

Even though the general kernel type estimator as considered in the present simulation study already behaves very well, the effect of choosing different values of $\alpha$ or using different kernels still needs to be investigated more thoroughly. Indeed, the general kernel type estimator as introduced in Chapter 5 actually represents a whole class of new estimators.
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Summary

Estimating the extreme value index
– tales of tails –

For many different phenomena it is interesting to study the asymptotics of the average behaviour. This often leads to an application of some form of the Central Limit Theorem. In other cases, it is the behaviour of extreme events that is of interest. Indeed, in many different areas, there is a dire need to describe extreme situations in order to try to prevent or at least reduce severe damage, financial or otherwise. E.g., accurate description of extreme wave heights can be used to design better strategies that aim to protect inhabited areas against flooding.

Extreme value theory provides, among other things, an analogy of the Central Limit Theorem in case of extreme events. The distribution of the properly scaled and shifted sample maximum will, in most cases, converge to an Extreme Value Distribution. However, contrary to the situation of the Central Limit Theorem, where the Normal distribution always turns up as the limiting distribution, three different limiting types of Extreme Value Distributions exist: the Gumbel, the Fréchet and the (inverse) Weibull distribution. Even though these distributions behave quite differently, they can be combined into one formula containing a single parameter, called the extreme value index, that identifies each type. This thesis focuses on the estimation of that extreme value index. An accurate estimate of the extreme value index is often needed to be able to analyse extreme events in more detail.

The first chapter of this thesis contains additional general information on extreme events, extreme value theory and related topics.

Over the years, several attempts have been made to obtain a measure of the difficulty of estimating the extreme value index. A frequently used approach in assessing the difficulty of estimation procedures is to consider the minimax risk of such a procedure over certain classes of distribution functions. At the start of Chapter 2, we provide an asymptotic lower bound to the minimax risk of estimating the extreme value index over a large class of distribution functions in a rather straightforward way.

Following on the derivation of that lower bound, several existing estimators of the extreme value index are discussed, like the Hill estimator, Pickands’ estimator, the Moment estimator and a kernel type estimator. Moreover, considering that kernel type estimator of the extreme value index as a weighted average of Hill estimators, it is argued that the asymptotic behaviour of a recently introduced estimator could more easily be derived using results concerning the asymptotic behaviour of that kernel type estimator.

At the end of the chapter it is shown that the lower bound to the minimax risk can be attained in the sense of convergence in distribution for several classes of distribution functions. This is explicitly shown in case of Pickands’ estimator, but other estimators attain the lower bound as well.
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The asymptotic behaviour of the just mentioned kernel type estimator is discussed in more detail in Chapter 3. Just like any other estimator of the extreme value index, the calculation of the estimate is done using a certain number of the largest values in the sample (the upper order statistics). That number of used order statistics, relative to the sample size, is in case of the kernel type estimator determined by a parameter called the bandwidth. Considering the estimator as a stochastic process indexed by that parameter, we derive a limiting Gaussian process. As a special case, taking a fixed sequence of bandwidths, a limiting normal distribution is obtained.

Choosing the bandwidth in an optimal way by minimizing the (asymptotic) mean squared error would lead to an optimal estimator. However, the optimal bandwidth depends on characteristics of the underlying distribution function and is hence unknown in practice. A corollary of our theorem on the limiting process yields that the use of a consistent estimate of the optimal bandwidth would lead to the same limiting distribution as would be obtained using the true optimal bandwidth. A first attempt is made to produce a consistent estimator of that optimal bandwidth.

The kernel type estimator discussed in detail in Chapter 3 is applicable only in case the extreme value index is known to be positive. In Chapter 4 this estimator is adjusted in such a way that an estimator is obtained that is consistent for any (real valued) extreme value index. To that end, a second parameter is introduced. Asymptotic normality is derived and, by means of a small simulation study, the dependency of the estimator on the two parameters is discussed.

A disadvantage of this estimator is given by the fact that both parameters need to be chosen appropriately or even optimally. As an alternative generalization of the kernel type estimator of Chapter 3, a whole new class of kernel type estimators is introduced in Chapter 5. Although this class of estimators is characterized by an additional parameter as well, that parameter can (almost arbitrarily) be fixed. Then only the bandwidth needs to be chosen in an optimal way. Hence, the estimators essentially only have one parameter.

Asymptotic properties of these estimators will be derived, including consistency under very weak conditions and asymptotic normality under slightly more restrictive conditions. Moreover, the asymptotic bias is discussed in more detail.

A main advantage of kernel type estimators over the more often used Hill estimator and Moment estimator, is their dependence on the number of used order statistics. Kernel type estimators are smooth functions of the fraction of used order statistics whereas the other estimators depend rather erratically on that fraction. In fact, adding a small fraction of order statistics in the calculation of the estimate will not change the point estimate too much in case of kernel type estimators, whereas in case of the other estimators it can change the point estimate considerably. In several practical situations that are described in the literature, the extreme value index turns out to be close to zero. Since the behaviour of the (limiting) distributions differs substantially for positive and negative index, an estimate of that index that behaves not too erratically is of great importance.
Finally, in Chapter 6, a simulation study is performed to show the advantages and disadvantages of various estimators in case of small and intermediate size samples from several theoretical distributions. Moreover, some of the estimators are applied in case of real data concerning peaks in the water discharges at Lobith, the Netherlands, during the period 1901–1991.
Samenvatting

Het schatten van de extreme waarde index
- verhalen met een staartje -

In veel situaties is het interessant om de asymptotische eigenschappen van het gemiddelde gedrag te bestuderen. Vaak leidt dit tot een toepassing van een of andere vorm van de Centrale Limietstelling. In bepaalde gevallen kan het bestuderen van extreem gedrag minstens zo interessant en nuttig zijn. Zo kan bijvoorbeeld een nauwkeurige beschrijving van extreme golflengtes gebruikt worden bij het bepalen van betere strategieën om bewoonde gebieden te beschermen tegen overstromingen.

Eén van de resultaten uit de extreme waarde theorie, is een analogon van de Centrale Limietstelling. De verdeling van het steekproefmaximum, mits op de juiste manier getransformeerd, convergeert in de meeste gevallen naar een Extreme Waarde Verdeling. In tegenstelling tot de Centrale Limietstelling, waar de Normale verdeling altijd als limiet verdeling opduikt, zijn er drie verschillende typen limietverdelingen: de Gumbel, de Fréchet en de (inverse) Weibull verdeling. Hoewel de drie limietverdelingen totaal verschillende eigenschappen hebben, is het mogelijk om die drie typen te combineren tot een functievoorschrift waarin slechts één parameter, de extreme waarde index gemaand, het onderscheid aangeeft tussen de typen. Dit proefschrift richt zich op het schatten van die extreme waarde index. Een goede schatting daarvan vormt vaak de basis voor een verdere analyse van extreme situaties.

In het eerste hoofdstuk van dit proefschrift wordt nog wat extra achtergrond informatie gegeven over extreme gebeurtenissen, extreme waarde theorie en daaraan gerelateerde onderwerpen.

De laatste jaren zijn er verschillende pogingen gedaan om de moeilijkheid van het schatten van de extreme waarde index te kwantificeren. Een veel gebruikte methode voor het bepalen van de moeilijkheid van een schattingsprobleem bestaat uit het bepalen van het minimax risico daarvan over een bepaalde klasse van verdelingen. Aan het begin van Hoofdstuk 2 wordt een asymptotische ondergrens bepaald voor het minimax risico in het geval van het schatten van de extreme waarde index. Die ondergrens wordt op een inzichtelijke manier bepaald voor een vrij grote klasse van verdelingen.

Volgens op die berekeningen worden verschillende al bestaande schatters van de extreme waarde index besproken, waaronder de Hill schatter, de Pickands schatter, de Momenten schatter en een kernschaatter. Bovendien wordt aangetoond dat de genoemde kernschaatter te beschouwen is als een gewogen gemiddelde van Hill schatters. Daarmee wordt aannemelijk gemaakt dat de asymptotische eigenschappen van een recentelijk geïntroduceerde schatter eenvoudiger zouden kunnen worden afgeleid door gebruik te maken van de asymptotische eigenschappen van die kernschaatter.

Aan het einde van het hoofdstuk wordt aangetoond, dat de ondergrens van het minimax risico voor het schatten van de extreme waarde index in de zin van convergentie in verdeling gehaald kan worden voor verschillende klassen van verdelingsfuncties. Dit
wordt expliciet aangetoond voor de Pickands schatter, maar ook andere in dit hoofdstuk besproken schatters halen die ondergrens.

De asymptotische eigenschappen van de zojuist al genoemde kernschatter worden in Hoofdstuk 3 nog wat gedetailleerder bekeken. Zoals bij iedere schatter van de extreme waarde index, wordt ook in dit geval bij de berekening van de schatting gebruik gemaakt van een bepaald aantal grootste waarnemingen uit de steekproef. De fractie van gebruikte grootste waarnemingen wordt in het geval van de kernschatter bepaald door één parameter: de bandbreedte. Door de kernschatter als een stochastisch proces te beschouwen, geïndexeerd door die bandbreedte, wordt een Gaussisch limietproces afgeleid. Door vervolgens een vaste rij van getallen als bandbreedte te nemen wordt als speciaal geval de normale verdeling als limietverdeling van de schatter gevonden.

Door geschikte keuze van de bandbreedte kan de best mogelijke kernschatter worden gedefinieerd. Die optimale bandbreedte, gedefinieerd als de bandbreedte die de verwachte kwadratische fout van de schatter minimaliseert, hangt echter af van eigenschappen van de onderliggende verdeling en is in de praktijk dus niet te bepalen. Als gevolg van onze stelling betreffende het Gaussische limietproces, kan wel worden afgeleid dat de kernschatter, gebaseerd op een consistentie schatter van de optimale bandbreedte, dezelfde asymptotische verdeling heeft als de kernschatter gebaseerd op de echte optimale bandbreedte. In Hoofdstuk 3 wordt dan ook een eerste aanzet gegeven tot een consistentie schatter voor de optimale bandbreedte.

De kernschatter uit Hoofdstuk 3 is alleen een consistentie schatter in het geval dat de te schatten extreme waarde index positief is. In Hoofdstuk 4 wordt deze schatter zodanig aangepast, dat een schatter ontstaat die ook consistent is voor niet positieve waarden van de extreme waarde index. Daartoe wordt, naast de bandbreedte, een extra parameter geïntroduceerd. De asymptotische normaliteit van deze schatter wordt aangetoond en aan het einde van het hoofdstuk wordt met behulp van een simulatiestudie bestudeerd op welke manier de schatter afhankt van de twee parameters.

Een nadeel van deze schatter is dat er nu twee parameters zijn die geschikt, of zelfs optimaal, moeten worden gekozen. Als alternatief wordt in Hoofdstuk 5 een nieuwe klasse van kernschatters geïntroduceerd die ook als een generalisatie van de kernschatter uit Hoofdstuk 3 kan worden gezien. Hoewel deze nieuwe schatters nog steeds van twee parameters afhangen, kan nu één van de parameters (vrij willekeurig) vastgezet worden, waarna de andere parameter (de bandbreedte) optimaal gekozen kan worden.

Ook van deze kernschatters worden asymptotische eigenschappen afgeleid, waaronder de consistentie onder zeer zwakke voorwaarden en de asymptotische normaliteit onder strengere voorwaarden. Tevens wordt nader ingegaan op de mogelijke vormen van de asymptotische onzuiverheid van deze schatters.

Een groot voordeel dat kernschatters hebben boven de meer bekende Hill schatter en Momenten schatter, ligt in de manier waarop die schatters afhangen van het aantal gebruikte grootste waarden uit de steekproef. Kernschatters hangen op een gladde manier af van de fractie gebruikte grootste waarden, terwijl de andere schatters daar op een zeer grillige manier van afhangen. Door een kleine fractie van grootste waarden
toe te voegen aan de berekening, zal bij het gebruik van kernschatters de puntschatting niet veel veranderen, terwijl bij het gebruik van de Hill schatter en de Momenten schatter de puntschatting totaal anders uit kan vallen. In veel praktische situaties die in de literatuur zijn beschreven, blijkt dat de extreme waarde index vaak in de buurt van nul ligt. Gezien het totaal verschillende karakter van de (limit)verdelingen bij positieve en negatieve index, is een niet al te grillig gedrag van een schatter van die index dan ook zeer gewenst.

In Hoofdstuk 6 is een simulatiestudie opgenomen, waarin naar de voor- en nadelen van de verschillende schatters wordt gekeken voor kleine en middelgrote steekproeven uit verschillende (kunstmatige) verdelingen. Een aantal schatters is ook toegepast op echte waarnemingen, die betrekking hebben op pieken in de waterlozing bij Lobith, gedurende de periode 1901–1991.
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