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In this thesis the design of the timing error calibration loop for a time-interleaved ADC is described.

The realization of fully-digital radio transceiver requires a wideband capture ADC that can simultaneously capture all the commercial wireless bands present in a mobile handset. These ADCs are expected to operate at GHz sampling speed with good energy efficiency. Both of these contradicting requirements can be fulfilled by employing time-interleaved architecture. Unfortunately, time-interleaved ADCs suffer from interleaving issues like mismatch in sampling time error. These issues can be addressed by designing a dedicated calibration loop.

In this thesis an attempt is made to design a calibration loop that detects and corrects the sampling time errors with high precision. The timing error detection technique relies on introducing two additional reference ADCs. The correction of timing errors is done using the least mean square iterative algorithm (LMS). Convergence and stability of such calibration loops are extremely critical. Hence, they are exhaustively investigated in this thesis. Factors that hamper the loop convergence were identified and relevant solutions are applied to overcome them. Furthermore, it was found that the loading effect of the reference ADCs greatly affects the accuracy of the timing error detection. A simple solution using delay lines is shown to remove this effect. Finally, techniques like inserting dummy sampling circuits, scaling sampling capacitance, and matching the clock-paths, are employed to achieve timing error correction accuracy in the order of 5fs level.

Some of these techniques are implemented at the architecture level, whereas some are implemented at circuit level. The effectiveness of the architecture level techniques is verified through MATLAB modeling while the circuit level techniques are verified through circuit simulations. The sub-blocks for the calibration loop are designed in industrial 28nm CMOS process and relevant simulation results are presented. Circuits like 11-bit 10μW DAC with 0.6LSB DNL, a track-and-hold with $HD_3$ of 72dB at 1GHz input frequency, and clock-path with a mean delay of 11ps, are designed for the timing error calibration loop.

**Keywords:** LMS calibration loop, Timing error detection, Time-interleaving, Observer Effect, Reference lanes, Wideband capture ADC, Digital-to-Analog converter, Track-and-hold, Low-power.
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Chapter 1

Introduction

Integrated circuits technology has undergone rapid scaling since its invention. In 1960, Gordon Moore made an empirical observation that the number of devices on a chip approximately doubles every 18 months. With scaling to new technology nodes, feature size shrinks by 70%, transistor density doubles, wafer cost increases by 20% and chip cost comes down by 40%. These new technology nodes result in faster, smaller and cheaper transistors. In fact, due to scaling the price of one transistor has dropped 100 million times and the trend still continues. This rapid drop in price of a transistor has stimulated new applications and enabled advanced communication/computing appliances. By making the transistors and the interconnects smaller, more circuits can be fabricated on each silicon wafer thereby reducing the price of each circuit. Additionally, circuits of various nature like digital, analog, and RF circuits can be integrated together to reduce the price of the total system.

1-1 Motivation

Wireless systems like mobile phones are one of the many systems that have benefited greatly from the integrated circuit technology. For instance, integrated radio subsystems for GSM [4], WLAN [5], and Bluetooth [6] have already been demonstrated in the literature. Present mobile-handsets contain many such transceivers of different standards, packed densely together. On the other hand, new wireless standards are being rapidly introduced in the market. The consumer demand of accessing these new wireless services from a single handset is thus, ever increasing. In the rush of providing more wireless services, future mobile handsets will only grow in size and cost which would eventually defeat the benefits derived from technology scaling [7]. This proliferation in size and cost of mobile-handsets can be subdued by integrating various wireless services using a universal and tunable hardware platform. Such a platform should be able to tune to a carrier frequency over a wide range, and should support a variety of modulation and data rates.

One such possible architecture, as proposed in [1], is shown in fig.(1-1). The receive link (Rx) which comprises of an amplifier and an ADC would receive RF signals from all wireless standards. Based on the service required by the user, the digital signal processor (DSP) will tune respective carrier frequency and demodulate the received data. Similarly, depending on desired wireless service, the data
is accordingly modulated by the DSP which is transmitted directly by a DAC. Thus, all functionality of a radio are implemented on a highly tunable platform of DSP. Finally, in addition of being tunable, a fully-digital radio implementation (like on a DSP) is also favored by steady performance improvement of digital circuits with technology scaling.

The focus of this research is to improve performance of the Rx ADC for wideband radios targeted for mobile applications. As the ADC is close to the antenna, it should support finer input signal amplitude and wider input frequency range. This translates into a stringent requirement on linearity, speed and resolution of the ADC. For instance, a wideband receiver for cable applications is designed to simultaneously capture 16 channels located between 48-1002MHz TV band, with 50dB SNDR (signal-to-noise and distortion ratio) 2.6GS/s sampling speed, and 10b quantization while consuming 0.5W power [8]. Note that a higher resolution may also be required in order to support complex modulation schemes across various wireless standards.

The accuracy of an ADC can be expressed by effective number of bits (ENOB) which is defined as,

\[
ENOB = \frac{SNDR - 1.76}{6.02}
\]  

(1-1)

where, \(SNDR\) is defined as ratio of input signal power to total noise and distortion power. Depending on the design an ADC can consume varying amount of energy to achieve same ENOB. In order to compare energy efficiency of two different ADC design, a popular figure-of-merit (FoM) used in the literature [2] is given as,

\[
FoM = \frac{P_{Total}}{2 \cdot \min(f_s/2, ERBW) \cdot 2^{ENOB}}
\]  

(1-2)

where, \(P_{Total}\) is the total power consumed by the ADC, \(f_s\) is the sampling frequency, and \(ERBW\) is the effective resolution bandwidth. Fig.(1-2)(a) is the plot of figure of merit (FoM) versus ENOB, for all ADCs published at ISSCC and VLSI symposium between 1997 and 2013. A larger value of FoM means that the ADC consumes more energy while it makes one step to convert analog input to digital value. It is evident that FoM for ENOB of 12 bits is in the order of 20fJ/conv-step which is far from target FoM of 1fJ/conv-step (derived in Appendix-A). The FoM increases rapidly for a higher value of ENOB. FoM is also high for lower ENOB because, these designs primarily have high sampling speed designs. It is evident from the plot that best state-of-the art FoM lies between

Figure 1-1: Mitola’s wideband radio [1]
1-1 Motivation

(a) FoM versus ENOB.

(b) FoM versus sampling frequency for ADCs designed in 65nm CMOS process only. Number on each data point is the ENOB of that design.

**Figure 1-2:** FoM versus ENOB and sampling frequency for ADCs published at ISSCC and VLSI from 1997-2013 [2]
an ENOB of 8 to 9. A similar observation can also be made for FoM versus sampling frequency. The plot in fig.(1-2(b)) shows FoM versus sampling frequency for ADCs designed in 65nm CMOS process. The number on each data point represents ENOB of the design calculated using eqn.(1-1). For sampling frequencies below the knee frequency \( f_{KNEE} \), the FoM curve is flat as the power consumption (\( P_{Total} \)) increases linearly with \( f_S \). But for \( f_S \) greater than \( f_{KNEE} \), the speed-power relation turns non-linear and hence, mediocre improvement in \( f_S \) is achieved at considerable power penalty. The value of \( f_{KNEE} \) is determined by technology. For instance, \( f_{KNEE} \) is between 300-500MHz for CMOS 65nm process. Note that the FoM plot in fig.(1-2(b)) is on log-log scale and hence, for \( f_S \) greater than \( f_{KNEE} \), the FoM increases linearly.

As shown in fig.(1-3), interleaving can break this speed-power trade-off and can improve the FoM of ADC. The technology limit, \( f_{KNEE} \), for a single channel can be extended to \( M \cdot f_{KNEE} \) by interleaving M-lanes operating at \( f_{KNEE} \). Due to overhead associated with interleaving, the benefits in FoM are not immediately visible. There exist a break even frequency \( f_B \) above FoM improves by interleaving. In other words, an interleaved ADC is more efficient than a single ADC for \( f_S \) above \( f_B \). For \( f_S \) below \( f_B \) a single ADC is more efficient than an M-interleaved ADC because the hardware required to implement interleaving contributes only to \( P_{Total} \) in eqn.(1-2). On the other hand, for \( f_S \) greater than \( M \cdot f_{KNEE} \) the power consumption increases more rapidly for M-interleaved ADC than that for a single ADC. Hence, M-lane interleaved ADC would improve FoM only for sampling frequencies greater than \( f_B \) and smaller than \( M \cdot f_{KNEE} \).

1-2 Basics of Time-Interleaved ADC

In a time-interleaved ADC many slow ADCs operate in parallel to achieve higher net throughput. The concept of time-interleaved ADCs is not new and was proposed first in [9]. However, the critical advantage of time-interleaved ADC is that it can break speed-power trade-off in a given technology. This benefit was not recognized till a decade ago. The research of [10] is mostly one of the first work to show that for a given speed and resolution overall power consumption of an ADC can be reduced by operating multiple slow single ADCs in time-interleaved fashion. Since then research on time-interleaved ADCs has been quite active.
1-3 Application: Wideband Capture ADC

Time-interleaving is a well-suited architecture to realize wideband capture ADCs for mobile applications as it can achieve high sampling-speed and low power consumption simultaneously. To better
Figure 1-5: Typical Rx link for zero-IF receiver.

Figure 1-6: Wideband capture receiver architecture for future mobile applications.
understand the functioning of a wideband capture ADC, it is worthwhile to understand the role of an ADC in conventional Rx link. Fig.(1-5) shows one such Rx link for zero-IF receivers. An antenna would receive an input signal from 0.8GHz to 2.5GHz, which covers all the major bands used by today’s mobile handsets [7]. Typical signal spectrum at the input of the LNA is shown by \( A \) in fig.(1-5) where the desired signal is received along with a blocker tone. If the LNA is assumed ideal then this spectrum will appear at the input of mixer unscathed. The mixer down-converts the received signal by multiplying it with local oscillator frequency. Thus, as apparent from \( B \), the desired signal is moved to baseband and can be retrieved by simple low-pass filtering. The receiver can tune to a new channel by analog tuning of the local oscillation frequency (shown in fig.(1-5)). Thus, as depicted from the spectrum at \( C \), the presence of a blocker tone does not hamper the receiver functionality.

Fully digital radio of fig.(1-1) can be realized by swapping the position of mixer and low-pass filter with that of the ADC. Thus, as shown in fig.(1-6), mixer and low-pass filter are moved completely into digital domain which relaxes their design. For instance, channels can be easily tuned by changing the digital tuning control word. As argued in the first section, this flexibility enables the implementation of a radio on a DSP platform. However, as the ADC moves closer to the antenna, its design specifications get more stringent and thus, the ADC design becomes more involved. For further apprehension, assume again that the spectrum of the received signal is represented as shown by \( A \) in fig.(1-6). Due to the timing error, \( \Delta t \) of the time-interleaved ADC an image is created for the blocker tone. The image is only created for the blocker tone and not for the desired signal as the desired signal has much smaller amplitude level. Further, due to the sampling process of the ADC which samples at the rate of \( f_s \), this image of the blocker tone can fold-back into the desired signal band as shown in \( B \) in fig.(1-6). Once the image of blocker tone lands in the desired signal band even digital filtering will not help. Hence, as shown by the spectrum at \( C \), the image of the tone will persist at the output as it is indistinguishable from the desired signal.

Hence, designing a wideband capture receiver relaxes design specifications on the mixer, filter and channel selection, but it greatly increases the design challenge for the ADC. As the ADC will be invariably a time-interleaved ADC, its timing error should be low enough to avoid creating strong image of blocker tones.

### 1-4 Target Timing Error Correction Accuracy

While designing the calibration loop to compensate for the timing errors, it is important to know the level of accuracy expected from such a calibration loop. The wideband capture ADC would capture all wireless standards present in a mobile handset, including GSM cellular. As per GSM specification the sensitivity of the receiver should be at least -100dBm. The range of received signal is from -10dBm to -100dBm. Consider a case as shown in fig.(1-7), where a blocker tone has power of -10dBm whereas, the desired signal is at the lowest supported power level, i.e. -100dBm. Due to timing error and sampling process of an interleaved-ADC, an image of blocker tone might be created in the desired channel bandwidth. Clearly, in order to distinguish the desired signal the image of the blocker tone should be lower by at least 90dB or more. Thus, the timing error should be low enough such that the image of blocker if created, stays below 90dB.

The relation between the timing error and the SNR is given as (derived in Chapter-2),

\[
SNR = \frac{3}{2\pi^2 \Delta t^2 f_N^2}
\]  

(1-3)
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For SNR=90dB, $f_{IN} = 2.5\,\text{GHz}$, the resulting timing error is 5fs. Thus, the timing correction accuracy of the calibration loop should be at least 5fs or better (Refer Appendix-A for additional specifications). To achieve this accuracy is the target of this thesis.

### 1-5 Research Goal and Contributions

As argued in the previous section, the sampling time errors create unwanted spurious tones which cannot be distinguished from the desired signal. These spurious tones can be suppressed by calibrating the sampling time error. In order to receive a GSM signal the sampling time errors of the wideband capture ADC should be below 5fs level. To achieve this level of accuracy a calibration loop is needed. Hence, the initial goal of this research is to investigate various calibration architectures and choose the one which can achieve timing error correction accuracy of better than 5fs.

For achieving high timing error correction accuracy, it is vital to detect timing errors precisely. In this regards, it will be shown in Chapter-2 that the use of additional reference ADCs, is the most suitable topology [11]. From the results presented in [11] it is not evident that this topology can truly achieve 5fs accuracy. However, they do reveal that this topology is quite promising. Thus, the second goal of this research is to study this calibration architecture, identify any existing issues, and provide relevant solutions to overcome them.

As it will be shown in chapters-3 and 4, the topology of [11] has several shortcomings. For instance, the input offset of the reference lanes hampers the calibration loop convergence. Also, the use of reference lanes to detect timing error changes the load of the input buffer whenever it is used by the calibration loop. This change in the loading of the input buffer limits the accuracy with which the timing errors can be detected. Lastly, the sampling instance of reference lanes and the main-lane ADCs interact with each other to further degrade the timing error detection.

Finally, even if the above mentioned problems are solved, the calibration loop proposed in [11] can achieve 5fs accuracy only when a high resolution D/A converter is available to correct the timing errors. This D/A converter needs to have low-area and low-power as multiple copies of it would be employed.

The key research contributions which addresses all these goals are highlighted below:
• The calibration loop is made resilient to the input offset of the reference lane by incorporating a high-pass filter in the loop.

• The change in input buffer loading due to reference lanes, is solved by adding dummy lanes. Thus, making the loading of input buffer constant.

• The interaction between the sampling instance of the reference lanes and the main-lane ADCs is identified through analytical derivation. It is also cross verified through simulations. This problem is solved by inserting delay lines in the sampling front-end of reference lanes and main-lane ADCs.

• For correcting the timing errors a low-power 11-bit D/A converter is designed which achieves DNL of $< 1$ LSB. The D/A converter has sufficient dynamic range to correct errors within ±2.5ps.

1-6 Thesis Organization

This thesis is divided into six chapters. Chapter-2 begins with an overview of time-interleaved ADCs and provides a brief explanation of various time-interleaving issues on the performance of an ADC. As the focus of this thesis is to calibrate timing errors, more emphasis is laid on it. Sources of timing errors and its impact on signal-to-noise ratio (SNR) are explained. Lastly, calibration topologies and techniques to detect timing errors are discussed.

In chapter-3, a background timing error calibration loop is discussed which uses two reference lanes for error detection and adjusts sampling clock edges for timing error correction. The stability and convergence of the calibration loop are studied using a MATLAB model. Stability of the loop is examined in the presence of input offset, gain mismatch, and varying input signal amplitude and frequency. Further, it was observed that finite quantization of reference lanes can cause an error in the steady-state convergence of the loop. This problem is solved by adding dithering at the input of the reference lanes. The effectiveness of adding dither is studied and relevant simulation results are discussed in this chapter.

Chapter-4 investigates the timing errors caused due to loading of the reference lane. Reference lanes only load the input buffer during calibration phase and not during the normal ADC operation. This modulation of input buffer load also contributes to a timing error. To avoid this problem, the reference lanes are replaced by a dummy sampling front-end during normal operation mode. Further, during calibrate phase the sampling instances of reference lane and main-lane can interact with each other adding to the timing errors. To mitigate this interaction, a solution of using delay lines in the sampling circuit is proposed. Lastly, mismatch between a dummy lane and a reference lane also contributes to timing error. A simple technique is proposed where scaled-down version of the main-lane sampling circuit is used for reference and dummy lanes to reduce the timing errors.

Chapter-5 shows circuit level implementation details of various blocks used in the timing error calibration loop. Design of blocks such as sampling front-end circuit of main-lane ADC and reference lanes, D/A converter for tuning sampling clock edges, and the reference lane buffer, are described along with circuit simulation results.

Finally, chapter-6 draws a conclusion from this work and potential topics for future improvements and research are suggested.
Chapter 2

Sampling Time Errors in Time-Interleaved A/D Converters

The time-interleaved ADC cycles through M-parallel lanes of ADCs generating a net throughput M-times higher than a single individual lane ADC. As a result, a time-interleaved ADC can achieve high sampling speeds which would not be possible with a single ADC without excessive power penalty. Thus, for a given resolution, time-interleaved ADCs can break the speed-power trade-off by reducing total power consumption and increasing the sampling speed. However, mismatch between the lane-ADCs degrade the performance of the total interleaved-ADC by introducing unwanted spurious tones in its output spectrum. Thus, it counteracts the speed benefit gained from time-interleaving.

In this chapter, the basic principles of time-interleaved ADCs is described. It is followed by a brief discussion on various sources of mismatch like offset, gain, timing and bandwidth. The focus of this thesis is mainly on calibration of timing errors. Hence, the topics pertaining to timing errors like their effect on ADCs performance, methods to detection and calibrate them, and calibration topolgy are elaborated.

2-1 Basics of Time-Interleaving

In a typical time-interleaved ADC, M-number of ADCs operate in parallel with a conversion rate of $f_S/M$, where M is the number of interleaved ADCs and $f_S$ is the sampling rate. These M-interleaved ADCs operate from individual sampling phases, $\phi_i$ (where, $i = 1, 2, \ldots, M$), which are phase shifted from each other by one sampling period $T_S$. During these sampling phases, each individual ADCs sample the input signal. At the output, data from all M-interleaved ADCs is muxed together to achieve an overall sampling rate of $f_S$.

To further understand the operation of the time-interleaved ADCs, consider an ideal 2x interleaved ADC as shown in fig.(2-1). The input signal, $x_{IN}(t)$ is sampled by two ideal ADCs, $ADC_1$ and $ADC_2$. These two ADCs operate with phases $\phi_1$ and $\phi_2$, and generate output data represented by $y_1(t)$ and $y_2(t)$ respectively. For a hypothetical input $x_{IN}(t)$, the output of two ADCs, $y_1(t)$ and $y_2(t)$
can be pictorially presented as shown in fig.(2-2). It would be apparent that both ADCs operate with their individual lane sampling rate of $f_S/2$. Thus, if $f_{IN} > f_S/4$ then both $y_1(t)$ and $y_2(t)$ contain aliases of the input signal. However, when $y_1(t)$ and $y_2(t)$ are added together the final output contains no aliases. This phenomenon is depicted in frequency-domain picture of the interleaved ADC as shown in fig.(2-2).

The reason behind the absence of aliases is that, as shown in fig.(2-1) the sampling instance of each individual ADCs are exactly one $T_S$ apart. Thus, $\phi_2$ is time-shifted by one sampling period with respect to $\phi_1$. In frequency domain this time-shift corresponds to the rotation of phase. As the shift in time is exactly one clock period, the phase of the aliases in the output of $ADC_2$ are exactly $180^\circ$ out of phase with respect to the aliases in the output of $ADC_1$. Fig.(2-2) shows the spectra of the input signal and the outputs of the two ADCs. As the aliases in $Y_2(f)$ are $180^\circ$ out of phase with that in $Y_1(f)$, when added together they cancel each other exactly. An interesting mathematical account of this alias cancellation is exhaustively derived in [12].

Thus, M-interleaved ADCs operating at $f_S/M$, under ideal conditions, generates output identical to an individual ADC operating at $f_S$. Unfortunately, due to device mismatch, each lane-ADCs have slightly different offset, gain, bandwidth and sampling time instances. Due to these non-idealities, alias images in the output of each lane-ADC do not exactly cancel and thus, leave behind some residual alias images. Depending on the source of non-ideality, these residual alias images create spurs in the overall output spectrum.

### 2-2 Types of Interleaving Issues

In this section various interleaving issues are discussed with more emphasis being laid on timing errors. A basic MATLAB script used to simulate these errors is provided in Appendix-B.

#### 2-2-1 Offset Mismatch

Figure.(2-3(a)) shows a typical 4-interleaved ADC with corresponding input offset. This offset arises from the input pair of a comparator used in an ADC and it is a random but additive error. In absence
of input signal, each lane-ADCs will sample their own offset which when combined with the output of another lane-ADCs would generate a periodic error signal. This periodic error signal creates spurious tones which are located at 

\[ f_{SPUR,OS} = k \cdot \frac{f_S}{M} \quad \text{where, } k=1,2,\ldots,M \]  

A typical spectrum of the input signal and the lane-ADC output is as shown in fig.(2-3(b)). The arrows (blue) are the tones due to sampling of input offset. These offset tones manifest themselves as spurs in the overall output spectrum of ADC as shown in fig.(2-3(c)). The time domain error signal due to different input offset of the lane-ADCs can be seen in fig.(2-3(d)). The magnitude of the offset spurs depends upon the amplitude and shape of this periodic error signal. However, these spurs are independent of input signal frequency and amplitude. Thus, they can be removed by employing techniques like digital filtering [13], chopping [14], or even calibration [11].

### 2-2-2 Gain Mismatch

As shown in fig.(2-4(a)), assume that all 4-lane ADCs have different gains \((A_1 \text{ to } A_4)\). All the other characteristics are perfectly identical and ideal (e.g. zero input offset). Gain error is defined as the maximum difference between the gain of any two lane ADCs. The primary sources of gain error is the difference in reference voltages or the differences in the sampling circuit (e.g. charge injection or clock feedthrough) between various lane ADCs. Figure,(2-4(b)) shows that the gain error manifests itself by modulating the amplitude of the output spectrum. Thus, when the output of all the lane ADCs is combined, the alias in the output spectrum do not necessarily cancel each other. The magnitude of these spurs due to residual alias, depends on the magnitude of gain error and input amplitude.

Similar to offset mismatch, gain error also creates a periodic signal with frequency \(f_S/M\). For a sinusoidal input, this periodic signal creates spurs by mixing with the input signal. These spurs,
Figure 2-3: Effect of input offset and its mismatch on the output spectrum of 4-interleaved ADCs for sinusoidal input tone of $f_{IN} = 498\,MHz$ sampled at $f_S = 5\,GHz$.
(a) Block Diagram of 4-Interleaved ADC with gain error

(b) Spectrum of individual lane-ADCs and total output with gain error

(c) Output spectrum showing spurs due to gain mismatch of $-40\,\text{dB}$

(d) Error signal for input sinusoid of $f_{IN} = 498\,\text{MHz}$ sampled at $f_S = 5\,\text{GHz}$

Figure 2-4: Spurs due to gain error in the output of a 4x interleaved ADCs
The location of these spurs can be verified from fig.(2-4(c)). Note that with a change in the input frequency, only the location of $f_{SPUR,GE}$ changes and not its magnitude.

The magnitude of the gain error spurs is modulated by the input signal amplitude. Thus, the largest error in the output would occur when the input amplitude is the largest. As shown in fig.(2-4(d)), for a sinusoidal input, the maximum error in the output occurs at the peak of input amplitude and it is minimum when input crosses zero. Thus, like amplitude modulation, the spurs due to gain error are also multiplicative in time domain.

Unlike, the offset mismatch correction, the correction of gain mismatch is slightly involved. The gain mismatch can be easily calibrated by employing a foreground calibration which is not always possible. Hence, at present background calibration of gain mismatch is also a quite active research area. Research of [15], [16] and [17] are some of the popular works that can be used to combat the gain mismatch related errors.

### 2-2-3 Timing Mismatch

Ideally the phase difference between the adjacent lane clocks, which are separated by one sampling period $T_S$, should be equal to $2\pi / M$. In practical implementation, the phase or timing errors are unavoidable due to the finite propagation of the clock signal, and variations in the clock buffers and sampling switches. For high input signal frequencies even a small timing mismatch can create significant error. The input signal effectively is phase modulated by a periodic timing error signal which has a frequency of $f_S / M$.

To highlight the impact of sampling time error, consider an ideal 2x interleaved ADC as shown in fig.(2-1). As shown in fig.(2-5), $t_1$ and $t_2$ are ideal sampling instances of $ADC_1$ and $ADC_2$ which are separated exactly by one sampling period ($T_S$) under ideal conditions. However, in the presence of a sampling time error, $\Delta t$, the sampling instances will shift from their ideal positions. As shown in fig.(2-5) the sampling instance of $ADC_2$ has shifted from $t_2$ to $t_2 + \Delta t$. This shift in the sampling instance will create an error voltage $\Delta v_{TE}$ which can be expressed as,

$$\Delta v_{TE} = \frac{dx_IN}{dt} \cdot \Delta t$$  (2-3)

Thus, taking this error voltage into account the output of two ADCs at the sampling instances $t_1$ and $t_2 + \Delta t$ can be written as,

$$y_1(t_1) = x_IN(t_1)$$  \hspace{1cm} (2-4)  

$$y_2(t_2 + \Delta t) = x_IN(t_2) + \Delta v_{TE} = x_IN(t_2) + \frac{dx_IN(t_2)}{dt} \cdot \Delta t$$  \hspace{1cm} (2-5)

It can be observed that $y_2(t_2)$ contains the input signal $x_IN(t_2)$ which is corrupted by its derivative. The operation of derivative in time-domain corresponds to a phase-shift of 90° in the frequency domain. Thus, the timing error tone will be 90° out of phase with the input signal. Thus, when the
outputs of all the lanes are added together, the aliases again do not cancel each other. This creates spurs due to timing mismatch which are located at [3],

\[ f_{SPUR,TE} = \pm f_{IN} + k \cdot \frac{f_S}{M} \text{ where, } k=1,2,...,M \]  \hspace{1cm} (2-6)

The location of \( f_{SPUR,TE} \) is same as the location of the spurs that stem from the gain mismatches. Unlike the spurs due to gain mismatch, the magnitude of \( f_{SPUR,TE} \) will not only depend upon input amplitude but also on the input frequency. This additional information might be exploited to separate gain error and timing error from each other. For DC input signals, timing error is zero and spurs in the output spectrum are only due to gain error. Once the gain error is calibrated or removed then, for high input frequencies, the spurs left in the output spectrum are due to timing mismatch or bandwidth mismatch.

### 2-2-3-1 Impact of Timing Error

Assume a noise-free time-interleaved ADC. The output spectrum of such an ideal ADC will still have spurs due to interleaving issues (e.g. offset, gain, timing and bandwidth). Further, assume that these spurs are only due to timing error and not due to offset, gain or bandwidth mismatch. In such a scenario, the magnitude of these spurs will limit the maximum achievable SNR of a time-interleaved ADC. In order to get an estimate of this limit, assume a uniformly distributed input signal with the spectrum as shown in fig.(2-6). A uniformly distributed signal closely resembles a broadband signal which is the expected input signal for a wideband ADC in mobile applications.

On the other hand, the spectrum of the timing error signal, \((2\pi f \Delta t)\), is parabolic and increases infinitely with frequency. This spectrum when multiplied with input signal spectrum creates the total timing error spectrum, as shown in fig.(2-6), that corrupts the output spectrum of a time-interleaved ADC. Hence, it degrades the maximum SNR that can be achieved. To estimate the impact of timing error on the SNR, the input signal power and noise power needs to be computed. The signal power,
**Figure 2-6:** Spectra of input signal and timing error component.

$P_S$, can be calculated by integrating the input spectrum shown in (fig.(2-6)), from $-f_{IN}$ to $f_{IN}$ as,

$$P_S = 2 \int_{-f_{IN}}^{+f_{IN}} A \, df$$

$$= 4 \cdot f_{IN} \cdot A \quad (2-7)$$

Similarly, noise power can be calculated as,

$$P_n = \int_{-f_{IN}}^{+f_{IN}} (2\pi f \Delta t)^2 X_{IN}(f) \, df$$

$$= 8\pi^2 \cdot \Delta t^2 \cdot A \left[ \frac{f_{IN}^3}{3} \right] \quad (2-8)$$

Solving the eqn.(2-7) and eqn.(2-8) yields signal-to-noise ratio (SNR) as,

$$SNR = \frac{P_S}{P_n} = \frac{3}{2\pi^2 \Delta t^2 f_{IN}^2} \quad (2-9)$$

This expression is an upper bound on the achievable SNR for a given timing error and given input signal frequency. A more elaborated discussion on plausibility of eqn.(2-9) can be found in [12]. Fig.(2-7) shows that for 12-bit required resolution, the timing error for a uniformly distributed input signal, has to be less than 80fs for an input frequency of 500MHz and less than 20fs for an input frequency of 2GHz. Recall that, as argued in Chapter-1 the target specification on the timing error is 5fs RMS.

### 2-2-3-2 Sources of Timing Mismatch

The timing mismatch arises due to factors like finite skew of clock distribution network, systematic layout mismatches, delay variation of clock buffers, mismatch in the sampling switches, etc. However,
Figure 2-7: Bound on timing error for varying SNR and input frequencies

exact sources of timing mismatch, to certain extent, depend on the specific implementation of the sampling circuit. In this sub-section, the sources of timing error for a fully differential passive track-hold circuit, shown in fig.(2-8), are discussed. The design details of this circuit will be discussed in Chapter-5.

Fig.(2-8) shows two track-and-hold interleaved together. It also shows the clock distribution network and clock buffers. During the track phase (φTrack1 is high) the top-plate switches (MT1+ and MT1−) are closed and the voltage on the sampling capacitor (CS) follows the input signal. During the hold phase the bottom-plate switches (MB1) opens and the top-plate of sampling capacitor is grounded. The differential output (VO+ − VO−) of the track-and-hold is thus, defined during the hold phase.

One of the timing error sources is a mismatch in the input distribution network which introduces systematic timing skew. Further, the mismatch in clock generation and distribution network also creates timing errors. These mismatches stem from different drive strength of clock buffers due to process variations, layout mismatches in clock buffers, HOLD period (TA1 and TA2 in fig.(2-8)) mismatch, and timing skew due to mismatches in the clock distribution network (routing of φTrack1, φTrack2, φHold1, and φHold2). For a larger interleaving factor, both clock distribution and input distribution become more complex and hence prone to larger mismatches.

In addition, mismatch in the passive sampling circuit also causes a timing error. These includes, mismatch in threshold voltage of bottom-plate sampling switches (MB1 and MB2), variation in ON-resistance of top-plate switches (M1+, M1−, M2+, and M2−), and mismatch in sampling capacitor CS due to process variation. Also, mismatch in bootstrap circuit (represented by CBS and two switches in fig.(2-8)) will also introduce significant timing error.
2-2-4 Bandwidth Mismatch

The last nonideality that hampers performance of time-interleaved ADCs is the mismatch in bandwidth of the sampling front end. The magnitude and phase response of sampling circuit changes with input frequency due to its finite bandwidth. The mismatch in bandwidth of different lane ADCs, thus, creates gain and timing error which changes with input frequency. To assess the effect of spread in bandwidth ($\sigma(\Delta BW/BW)$) on the magnitude of gain and timing error, the sampling front-end can be modeled as a simple first order RC filter. Detailed derivation and analysis of timing and gain errors using this model can be found in [3].

Fig.(2-9) shows degradation in SNR with increasing bandwidth mismatch $\sigma(\Delta BW/BW)$, for different ratios of input frequency to bandwidth. To achieve SNR corresponding to 12 bits with the sampling front-end bandwidth at least 10x greater than the maximum input frequency, the maximum allowable $\sigma(\Delta BW/BW)$ is about 0.3%. However, if $\sigma(\Delta BW/BW)$ is 0.3% but the bandwidth is just 2x larger than the maximum input frequency then, the SNR degrades down to 9 bits. Thus, to avoid considerable gain and timing errors the bandwidth of sampling front-end should be chosen large enough (about 10x). Alternately, bandwidth mismatch can also be calibrated [18].

2-3 Timing Error Detection and Calibration

As discussed in the previous section, to avoid spurs due to timing mismatch, in high speed time-interleaved ADCs, the sampling edges of the individual lane sampling clocks should be set precisely (e.g. with maximum error of 20fs for 12 bits). Due to various timing error sources like finite propagation delay of clock signal distribution, systematic layout mismatches, delay variation of clock buffers, and threshold voltage variation of the sampling switches, it is impossible to achieve this level of accuracy only with careful layout. Hence, some form of calibration or correction is required to solve the errors due to sampling time.
2-3 Timing Error Detection and Calibration

2-3-1 Use of common sample-and-hold.

One straightforward way to mitigate timing errors is to use a sample-hold front end common to all the interleaved lanes [8] and [19]. However, the common sampling front-end should work at the sampling rate $f_S$ instead of $f_S/M$ in case of per-lane sampler. The elevated sampling speed either creates harmonic distortion due to limited settling of the input sampler or incurs enormous power penalty as input sampler should operate M-times faster. Further, the noise of input sampler limits the overall resolution achievable by the ADC. Hence, using a common input sampler would be suitable only for moderate sampling speeds and moderate resolution ADCs. In addition, a common input sampler cannot solve bandwidth mismatch unless it is explicitly calibrated or each lane-ADC is ensured to have much wider bandwidth than input signal. Alternately, it would be desirable to part away with a common input sampler and instead have a way to calibrate timing error with lower area and power overhead.

2-3-2 Foreground vs background calibration.

Invariably, all timing-error calibration techniques have two critical components: 1) timing error detection and 2) timing error correction. The detection and correction of timing errors can occur in the foreground or in the background as shown in fig.(2-10). Typically, during foreground calibration a test signal like a ramp or sinusoid is applied and timing error is detected in the digital domain (e.g. by using FFT) [20], [21] and [22]. Timing error correction can be done either in digital domain (e.g. fractional delay filter) or in analog domain (e.g adjusting sampling clock edges). Such foreground calibration is preferred when the circuit parameters like voltage and temperature or ambient operating conditions do not change dramatically. Foreground calibration is also attractive in applications
like oscilloscopes, where occasionally ADC can be taken offline for calibration. However, for target application (wideband capture ADC for mobile applications discussed in Chapter-1), the ADC cannot be taken offline. Also, the circuit parameters and ambient operating conditions change significantly. In such scenarios, foreground calibration is not feasible and background calibration is the de facto choice. As shown in fig.(2-10)(b) during background calibration, timing error is detected and corrected while the ADC is still continuously operating.

2-3-3 Digital detection and digital correction of timing errors.

Irrespective of the type of calibration, timing error detection and correction techniques can be broadly classified to be either based on digital logic or analog circuitry. Figure.(2-11(a)) shows detection and correction of timing error in the digital domain. The lane ADC outputs, $y_1(t)$ and $y_2(t)$, are passed through an adaptive fractional delay filter whose coefficients are tuned to correct for the timing error. Thus, when the two outputs are added together there is no timing error component in the final output. Based on the detected timing error, the filter coefficient can be tuned using various algorithms. For instance, researchers in [23] and [24] detect timing errors by chopping the output signal and using a 10-bit 21-tap FIR approximation to Hilbert transform filter. To correct the timing error in a 10-bit ADC, they employ a 29-tap FIR filter with 10-bit coefficients that realize an adaptive fractional delay filter. This particular approach has a drawback that if Nyquist-operation is desired then the input signal should be strictly band-limited to $f_S/2$. This condition may not be true for wideband capture ADCs where the spectral content beyond $f_S/2$ may very well have finite energy. Further, the implementation of fig.(2-11(a)) would require the digital logic to observe and correct timing error on per sample basis. Thus, for M-interleaved ADCs, M digital blocks would operate at $f_S/M$ rate. Although this approach might still be tractable for low sampling rates, it would incur very large power penalty for multi-GHz sampling rates. Finally, due to the complex adaptive fractional delay filters, this approach also has increased area and latency penalty.
Alternately, as shown in fig.(2-11(b)), a second approach would be to detect the timing error in the digital domain and adjust analog circuit to correct for the timing error [20], [21]. As the timing error is compensated and thus physically removed, this technique can be very power efficient. The feedback loop does not operate on every sample, rather it gradually converges to remove timing error. Thus, once the feedback loop converges, it can enter into a low power mode. Analog tuning can be performed by adding a controlled phase shift (all-pass filter) in the input signal path or by controlling the sampling clock edges in the clock path. The latter technique is widely used as adding any analog circuit in the input path would hamper linearity and noise performance of the ADC. The sampling clock edges can be tuned by inserting a variable capacitive load in the clock path or by tuning the drive strength of the clock buffers.

Thus, background calibration of timing error with digital detection and analog correction is best suited for wideband capture ADC for mobile applications. Detection of timing error is challenging especially when the ADC is continuously operating. One solution is to add some form of pilot tone, like a known pseudo random signal or a ramp signal, along with the input. The timing error can than be detected by separating the pilot tone from the input signal by post-processing in background (e.g. low pass filtering [25], [26], and [27]). Unfortunately, invariably all post-processing techniques that can separate input signal and pilot tone rely heavily on the statistics of either input signal or pilot tone or both. For instance, in order to separate the pilot tone (e.g. a ramp signal) from the input signal, the input signal is required to have zero mean. Such constraints on input signal are not always feasible, however it might be possible to impose such constraints on the pilot tone. Still, in order to accommodate the amplitude of pilot tone the dynamic range of input signal has to restricted. Even if these limitations were to be overcome, the accuracy of detecting timing errors is limited by the poor efficacy of post-processing block to separate pilot tone from input signal.
Alternately, timing error can be detected by using an additional reference lane as shown in fig. (2-12). In [28] a similar approach is used where the background calibration algorithm tries to maximize the correlation between the lane ADC and a 1-bit reference lane ADC. Thus, the timing error is removed by aligning the sampling time instance of all the lane ADCs to that of the same reference lane ADC. In addition, compared with using pilot tone, the timing error detection can be more precise while using a reference lane. This is because when a pilot tone is used the timing error detection accuracy depends on how accurately input signal and pilot tone can be separated, which further depends on the amount of averaging being employed. Whereas, while using a reference lane, timing error is detected from same input sample directly. Hence, in order to meet the specification outlined in Chapter-1, the optimum choice of the timing error calibration loop would be to use background calibration with digital timing detection using reference lanes and analog correction.

![Figure 2-12: Background timing error detection using reference lane ADC](image)

**2-4 Summary**

In this chapter, the basic operation of time-interleaved ADCs is described. Several non-ideal effects that degrade the performance of such ADC are discussed. However, as the focus of this thesis is to calibrate timing errors in time-interleaved ADCs, they are discussed in greater detail. Formulation of the timing errors, its effect on SNR and its various sources are covered in this chapter. For a 12 bit SNR, the timing error has to be less than 20fs which cannot be achieved merely by careful layout. Hence, various calibration techniques are studied. Looking at the feasibility of calibration and desired precision, it can be concluded that background calibration with timing error detection based on reference lane and correction based on tuning sampling clock edge, is best suited for wideband capture ADCs for mobile applications.
Chapter 3

Timing Error Calibration Loop

Sampling time errors should be accurately detected to enable precise correction. As argued in Chapter-2, the timing error information can be separated from the input signal by using reference lanes. As a result, the timing errors can be detected with high accuracy. Based on the detected timing error, the sampling instances of all time-interleaved ADC lanes can be aligned to that of a common reference lane ADC. To fulfill this condition a background calibration algorithm in digital domain can be implemented. Similar attempt is reported in [11]. However, as shown in Chapter-2, for the target application of wideband capture ADC, the timing errors should be corrected with accuracy of 5fs RMS which is not possible if the calibration reported in [11] is used as it is. In this chapter, various limitations of the background timing error calibration loop of [11] is studied. Appropriate solutions are employed to overcome some of these limitations and realize the timing correction accuracy of 5fs. The core of the calibration loop is the use of two additional reference lanes for computing the timing errors. One reference lane quantizes the input signal whereas, the other quantizes the derivative of the input signal. The timing errors are compensated by analog fine-tuning of the sampling clock edges. The factors that govern the stability and convergence of the calibration loop are explored using a MATLAB model. Also, the input offset of the reference lanes or any of the main lanes can hamper the loop convergence. A high-pass filter (HPF) is embedded in the loop to circumvent this problem. Finally, the finite quantization of reference lane can potentially limit the correction accuracy of the loop. This problem is solved by adding dither to the input of the reference lanes. The effectiveness of this solution is studied in this chapter and pertinent simulation results are presented in the sections below.

3-1 Principle of Operation

Assume a simple timing error detection system as shown in fig.(3-1), where an ideal main lane-ADC and an ideal reference lane-ADC sample the input, \( x_{IN}(t) \), at the same moment. However, due to various sources of timing error (discussed in Chapter-2) the sampling instance of main lane-ADC is shifted by \( \Delta t \). The goal of the timing calibration loop is to precisely detect this shift and compensate for it. The output of main lane ADC, \( y(t) \), and the output of reference lane ADC, \( y_R(t) \), can be written...
as,
\[
y_1(t) = x_{IN}(t_1 + \Delta t) = x_{IN}(t_1) + \Delta v_{TE} \\
y_R(t) = x_{IN}(t_1)
\]

where, \(\Delta v_{TE}\) is given by eqn.(2-3) in Chapter-2. The error signal, defined as the difference between the main lane and the reference ADC outputs, can be obtained from eqn.(3-2) as,
\[
e = y_1 - y_R = \Delta v_{TE} = \left(\frac{dx_{IN}(t)}{dt}\right) \cdot \Delta t
\]

Calibration loop can correct \(\Delta t\) if its value is known. However, as shown by eqn.(3-3), the error signal, \(e\), not only depends on \(\Delta t\) but also on the derivative of the input signal. Hence, along with the error signal, it is critical to estimate the derivative of the input signal. One brute force approach would be to compute derivative in the digital domain and use it along with eqn.(3-3) to estimate and correct \(\Delta t\) in one shot. Unfortunately, such digital computation should be very precise which requires considerable amount of hardware at operates at full sampling speed. This will incur heavy area and power penalty. For example, as argued in [29], to keep the error in derivative estimation below half LSB, a 10-bit ADC operating at 3GHz would at least need 20-tap FIR filter with floating-precision coefficients. Alternatively, the precision requirement on the computation of the input signal derivative can be relaxed if a feedback loop is employed which tunes some analog knob (e.g. the sampling clock edges) to minimize \(\Delta t\). In this case the precision of the input signal derivative should be just good enough to ensure that the loop converges. As shown in fig.(3-2), a derivative of the input signal can be easily estimated by using an additional reference lane whose input is delayed by a fixed fraction \(t_D\). The value of the delay element \(t_D\) is not required to be known accurately as long as it stays constant with input amplitude and frequency. However, to keep the timing error detection accuracy intact for the input frequencies close to Nyquist frequency, the maximum input frequency should be much smaller than \(1/t_D\). The delay element, \(t_D\), can be implemented either in the input signal path or in the clock path. In the input signal path, it can be implemented by inserting a small series resistor. As the track bandwidth is the product of sampling capacitor and ON resistance of sampling switch,
adding a series resistor will effectively change the track-bandwidth thereby implementing the required delay $t_D$. Unfortunately, as this series resistor is in the input signal path, it would inevitably contribute to the noise and distortion performance of the ADC. On the other hand, inserting $t_D$ in the clock path would simply mean delaying the sampling clock edges which can be done by adding a capacitive-D/A converter at the output of the clock buffer.

However, sometimes having an additional reference lane for estimating a derivative can pose considerable overhead (e.g. when small interleaving factors are used). Hence, it would be convenient if the derivative can be obtained by using succeeding interleaved lanes whose clock edge is one sampling period delayed. For example, as shown in fig.(3-2), the derivative of the input signal can be obtained by using the output of $ADC_M$ instead of using a dedicated REF-2 lane. Both of these approach would yield exactly the same result if the delay element $t_D$ is chosen to be one sampling sampling period $T_S$. The difference is that the method of using one of the interleaved lanes would have low estimation error when the input frequencies are much below the Nyquist frequency. For higher input frequency the estimate of the derivative gets much worse. In fact, if the calibration loop uses this method for derivative estimation then it can work only for input frequencies smaller than the Nyquist frequency [29]. Whereas, when the derivative is estimated using an additional REF-2 lane, the criteria to be ensured is that the maximum input frequency is much smaller than $1/t_D$. Thus, the method of using additional REF-2 lane is more robust and accurate. Hence, it is preferred for detecting timing errors in this thesis.
3-2 Description of Calibration Loop

Fig.(3-3) shows the block diagram of timing calibration loop which uses an additional reference lane to estimate the derivative of the input signal. The timing error is corrected by a feedback signal $\Delta t_i$. As this feedback signal is in the analog domain, the accuracy requirement on computing derivative is greatly relaxed. The simplest method to find $\Delta t_i$ such that it corrects the timing error is by employing an iterative algorithm. Most popular iterative algorithm is the LMS algorithm. By applying LMS equation to eqn.(3-3) the new value of $\Delta t_i$ can be know [29]. Thus, the value of $\Delta t_{(i+1)}$ is updated based on the following LMS relationship,

$$
\Delta t_{(i+1)} = \Delta t_i - \mu_t \frac{de^2}{d(\Delta t)} = \Delta t_i - 2\mu_t e D
$$

(3-4)

where, $\mu_t$ is the LMS coefficient for the timing calibration loop. As shown by eqn.(3-4), to detect the timing error a product of the error signal $e$ and the derivative of the input signal $D$ needs to be computed. This computation is crucial as it removes the dependency of the error signal $e$ from the sign of the input signal. As shown by eqn.(3-3), the error signal not only depends on $\Delta t$ but also on $D$. Depending on the slope of the input signal, the sign of $D$ can be either positive or negative. If the feedback loop operates only by observing the error signal $e$ then its direction can change if the slope of input signal flips. Thus, it will be highly unstable. If the feedback loop operates on the LMS equation given by eqn.(3-4) then this problem of stability is resolved. Now, the integrator can control $\Delta t_i$ through a negative feedback such that the mean of the product $e \cdot D$ is driven towards zero. For a timing mismatch of $\Delta t$, if the mean of $e \cdot D$ is negative then the loop would increase $\Delta t_i$ towards $\Delta t$. Whereas, if the mean of $e \cdot D$ is positive then the loop will reduce $\Delta t_i$ towards $\Delta t$. When the loop converges, the mean of $e \cdot D$ is zero. Thus, the loop is completely independent of the slope of the input signal. Depending on the value of $\mu_t$ the negative feedback can be made unconditionally stable which is necessary for the calibration loop to converge.

Fig.(3-4), shows a linearized model of the calibration loop. The value of $\mu_t$ controls the amplitude of the signal at the input of integrator. Thus, it damps the loop gain and thereby, enhances the stability of the timing calibration loop. If $\mu_t$ is sufficiently low then the stability of the loop is increased. However, the update rate, as seen from eqn.(3-4), is reduced considerably which increases the convergence speed of the calibration loop.
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The calibration loop functions completely in background which is a primary requisite as the main lane ADCs cannot be taken offline for calibration. However, the reference lanes ADCs lend themselves for foreground calibration which makes the calibration of offset, gain, timing error and bandwidth mismatch between the two reference lanes, much easier.

### 3-3 Convergence of the Calibration Loop

A non-converging calibration loop would rather exacerbate the timing error problem rather than solving it. Hence, some understanding of the strength and weaknesses of the algorithm needs to be analyzed. Particularly, when the derivative of the input signal is grossly approximated by quantizing its time shifted version using an additional reference lane. Instead of using rigorous analysis, the convergence of timing calibration loop is studied using simulations based on a MATLAB model of the loop shown in fig.(3-3). The feedback signal $\Delta t_i$ is corrected in steps of 5fs with dynamic range of 3ps. The value of LMS coefficient $\mu_t$ was derived through trial-and-error method using MATLAB simulations. During the simulation $\mu_t$ of $1/(2e7)$ was used. In this section, the convergence of the loop is studied in the presence of different input signal statistics, input offset, and gain mismatch.

#### 3-3-1 Input Signal Statistics

As shown by eqn.(3-3), the error signal depends on both $\Delta t$ and the input signal derivative, $D$. The LMS feedback loop iteratively tries to extract $\Delta t$ by using estimate of $D$ from an additional reference lane. Under ideal conditions the LMS algorithm will converge exactly to $\Delta t$ and will suppress any input signal traces present due to $D$. However, in practice the reference lanes have finite quantization. Also, the value of $D$ is approximated by quantizing the time-shifted version of the input signal. Due to this approximation eqn.(3-4) will have residual traces of the input signal which might deteriorate timing error detection.

To investigate this effect, a simple method is to check the loop convergence in presence of input signals with different statistics like fixed tone or uniformly distributed. Fig.(3-5) shows the input spectrum till $f_S$ for two-tones located at 2.27GHz and 2.47GHz. Assuming a typical timing error, $\Delta t$ of 1.497ps, it is evident that before calibration the spurs due to timing error are only 45dB below
the two-main tones. However, after calibration these spurs are pushed to 103dB level. Fig.(3-6)(a) depicts the behavior of the calibration loop. The feedback signal $\Delta t_i$ converges to the actual timing error, $\Delta t = 1.497$ps within a step-size of $\pm 5$fs whereas the error signal $\Delta t_{ERR}$ converges to zero with $\pm 5$fs error. The inset picture confirms that the convergence error is within 5fs. Next, instead of fixed two tones as input signal, a uniformly distributed random signal is used. Fig.(3-6)(b) shows that the calibration loop is able to detect timing error even in the presence of random input signal and converge to correct timing-error ($1.497$ps $\pm 5$fs) value.

### 3-3-2 Gain mismatch and offset of the two reference lanes

If the two reference lanes have different gains they amplify input signal differently which again manifest as residual input signal in $e \cdot D$. The calibration loop cannot distinguish between timing error signal and the residual input signal. Eventually, the loop can even fail to converge if the timing error signal is completely defiled by the residual input signal. As shown in fig.(3-7), for a gain mismatch of $-20$dB (10%) the calibration loop will no longer have negative feedback and will diverge. Hence, it is important to remove the gain mismatch of the two reference lanes. A simple foreground calibration of the two reference lanes would be sufficient. As these lanes are not always used, they can be easily taken offline for foreground calibration of gain mismatch. To achieve 5fs timing accuracy the gain mismatch between the two reference lanes should better than 80dB (0.01%). Hence, foreground calibration of the two reference lanes is mandatory before they can be employed for detection of timing errors.

Similar to gain mismatch, even the input offset can be deterrent to loop convergence. For sake of
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Figure 3-6: Convergence of timing error calibration loop for different input signal statistics. \((\mu_t = 1/(2e7))\)

Figure 3-7: Gain mismatch between two reference lanes.

simplicity, assume that the input offset of REF-1 lane is modeled. Fig.(3-8)(a) depicts that even small offset values, in the order of 5mV are sufficient to create huge error, like 9ps, in loop convergence. Whereas, the maximum tolerable input offset to achieve timing errors of 5fs is in the order of 2nV. Further, if the offset is larger, say a 100mV, then the loop may not converge altogether. The heart of this problem is that the input offset of the reference lane appears unscathed in the signals \(e\) and \(D\). Thus, it changes the mean of \(e \cdot D\) creating a constant offset at the input of the integrator. Thus, though the negative feedback is intact, the loop cannot converge as it fails to compensate for this constant offset. Note that even the input offset of the main lane ADCs will have a similar effect.

To mitigate this problem, the propagation of the offset voltage needs to be blocked before \(e \cdot D\) is computed. Inserting a simple high-pass filter (HPF) in the loop, as shown in fig.(3-9)(a), will block the offset in \(e\) and \(D\). Now the mean value of \(e \cdot D\) will be only due to the timing error which the loop will drive towards zero. Fig.(3-9)(b) shows that the loop converges after inserting a high-pass filter, even if the input offset of REF-1 lane is as high as 100mV.
The timing errors also change with temperature and supply voltage droops. The calibration loop should be fast enough to track the changes in timing error. On the other hand, the accuracy of the timing error detection can be improved by averaging the error signal across many samples. However, this slows down the loop and can potentially make it incapable of tracking changes in timing error. Thus, there is a limit on maximum number of samples available at the disposal of the calibration loop.

In order to get an estimate of this number the rate of change in temperature and supply voltage droop needs to be known. As shown in [30], the low frequency supply-voltage droop, has maximum frequency content of 100KHz. Thus, if the interleaved ADC operates at a sampling rate of 5GS/s then maximum samples within which the calibration loop should converge is around 50K. If the calibration loop takes more than 50K samples than it cannot track the changes in timing error brought by the change in supply voltage. Similarly, as shown in [31], a typical temperature sensor takes about 10KS/s to accurately track the changes in temperature. If the calibration loop is also required to track temperature at this rate then the calibration loop will have around 500K samples within which it should converge. Note that the number of samples are just an indicator.
3.4 Stability of Calibration Loop

The error signal, $e$, and the input derivative depends heavily on the amplitude and frequency of the input signal. Any change in the input signal amplitude and frequency will change $e \cdot D$ and thus the loop gain. As the stability of the calibration loop depends on loop gain, it drifts considerably with the change in amplitude and frequency of input signal. These parameters can impact the stability of the calibration loop. For instance, fig.(3-10)(a) shows the effect of varying amplitude of $x_{IN}$ on the loop stability. If the amplitude of $x_{IN}$ is very small it acts to over-damp the loop stability whereas if the amplitude of $x_{IN}$ is too large it acts to under-damp the loop stability. For certain amplitude of $x_{IN}$ (e.g. > 3.0V in fig.(3-10)(b)) the calibration loop can even oscillate. In addition, value of $\mu_t$ also affects the stability of the loop. As shown in fig.(3-10)(c) with varying $\mu_t$ the response of the loop can be under-damped, critically damped or over-damped for a given input signal amplitude $x_{IN}$ and input frequency $f_{IN}$. Even certain values of $\mu_t$ can result in oscillations as shown in fig.(3-10)(d).

Hence, to ensure that the loop is stable across a desired range of input amplitude and frequency, the value of $\mu_t$ should be appropriately chosen. In this thesis, MATLAB simulations are used to conclude that $\mu_t = 1/(2e7)$ would ensure that the loop is stable for maximum input amplitude of $1.4V_{PP}$ and
3-5 Impact of Finite Quantization of the two Reference Lanes

Lastly, the number of quantization levels in the two reference lane also hampers the convergence of the loop. Assuming a two tone input and finite quantization, the output of the two reference lanes in fig.(3-3) will have quantization error which is strongly correlated with the input. As the correlated quantization error propagates into error signal $e$ and derivative signal $D$, while computing $e \cdot D$, it creates a DC offset voltage at the input of the integrator. This offset artificially shifts the mean value of $e \cdot D$ which otherwise should have been steered by the loop. This static error forces the loop to converge to a wrong steady state value. Note that this static error is independent of actual timing error, $\Delta t$ and it does not change even if $\Delta t$ is changed.

To illustrate this effect, assume a two-tone input signal as shown in fig.(3-11(a) and the two reference lanes modeled with 7 bits quantization levels. Fig.(3-11(b) shows that the timing calibration loop converges to a point which is shifted by 0.4ps from its ideal value. As a result, actual timing error ($\Delta t = 1.497$ps in fig.(3-11(b)) is not completely canceled and spurious tones are created in the output spectrum, which are just 58dB below the two input tones (fig.(3-11(a)). Thus, finite quantization in
the reference lanes has a catastrophic effect on the linearity of the time-interleaved ADC.

A straightforward solution would be to reduce the amplitude of the static error (0.4ps in fig.(3-11(b)) by increasing the number of quantization levels in the reference lanes. As evident from fig.(3-11(c)-(d), this solution is indeed quite effective. Fig.(3-11(c) shows that by increasing the quantization levels from 7 bits to 10 bits the spurs due to timing error are 79dB below the two input tones. The static error is also reduced to 30fs (fig.(3-11(d)) from 0.4ps.

However, even 30fs of static error is not sufficient as the target specification on timing error (discussed in Chapter-1) is around 5fs RMS. Further increase in quantization levels to 14 bits would suffice but not without significant increase in design complexity. Alternatively, it is apparent that the static error depends upon the quantization level because the quantization error is strongly correlated to the input. The static error can be also reduced if this correlation is broken by some mechanism. In other words, the quantization error is uncorrelated to the input signal. A popular technique that exists in literature to realize this goal is to add random noise or dither along with the input signal. Fig.(3-12)(a) shows a case of adding 4 bits dither while the reference lanes have 7 bits quantization. Compared with fig.(3-11(b) where the static error was 0.4ps, after adding dither it has now improved

**Figure 3-11:** Effect of finite quantization of the two reference lanes on the loop convergence.
3.6 Summary

Basic operating principle of the timing error calibration loop is discussed in this chapter. Various factors that affect the convergence and stability of the loop are explored. It can be concluded that though the timing detection is independent of the input signal statistics, the convergence speed of the calibration loop still depends on it. Further, the gain mismatch between the reference lanes do affect convergence. But the reference lanes can be taken offline for foreground calibration. Similarly, input offset of reference lanes also poses threat to the loop convergence. To mitigate this problem a simple solution of inserting a high-pass filter in the loop is demonstrated with pertinent simulation results. It was also shown that the choice of LMS coefficient, $\mu_t$, was important for stabilizing loop, particularly in the presence of varying input amplitude and frequency. A judicial choice of $\mu_t$ is critical in ensuring right balance between the stability and convergence speed of the loop. Finally, the impact of finite quantization of reference lanes on the steady state convergence of loop, is studied. A solution of adding dither is shown to suppress the static error and help the loop to achieve steady state accuracy of 5fs.
Chapter 4

Sampling-Time Error Due to Observer Effect of Reference lanes

The input buffer isolates the actual input of an ADC from the analog circuits that drive the ADC. The sampling front-end of an ADC has switching currents and transient voltage spikes which in the absence of input buffer would be seen by the analog driving circuits. As these circuits are not designed to handle these transient switching voltages and currents, it mandates the use of an input buffer. However, the design of an input buffer is not trivial as several considerations should be taken into account. Negligible noise contribution and low distortion at Nyquist frequency are two key considerations. While a desired noise level maybe achieved by burning more power, achieving low distortion is challenging as the output impedance of the buffer needs to be low enough to drive the input impedance of an ADC. This problem is exacerbated in time-interleaved ADCs because the output of the buffer is the preferred interleaving node. As shown in fig.(4-1)(a), in conventional ADC the input buffer drives only one ADC whereas in fig.(4-1)(b) the input buffer drives time-interleaved ADCs along with reference ADCs. As no noise benefit is achieved by time-interleaved ADCs, the size of sampling capacitor for each individual ADC stays the same as that of a single ADC. Hence, due to input parasitics of the individual ADCs, the loading on the input buffer only increases for time-interleaved ADCs.

As the input buffer has finite output impedance and has increased loading due to time-interleaved ADC, the absence or presence of an additional reference lane changes its loading. This modulation of input buffer loading is noticeable on the ADCs performance (e.g. larger spurs due to timing error). This Observer Effect caused due to loading from reference lanes is brought out in this chapter along with its possible solutions. First, a simple estimate of the impact on timing error spurs by mere absence or presence of reference lane is derived. A simple solution to add dummy lanes is employed to mitigate this problem. Next, the transient interaction between the sampling instance of main-lane ADC and reference lane ADC is understood by the means of simulation. It will be shown that this interaction also creates timing errors. This problem can be solved by adding delay lines in the sampling front-end. Lastly, the impact of mismatch between reference lane and its dummies on timing error spurs is studied. This problem is solved by scaling the size of reference lane and dummies with respect to that of the main lane.
4-1 Observer Effect: Simple RC Model Analysis

In order to understand the impact of reference lane on the timing error spurs, the phase of the signal sampled by one of the M-interleaved ADCs (main-lane) should be determined both in the absence and also in the presence of a reference lane. The difference in the phase for a fixed input frequency gives the information about the timing error caused due to observer effect of the reference lane. In order to perform this exercise a simple $RC$ model as shown in fig.(4-2)(a)-(b), is used where $R_S$ is the output impedance of the input buffer, $R_1$ is the ON-resistance of the sampling switch and $C_1$ is the sampling capacitor of one of the M-interleaved ADCs whereas, $R_{REF}$ and $C_{REF}$ represent the ON-resistance of the sampling switch and sampling capacitor of reference lane, respectively. The respective outputs of the two models can be written as,
In order to keep analysis simple, assume that \( R_1C_1 = R_{REF}C_{REF} \). This assumption is plausible as it ensures that even if \( R_1 \neq R_{REF} \) and \( C_1 \neq C_{REF} \) the track-bandwidth of main-lane ADC and reference lane is equal. If the bandwidth is not equal then an additional timing error would stem from bandwidth mismatch between main-lane ADC and reference lane ADC. Under the assumption of equal bandwidth, eqn.(4-2) reduces to,

\[
V_{1b} = \frac{V_{IN}}{1 + (s(R_1 + R_S)C_1) + [sR_SC_{REF}(sR_1C_1 + 1)]} \tag{4-3}
\]

Using eqn.(4-1) and eqn.(4-3), the phase of the signal sampled across \( C_1 \) in two cases can be written as,

\[
\phi_{V_{1a}} = -\tan^{-1}\left[\omega(R_S + R_1)C_1\right] \tag{4-4}
\]
\[
\phi_{V_{1b}} = -\tan^{-1}\left[\omega(R_S + R_1)C_1 + \omega R_S C_{REF}\right] \tag{4-5}
\]

The difference in phase is the error caused due to the observer effect of the reference lane. This difference can be written as,

\[
\Delta \phi = \phi_{V_{1a}} - \phi_{V_{1b}} = \tan^{-1}\left[\frac{\omega R_S C_{REF}}{1 + \omega^2[(R_1 + R_S)C_1 + R_S C_{REF}][(R_1 + R_S)C_1]}\right] \tag{4-6}
\]

The timing error due to observer effect of reference lane (\( \Delta t_{SI} \)) can be obtained by simplifying the equation above and dividing it with the fixed input frequency as shown below,

\[
\Delta \phi \approx \omega R_S C_{REF} \Rightarrow \Delta t_{SI} \approx R_S \cdot C_{REF} \tag{4-7}
\]

The equation above is a simple approximation of the actual timing error caused by the observer effect of the reference lane. In most cases, this approximation will prove quite reasonable and acceptable. Note that if \( R_1C_1 \neq R_{REF}C_{REF} \) then the eqn.(4-7) will have additional terms. However, the dominant term will be still \( R_S C_{REF} \). The eqn.(4-7) can also be derived by applying Elmore’s delay formula between \( V_{IN} \) and \( V_{1b} \) in fig.(4-2)(b). (To learn more about Elmore’s delay, refer to [32] )

To get an estimate of the timing error \( \Delta t_{SI} \), assume \( R_S = 10\Omega \) and for 12 bit thermal noise level at \( 80^\circ C \) temperature, the sampling capacitor \( C_1 \) should be at least \( 1.4pF \) resulting in \( \Delta t_{SI} \) of \( 14ps \). Thus, mere absence and presence of reference lane can create large timing errors.

Further, this scenario is indeed realistic because the time-interleaved ADC typically works in two phases, viz: calibration phase and normal operation phase. In calibration phase the reference lane is used to detect timing errors. Once timing errors are corrected, the reference lane is pulled out and the time-interleaved ADC operates in normal operation phase. To avoid creating timing errors due to observer effect of reference lane, one elementary solution is to insert a dummy sampling circuit which resembles the sampling front-end of the reference lane. Fig.(4-3) demonstrates this concept where
reference lane loads the input buffer during the calibration phase but during the normal operation phase its loading is maintained by a dummy sampling front-end. Otherwise in the absence of reference lane loading a timing error of $\Delta t_{SI}$ is created. Thus the observer effect of reference lane can be mitigated by inserting a dummy sampling front-end.

From eqn.(4-7) it can be inferred that the observer effect of reference lane can be avoided by making $R_S = 0$. Though it is precisely true, making $R_S = 0$ at Nyquist frequencies would require an input buffer with very high bandwidth incurring heavy power consumption penalty. Even achieving $R_S = 10\Omega$ at input frequencies of 2.5GHz is a non-trivial task.

### 4-2 Observer Effect: Sampling Instance Interactions

The observer effect of reference lanes is not limited only to the modulation of input buffer loading. The time-shift between the sampling instances of the main-lane and the reference lane can also create timing errors. To investigate this timing errors consider a circuit shown in fig.(4-4) where, $R_1$ and $C_1$
model the sampling front-end of the main-lane ADC whereas, $R_{REF}$ and $C_{REF}$ model the sampling front-end of the reference lane ADC. $S_1$ and $S_2$ are their respective sampling edges. As shown in fig.(4-4), the time shift between the two sampling edges is $dt$ and, for the sake of argument, it is with respect to the main-lane sampling edge $S_1$. Thus, for $dt < 0$, the reference lane samples the input signal before the main-lane and for $dt > 0$, the main-lane samples the input before the reference lane. Now, if $dt < 0$ then the loading of the input buffer would change before the main-lane can sample the input. Though, the main-lane would notice this change in loading delayed through $R_1C_1$, it would be sufficient to cause timing error. Similar explanation holds for $dt > 0$ where the main-lane samples before the reference lane. Now, even though the sampling time error is created in the reference lane, it will affect the main-lane ADC through the feedback loop. On the other hand, no timing error is created for $dt = 0$. Note that in any case the timing error caused by this interaction will not be as large as $\Delta t_{SI}$ (eqn.(4-7)).

Fig.(4-5) shows the simulation result for timing error, $\Delta t$, created by both $dt < 0$ and $dt > 0$. The required simulation setup is provided in Appendix-B. For $dt < -100ps$ i.e. reference lane samples 100ps earlier than the main-lane, the timing error is equal to $\Delta t_{SI}$. This is because the tracking time constant of main-lane sampling circuit is about 28ps ($R_S = 10\Omega, R_1 = 10\Omega, C_1 = 1.4pF$) which is much less than 100ps. Hence, the main-lane perceives no reference lane while it samples the input. This is equivalent to the load modulation effect expressed by eqn.(4-7). Similarly, if $dt > 100ps$ then the reference lane will not see any loading due to main-lane and again the timing error would be equal to $\Delta t_{SI}$. However, as the $dt$ approaches zero from both the sides i.e. from $-100ps$ and also from $+100ps$, the timing error drops exponential for main-lane and reference-lane sampling, respectively.

As evident from eqn.(4-7), the timing error depends strongly on the value of sampling capacitor $C_{REF}$ for the main-lane ($C_1$ for the reference lane). An immediate idea would be to scale the size of the sampling capacitor. Assume that the size of $C_{REF}$ is scaled then its effect on the timing error in the main-lane and in the reference lane is as shown in fig.(4-6). The timing error in main-lane reduces...
as the size of $C_{REF}$ is reduced but it increases for the input signal sampled in the reference lane.

4-3 Isolating the Sampling Interactions using a Wire Delay

The timing error calibration loop adjusts the clock-edges to compensate for the timing errors. The interaction between sampling time instances is an additional source of timing error due to loading (observer) effect of the reference lane. Due to this interaction the calibration loop detects wrong value of the timing error. Hence, it also corrects for a wrong value of the timing error. As a result, the final converged steady-state value of the calibration loop is erroneous which is unacceptable. Thus, it would be highly desirable to suppress the interaction between the sampling instances of the main-lane and the reference lane.

A plausible solution would be to employ some method to isolate this interaction between the sampling instances. The isolation should be such that the sampling time interaction is at least not present in the operation range of the calibration loop. One way to achieve this goal is to insert delay lines in the sampling front-end of main-lane and the reference lane. The inset picture in fig.(4-7)(a) depicts this solution. Assuming, the delay line adds 1ps delay, the resulting timing error would be as shown in fig.(4-7)(a). The two interactions are now sufficiently isolated creating a space to accommodate the dynamic range of the DAC. Now the question is how to design this delay line. As it will be in the input signal path, it should meet strict noise and distortion specifications. The simplest approach to this problem would be to use wire delay to implement a delay line.

Assuming that the delay line is modeled by a lumped RC model as shown in fig.(4-7)(b), the delay of a wire is given by,

$$t_d = \frac{R_W \cdot C_W}{2} \quad \text{where,} \quad R_W = \frac{L}{W} \cdot R_{\square} \quad \text{and} \quad C_W = c_w \cdot WL \quad (4-8)$$
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Potential DAC dynamic range

Isolation of 2ps

\( C_1 = 32C_{REF} \)

(a) Isolating the sampling-time interaction by using delay lines.

(b) Estimating wire delay in industrial 28nm CMOS process.

Figure 4-7: Using wire based delay lines to isolate interaction between main-lane and reference lane sampling instances.
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The equation above can be simplified into a relation between wire-length and wire-delay,

\[ L = \sqrt{\frac{2 \cdot t_d}{R_{\square} \cdot c_w}} \]  

(4-9)

The value of sheet resistance, \( R_{\square} \) for metal-7 (Copper) in industrial 28nm CMOS process is about 0.53Ω/□. The unit capacitance \( c_w \) is estimated by extracting it from the structure shown in fig.(4-7)(b). Its value is 0.263fF/μm² and it is accurate within ±5%. Using these values and assuming \( W = 10\mu m \) in eqn.(4-9), to achieve wire-delay, \( t_d \) of 1ps the length of the wire should be about 119μm. Note that the width of the wire does not play a role in eqn.(4-8) as it factors out in the product of \( R_W \) and \( C_W \). Nevertheless, for small width fringe capacitance is dominant and the model assumed above will no longer hold valid [33]. Lastly, a quick sanity check on the value of length calculated using eqn.(4-9) can be performed by estimating distance traveled by at speed of light (\( c = 3\times10^8 \) m/s). The relative permittivity for silicon-dioxide is 3.9. Thus, light would travel with speed of 1.5\times10^8 m/s. In time delay of 1ps, a wave of light would cover a distance of 150μm whereas, the value predicted by eqn.(4-9) is 119μm. The discrepancy arises because the eqn.(4-9) is a simple lumped approximation. If the electrons were to travel at speed of light then many other physical effects (e.g. skin depth) should be considered to accurately compute the delay. This will only lead to more complicated equation which would not be useful for quick hand-calculations. Thus, looking at the simulation results and by quick sanity check, the eqn.(4-9) seems correct.

### 4-4 Mismatch between Dummy lane and REF lane

As argued previously, the time-interleaved ADC works in two phases, namely: calibration phase and normal operation phase. In order to remove timing errors due to observer effect of reference lane, fig.(4-3) gave a solution of replacing reference lane with dummy lane during normal operation phase. However, the dummy lane is not exactly equal to the sampling front-end of the reference lane as it merely tries to resembles it. In this section, the impact of mismatch between dummy lane and the reference lane on timing mismatch is studied, and solutions to suppress its impact are investigated.

Fig.(4-8)(a) highlights the problem of mismatch between reference lane and dummy lane. Under ideal condition, the dummy lane matches exactly to the reference lane. Thereby, the value of ON-resistance of sampling switch and the sampling capacitor for both reference lane and dummy lane are exactly equal, i.e. \( R_{REF} = R_{DMY} \) and \( C_{REF} = C_{DMY} \). But, in the presence of mismatch the dummy lane has slightly different values for ON-resistance of the sampling switch and the sampling capacitor, i.e. \( R_{REF} = R_{DMY} \pm \Delta R_{DMY} \) and \( C_{REF} = C_{DMY} \pm \Delta C_{DMY} \). Unfortunately, all CMOS process are inherently mismatch prone and the present industrial 28nm CMOS process is no exception. Hence, the dummy lane will be slightly different from the reference lane. The critical questions however remains is 1) how does the mismatch impact timing error and 2) how to minimize it?

As evident from the eqn.(4-7), the loading of reference lane primarily affects timing error through its sampling capacitor. The ON-resistance of the sampling switch does not play a crucial role at least to a first order. The same argument can be extended for dummy lane as its mismatch manifests into timing error through the source impedance \( R_S \). Thus, \( \pm \Delta R_{DMY} \) is not critical and can be ignored. The important factor is the mismatch in the sampling capacitor, \( \pm \Delta C_{DMY} \). Further, the timing error would be larger for larger values of \( \Delta C_{DMY} \). As apparent from fig.(4-8)(b) a capacitor of 1.4pF
Figure 4-8: Impact of mismatch between dummy lane and reference lane, and its dependence on the size of the sampling capacitor.
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spreads by 3fF whereas a capacitor which is 16x smaller, 87.5fF spreads only by 0.75fF. Whereas, the percentage spread is much better for 1.4pF than for 87.5fF. Hence, to minimize $\Delta C_{DMY}$ a smaller sampling capacitor should be used but as the accuracy of a bigger capacitor is better it should be used for main-lane ADC. Thus, the sampling capacitor of the dummy lane affects the timing error and it should be made smaller to minimize its impact on timing error.

The argument above is intuitive but not quantitative. It would be useful to have an equation which can estimate the timing error due to a given spread in the sampling capacitor of dummy lane. To achieve this goal, first assume a single ended circuit as shown in fig.(4-9)(a). The spread in $C_1$ ($\sigma_{C1}$) would cause spread in track-bandwidth and hence the timing error. The impact of $\sigma_{C1}$ on the timing error can calculated from the resulting spread in phase. Assume that the spread in $C_1$ is Normally distributed and it is expressed as $\mathcal{N}(\mu_{C1}, \sigma_{C1})$. Thus, the spread in the phase of a single-end sampling circuit is also Normal and it can be expressed as,

$$\hat{\phi}_{SE} \sim \mathcal{N}(\mu_{SE}, \sigma_{SE})$$  \hspace{1cm} (4-10)

As the focus is on computing the timing error, only the variance of phase, $\sigma_{SE}$, needs to be computed. It can be written as,

$$\sigma_{\hat{\phi}SE} = \tan^{-1}(\omega_1(R_S + R_1) \cdot \sigma_{C1})$$ \hspace{1cm} (4-11)

$$\approx \omega_1(R_S + R_1) \cdot \sigma_{C1} \hspace{1cm} (\because \tan^{-1}(\theta) \approx \theta)$$ \hspace{1cm} (4-12)

where, $\omega_1$ is the fixed input frequency. The timing error is,

$$\Delta t_{SE} = \frac{\sigma_{\hat{\phi}SE}}{\omega_1} = (R_S + R_1) \cdot \sigma_{C1}$$  \hspace{1cm} (4-13)

For $R_S = 10\Omega$, $R_1 = 10\Omega$ and $\sigma_{C1} = 3fF$, the timing error, $\Delta t_{SE}$ is about 60fs. This value can be verified from simulation result in fig.(4-9)(b) where the spread in $\Delta t_{SE}$ is shown due to spread in $C_1$ over 50 Monte-Carlo runs. The simulations shows $\Delta t_{SE}$ of 60.3fs. Further, as the actual track-and-hold used in the design is a fully-differential circuit, this simple analysis should be extended to a differential circuit (fig.(4-9)(a)) also. To derive this expression, assume two differential input signals as,

$$V_1 = V_{IN} \cdot \sin(\omega_1 t + \hat{\phi}_1)$$ \hspace{1cm} (4-14)

$$V_2 = V_{IN} \cdot \sin(\omega_1 t + 180^\circ + \hat{\phi}_2)$$ \hspace{1cm} (4-15)

Similar to $\hat{\phi}_{SE}$, $\hat{\phi}_1$ and $\hat{\phi}_2$ represent spread in phase due to spread in $C_1$.

$$\hat{\phi}_1 = \hat{\phi}_2 = \hat{\phi}_{SE}$$

Now, the differential output voltage, $V_{DIFF}$ can be written as,

$$V_{DIFF} = V_1 - V_2$$ \hspace{1cm} (4-16)

$$= 2V_{IN} \cdot \sin(\omega_1 t + \frac{\hat{\phi}_1 + \hat{\phi}_2}{2})\cos(\frac{\hat{\phi}_1 - \hat{\phi}_2}{2})$$ \hspace{1cm} (4-17)
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(a) RC model of single-ended and differential track-and-hold circuit.

(b) Impact of spread in $C_1$ on timing mismatch for single ended and differential track-and-hold circuit.

Figure 4-9: Validating eqn.(4-13) and eqn.(4-20) for spread in $C_1$. 
Sampling-Time Error Due to Observer Effect of Reference lanes
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(a) Circuit used to simulate mismatch between reference lane and dummy lane

(b) Spread in $\Delta t_{SI,DMY}$ for different values of $C_{REF}$.

**Figure 4-10:** Minimizing timing error due to mismatch between reference lane and dummy lane by scaling the sampling capacitor.
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The $\cos(\hat{\phi}_1 - \hat{\phi}_2)$ term modulates the amplitude. However, as the spread in phase is small (in the order of $\mu$ degrees) it can be approximated to 1 ($\because \cos(0) = 1$). Similar to the single ended case, the variance in the phase can thus, be estimated as,

$$\sigma(\frac{\hat{\phi}_1 - \hat{\phi}_2}{2}) = \frac{\sqrt{2}}{2} \cdot \sigma_{\phi SE} = \frac{\sigma_{\phi SE}}{\sqrt{2}} \quad (4-18)$$

The timing error can extracted from the equation above and it can be written as,

$$\Delta t_{DIFF} = \frac{\sigma(\frac{\hat{\phi}_1 - \hat{\phi}_2}{2})}{\omega_1} \quad (4-19)$$

Using eqn.(4-13) and eqn.(4-18) with equation above, the timing error in fully differential sampling front-end is written as,

$$\Delta t_{DIFF} = \Delta t_{SE} = \frac{(R_S + R_1) \cdot \sigma_{C1}}{\sqrt{2}} \quad (4-20)$$

Note that the timing error in a fully-differential circuit is $1/\sqrt{2}$ times smaller compared with single ended circuit. For $R_S = 10\Omega$, $R_1 = 10\Omega$ and $\sigma_{C1} = 3fF$, the timing error, $\Delta t_{DIFF}$ is about 42.4fs. The simulation result in fig.(4-9)(b) show that $\Delta t_{DIFF}$ is 44.9fs which is close to the value predicted by eqn.(4-20).

As a last step, the equation for timing error due to mismatch between reference lane and dummy lane needs to be derived. Eqn.(4-7) states that the effect of reference lane loading on the timing error is only through $R_S$. This argument can be applied to eqn.(4-20). The effect of mismatch between reference lane and dummy lane will affect timing error in the main-lane through $R_S$. This argument is only true to the first order and is not precise. Using eqn.(4-7) and eqn.(4-20) the equation for timing error due to mismatch in dummy lane can written as,

$$\Delta t_{SI,DMY} = \frac{R_S \cdot \sigma_{C_{DMY}}}{\sqrt{2}} \quad (4-21)$$

where, $\sigma_{C_{DMY}}$ is the spread in the sampling capacitor in the dummy lane. From fig.(4-8)(b), for sampling capacitor $C_1 = 1.4pF$ the spread is $\sigma_{C1} \approx 3fF$. Using these values in the eqn.(4-21), results in a timing error of 22fs. The sanity of this equation can be verified by using a simulation setup shown in fig.(4-10)(a). Two sampling front-end of main-lane ADC are shown with one loaded by reference lane and the other by the dummy lane. The timing error due to mismatch between reference and dummy lane can then be obtained by looking at the phase of $V_{DIFF1}$ and $V_{DIFF2}$. Fig.(4-10)(b) shows the simulation result of $\Delta t_{SI,DMY}$ over 50 Monte-Carlo runs. It can be seen that $\Delta t_{SI,DMY}$ for $C_S = C_{REF}$ is 31fs. Though this value slightly differs from hand-calculated (22fs), it is still reasonable considering the fact that eqn.(4-21) is merely an approximation. To establish the sanity of eqn.(4-21) few quick hand-calculations for other simulation results of fig.(4-10)(b) can be performed. Say, the reference lane capacitor is scaled by 16x to $C_{REF} = 87.5fF$ with spread of $\sigma_{C_{REF}} = \sigma_{C_S}/4 = 0.8fF$. Using these values in eqn.(4-21), results in timing error $\Delta t_{SI,DMY}$ of 5.6fs. Alternatively, from fig.(4-8)(b) for $C_{REF} = 87.5fF$, its spread is $\sigma_{C_{REF}} = 0.75fF$ which results in $\Delta t_{SI,DMY}$ of 5.3fs. Both of these hand-calculated values can be verified from fig.(4-10). The value for $\Delta t_{SI,DMY}$ is 5.77fs for $C_1 = 16C_{REF}$. Similarly, the eqn.(4-21) also holds for remaining two simulation results.
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Finally, note that the variance in $\Delta t_{SI,DMY}$ does not exactly scale by a factor of $\sqrt{8}$ while the value of $C_{REF}$ is scaled from $16C_{REF}$ to $128C_{REF}$. This phenomenon is due to imperfect modeling of capacitance particularly at very small values. For example consider a capacitance of 10fF in fig. (4-8)(b), the corresponding spread is about 4.5%. However, when the capacitance is increased by 4x to 40fF the spread in capacitance goes down to 1.5%. This not exact scaling of 2x. Thus, as the small capacitance are not model perfectly they exhibit considerable amount of spread which is highlighted in fig. (4-10)(b).

In conclusion, from the simulation results of fig. (4-10)(b), the reference lane should be at least scaled by a factor of 16x to keep the timing error due to mismatch between reference lane and dummy lane down to 5fs level.

4-5 Summary

Summarizing, in this chapter the observer effect of the reference lanes was studied and potential solutions are discussed to mitigate its effect. The reference lanes change the loading of the input buffer which gives rise to the observer effect. This effect creates additional timing errors and it manifests itself in two ways. First, mere absence or presence of reference lane creates huge timing errors depending upon the value of the source impedance (input buffer) and sampling capacitor. Second, the sampling instance of the reference lanes and main-lane are not exactly aligned also creates timing error. To solve the first observer effect dummy lanes are introduced during the normal operation phase, whereas the second form of observer effect is solved by inserting delay lines in the sampling front-ends. The delay lines can be implemented using simple metal wires. A simple model to compute the length of these metal wires is also provided. Finally, the mismatch between the dummy lanes and the reference lanes was identified as a source of a timing error. It was shown that to reduce this timing error below 5fs level, the reference lanes and the dummy lanes should be scaled 16x smaller compared with the main lane.
Chapter 5

Circuit Implementation

This chapter describes the implementation details of the timing error calibration loop for 2x-interleaved ADC. The design strategies and circuit techniques introduced in previous chapters are employed and their effectiveness is demonstrated through simulations. All the circuits are designed using industrial 28nm CMOS process and simulated in Cadence Spectre tool. The chapter starts with a system-level overview of the calibration loop. It further proceeds to discuss the implementation details of the sub-blocks in the calibration loop, including auxiliary circuits like the replica bias circuits and non-overlapping clock generation. The non-ideal behavior of some circuit blocks may hamper the loop convergence. At such instances, MATLAB simulations are also resorted. The chapter ends with a summary of important specifications achieved by each sub-blocks.

5-1 System-Level Design

A system-level diagram of the timing error calibration loop for 2x time-interleaved ADC is illustrated in fig.(5-1). It consists of two main-lane ADCs, \( ADC_1 \) and \( ADC_2 \), interleaved together. The two reference lane ADCs used for detecting the timing errors are \( REF - 1 \) and \( REF - 2 \). The delay element, \( t_D \), delays the clock of the \( REF - 2 \) ADC in order to estimate the derivative of the input signal. The off-chip block (highlighted in green) was implemented using MATLAB. Rest of the other blocks (highlighted in blue) are the sub-blocks whose circuit design details are covered in the succeeding sections. In the subsequent sections circuit design details of sub-blocks like: track-and-hold for main and reference lanes, digital-to-analog converter (DAC), HOLD buffer, and clock phase generation logic, are presented.

Basic functionality expected from each of these sub-blocks are as follows:

1) **Clock Path:** Proper design of clock path is very critical for keeping the timing errors low. The clock path mainly comprises of the clock phase generator and circuit for tuning the sampling clock edges. The goal of designing the clock path is to achieve a shortest possible path from actual clock source to actual sampling switch. In order words the number of logic gates between a clock source and a sampling switch should be reduced as much as possible. The clock phase generator creates all the relevant clock phases like masking clock phases, bottom-plate sampling clock and HOLD phases.
2) Track-and-Hold: For this design, the input frequencies up till 1GHz would be supported. For these high input frequencies the track-and-hold should be sufficiently linear. Also, its sizing should be such that it can be sliced into 16x smaller version to implement a reference lane and a dummy sampling lane. The scaling should be precise to keep the bandwidth of main-lane and reference/dummy lane sampling circuit, exactly the same.

3) HOLD buffer: The sampling capacitor in the sampling front-end of the main-lane and the reference lane is actually a DAC for SAR ADC. After sampling input across it, the charge is redistributed to quantize the input signal. However, in reference lane, as the sampling capacitor is 16x smaller, implementing a DAC becomes quite challenging. A solution around this problem is to employ a HOLD buffer which would transfer the charge from a smaller sampling capacitor to a bigger one.

4) DAC: Timing errors are corrected by tuning the sampling clock edge based on digital correction word calculated by the calibration loop. To achieve this tuning a digital word needs to be converted into an analog delay which is done by first converting digital word into analog voltage and later, this analog voltage is converted into delay. The DAC thus, will convert the digital word into an analog voltage. For achieving correction accuracy of 5fs over a dynamic range of even 5ps would require a high-resolution DAC (e.g. 10bits). Further, as shown in fig. (5-1), two DACs are required per main-lane ADC. Hence, they should be low area and low power.

The sampling clocks for the reference lane are multiplexed. The addition of MUX will also hamper timing detection accuracy. Before using the reference lane for timing error detection, it is thus, necessary to bring the sampling clock edges of reference lanes on grid with that of the main-lane. Further, the input-offset and gain mismatch (discussed in Chapter-3) will severely hamper convergence of calibration loop. These problems can be addressed by employing foreground calibration for the reference lane. During foreground calibration the FG signal is asserted and a test signal, \( V_{TONE} \) is fed into the reference lane. The foreground calibration logic (implemented off-chip) tunes the DAC input to bring the sampling clocks on the grid with the main-lanes. Input-offset and gain mismatch can be completely corrected in the digital domain.
5-2 Clock Path

As 2x interleaved ADC is assumed for this work, the clock path would mainly consist of a clock-phase generator and a sampling-edge tuning circuit.

5-2-1 Clock-Phase generator

The main job of this block is to generate all the relevant timing phases for the two interleaved main-lane ADCs. Typically, the interleaving of two ADCs is realized by interleaving their clock phases. These clock phases may or may not be timing critical. For instance, the clock phase that drives the bottom-plate switches in fig.(5-2)(a) (marked $M_{B1}$) is extremely timing critical signal as it determines the sampling instances of the lane-ADC. If the timing critical signals are interleaved then the spread in delay of digital logic that generates these signals will also add into the timing errors. In order to avoid this, as shown in [19], masking clocks are interleaved which are not timing critical. These masking clocks act as a filter which selects a relevant clock-edge and generates the sampling-edge, $\phi_{TB}$, for each lane-ADC. For example, as shown in fig.(5-2)(b), when the Mask-1 signal is high, the clock edge marked as Lane-1 generates the sampling edge $\phi_{T1B}$ for lane-1. Similarly, Mask-2 signal generates sampling-edge $\phi_{T2B}$ for lane-2 by masking respective clock-edge. As the bottom-plate switches are PMOS transistors, the sampling instances are determined by the rising edge of $\phi_{TB}$. The rise and fall times of the masking clock is not critical as they are merely acting as a filter which selects a relevant clock-edge.

The track phases that drive the top plate switches, $M_{T1+}$ and $M_{T1-}$, (fig.(5-2)(a)) are also generated by the clock phase generator. During a track phase the sampling front-end tracks the input signal. For 2x interleaved ADC, the two track-phases can be reused as hold phases as long as they are non-overlapping. Thus, the track phase $\phi_{T1D}$ of lane-1 can be used as the hold phase for lane-2. Similarly, $\phi_{T2D}$ can be used as the hold phase for lane-1 while it serves as track phase for lane-2. A summary of clock phases that are created by the clock phase generator is given below:

1) $\phi_{T1D} \Rightarrow$ Tracking phase of lane-1. It is delayed version of actual track-phase. Delayed to realize bottom-plate sampling. It is non-overlapping with the tracking-phase of lane-2.

2) $\phi_{H1} \Rightarrow$ Hold phase of lane-1. For 2x interleaving it is equal to track-phase of lane-2 i.e. $\phi_{T2D}$.

3) $\phi_{T1B} \Rightarrow$ Bottom-plate sampling phase of lane-1. Its rising-edge samples the input signal.

4) $\phi_{T2D} \Rightarrow$ Tracking phase of lane-2. It is delayed version of actual track-phase. Delayed to implement bottom-plate sampling. It is non-overlapping with the tracking-phase of lane-1.

5) $\phi_{H2} \Rightarrow$ Hold phase of lane-2. For 2x interleaving it is equal to track-phase of lane-1 i.e. $\phi_{T1D}$.

6) $\phi_{T2B} \Rightarrow$ Bottom-plate sampling phase of lane-2. Its rising-edge samples the input signal.

5-2-2 Sampling Edge Tuning Circuit

Fig.(5-3)(a) shows the complete circuit diagram of the main-lane clock path. Depending upon the masking signal the respective clock-edge is allowed to sample the input. It might be apparent that...
(a) Circuit diagram demonstrating various phases of sampling front-end for lane-1.

(b) Clock phases for both lane-1 and lane-2 sampling front-ends.

Figure 5-2: Block diagram of clock path.
Figure 5-3: Sampling edge tuning circuit and its simulation results.

the scheme shown in fig.(5-3)(a) forms the shortest path from the actual clock edge to the sampling switch. Thus, the only elements that add intrinsic delay to the clock path are $M_8$, $M_1$ and $M_2$ (one transistor and one inverter). $M_9$ is controlled by the masking clock which selects the clock edge that can pull-down the gate of $M_1-M_2$ inverter thereby opening the bottom-plate sampling switches. However, once the masking phase and the clock edge passes away, the node $\bar{A}$ may get pulled-up again as the voltage at this node is floating. If this node gets pulled-up then the bottom-plate switches will close while the ADC is still in the conversion mode. This catastrophic event can be avoided by latching the potential at node $\bar{A}$. Thus, the transistors $M_3-M_7$ are arranged to implement this latch. The latch is reset by the masking pulse of lane-2.

Transistors $M_{12}-M_{14}$ implement a voltage to delay converter which converts the output voltage of the DAC into delay. These transistors shunt $M_9$ and control its ON-resistance. The potential at node $\bar{A}$ is discharged through $M_9$. Controlling its ON-resistance would control the discharge rate and thus, the delay of the sampling edge. Transistors $M_{12}-M_{14}$ also control the dynamic range of the delay correction. Fig.(5-3)(c) shows the variation in the dynamic range for different settings of the
configuration bits.

Further, as suggested in chapter-4, the sampling front end of the reference lane should be at least 16x smaller than the main-lane. Thus, the bottom-plate switch for the reference lane is made 16x smaller compared with the main-lane. Merely slicing the bottom-plate switch of the main-lane to 16x smaller, would result into systematic offset in the timing error as the loading of the two clock-paths would change. The scaling should be done in such a way that the load on INV-1 stays the same. Alternatively, complete clock path including the DAC needs to be scaled which is considerably challenging. The loading on INV-1 can be maintained by inserting dummy bottom-plate switches which merely load INV-1 but do not participate in the sampling process. Thus, only the size of the bottom-plate sampling switches $M_{B1}$ (fig.(5-2)(a)) is scaled by 16x and the size of the inverters INV-1 and INV-2 stays unscaled.

The spread in the delay of the clock path will be calibrated by the calibration loop. Fig.(5-3)(d) shows that the clock path has a mean delay of about 11ps which spreads by 0.16ps. The calibration loop should be able to correct this spread in delay of the clock path to $3\sigma$ level. Thus, the variance of the clock path $\sigma_{CLK}$ that needs to be considered is 0.5ps. This value will be later used to estimate the dynamic range of the DAC.

### 5-3 Track-and-Hold Design

The track-and-hold circuit samples the input signal on the sampling capacitor $C_1$. This sampled voltage is later converted by the ADC into a digital code. For the present design, the maximum input frequency of 1GHz needs to be supported. At such high frequencies designing a track-and-hold with high linearity is challenging. However, as the focus of this thesis has been on calibration of timing errors, the linearity should be good enough to allow identification of small timing error spurs from the harmonic spurs. For this reason the target $HD_3$ specification is around 70dB instead of 103dB (refer Appendix-A). Thus, the single most important design metric for the track-and-hold circuit is its bandwidth. As the maximum input frequency of 1GHz needs to be supported, the bandwidth of the track-and-hold should be at least 5GHz to minimize timing errors due to bandwidth mismatch (Section-2.2.4, Chapter-2).

Fig.(5-4)(a) shows the circuit diagram of the fully-differential track-and-hold. There are two track-and-hold circuit shown, one is for the main-lane ADC and the other one is for the reference lane ADC. As will be shown later, the track-and-hold circuit for the reference lane is 16x smaller compared to that of the main-lane (refer Chapter-4). Every element used in the track-and-hold for main-lane is thus, 16x smaller for reference lane including bootstrap circuit, sampling capacitor and all the switches. The input buffer is shared between main-lane and reference lane and so, its output impedance represented by $R_S$ cannot be scaled. For simulation purposes, its value is chosen to be 20Ω. The operation of the track-and-hold circuit is divided into a TRACK phase and a HOLD phase. These phases are shown in fig.(5-2)(b). For the sake of argument, the clock phases shown in fig.(5-4)(a) correspond to lane-1 ADC. Hence, the HOLD phase, $\phi_{H1}$ would be actually the TRACK phase of lane-2.

To better understand the functioning of this circuit consider the main-lane track-and-hold circuit alone. During the TRACK phase the voltage across the sampling capacitor follows the input signal. The top-plate switches $M_{T1+}$ and $M_{T1-}$ together with the bottom-plate switches $M_{B3}$ are closed. The bandwidth of the track-and-hold is determined by the tracking time-constant. This time-constant
is merely the product of the ON-resistance of the top-plate switch and the sampling capacitor. To achieve higher tracking bandwidth this time-constant needs to be reduced. The size of the sampling capacitor is governed by the target noise specifications and it cannot be reduced. However the ON-resistance of the top-plate switch can be reduced by employing the bootstrap circuit. Fig.(5-4)(b) shows the transistor level diagram of bootstrap circuit. In addition to reducing the ON-resistance, the bootstrap circuit also makes it constant with the input signal, thereby enhancing the linearity of the track-and-hold. Also, the arrangement of the bottom-plate switches is such that their ON-resistance do not increase the tracking time-constant.

After the TRACK phase is over, the input signal is sampled across $C_1$ by first opening the bottom-plate switches $M_{B1}$ and after some delay, opening the top-plate switches. Thus, the principle of bottom-plate sampling is realized. This is essential because to minimize tracking time-constant the top-plate switches are made quite large. These large switches inject significant amount of input signal dependent channel charge on $C_1$ degrading the linearity of the track-and-hold. The output voltage $V_{DIFF}$ is defined during the HOLD phase i.e. when the common-mode switches $M_{H1+}$ and $M_{H1-}$ turn-ON. $V_{CM,T}$ and $V_{CM,H}$ are the common-mode voltages during the TRACK and HOLD phases respectively. The topology adopted for the bootstrap circuit is similar to the one shown in [34]. The sizes of all the devices used in the track-and-hold circuit of the main-lane and the reference lane (scaled by 16x) is given in table-5-3 whereas, the device sizes for the bootstrap circuit is given in table-5-3.

Fig.(5-5) shows the simulation result for the track-and-hold. For 1GHz input sampled at 50MHz, fig.(5-5)(a) shows the FFT plot. It is evident that the $HD_3$ of the main-lane track-and-hold is about 72dB. This linearity is fair enough to allow identification of spurs due to timing errors. Fig.(5-5)(b)
Figure 5-5: Simulation results of the track-and-hold circuit for main-lane and 16x scaled reference lane.
shows the FFT plot for the output of reference lane. The reference lane is scaled 16x smaller than the main-lane still the HD3 performance is quite on par with that of the main-lane. While scaling the track-and-hold for the reference lane it should be ensured that the bandwidth of both the reference lane and the main-lane is still equal. If this condition is not meet then an additional source of timing errors would stem from it. Fig.(5-5)(c) shows the difference in bandwidth ranges from 2.6MHz to 2.85MHz for input amplitude spanning from +350mV to -350mV.

The spread in the difference of bandwidths is 40.3MHz. The simulated bandwidth of track-and-hold for the main-lane ADC is 5.2GHz. Thus, the spread in a bandwidth is about 0.7%. A bandwidth of 5.2GHz corresponds to tracking time-constant of 32ps. Thus, as spread in bandwidth of 0.7% would mean a spread in timing error of 0.224ps (0.007*32ps). The 3 - σ value for the spread in difference of bandwidth, σ_{BW} thus, equals 0.8ps. This value will be used later while estimating the dynamic range of the DAC.

### 5-4 HOLD Buffer Design

As the sampling capacitor of the reference lane is only 87.5fF, it is challenging to perform charge redistribution using such a small capacitance. Alternatively, a HOLD buffer can be used, as shown in fig.(5-6)(a), to move the sampled input signal over a larger capacitor of REF-ADC. To implement this buffering functionality a fully-differential folded-cascode OTA with switch-capacitor CMFB is chosen. Fig.(5-6)(a) shows the circuit diagram of the OTA along with its respective sizes. The input pair $M_3 - M_4$ achieves a transconductance of 3mS when biased by 128μA current. Transistors $M_5$ and $M_6$ are used to isolate the output impedance of the input pair from the folding node (drain of $M_7 - M_{10}$). This helps to achieve slightly higher loop-gain. The output common-mode is set by using a switch capacitor based common-mode feedback (CMFB) as shown in fig.(5-6)(c). The correction voltage $V_{CMFB}$ is applied to the gate of $M_7 - M_{10}$. The value of $V_{CMFB}$ is adjusted to correct for the error between required output common-mode $V_{CM}$ and ideal bias voltage $V_{BIAS}$. Capacitor $C_2$ samples this difference in voltage during $\phi_T$ and copies this voltage across $C_1$ during $\phi_H$. To generate $V_{BIAS}$ a replica circuit as shown in fig.(5-6)(c) is used. The switches are sized to settle to the error voltage within 10ns while minimizing their charge injection. Fig.(5-6)(d) shows the loop-gain

<table>
<thead>
<tr>
<th>Element</th>
<th>Size</th>
<th>Element</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{T1+}$, $M_{T1-}$</td>
<td>96</td>
<td>$M_{T2+}$, $M_{T2-}$</td>
<td>6</td>
</tr>
<tr>
<td>$M_{H1+}$, $M_{H1-}$</td>
<td>48</td>
<td>$M_{H2+}$, $M_{H2-}$</td>
<td>3</td>
</tr>
<tr>
<td>$M_{B1}$</td>
<td>16</td>
<td>$M_{B2}$</td>
<td>1</td>
</tr>
<tr>
<td>$C_1$</td>
<td>1.4pF</td>
<td>$C_{REF}$</td>
<td>87.5pF</td>
</tr>
<tr>
<td>$V_{CM,T}$</td>
<td>0.8V</td>
<td>$V_{CM,T}$</td>
<td>0.8V</td>
</tr>
<tr>
<td>$V_{CM,H}$</td>
<td>0.15V</td>
<td>$V_{CM,H}$</td>
<td>0.15V</td>
</tr>
</tbody>
</table>

**Table 5-1:** Device sizes for the track-and-hold circuit.

[1,2] Multiple of unit size 1.28μm/0.03μm.

As the sampling capacitor of the reference lane is only 87.5fF, it is challenging to perform charge redistribution using such a small capacitance. Alternatively, a HOLD buffer can be used, as shown in fig.(5-6)(a), to move the sampled input signal over a larger capacitor of REF-ADC. To implement this buffering functionality a fully-differential folded-cascode OTA with switch-capacitor CMFB is chosen. Fig.(5-6)(a) shows the circuit diagram of the OTA along with its respective sizes. The input pair $M_3 - M_4$ achieves a transconductance of 3mS when biased by 128μA current. Transistors $M_5$ and $M_6$ are used to isolate the output impedance of the input pair from the folding node (drain of $M_7 - M_{10}$). This helps to achieve slightly higher loop-gain. The output common-mode is set by using a switch capacitor based common-mode feedback (CMFB) as shown in fig.(5-6)(c). The correction voltage $V_{CMFB}$ is applied to the gate of $M_7 - M_{10}$. The value of $V_{CMFB}$ is adjusted to correct for the error between required output common-mode $V_{CM}$ and ideal bias voltage $V_{BIAS}$. Capacitor $C_2$ samples this difference in voltage during $\phi_T$ and copies this voltage across $C_1$ during $\phi_H$. To generate $V_{BIAS}$ a replica circuit as shown in fig.(5-6)(c) is used. The switches are sized to settle to the error voltage within 10ns while minimizing their charge injection. Fig.(5-6)(d) shows the loop-gain
Circuit Implementation

(a) Block diagram showing application of HOLD buffer.

(b) Circuit diagram of fully-differential HOLD buffer.

(c) Switch-capacitor CMFB used in HOLD buffer.

(d) Loop gain and phase plot for the HOLD buffer.

Figure 5-6: Design of HOLD buffer for REF lane ADCs.
Table 5-3: Specifications achieved by the HOLD buffer design.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling Speed</td>
<td>50 MHz</td>
<td>10ns for charge transfer</td>
</tr>
<tr>
<td>Output Common Mode</td>
<td>0.65 V</td>
<td>Required by REF ADC</td>
</tr>
<tr>
<td>Output Swing</td>
<td>1.34V&lt;sub&gt;PP&lt;/sub&gt;</td>
<td>Swing to be supported by ADC</td>
</tr>
<tr>
<td>(C_L) and (g_m)</td>
<td>1.4pF and 3mS</td>
<td>REF ADC sampling cap</td>
</tr>
<tr>
<td>Loop Gain and UGB</td>
<td>60dB (at DC) and 250MHz</td>
<td></td>
</tr>
<tr>
<td>Phase Margin</td>
<td>78°</td>
<td></td>
</tr>
<tr>
<td>Input-offset</td>
<td>4.8mV</td>
<td>Monte-Carlo sim over 200 runs</td>
</tr>
<tr>
<td>Total Power</td>
<td>1.7mW</td>
<td>Including bias circuit</td>
</tr>
</tbody>
</table>

magnitude and the phase plot. The HOLD buffer has 61dB gain at DC and 78° phase margin at UGB of 250MHz.

Fig.(5-7) shows the transient simulation results of the HOLD buffer. The output signal swing is about 1.34V peak-peak as seen in fig.(5-7)(a). The deviation of 66mV from the target value of 1.4V<sub>PP</sub> is due to less than 20dB loop gain (fig.(5-6)(d)) at 50MHz sampling speed. Fig.(5-7)(b) shows the third harmonic distortion of about 40dB. Note that the main tone is located at 1.17MHz because the input frequency of 998828125 Hz (≈ 1GHz) is sampled at 50MHz. Further, the input offset of the HOLD buffer is simulated across 200 Monte-Carlo runs in the presence of mismatch (fig.(5-7)(c)). The distortion and the input-offset are the non-idealities of HOLD buffer that may hamper the calibration loop performance. In order to investigate that effect, the input-offset and distortion of the HOLD buffer are modeled in the MATLAB model of calibration loop. Fig.(5-7)(d) shows that the loop might had convergence problems if there was no high-pass filter (HPF) in the loop. The distortion of the buffer would generate a DC component which would be integrated by loop causing it to converge to a fall steady-state value. However, as a high-pass filter is employed the DC-component generated due to non-idealities of the buffer are blocked from appearing at the input of the integrator. The second plot in fig.(5-7)(d) confirms this assertion. Table-5-3 summarizes important design specifications met by the HOLD buffer design.

5-5 Digital-to-Analog Converter (DAC)

This section details the design of the DAC that converts the control word feedback by the calibration loop, into an analog voltage. Later, this analog voltage is converted into delay which tunes the sampling clock instance. As the calibration loop requires two DACs for each main-lane ADC, the area and power overhead of the DAC should be as low as possible by design. Also, the timing error needs to be corrected down to 5fs level which requires DAC to be sufficiently accurate. Thus, the design of DAC has three main metrics namely, DNL (a measure of accuracy), area and power.
(a) Fully-differential output of HOLD buffer.

(b) FFT at the output of HOLD buffer.

(c) Simulated input-offset of HOLD buffer.

(d) Calibration loop convergence in presence of input-offset and non-linearity of HOLD buffer.

Figure 5-7: Simulation Results of HOLD buffer.
Figure 5-8: Window of sampling instance due to various sources of timing errors.

(a) A simple 3-bit DAC.  
(b) Unit cell implementing $I_U$

Figure 5-9: Fine-coarse arrangement and unit cell of the DAC.
5-5-1 Estimating Dynamic Range

Before embarking on the DAC design, it is vital to get an estimate of the expected dynamic range wide enough for the DAC to compensate for all possible sources of timing errors. In chapter-2, sources of timing errors for passive track-and-hold were presented which can be categorized into errors due to bandwidth mismatch and clock path mismatch. In the sections on the track-and-hold design and the clock-path design, the simulation results for these two sources of timing error were presented.

Under ideal condition, as shown in fig.(5-8), the sampling instance is a point defined by the intersection of the sampling edge and the ideal trip level $V_{T1}$ (or threshold level). However, due to spread in bandwidth and clock-path, the sampling edge $S_1$ can be anywhere between $S_2$ and $S_3$. Similarly, the threshold level can spread anywhere between $V_{T2}$ to $V_{T3}$. This creates a window within which the sampling instance would fall. Note that it is not important for the sampling instance to be in the ideal position rather the sampling instances of all main-lane should be aligned with each other.

The total $6 \cdot \sigma$ spread in timing error, $\sigma_T$ is shown pictorial by fig.(5-8). It can be expressed mathematically as,

$$\sigma_T = 3 \cdot \sqrt{\sigma_{BW}^2 + \sigma_{CLK}^2 + \sigma_{ADL}^2 + \left( \frac{\sigma_{VT}}{t_r} \right)^2} \quad (5-1)$$

Note that the variance that are added in RMS are already $3 \cdot \sigma$ values. From previous sections, it is known that, the spread in timing error due to bandwidth mismatch, $\sigma_{BW}$ is 0.8ps while that from the clock path, $\sigma_{CLK}$ is 0.5ps. The spread in threshold voltage, $\sigma_{VT}$ is around 3.3mV and for a rise time of about 3ps, the timing error stemming from it is roughly 0.66fs. Such a small amount of timing error can be safely ignored. Lastly, timing error due to spread in delay line $\sigma_{ADL}$ can also be ignored as the delay lines are made from metal wires which have negligible spread due to its larger width and length. Additionally, the mean of the delay added by the delay line itself is in the order of few pico-seconds. Thus, using the bandwidth mismatch and clock path mismatch in eqn.(5-1), the total spread can be obtained as,

$$\sigma_T = 2.8ps \approx 3ps \quad (5-2)$$

Thus, the dynamic range of the DAC should be at least 3ps or more. With step-size of 5fs, this results in minimum DAC resolution requirement of 10 bits.

5-5-2 Circuit Implementation

Next, an attempt is made to design a low-power and low-area DAC with 11 bit resolution (mandatory 10 bits + 1 bit over-range). There are several choices available while looking for right DAC topology. In the present design a current steering, coarse-fine topology is chosen where 3 fine bits are binary (i.e. $m = 2$) and 1 thermometer coarse-bit (i.e. $n = 1$). As it appears, this DAC topology is actually a cascade connection of two current-steering DAC with $I_U$ as a unit current source element. The circuit implementation of the unit cell is shown in fig.(5-9)(b). When both currents are steered to supply ($V_{DD} = 1.0V$) the output voltage, $V_{OUT}$ is zero. The minimum value of $V_{OUT}$ is 1 LSB which is generated by turning-on one $I_U$ in the fine-bits bank. Thus $I_U \cdot R_1$ is the LSB of the DAC. When the coarse current source $I_U$ is turned on, the $V_{OUT}$ is $(R_1 + R_2) \cdot I_U$. The relationship between $R_1$ and $R_2$ should be such that every time a coarse current
Figure 5-10: Circuit-level implementation of 11-bit DAC.
source is turned on, a jump of \((1\text{LSB} + 7 \cdot I_U R_1)\) is made. Expressing this mathematically, the coarse step should satisfy,

\[
I_U \cdot (R_1 + R_2) = \frac{I_U R_1 + 7 \cdot I_U R_1}{\text{1LSB}}
\]

\[
\therefore R_2 = 7 \cdot R_1
\]

(5-3)

(5-4)

This expression can be extended and a more generalized relationship between \(R_1\) and \(R_2\) can be written as,

\[
R_1 = \frac{R_2}{(2^m - 1)}
\]

(5-5)

where, \(m\) is the number of fine-bits. Also, the output voltage, \(V_{OUT}\), of such a N-bit DAC can be written as,

\[
V_{OUT} = V_{DD} - I_U \cdot R_1 \cdot \left( b_{N-1} \cdot 2^{N-1} + b_{N-2} \cdot 2^{N-2} + \cdots + b_0 \cdot 2^0 \right)
\]

(5-6)

where, \(N (=m+n)\) is the total number of bits.

Using this basic set of equations a 11-bit DAC is designed as shown in fig.(5-10)(a). The unit current source \(I_U\) is implemented as shown in fig.(5-9)(b). In order to have a high output impedance, NMOS transistor \(M_1\) is placed on top of \(M_0\) to increase their effective channel length. Due to process limitations the channel length of \(M_1\) can be maximum of \(1\mu\text{m}\) long. As low-power is an important specification, one obvious technique would be to shut-off the current source \(I_U\) instead of steering it \(V_{DD}\). The problem is as the output impedance of the switch \(M_2\) in off-state is finite, a small drain-source leakage will still exist. By adding a current steering switch \(M_3\), the source of \(M_2\) is pulled higher which makes its \(V_{GS}\) negative instead of being zero. Hence, \(M_2\) closes firmly which significantly reduces the drain-source leakage. The sizes of switches \(M_2\) and \(M_3\) are minimized in order to reduce the drain-bulk leakage. Particularly, at the drain node of \(M_2\), many other switches from adjoining unit cells would be connected, the drain-bulk leakage will be significant. Further, this leakage component flows through \(R_1\) and \(R_2\) creating an error voltage. Note that this error voltage change with the input code and will degrade the INL of the DAC. As the DAC is used in the feedback in conjunction with the calibration loop, its INL is not important. But from a power point of view, it is desirable to minimize the drain-bulk leakage of both \(M_2\) and \(M_3\).

This unit cell is used to build 3 binary fine-bits and 8 thermometric coarse-bits in a 11-bit DAC (fig.(5-10)(a)). The values of important elements are: \(V_{DD} = 1.0\text{V}, R_1 = 7.5K\Omega, R_2 = 52.5K\Omega\) and \(I_U = 32nA\). The dynamic range of the DAC is from 0.5V to 1.0V with step size of 240\mu V. To achieve power consumption of around 10\mu W, the value of \(I_U\) was chosen to be 32nA. For this value of \(I_U\) and one LSB of 240\mu V, the value of \(R_1\) is 7.5K\Omega. Using eqn.(5-5) for \(m=3\)bits, results in the value of \(R_2 = 52.5K\Omega\).

The DAC is targeted only for DC performance as the update rate of the calibration loop is slow. In such case the noise requirement can be simply met by shunting the \(V_{OUT}\) node with a capacitor \(C_n (3pF)\) for filtering the thermal noise. The digital logic generates required control signals for both binary and thermometric arrangement of the unit current sources. The digital logic is controlled by the calibration loop through a digital control word which is 11-bits wide. Fig.(5-10)(b) shows the bias generation circuit that generates bias voltage \(V_B\) for all the unit current sources of the DAC. The PMOS transistor \(M_{P1}\) carries a current equal to \(V_{BG}/R_B\). This current is scaled down \(16x\) times.
to bias $M_{N1}$ and $M_{N2}$. As the bias node $V_B$ has a load of about 262 current sources, it needs to supply sufficient gate leakage current of these current sources. This gate leakage current should not flow through $M_{P2}$ (fig.(5-10)(b)) otherwise the mirror ratio will be altered. The way around this problem is to add a buffer transistor $M_{N3}$ which would supply the necessary gate leakage current. The buffer is biased by $M_{N4}$ and $M_{N5}$. The size of all PMOS and NMOS transistors is shown in fig.(5-10)(b). Note that $R_B$ in the bias circuit and $R_1, R_2$ in the DAC, have to match with sufficient precision. Hence, all the resistors are made out of unit resistor of value $15k\Omega$ which has a length of $12.5\mu m$ and width of $0.5\mu m$.

### 5-5-3 Simulation of DNL

The LSB of the DAC is $240\mu V$. To achieve a DNL specification of less than an LSB over $3\sigma$, it should satisfy,

$$\sigma_{DNL} \leq \frac{1}{6} \text{LSB} \approx 40\mu V$$

There are two main factors that contribute to $\sigma_{DNL}$. First is the mismatch in the unit current sources and second, is the mismatch in the resistors $R_1$ and $R_2$. The value of $\sigma_{DNL}$ is maximum during the code transition from the fine to the coarse segment. This transition is the major code transition for DAC schematic shown in fig.(5-10)(a). During this transition all the fine-bits are turned-off and one coarse bit is turned-on. The condition of eqn.(5-7) should be fulfilled for this major code transition to achieve less than $1\text{LSB}$ over $3 \cdot \sigma$. Fig.(5-11)(a)-(b) shows the spread in the major code LSB in the presence of a mismatch in current source and resistors, respectively. The size of the current source and the resistor should be adjusted such that the RMS sum of the two variances would be less than or equal to $40\mu V$. For the unit current source sized as shown in fig.(5-9)(b), the spread in major code transition in the presence of current source mismatch, is around $49\mu V$. Whereas, for $R_1$ and $R_2$ of width $0.5\mu m$, the spread in major code transition is about $2\mu V$. The RMS sum of the two variances is approximately $49\mu V$. This value is higher than $40\mu V$. One simple way to meet this requirement is to double the width of the unit current source ($M_0$ and $M_1$ in fig.(5-10)(b)). This would scale the variance of the major code by a factor of $1/\sqrt{2}$ to $34.64\mu V$. However, it will also double the analog area. In order to keep the analog area of the current sources low, the DNL is compromised and the area of the unit current sources is not doubled. This is a classic area and accuracy trade-off seen in all current steering DACs [35]. Note that if DNL is $> 1\text{LSB}$ then the DAC will not be monotonic. However, this is not a deterrent drawback for the calibration loop.

Fig.(5-11)(c) shows the DNL of the complete DAC. Single Monte-Carlo simulation is performed for complete DAC schematic which includes the bias circuit and the digital control logic. It is apparent that the DNL of the DAC is around $0.6\text{LSB}$ which is not what was targeted. The difference is because of the area-accuracy trade-off being made to the current source where the variance in the major code LSB due to current source mismatch was increased to $49\mu V$ instead of $40\mu V$.

### 5-5-4 Design Summary

Accuracy, area and power overhead, are the three vital performance metrics for the design of DAC. To estimate the layout-area of the DAC, both analog and digital layout area should be computed. The analog area occupied by 262 current cells can be estimated from the area occupied by the unit cell. Fig.(5-12)(a) shows the layout of a unit cell whose schematic was shown in fig.(5-9)(b). The
(a) Spread in major code transition due to mismatch only in current sources only.

(b) Spread in major code transition due to mismatch only in resistors.

(c) DNL for 1 Monte-Carlo run with complete DAC.

Figure 5-11: DNL simulations of DNL of 11-bit DAC.
current source has a channel length larger than the minimum. Hence, they can share the same OD layer resulting in a much tighter layout. An area of one current source is around 7.2µm² which scales to 1890µm² for 262 current sources. Note that wire routing is not taken into account. Similarly, the layout of digital control block comprising of an 8-bit thermometer decoder, is shown in fig.(5-12)(b). The digital logic is synthesized using 28nm standard cells. The layout is obtained after performing place-and-route of this netlist. The total digital area is 720µm². Adding both analog and digital area gives an estimate of the total layout area that would be occupied by the DAC. The total DAC area is around 2610µm².

Lastly, it is important to derive an estimate of the total power consumed by the DAC. There are 262 current sources each of 32nA running from 1.0V supply. Thus, the total analog power is 8.4µW. The digital logic consumes negligible power as it works at a very slow update rate. Also, while estimating the total power, the contribution of bias circuit is ignored as it is shared with all the other DACs.

Table-5-4 summarizes important design specifications met by the 11-bit DAC design.

Table 5-4: Specifications achieved by the 11-bit DAC design.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{OUT}$ Dynamic range</td>
<td>0.5 – 1.0V</td>
<td>Required by sampling edge tuning circuit.</td>
</tr>
<tr>
<td>DNL</td>
<td>0.6LSB</td>
<td>RMS over 1 Monte-carlo run of complete DAC.</td>
</tr>
<tr>
<td>Area</td>
<td>2610µm²</td>
<td>Analog + Digital combined, but without routing</td>
</tr>
<tr>
<td>Total Power</td>
<td>8.4µW</td>
<td>Only current sources. Digital power ignored</td>
</tr>
<tr>
<td>Integrated Noise</td>
<td>40.3µV</td>
<td>at 80°</td>
</tr>
</tbody>
</table>
5-6 Summary

In this chapter critical sub-blocks for the timing error calibration loop are designed. The circuits are designed in industrial 28nm CMOS process and simulated using Cadence Spectre tool. Transistor level implementation of clock-path, track-and-hold, HOLD buffer and Digital-to-Analog converter (DAC) are discussed. First the implementation of clock-path was detailed. Its two key ingredients namely, clock phase generator and sampling edge tuning circuit are described. The clock phase generator generates all the critical signals for 2x time-interleaved ADC. Most importantly the masking clocks. These clocks are used to select the required edge from the main clock to further generate the respective lane’s sampling clocks. This technique also enables shortest path between the main clock source and actual sampling switch. The sampling edge tuning circuit comprises mainly of the voltage-to-delay converting transistors and latching circuit that ensures the sampling switches are turned-off during the HOLD phase. Also, in order to keep the loading on clock-path for main-lane and reference lane balanced, additional dummy load is added in the clock path to compensate for 16x smaller bottom-plate sampling switch. Simulation of the clock-path show that its mean delay was about 11ps and it spreads by 0.5ps.

Second, the implementation of the track-and-hold for main-lane and reference lane is described. The designs achieve $HD_3$ of 72dB and 67.3dB for main-lane and reference lane respectively. The track bandwidth of 5.2GHz is achieved in simulations. However, the bandwidth for the reference lane does not exactly match with that of the main-lane and was off by 2.6MHz. The $3 \cdot \sigma$ spread in the timing error due to bandwidth mismatch between main-lane and the reference lane was 0.8ps.

Third, a HOLD buffer is designed to transfer voltage from a small (87.5fF) capacitor to a bigger capacitor. A fully-differential folded cascode OTA topology is chosen with switch capacitor CMFB. Simulations show that the OTA has a loop-gain of 61dB and phase margin of 78°. For 1GHz input signal the $HD_3$ of the HOLD buffer was around 40dB. Further, the Monte-Carlo simulations reveal that the buffer has an input offset of about 4.8mV. Both, input-offset and finite linearity of the HOLD buffer can have an adverse effect on the convergence of the loop. Hence, these non-idealities are modeled in MATLAB and simulations show that the performance of the calibration loop is unscathed in the presence of the HOLD buffer.

Lastly, the most important block namely, the DAC is designed. The expected dynamic range of the DAC was estimated to be around ±3ps. With the step-size of 5fs, this would require at least 10 bit resolution from the DAC. To implement the DAC, a fine-coarse architecture with 3 binary fine-bits and 8 thermometer coarse-bits is chosen for designing a 11-bit DAC (1bit for over-range). The functioning of the DAC is explained using a simple 3-bit implementation. Further, the implementation of unit cell together with its various design choices is also discussed. Circuit implementation details along with the biasing circuit and various design equations to compute vital DAC elements, are also presented. Simulations reveal that the DAC can achieve a LSB step-size of 240µV with a DNL of ±0.6LSB. The estimated area overhead and power penalty of the DAC are 2610µm$^2$ and 8.4µW, respectively.
Chapter 6

Conclusion

6-1 Problem Definition: A Recap

A universal radio transceiver that can be tuned to a carrier frequency over a wide range and can support any modulation over a wide range of data rates, would be extremely desirable to build tomorrow’s mobile handsets. However, one of the major hurdles to overcome before this dream can be realized is the design of wideband capture ADC. Particularly, the specification of high sampling speed while supporting high resolution makes the designing of such wideband capture ADC extremely difficult.

In recent literature, time-interleaving architecture has shown great promise of achieving high sampling speed in an energy efficient way. In fact, they are already being applied to wideband capture ADCs for wire-line applications [36]. Unfortunately, implementation of this architecture comes with its own sets of issues. These interleaving issues are exacerbated for wireless systems due to the inevitable presence of adjacent channel interference or blocker tones. An image of these interfering tones is created due to interleaving issues (like timing error) which is later folded back into the desired signal band due sampling process of the ADC. Hence, minimizing these interleaving issues is mandatory for applying time-interleaving architecture for wideband capture ADCs.

Traditionally, the interleaving issues are minimized by employing calibration techniques. Along the same lines, the focus of this thesis has been on calibration of timing errors. As the in-band spurs due to timing errors should be below 90dB level, the target accuracy of timing error correction is 5fs or better. This thesis discusses techniques that can help achieve this level of accuracy.

6-2 Thesis contribution

Accurate detection of timing errors is extremely critical to achieve timing error correction accuracy of 5fs. However, timing errors do not lend themselves easily for detection as they are obscured by the input signal. In chapter-2 various topologies of timing error detection are studied. It was concluded that the most suitable architecture for high precision timing error detection is by using additional reference lanes. A recent publication employing this technique has shown encouraging results [11].
But still it is not clear if the correction accuracy of better than 5fs can be realized by using this architecture.

In this thesis the calibration loop proposed in [11] is studied. Some of the issues specific to the calibration loop are being identified. Relevant solutions are employed to overcome them. One of the critical finding was that the additional reference lanes load the input buffer. Also, this loading is not continuous and uniform but rather fluctuating as the reference lanes only occasionally sample the input signal. This fluctuation in the input buffer loading due to reference lane is a classical example of Observer Effect. For the time-interleaved ADCs this observer effect creates timing errors. In this thesis the observer effect of the reference lane is studied in a greater detail and relevant solutions are employed to solve it. The solutions presented in this thesis are either tested through MATLAB modeling or through circuit simulations.

More specifically, the key contributions of this thesis are as follows:

- **Making calibration loop DC error voltage resilient by embedding a high-pass filter.**
  As shown in chapter-3, a DC error voltage is generated by various non-ideal mechanism like finite quantization of reference lanes, input-offset of reference lane, input-offset of HOLD buffer, and finite linearity of HOLD buffer. Depending on its amplitude, this error voltage can cause an error in steady state value of loop or can even make the loop non-convergent. This problem was solved by adding a high-pass filter to block this DC error voltage from being appearing at the input of the integrator. A MATLAB model was build to verify the effectiveness of this solution. Simulation results suggest that embedding a high-pass filter indeed helps to restore the steady-state value and ensure the loop convergence.

- **Identification of Observer effect due to loading of input buffer by reference lanes.**
  The reference lane ADC loads the input buffer during the calibration phase. During the normal operation phase of the time-interleaved ADC they are not present. This absence and presence of the reference lanes to modulate the load of input buffer. In chapter-4 an equation was derived that estimates the timing error created due to this load modulation. It states that the timing errors are proportional to the output impedance of the buffer and the sampling capacitor. A mathematical estimation shows that these errors can be significant depending on the value of output impedance of the buffer and the reference lane sampling capacitor. In addition to load modulation, another observer effect of reference lane is the interaction between the sampling instance of the reference lane and the main lane. In chapter-4 it was established that this interaction is also a source of timing error.

- **Solving the sampling time interaction between main-lane and reference lane by adding delay lines.**
  In chapter-4 the problem of sampling time interaction was brought out. This problem was solved by adding delay lines to the sampling front-ends of the main-lane and the reference lane. A model to estimate the delay of the delay lines made from metal wires is also given. It was shown that a wire of length 119\(\mu\)m long and 10\(\mu\)m wide can create an isolation of 2ps between the sampling instance of the main-lane and the reference lane.

- **Scaling down the reference lanes to solve the timing errors due to mismatch between dummy and reference lane.**
  Additionally, in chapter-4 it was observed that though adding dummy lanes would solve the problem of buffer load modulation, the mismatch between the dummy lane and the reference
lane would give rise to additional timing errors. In order to suppress this additional source of timing errors, it was suggested that a scaled down version of the main-lane sampling front-end should be used for the reference lane and the dummy lane. A mathematical estimate is provided which can help designer to deduce the target spread in the reference lane and dummy lane sampling capacitor for a given specification on timing error. These mathematical expressions are cross-verified by appropriate simulation results. It was shown that to achieve a timing error correction accuracy of at least 5fs, the sampling front-end of dummy lane and reference lane both should be scaled down by at least 16x compared with the main-lane.

• Design of sub-blocks to implement the calibration loop.
  The sub-blocks for the calibration loop were designed and implemented in chapter-5 using an industrial 28nm CMOS process. To achieve timing error correction within 5fs step-size, an 11-bit DAC is designed. The LSB of the DAC was about 240µV. Monte-Carlo simulation suggest that the DNL of the DAC is 0.6 \cdot LSB. As the reference lane was made 16x smaller, its the sampling capacitor cannot be used for charge redistribution and thus, quantization of the input signal. To surpass this limitation a HOLD buffer is employed which copies the voltage from a smaller sampling capacitor to a bigger one. The design of HOLD buffer operating at 50MHz is shown. Simulation results show that the HOLD buffer has an open-loop gain of 60dB, phase margin of 78°, and power consumption of 1.7mW. Further, a track-and-hold for main-lane and reference lane is designed which achieves HD3 of 72dB for input frequencies of about 1GHz. The track-and-hold of the reference lane is 16x smaller and its bandwidth differs that of the main-lane only by 2.6MHz. Finally, in order to achieve smallest path between the clock source and actual sampling switch, a clock-path circuit is designed. The clock-path for the reference-lane would see 16x smaller load which can cause systematic timing error. To solve this issue the clock-path of the reference lane is loaded with 15 dummy switches.

6-3 Future Work

A summary of some potential future research is provided below:

• It would be very interesting to see the techniques discussed in this thesis actually implemented on a test chip. The real measurement data can address the question of how low the timing error spurs can be suppressed? Also it might even open up more interleaving related timing errors which are still out of grasp. Alternately, if the silicon works as expected and timing errors are indeed down to 5fs accuracy, then the problem of timing error which has been bugging interleaved ADCs since its inception, would be solved completely.

• If a silicon is implemented and due to some reason the timing errors are not corrected to a desired accuracy level, then additional technique of scrambling can also be deployed [36]. The scrambling can be implemented by randomly selecting one of the main-lanes rather than cycling through them. Also, the timing error due to mismatch between dummy lane and reference lane, can be reduced by scrambling or randomizing the dummy lanes.

• The stability and the convergence of the calibration loop was investigated primarily using a MATLAB simulation model. It would be highly desirable to have mathematically rigorous analysis by which the stability of calibration loop can be established.
• In a time-interleaved ADCs often multiple calibration loops operate simultaneous. For instance, offset, gain mismatch and timing error calibration loop all operate simultaneous. In such scenario, it is important to make these loops orthogonal especially the gain mismatch and the timing error loops. The gain mismatch should not appear as an error to timing error calibration loop and should be corrected only by gain calibration loop. In the calibration loop described in chapter-3, this orthogonality is readily available. If the error signal on which the gain calibration loop operates, is multiplied by \((1 - D)\) then the gain calibration and timing calibration loop can be made orthogonal. Few initial simulations show good promise but further exhaustive study needs to be performed.

• Finally, if higher speeds are required to be achieved then bandwidth mismatch of the sampling front-ends needs to calibrated. This can be done by tuning either the common-mode voltage of the bottom-plate or the strapping potential of the bootstrapped top-plate switch.
In this appendix target specifications for wideband capture ADC are estimated by taking an example of GSM cellular signal. As shown in fig.(A-1), a typical cellular signal is accompanied by a strong blocker tone. An image of this tone is generated due to interleaving issues of ADC like timing errors, which ends up in the signal band due to process of direct sampling at $f_S$. Also, ADC adds its own noise to the received signal which should be low enough to meet the GSM specifications.

To simultaneously capture all wireless standards existing in a mobile handset, the sampling rate of the ADC should be at least $5GHz$. Further, the receiver sensitivity for GSM (DCS-1800) cellular should be at least $-102dBm$ and in-band SNR required is $9dB$ (for $BER < 10^{-3}$). As an example both of these specifications are shown in fig.(A-1). Thus, the noise floor of the ADC over the Nyquist band ($0 - 2.5GHz$) should be below $-102dB - 9dB = 111dB$. Further, in wideband capture application the channels are separated in the digital domain by narrowing into one channel. For GSM cellular, the channel bandwidth, $B_{CH}$, is $200KHz$ which is narrowed from total capture spectrum of 0 to $2.5GHz$. The resulting oversampling gain, $SNR_{OS}$, is given by,

$$SNR_{OS} = 10 \cdot \log_{10}\left(\frac{f_S}{2B_{CH}}\right) \approx 40dB$$

where, $B_{CH}$ is the channel bandwidth \hspace{1cm}(A-1)

Taking the over-sampling gain into account the in-band noise floor of the ADC should be at least $111dB - 40dB = 71dB$ i.e. 12 bits lower. Thus, the ENOB of the wideband capture ADC should be at least 12 bits.

Further, the linearity of the ADC is also critical. For GSM the input signal dynamic range is from $-102dBm$ to $-10dBm$. Assume a blocker signal at $-10dBm$ as shown in fig.(A-1). Due to interleaving issues (e.g. timing error) in a wideband capture ADC, an image of the blocker tone is created which folds back into the signal band after sampling. This image of blocker tone should be close to $-111dBm$ level i.e. should be below noise floor. Hence, the spurs created due to timing error in the interleaved-ADC should be below $-103dB$. As shown in Chapter-2, this translates timing error accuracy of less than $5fs$ RMS. Also, similar image of blocker tone will be generated due to distortion in the ADC. This argument implies that even the linearity of the ADC should be around $103dB$ level.
Table A-1: Summary of specifications for wideband capture ADC for mobile applications

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling Frequency ($f_S$)</td>
<td>&gt; 5 GHz</td>
<td>0-2.5GHz 1st Nyquist-band</td>
</tr>
<tr>
<td>ENOB</td>
<td>&gt; 12 bits</td>
<td>ADC in-band noise floor limit</td>
</tr>
<tr>
<td>Interleaving Spurs</td>
<td>&lt; 103dB</td>
<td>Requires timing error &lt; 5fs RMS (Chapter-2)</td>
</tr>
<tr>
<td>Linearity</td>
<td>&lt; 103dB</td>
<td>Similar requirement as on spurs due to interleaving</td>
</tr>
<tr>
<td>Power</td>
<td>20mW</td>
<td>As per literature [7]</td>
</tr>
<tr>
<td>FOM</td>
<td>1fJ/conv-step</td>
<td>22x better than state-of-the-art design</td>
</tr>
</tbody>
</table>

Finally, the power budget on wideband ADC for mobile would be around 10mW-20mW [7]. For sampling speed of 5GHz and ENOB of about 12 bits, the FOM of the ADC should be around 1fJ/conv-step. Comparing this with 22.4fJ/conv-step achieved by state-of-the-art ADCs in 65nm CMOS (fig.(1-2)(a)), it requires about 22x improvement.

Table A-1 summarizes important specifications for the wideband capture ADC which were argued above.

Figure A-1: Signal power level expected at the output of the wideband capture ADC.
MATLAB Code to Simulate Basic Interleaving Issues

The following MATLAB code is used in Chapter-2 to study basic interleaving issues in time-interleaved ADCs.

```matlab
% this code models ideal TI ADC by considering sampling instants
% in version-1 the sampling instants were static so we could not introduce
% timing errors
clear all;
clc;

Fs=5e9;
Ts=1/Fs;
NFFT=2^20;
Tmax = (NFFT-1)*Ts;
t=0:Ts:Tmax;

M = 104383; % adjust to change Fin values
Fin=M*(Fs/NFFT);

x1 = 0:4*Ts:Tmax;
x2 = Ts:4*Ts:Tmax;
x3 = 2*Ts:4*Ts:Tmax;
x4 = 3*Ts:4*Ts:Tmax;
Xin = 1*sin(2*pi*Fin*t);

%Enable following lines to disable error due to input offset error
VOS1 = 0;
VOS2 = 0;
```
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VOS3 = 0;
VOS4 = 0;

% Enable following lines to enable error due to input offset error
% VOS1 = 0.3;
% VOS2 = 0.1;
% VOS3 = -0.15;
% VOS4 = -0.3;

% Enable following lines to disable gain mismatch
A1 = 1;
A2 = 1;
A3 = 1;
A4 = 1;

% Enable following lines to introduce gain mismatch
% A1 = 0.99;
% A2 = 1.015;
% A3 = 1.0;
% A4 = 1.009;

% Enable following line to disable timing mismatch
dTS = 0;
% Enable following line to enable timing mismatch
%dTS = 1.497e-12;

% Input sampling
y1 = A1*sin(2*pi*Fin*(x1+dTS))+VOS1;
y2 = A2*sin(2*pi*Fin*x2)+VOS2;
y3 = A3*sin(2*pi*Fin*x3)+VOS3;
y4 = A4*sin(2*pi*Fin*x4)+VOS4;

j = 1;
% output mux
for i=1:length(y1)
    VT(j) = y1(i);
    j = j+1;
    VT(j) = y2(i);
    j = j+1;
    VT(j) = y3(i);
    j = j+1;
    VT(j) = y4(i);
    j = j+1;
end

% Calculate Spectrum
X = fft(Xin,NFFT)/NFFT;
Y = fft(VT,NFFT)/NFFT;
SE = 1+NFFT/2;
f = (Fs/2e9)*linspace(0,1,SE);
Xdb = 20*log10(abs(X(1:SE)));
Ydb = 20*log10(abs(Y(1:SE)));

figure(1);
subplot(2,1,1);
plot(f,Xdb);
xlabel('Frequency [GHz]');
ylabel('Input Signal');
grid on;
subplot(2,1,2);
plot(f,Ydb);
xlabel('Frequency [GHz]');
ylabel('Output Signal');
grid on;

%Plot error signal
figure(2);
q = VT-Xin;
subplot(2,1,1);
plot(VT(1:50));
xlabel('Index');
ylabel('Output Signal');
grid on;
subplot(2,1,2);
plot(q(1:50));
xlabel('Index');
ylabel('Error Signal');
grid on;
Appendix C

Simulation Setup for Timing Errors

The method used to compute FFT and timing errors in Chapter-4 and Chapter-5 is detailed in this appendix. The expression given below are only applicable to Cadence SPECTRE tool.

C-1 Coherent FFT

The desired sampling frequency, $f_S$, is $50 MHz$. Assume that number of FFT points (NFFT) is 128 and FFT window is rectangular. For this given information the frequency resolution of FFT, $f_{BIN}$ is $390625$. In order to achieve coherent FFT, the input frequency should be chosen such that it falls on the FFT grid i.e. an integer multiple of $f_{BIN}$. A non-integer number of periods of input signal would result in frequency leakage due to discontinuity at the edges of rectangular FFT window. Thus, $f_{IN}$ should be,

$$f_{IN} = M \cdot f_{BIN}, \text{ where } M = 2557 \quad (C-1)$$

$$f_{IN} = 998828125(\approx 1 GHz) \quad (C-2)$$

The value of integer multiplier, $M$ is deliberately chosen to be a prime number because if $M$ is even then the input signal sample pattern repeats itself and no additional information is obtained. Finally, $M = 2557$ is chosen as the desired input frequency should be close to $1 GHz$.

C-2 Setting Up Variables

Fig.(C-1)(a) shows the fully-differential passive track-and-hold used in this thesis. It’s design details can be found in Chapter-5. The input signal is sampled across sampling capacitor $C_1$. The sampling instance is controlled by opening the bottom-plate switch $M_{B_1}$ by signal $T_{1b}$ as shown in fig.(C-1)(b). To realize bottom-plate sampling, the top-plate switch, $M_{T1+}$ opens after the bottom-plate switch. The differential output of the track-and-hold is defined by,
Simulation Setup for Timing Errors

(a) Fully differential passive track-and-hold circuit.

(b) Timing Diagram.

Figure C-1: Track-and-hold circuit used in this thesis.
\[ V_{OUT,DIFF} = (V_T("/VOP") - V_T("/VOP")) \]  

This expression can be coded into SPECTRE. To estimate timing error, the phase of \( V_{OUT,DIFF} \) should be known. In order to obtain phase information, FFT of \( V_{OUT,DIFF} \) needs to be computed. As \( V_{OUT,DIFF} \) is valid only in the HOLD phase, the FFT should also be computed in the HOLD phase. To compute the FFT assume that the first sample is picked at \( 7.75 \times 10^{-8} \) secs. For \( NFFT = 128 \) points which are spaced with sampling period of \( 2e - 08 \) (50 MHz), the last sample should be located at \( 2.6375 \times 10^{-6} \) (\( 7.75 + 128 \times 2 \)). In order to ensure that this range of samples can be accommodated and sufficient FFT points are available, the first and last sample points of \textit{sample} function should be defined appropriately. For example, as shown below,

\[ V_{OUT,SAMP} = \text{sample}(V_{OUT,DIFF}, 1.885e - 08, 2.637e - 06) \]  

1st FFT Sample 128 "Rectangular" 1 "Default"")

\[ \text{PH1} = \text{phase}[\text{dft}(V_{OUT,SAMP}, 7.75e - 08, 2.6375e - 06)] \]  

No. of samples

Note that in order to ensure that samples are actually present at sampling points on which FFT is computed, the simulation variables like \texttt{maxstep} and \texttt{strobeperiod} must be set. For the simulation performed in this thesis both of these two variables are set to 5ps. Fig.(C-2) shows the simulated result of the two equations above for the track-and-hold circuit. To extract the timing information, first the phase of the main-tone needs to obtained which can be done by using \textit{value} function. Once
the phase information is obtained the timing error can be determined simply by dividing phase with the input frequency as given by,

\[ \Delta \phi = \frac{\text{value(PH1 998828125)}}{360} \]  

(C-6)

\[ \Delta t = \frac{\Delta \phi}{2\pi \cdot 998828125} \]  

(C-7)
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