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Abstract. Multiway data often naturally occurs in a tensorial format which can be approximately represented by a low-rank tensor decomposition. This is useful because complexity can be significantly reduced and the treatment of large-scale data sets can be facilitated. In this paper, we find a low-rank representation for a given tensor by solving a Bayesian inference problem. This is achieved by dividing the overall inference problem into subproblems where we sequentially infer the posterior distribution of one tensor decomposition component at a time. This leads to a probabilistic interpretation of the well-known iterative algorithm alternating linear scheme (ALS). In this way, the consideration of measurement noise is enabled, as well as the incorporation of application-specific prior knowledge and the uncertainty quantification of the low-rank tensor estimate. To compute the low-rank tensor estimate from the posterior distributions of the tensor decomposition components, we present an algorithm that performs the unscented transform in tensor train format.
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1. Introduction. Low-rank approximations of multidimensional arrays, also called tensors, have become a central tool in solving large-scale problems. The numerous applications include machine learning (e.g., tensor completion [36, 43, 14], kernel methods [35, 5] and deep learning [10, 25]), signal processing [34, 3], probabilistic modeling [21, 40], nonlinear system identification [13, 1], and solving linear systems [28, 12]. An extensive overview of applications can be found, e.g., in [9].

In many applications, an observed tensor \( \mathbf{Y} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) can be represented with a low-rank approximation \( \mathbf{Y}_{lr} \), without losing the most meaningful information [8]. In the presence of uncorrelated noise \( \mathbf{E} \), however, \( \mathbf{Y} \) loses the low-rank structure. The observed tensor can be modeled as

\[
\mathbf{Y} = \mathbf{Y}_{lr}(\mathbf{G}_1, \mathbf{G}_2, \ldots, \mathbf{G}_N) + \mathbf{E}, \quad \text{vec}(\mathbf{E}) \sim \mathcal{N}(\mathbf{0}, \sigma^2 \mathbf{I}),
\]

where \( \mathbf{Y}_{lr} \) is a low-rank tensor decomposition (TD), which is a function of TD components \( \mathbf{G}_1, \mathbf{G}_2, \ldots, \mathbf{G}_N \). Examples of TDs are the CANDECOMP/PARAFAC (CP) decomposition [4, 15], the Tucker decomposition [37], and the tensor train (TT) decomposition [27]. We model the vectorized noise vec(\( \mathbf{E} \)) as Gaussian, where \( \mathcal{N}(\mathbf{0}, \sigma^2 \mathbf{I}) \) denotes a zero mean multivariate normal distribution with covariance matrix \( \sigma^2 \mathbf{I} \). The identity matrix is denoted by \( \mathbf{I} \) which in (1.1) is of size \( I_1 I_2 \cdots I_N \times I_1 I_2 \cdots I_N \).

In this work, we solve a Bayesian inference problem to seek a low-rank TD \( \mathbf{Y}_{lr} \), given an observed noisy tensor \( \mathbf{Y} \). In general, TDs solve an optimization problem of the form

\[
\min_{\mathbf{G}_1, \mathbf{G}_2, \ldots, \mathbf{G}_N} ||\mathbf{Y} - \mathbf{Y}_{lr}(\mathbf{G}_1, \mathbf{G}_2, \ldots, \mathbf{G}_N)||.
\]

*Submitted to the journal’s Methods and Algorithms for Scientific Computing section December 18, 2020; accepted for publication (in revised form) November 11, 2021; published electronically May 5, 2022.

†Delft Center for Systems and Control, TU Delft, Delft, 2628 CD, The Netherlands (c.m.menzen@tudelft.nl, m.kok-1@tudelft.nl, k.batselier@tudelft.nl).

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
There exist multiple methods to find a decomposition for a given tensor. The approach that we are looking at in this paper is the well-known iterative method alternating linear scheme (ALS). The ALS has been studied extensively and successfully been applied to find low-rank tensor decompositions (TDs). The ALS for the CP decomposition is described in [23, 11], the Tucker decomposition is also treated in [23], and the ALS for the TT decomposition is studied in [20, 31]. The ALS optimizes the sought tensor on a manifold with fixed ranks [31, p. 1136]. Imposing the low-rank constraint is therefore easy to implement by choosing the ranks in advance.

The CP, Tucker, and TT decomposition are all multilinear functions of all the TD components. This means that by assuming all TD components except the nth to be known, the tensor becomes a linear expression in the nth component [11, p. 4]. In the ALS all TD components are updated sequentially by making use of the TD’s multilinearity. Each update step requires solving a linear least squares problem given by

\[
\min_{\mathbf{g}_n} \| \mathbf{y} - \mathbf{U}_{\setminus n} \mathbf{g}_n \|_F,
\]

where \( \mathbf{y} \in \mathbb{R}^{I_1 I_2 \ldots I_N \times 1} \) and \( \mathbf{g}_n \in \mathbb{R}^{K \times 1} \) denote the vectorization of \( \mathbf{Y} \) and \( \mathbf{G}_n \), respectively, \( K \) being the number of elements in the nth TD component. The matrix \( \mathbf{U}_{\setminus n} \in \mathbb{R}^{J \times K} \) is a function of all TD components except the nth, where \( J \) is the number of elements in \( \mathbf{y} \), and \( \| \cdot \|_F \) denotes the Frobenius norm.

A drawback of the ALS is that it does not explicitly model the measurement noise \( \mathbf{E} \), which in real-life applications is usually present. In this work, we model the noise by approaching the TD in a Bayesian framework, treating all components as probability distributions. In this way, finding a low-rank TD approximation can be solved as a Bayesian inference problem: given the prior distributions of the TD components \( p(\mathbf{g}_i) \) and the measurements \( \mathbf{y} \), the posterior distribution \( p(\{\mathbf{g}_i\} | \mathbf{y}) \) can be found by applying Bayes’ rule:

\[
p(\{\mathbf{g}_i\} | \mathbf{y}) = \frac{\text{likelihood} \cdot \text{prior}}{\text{evidence}} = \frac{p(\mathbf{y}|\{\mathbf{g}_i\}) p(\{\mathbf{g}_i\})}{p(\mathbf{y})},
\]

where \( \{\mathbf{g}_i\} \) denotes the collection of all TD components \( \mathbf{g}_i \) for \( i = 1, \ldots, N \). We assume that the prior is Gaussian and, as in the ALS, we apply a block coordinate descent [24, p. 230]. This leads to a tractable inference for each substep.

Solving the low-rank tensor approximation problem in a Bayesian way has the following benefits. The assumptions on the measurement noise \( \mathbf{E} \) are considered and the uncertainty of each TD component \( \mathbf{g}_n \) is quantified. Furthermore, prior knowledge can be explicitly taken into account and the resulting low-rank tensor estimate comes with a measure of uncertainty. We illustrate the benefits with numerical experiments.

Our main contribution is to approach the low-rank tensor approximation problem from a Bayesian perspective, treating all TD components as Gaussian random variables. This results in a probabilistic ALS algorithm. We ensure numerical stability by incorporating the orthogonalization step, present in the ALS algorithm for the TT decomposition, into the probabilistic framework. In addition, we propose an algorithm to approximate the mean and covariance of the low-rank tensor estimate’s posterior density with the unscented transform in tensor train format. Our open-source MATLAB implementation can be found on https://gitlab.tudelft.nl/cmmenzen/bayesian-als.
Related work. Our work is related to inferring low-rank TDs with Bayesian methods for noisy continuous-valued multidimensional observations. While most literature considers either the CP or Tucker decomposition, our paper mainly focuses on the TT decomposition, but is also applicable to CP and Tucker. Also, in contrast to our paper, the related work mainly treats tensors with missing values. The main difference from the existing literature, however, is the modeling choices. While the existing work proposes different methods to perform approximate inference of the TD components, we make approximations that allow us to have a tractable inference. This is because we take inspiration from the ALS and each substep of the ALS has an analytical solution. Also, we assume that all TD components are Gaussian random variables and that they are all independent. Thus, our method is preferable when these assumptions can be made for a given application.

In [29, 30, 38] inference is performed with Gibbs sampling, using Gaussian priors for the columns of the CP decomposition’s factor matrices. Variational Bayes is applied in [41, 43]. The recovery of orthogonal factor matrices, optimizing on the Stiefel manifold with variational inference, is treated by [6]. The Bayesian treatment of a low-rank Tucker decomposition for continuous data has been studied using variational inference [7, 42] and using Gibbs sampling [19]. Furthermore, an infinite Tucker decomposition based on a $t$-process, which is a kernel-based nonparametric Bayesian generalization of the low-rank Tucker decomposition, is proposed by [39]. The first literature about the probabilistic treatment of the TT decomposition using von-Mises–Fisher priors on the orthogonal cores and variational approximation with evidence lower bound is introduced by [18]. Recently, the authors of [17] published the probabilistic TD toolbox for MATLAB, providing inference with variational Bayes and with Gibbs sampling.

2. Tensor basics and notation. An $N$-way tensor $\mathbf{Y} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$ is a generalization of a vector or a matrix to higher dimensions, where $N$ is often referred to as the order of the tensor. We denote tensors by calligraphic, boldface, capital letters (e.g., $\mathbf{Y}$) and matrices, vectors, and scalars by boldface capital (e.g., $Y$), boldface lowercase (e.g., $y$), and italic lower case (e.g., $y$) letters, respectively. To facilitate the description and computation of tensors, we use a graphical notation as depicted in Figure 1. The nodes represent a scalar, a vector, a matrix, and an $N$-way tensor and edges correspond to a specific index. The number of edges is equal to how many indices need to be specified to identify one element in the object, e.g., row and column index for matrices. An identity matrix is generally denoted by $I$. Its size is either specified in the context or as a subscript.

Often it is easier to avoid working with the tensors directly, but rather with a matricized or vectorized version of them. Therefore, we revise some useful definitions. In this context, a mode of a tensor refers to a dimension of the tensor.

**Definition 2.1 (mode-$n$-unfolding [23, pp. 459–460]).** The transformation of an $N$-way tensor into a matrix with respect to a specific mode is called the mode-$n$ unfolding. It is denoted by

$$
\mathbf{Y}_{(n)} \in \mathbb{R}^{I_n \times I_1 \cdots I_{n-1} I_{n+1} \cdots I_N}.
$$

The vectorization is a special case of the unfolding, denoted by the operator name vec() and defined as

$$
\text{vec}(\mathbf{Y}) = \mathbf{y} \in \mathbb{R}^{I_1 I_2 \cdots I_N \times 1}.
$$

Tensors can be multiplied with matrices defined as follows.
Fig. 1. Visual depictions of a scalar, a vector, a matrix, and an N-way tensor, where the nodes represent the object and the edges correspond to a specific index. The number of edges is equal to how many indices need to be specified to identify one element in the object, e.g., row and column index for matrices.

**Definition 2.2** (n-mode product [23, p. 460]). The n-mode product is defined as the multiplication of a tensor $\mathbf{X} \in \mathbb{R}^{I_1 \times \cdots \times I_n \times \cdots \times I_N}$ with a matrix $A \in \mathbb{R}^{I_n \times I}$ in mode n, written as

$$\mathbf{X} \times_n A \in \mathbb{R}^{I_1 \times \cdots \times I_{n-1} \times I \times I_{n+1} \times \cdots \times I_N}.$$

Elementwise, the $(i_1, i_2, \ldots, i_{n-1}, j, i_{n+1}, \ldots, i_N)$th entry of the result can be computed as

$$\sum_{i_n=1}^{I_n} \mathbf{X}(i_1, i_2, \ldots, i_N)A(j, i_n).$$

**Definition 2.3** (Kronecker product [23, p. 461]). The Kronecker product of matrices $A \in \mathbb{R}^{I \times J}$ and $B \in \mathbb{R}^{K \times L}$ is denoted by $A \otimes B$. The result is a matrix of size $(KI) \times (LJ)$ and is defined by

$$A \otimes B = \begin{bmatrix}
a_{11}B & a_{12}B & \cdots & a_{1J}B \\
a_{21}B & a_{22}B & \cdots & a_{2J}B \\
\vdots & \vdots & \ddots & \vdots \\
a_{IJ}B & a_{I2}B & \cdots & a_{IJ}B
\end{bmatrix}.$$ 

**Definition 2.4** (Khatri–Rao product [23, p. 462]). The Khatri–Rao product of matrices $A \in \mathbb{R}^{I \times K}$ and $B \in \mathbb{R}^{J \times K}$ is denoted by $A \odot B$. The result is a matrix of size $(IJ) \times K$ defined by

$$A \odot B = \left[\begin{array}{c}
a_1 \otimes b_1 \\
a_2 \otimes b_2 \\
\vdots \\
a_K \otimes b_K
\end{array}\right].$$

The visual depictions of two important matrix operations are shown in Figure 2. On the left, a product between matrices $A \in \mathbb{R}^{I \times K}$ and $B \in \mathbb{R}^{K \times J}$ is shown, where the summation over the middle index $K$, also called contraction, is represented as an edge that connects both nodes. On the right, an outer product between matrices $A \in \mathbb{R}^{I_1 \times I_2}$ and $B \in \mathbb{R}^{J_1 \times J_2}$ is shown, where the dotted line represents a rank-1 connection. The resulting matrix is the Kronecker product $A \otimes B \in \mathbb{R}^{I_1 J_1 \times I_2 J_2}$.

A tensor can be expressed as a function of simpler tensors that form a TD. An extensive review about TDs can be found in [23]. The most notable are the CP decomposition, the Tucker decomposition, and the TT decomposition.

**Definition 2.5** (CP decomposition [4, 15]). The CP decomposition consists of a set of matrices $G_i \in \mathbb{R}^{I_i \times R}$, $i = 1, \ldots, N$, called factor matrices, and a weight vector $\lambda \in \mathbb{R}^{R \times 1}$ that represent a given N-way tensor $\mathbf{Y}$. Elementwise, the $(i_1, i_2, \ldots, i_N)$th entry of $\mathbf{Y}$ can be computed as

$$\sum_{r=1}^{R} \lambda(r)G_1(i_1, r) \cdots G_N(i_N, r).$$
where $R$ denotes the rank of the decomposition.

**Definition 2.6.** (Tucker decomposition [37]). The Tucker decomposition consists of an $N$-way tensor $C \in \mathbb{R}^{R_1 \times \cdots \times R_N}$, called core tensor, and a set of matrices $G_i \in \mathbb{R}^{I_i \times R_i}$, $i = 1, \ldots, N$, called factor matrices, that represent a given $N$-way tensor $\mathbf{y}$. Elementwise, the $(i_1, i_2, \ldots, i_N)$th entry of $\mathbf{y}$ can be computed as

$$
\sum_{r_1=1}^{R_1} \cdots \sum_{r_N=1}^{R_N} C(r_1, \ldots, r_N) G_1(i_1, r_1) \cdots G_N(i_N, r_N),
$$

where $R_1, \ldots, R_N$ denote the ranks of the decomposition. The factor matrices can be orthogonal, such that the Frobenius norm of the entire tensor is contained in the core tensor.

**Definition 2.7.** (the TT decomposition [27]). The TT decomposition consists of a set of three-way tensors $G_i \in \mathbb{R}^{R_i \times I_i \times R_{i+1}}$, $i = 1, \ldots, N$, called TT-cores, that represent a given $N$-way tensor $\mathbf{y}$. Elementwise, the $(i_1, i_2, \ldots, i_N)$th entry of $\mathbf{y}$ can be computed as

$$
\sum_{r_1=1}^{R_1} \sum_{r_2=1}^{R_2} \cdots \sum_{r_{N+1}=1}^{R_{N+1}} G_1(r_1, i_1, r_2) G_2(r_2, i_2, r_3) \cdots G_N(r_N, i_N, r_{N+1}),
$$

where $R_1, \ldots, R_{N+1}$ denote the ranks of the TT-cores and by definition $R_1 = R_{N+1} = 1$.

If the tensor is only approximately represented by a TD, then the ranks determine the accuracy of the approximation.

As mentioned in section 1, to formulate the linear least squares problem for one update of the ALS, the TD’s property of multilinearity is exploited and it is expressed as $y = U_{\setminus n} g_n$, with $U_{\setminus n} \in \mathbb{R}^{J \times K}$ and $g_n \in \mathbb{R}^{K \times 1}$, where $J$ and $K$ are the number of elements of $\mathbf{y}$ and $\mathbf{g}_n$, respectively. The following three examples describe how $U_{\setminus n}$ is built for the CP decomposition, the Tucker decomposition, and the TT decomposition.

**Example 2.8.** If a tensor is represented in terms of a CP decomposition, the matrix $U_{\setminus n}$ can be written as

$$
U_{\setminus n} = (G_N \odot \cdots \odot G_{n+1} \odot G_{n-1} \odot \cdots \odot G_1) \otimes I_n.
$$

Note that $U_{\setminus n}$ is of size $I_n I_1 \ldots I_{n-1} I_{n+1} \ldots I_N \times I_n R$, so the first dimension needs to be permuted in order to match $\mathbf{y} \in \mathbb{R}^{I_1 I_2 \cdots I_N}$. The weight vector $\lambda$ is absorbed into the factor matrix that is being updated. After each update, the columns of $G_n$ are normalized and the norms are stored in $\lambda$. The CP-ALS algorithm can be found in [23, p. 471].
Example 2.9. If a tensor is represented in terms of a Tucker decomposition, the matrix $U \setminus n$ can be written as

$$U \setminus n = \left[ (G_N \otimes \cdots \otimes G_{n+1} \otimes G_{n-1} \otimes \cdots G_1) C_{(n)}^T \right] \otimes I_n.$$ 

Note that $U \setminus n$ is of size $I_n I_1 I_2 \cdots I_N \times I_n R_n$, so the first dimension needs to be permuted in order to match $y \in \mathbb{R}^{I_1 I_2 \cdots I_N}$. The core tensor is recomputed by solving

$$y = (G_N \otimes \cdots \otimes G_1) \text{vec}(C).$$

Example 2.10. If the tensor is represented in terms of a TT decomposition, the matrix $U \setminus n$ can be written as

$$U \setminus n = \mathbf{G}_{i>n} \otimes \mathbf{I}_n \otimes \mathbf{G}_{i<n}^T \in \mathbb{R}^{I_1 I_2 \cdots I_N \times I_n R_n R_{n+1}},$$

where $\mathbf{G}_{i<n} (\mathbf{G}_{i>n})$ denotes a tensor obtained by contracting the TD components, left (right) of the $n$th core.

From here on, we will focus on the TT decomposition. We, therefore, review some of the main concepts. A TT can be represented by a diagram with nodes as the TT-cores and the edges as the modes of the approximated tensor. Connected edges are the summation over the ranks between two cores (Figure 3). To introduce a notion of orthonormality for TT-cores, a special case of Definition 2.1 is used, creating unfoldings of the TT-cores defined as follows.

**Definition 2.11 (left- and right-unfolding [20, p. A689]).** The left-unfolding $G_L^n$ and right-unfolding $G_R^n$ of a TT-core $\mathbf{G}_n$ are the unfoldings of a core with respect to the first and last mode, respectively (Figure 4). Please note that the definition by [20] of the right-unfolding is the transposed version of this definition.

**Definition 2.12 (left-orthogonal and right-orthogonal [20, p. A689]).** A TT-core $\mathbf{G}_n$ is called left-orthogonal if the left-unfolding $G_L^n$ satisfies

$$(G_L^n)^\top G_L^n = I_{R_{n+1}}.$$ 

Analogously, a TT-core $\mathbf{G}_n$ is called right-orthogonal if the right-unfolding $G_R^n$ satisfies

$$G_R^n (G_R^n)^\top = I_{R_n}.$$ 

**Definition 2.13 (site-$n$-mixed-canonical form [33, p. 113]).** A TT is in site-$n$-mixed-canonical form if the TT-cores $\{\mathbf{G}_i\}_{i<n}$ are left-orthogonal and the TT-cores

![Fig. 3. Visual depiction of a TT decomposition with $N$ TT-cores.](image1)

![Fig. 4. Left: Visual depiction of a left-unfolding of a TT-core. Right: Right-unfolding of a TT-core.](image2)
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Fig. 5. Visual depiction of TTs with three TT-cores in site-n-mixed-canonical form. Left: Norm in the first core, and other cores left-orthogonal. Middle: Norm in the second core, and first and last cores are left- and right-orthogonal, respectively. Right: Norm in the last core, and other cores right-orthogonal.

\[
\begin{align*}
\{G_i\}_{i>n} \text{ are right-orthogonal. The } n\text{th TT-core is not orthogonal, and it can be easily shown that} \\
\|\mathbf{Y}\|_F &= \|G_n\|_F.
\end{align*}
\]

Figure 5 depicts different site-n-mixed-canonical forms for an exemplary three-way TT. In the left (right) figure, the Frobenius norm is contained in the first (last) core and all other cores are right- (left-) orthogonal, represented by the diagonal in the node.

A special case of the TT decomposition format is the TT matrix (Figure 6), which represents a large matrix in TT format. TT matrices arise in the context of the unscented transform in section 5.

\textbf{Definition 2.14 (TT matrix [26])}. A TT matrix (TTm) consists of a set of four-way tensors \( G_i \in \mathbb{R}^{R_i \times I_i \times J_i \times R_{i+1}} \), \( i = 1, \ldots, N \) with \( R_1 = R_{N+1} = 1 \), that represents a matrix \( A \in \mathbb{R}^{I \times J} \). The row and column indices are split into multiple row indices \( I = I_1, \ldots, I_N \) and column indices \( J = J_1, \ldots, J_N \), respectively, and the matrix is transformed into a 2N-way tensor \( \mathbf{Y}_A \in \mathbb{R}^{I_1 \times J_1 \times \cdots \times I_N \times J_N} \). Elementwise, the \((i_1, j_1, i_2, j_2, \ldots, i_N, j_N)\)th entry of \( \mathbf{Y}_A \) is computed as

\[
\sum_{r_1=1}^{R_1} \sum_{r_2=1}^{R_2} \cdots \sum_{r_{N+1}=1}^{R_{N+1}} G_1(r_1, i_1, j_1, r_2)G_2(r_2, i_2, j_2, r_3) \cdots G_N(r_N, i_N, j_N, r_{N+1}).
\]

A TTm arises, e.g., from an outer product between two vectors \( \mathbf{a} \) and \( \mathbf{b} \), which corresponds to computing the product of one vector with the transpose of the other. If vector \( \mathbf{a} \) is represented by a TT with cores \( \mathbf{A}_1, \ldots, \mathbf{A}_N \), the resulting TTm is achieved by summing over a rank-1 connection between one of the TT-cores, e.g., the first, and vector \( \mathbf{b} \) (Figure 7 top). This result is a special case of the general TTm, where only one of the TT-cores has a double index. This means that only the row index is very large and therefore split into multiple indices, while the column index is not split. If both vectors in the outer product are represented by TTs with cores \( \mathbf{A}_1, \ldots, \mathbf{A}_N \) and \( \mathbf{B}_1, \ldots, \mathbf{B}_N \), respectively, then each core is summed over a rank-1 connection with the core of the other TT’s transpose (Figure 7, middle). All cores then have a row and column indices. The product of a matrix \( \mathbf{C} \) in TTm format with cores \( \mathbf{C}_1, \ldots, \mathbf{C}_N \)
with a vector $b$ is computed by summing over the column index of one TTm-core, e.g., the first, and the row index of the vector (Figure 7, bottom).

3. Bayesian inference for low-rank tensor approximation. In this section, we present a method to find a low-rank TD using a similar strategy as in the ALS by solving a Bayesian inference problem. In this context, the vectorization of each TD component is treated as a Gaussian random variable, expressed in terms of a mean and a covariance. Generally, we denote a Gaussian probability distribution as $\mathcal{N}(m, P)$, where $m$ is the mean and $P$ is the covariance. This section is organized as follows. First, we define the prior for the inference problem. Before computing the joint posterior distribution, we look at a simpler inference problem, stated in Lemma 3.1, where the posterior distribution of only one TD component is computed. Then, Theorem 3.3 describes the computation of the joint posterior by applying a block coordinate descent method and simplifying the inference problem to iteratively applying Lemma 3.1. Finally, our resulting Algorithm 3.1 is applied in an example.

To initialize the Bayesian inference problem, a multivariate Gaussian prior is assigned to every TD component

$$p(g_i) = \mathcal{N}(m_i^0, P_i^0), \quad i = 1, \ldots, N,$$

where $m_i^0$ and $P_i^0$ are the prior mean and covariance matrix, respectively. The TD components $g_i \in \mathbb{R}^{R_i I, R_{i+1} \times 1}$ are assumed to be statistically independent. Therefore, the joint prior distribution is given by

$$p(\{g_i\}) = \mathcal{N}\left(\begin{bmatrix} m_1^0 \\ m_2^0 \\ \vdots \\ m_N^0 \end{bmatrix}, \begin{bmatrix} P_1^0 & 0 & \cdots & 0 \\ 0 & P_2^0 & \cdots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & P_N^0 \end{bmatrix}\right),$$

where $\{g_i\}$ denotes the priors of all TD components. Because of the statistical inde-
ponents given
components as described in the following theorem.

\[ p(\{\mathbf{g}_i\}) = p(\mathbf{g}_1)p(\mathbf{g}_2) \ldots p(\mathbf{g}_N) \quad \text{and} \]
\[ p(\mathbf{g}_n \mid \{\mathbf{g}_i\}_{i \neq n}) = p(\mathbf{g}_n), \]
respectively, where \( \{\mathbf{g}_i\}_{i \neq n} \) denotes the collection of all TD components except the \( n \)th.

The joint posterior distribution \( p(\{\mathbf{g}_i\} \mid \mathbf{y}) \) is found by applying Bayes’ rule. However, before solving this inference problem and inspired by a result described in [32, p. 29], we first look at the simpler problem to find the posterior distribution of one component, given the measurement and the other components.

**Lemma 3.1.** Let the prior distribution \( p(\mathbf{g}_n) = \mathcal{N}(\mathbf{m}_n^0, \mathbf{P}_n^0) \) and the likelihood \( p(\mathbf{y} \mid \{\mathbf{g}_i\}) = \mathcal{N}(\mathbf{m}_y, \sigma^2 \mathbf{I}) \) be Gaussian, where \( \mathbf{m}_y = \mathbf{U}_{\setminus n} \mathbf{g}_n \). Further, let all TD components be statistically independent, and let the TD be multilinear. Then, the posterior distribution \( p(\mathbf{g}_n \mid \{\mathbf{g}_i\}_{i \neq n}, \mathbf{y}) = \mathcal{N}(\mathbf{m}_n^+, \mathbf{P}_n^+) \) of the \( n \)th component given the measurements and the other components is also Gaussian with mean \( \mathbf{m}_n^+ \) and covariance \( \mathbf{P}_n^+ \):

\[
\mathbf{m}_n^+ = \left( (\mathbf{P}_n^0)^{-1} + \frac{\mathbf{U}_{\setminus n}^\top \mathbf{U}_{\setminus n}}{\sigma^2} \right)^{-1} \left( \frac{\mathbf{U}_{\setminus n}^\top \mathbf{y}}{\sigma^2} + (\mathbf{P}_n^0)^{-1} \mathbf{m}_n^0 \right),
\]
\[
\mathbf{P}_n^+ = \left( (\mathbf{P}_n^0)^{-1} + \frac{\mathbf{U}_{\setminus n}^\top \mathbf{U}_{\setminus n}}{\sigma^2} \right)^{-1}.
\]

**Proof.** The posterior distribution of one TD component conditioned on the other TD components and the measurements \( p(\mathbf{g}_n \mid \mathbf{y}, \{\mathbf{g}_i\}_{i \neq n}) \) can be found by applying Bayes’ rule. Assuming that all components are statistically independent (3.2) leads to

\[ p(\mathbf{g}_n \mid \mathbf{y}, \{\mathbf{g}_i\}_{i \neq n}) = \frac{p(\mathbf{y} \mid \{\mathbf{g}_i\})p(\mathbf{g}_n)}{p(\mathbf{y} \mid \{\mathbf{g}_i\}_{i \neq n})}. \]

Since the likelihood \( p(\mathbf{y} \mid \{\mathbf{g}_i\}) \) and prior \( p(\mathbf{g}_n) \) are Gaussian, also the posterior will be Gaussian [32, pp. 28–29, 209–210] with mean (3.3) and covariance (3.4).

**Corollary 3.2.** For \( \lim \mathbf{P}_n^0 \to \infty \), (3.3) reduces to the normal equations of the least squares problem and therefore the update equation of the conventional ALS

\[ \mathbf{m}_n^+ = \left( \mathbf{U}_{\setminus n}^\top \mathbf{U}_{\setminus n} \right)^{-1} \mathbf{U}_{\setminus n}^\top \mathbf{y}. \]

Corollary 3.2 describes the case where there is no useful prior information available for the \( n \)th TD component. Thus, the certainty on the prior mean is zero, and \( \lim \mathbf{P}_n^0 \to \infty \).

Now, we can use Lemma 3.1 to find the joint posterior distribution of all TD components as described in the following theorem.

**Theorem 3.3.** Let \( p(\{\mathbf{g}_i\} \mid \mathbf{y}) \) be the posterior joint distribution of all TD components given \( \mathbf{y} \). Further, let the prior distribution \( p(\mathbf{g}_n) = \mathcal{N}(\mathbf{m}_n^0, \mathbf{P}_n^0) \) of any component as well as the likelihood \( p(\mathbf{y} \mid \{\mathbf{g}_i\}) = \mathcal{N}(\mathbf{m}_y, \sigma^2 \mathbf{I}) \) be Gaussian, where the mean \( \mathbf{m}_y \) is the tensor represented by the TD, which is a nonlinear function of all the
Prior definition
\[ p(g_1) \quad p(g_2) \quad p(g_3) \]

Update 1
\[
p(g_1 | g_2, g_3, y) = \frac{p(y | g_1, g_2, g_3) p(g_1)}{p(y | g_2, g_3)}
\]

Update 2
\[
p(g_2 | g_1, g_3, y) = \frac{p(y | g_1, g_2, g_3) p(g_2)}{p(y | g_1, g_3)}
\]

Update 3
\[
p(g_3 | g_1, g_2, y) = \frac{p(y | g_1, g_2, g_3) p(g_3)}{p(y | g_1, g_2)}
\]

**Fig. 8.** Distribution updates for example with three TD components.

**TD components.** Further, let all TD components be statistically independent, and let the TD be multilinear. Then, by applying block coordinate descent to find the posterior density, every step of the block coordinate descent corresponds to applying Lemma 3.1.

**Proof.** Bayes’ rule and statistical independence (3.1) gives
\[
p(\{g_i\} | y) = \frac{p(y | \{g_i\}) p(g_1) p(g_2) \ldots p(g_N)}{p(y)}.
\]

As in the conventional ALS, a block coordinate descent method is applied by conditioning the posterior distribution of one TD component on all the others. In this way, the TD components can be computed sequentially with (3.5). In addition, due to the multilinearity of the TD the mean of the likelihood becomes a linear function of the \(n\)th TD component, \(m_y = U \setminus g_n\). Thus, every TD update corresponds to applying Lemma 3.1.

With Corollary 3.2, Theorem 3.3 gives a Bayesian interpretation of the ALS by deriving its update equation from the TD components defined as probability distributions. The following example shows how the distributions change with every update.

**Example 3.4** (distribution updates for a TD with three components). Assume we would like to apply Theorem 3.3 to find a TD with three components. First, the three TD components are initialized with a prior distribution. Then, the distributions are updated sequentially by computing the posterior with Bayes’ rule, as shown in Figure 8. After updating the three TD components, the updates are repeated until a stopping criterion is met.

Algorithm 3.1 summarizes the steps of the ALS in a Bayesian framework. The mean and covariance of each TD component are sequentially updated, followed by the computation of \(U \setminus g\) which is computed from \(\{g_i\}_{i \neq n}\). The stopping criterion is defined by the user, e.g., as a maximum number of iterations or the convergence of the residuals between the measurement and estimate, as used in the conventional ALS. It is also possible to consider the convergence of the TT-core’s covariance matrices as a stopping criterion since these are additionally computed in the ALS in the Bayesian framework.
framework. Another possibility is to look at the convergence of the numerator of Bayes’ rule.

For the complexity analysis, we use the following notation. The largest rank or the CP-rank is denoted by $R$, and the largest dimension of the approximated tensor is denoted by $I$. The computational cost per update and the overall storage requirements are given in Table 1. The first term in the computational cost for CP, Tucker, and TT represents the inversion that needs to be performed to compute the covariance matrix of the updated factor matrices, core tensor, and TT cores, respectively. The cost for the Tucker core could be reduced, however, by incorporating an orthogonalization step, thus, avoiding the recomputation of the core tensor. The second term for all TDs is the complexity to compute $U \setminus_n y$, which is dominant compared to the cost of computing $U_\setminus_n U_\setminus_n$. In comparison, the conventional ALS has the same computational cost for every TD component update, and a total storage requirement of $O(NRI)$ for CP, $O(NRI + RN^2)$ for Tucker, and $O(NR^2I)$ for TTs. The ALS in a Bayesian framework has an additional term in the storage requirements, because it computes the covariance matrix for every TD component.

Our method also opens up the possibility of recursively estimating the mean and covariance of the TD components. In case a new noisy measurement $y$ of the same underlying tensor becomes available, Algorithm 3.1 can be applied repeatedly with the output mean and covariance from the previous execution as the prior for the new execution.

Algorithm 3.1. ALS in a Bayesian framework.

Require: Prior mean $\{m_i^0\}$ and covariance $\{P_i^0\}$, $i = 1, \ldots, N$, measurement $y$, and noise variance $\sigma^2$.

Ensure: Posterior mean $\{m_i^+\}$ and covariance $\{P_i^+\}$, $i = 1, \ldots, N$.

1. Set $\{m_i\} := \{m_i^0\}$, $\{P_i\} := \{P_i^0\}$, $i = 1, \ldots, N$.
2. while Stopping criterion is not true do
3.   for $n = 1, \ldots, N$ do
4.     Compute $U_\setminus_n$ with (2.1) for CP, (2.2) for Tucker or (2.3) for TT, using the mean of the TD components $\{m_i\}_{i \neq n}$.
5.     $P_n^+ \leftarrow \left[ (P_n^0)^{-1} + \frac{U_\setminus_n y}{\sigma^2} \right]^{-1}$
6.     $m_n^+ \leftarrow P_n^+ \left[ \frac{U_\setminus_n y}{\sigma^2} + (P_n^0)^{-1} m_n^0 \right]$  
7.     $m_n \leftarrow m_n^+$, $P_n \leftarrow P_n^+$
8.   end for
9. end while

<table>
<thead>
<tr>
<th>TD</th>
<th>Computational cost</th>
<th>Storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>CP</td>
<td>$O(R^3I) + O(RN^2)$</td>
<td>$O(NRI + NR^2I^2)$</td>
</tr>
<tr>
<td>Tucker</td>
<td>$O(R^3N) + O(R^2IN)$</td>
<td>$O(NRI + RN^2 + R^2N)$</td>
</tr>
<tr>
<td>TT</td>
<td>$O(R^3I) + O(R^2IN)$</td>
<td>$O(NR^2I + NR^4I^2)$</td>
</tr>
</tbody>
</table>
4. Orthogonalization step in Bayesian framework for a TT. Every iteration of Algorithm 3.1 requires the inversion
\[
(P_n^0)^{-1} + \frac{U_n^T U_n}{\sigma^2}
\]
\[
\left[ U_n^T U_n \right]^{-1}
\]
in the conventional ALS update. To avoid the propagation of numerical errors and ensure numerical stability, some ALS algorithms, e.g., the one for the TT decomposition, include an orthogonalization step after every update. In this way, the condition number of each subproblem cannot become worse than the one of the overall problem [20, p. A701]. In this section, we present how we integrate the orthogonalization procedure into the ALS in a Bayesian framework for a TT decomposition in site-\(n\)-mixed-canonical form. The same can also be applied to a Tucker decomposition with orthogonal factor matrices.

We first describe how the orthogonalization step is performed in the conventional ALS and then how we integrate it into the ALS in a Bayesian framework. Here, we differentiate between the prior distributions of each TT-core and the initial guess for each TT-core, which initializes the conventional ALS. In the conventional ALS with orthogonalization step, the initial TT is transformed into the site-1-mixed-canonical form, where the Frobenius norm of the first TT-core corresponds to the Frobenius norm of the entire TT. The update is always performed on the core that contains the Frobenius norm. The procedure, therefore, requires transformations that separate the Frobenius norm from the updated TT-core and moves it to the next TT-core to be updated.

The initial TT is transformed into site-1-mixed-canonical form, by orthogonalizing the \(N\)th up to the 2nd TT-core as illustrated in Figure 9 for a TT with three cores. To move the Frobenius norm from the \(n\)th TT-core to the \((n-1)\)th, the \(n\)th TT-core is orthogonalized by applying the thin QR-decomposition on
\[
G_n^R = Q_n^R R_n^R.
\]
Then, \(G_n^R\) is replaced by
\[
G_n^R \leftarrow (Q_n^R)^T,
\]
and the nonorthogonal part, illustrated by the small circle in Figure 9, is absorbed into the \((n-1)\)th core with
\[
G_{n-1} \leftarrow G_{n-1} \times R_n^R.
\]
Equations (4.2)–(4.4) are applied to the \(N\)th until the 2nd TT-core, leading to the TT in site-1-mixed-canonical form. Then, the first core is updated, followed by a transformation to move the Frobenius norm to the second core, and so on. Since the Frobenius norm moves to the right, the orthogonalization step consists of applying the thin QR-decomposition on the left-unfolding
\[
G_n^L = Q_n^L R_n^L.
\]
The $n$th and $(n+1)$th core are replaced by
\begin{equation}
G^L_n \leftarrow Q^L_n \quad \text{and} \quad G^L_{n+1} \leftarrow G^L_{n+1} \times_1 R^L_n,
\end{equation}
respectively. After the $N$th core is updated, the updating scheme goes backwards, using again (4.2)--(4.4) for the orthogonalization step. When the Frobenius norm is absorbed back into the first core, one back-and-forth sweep of the ALS algorithm is concluded. In the following, we describe how the transformation steps affect the distributions representing the TT-cores in the ALS in a Bayesian framework. The transformation of the random variables can be derived from (4.2)--(4.6). When the Frobenius norm is moved to the left, the mean of the $n$th core becomes
\[ m_n \leftarrow \text{vec} \left( (Q_n^R)^\top \right), \]
where $(Q_n^R)^\top$ is computed from (4.3). To obtain the transformed covariance of the $n$th TT-core, (4.2) is rewritten as
\[ (Q_n^R)^\top = (R_n^R)^{-\top} G_n^R. \]
Now, the right-hand side, is vectorized by summing over a rank-1 connection between $(R_n^R)^{-\top}$ and an identity matrix of size $I_n R_{n+1} \times I_n R_{n+1}$ that has a connected edge with $G_n^R$ as depicted in Figure 10. This leads to a transformation term
\begin{equation}
I \otimes (R_n^R)^{-\top}
\end{equation}
that orthogonalizes $g_n$. The diagram in Figure 11 shows how this transformation is applied to the covariance matrix. The transformation term and its transpose are multiplied on the left and right side of $P_n$, respectively, resulting in
\[ P_n \leftarrow \left( I \otimes (R_n^R)^{-\top} \right) P_n \left( I \otimes (R_n^R)^{-\top} \right)^\top = \left( I \otimes (R_n^R)^{-\top} \right) P_n \left( I \otimes (R_n^R)^{-1} \right). \]
The transformations of the $(n-1)$th core to absorb the Frobenius norm can be derived from (4.4) in a similar way as explained above, resulting in a transformation term
\begin{equation}
R_n^R \otimes I.
\end{equation}
When the Frobenius norm is moved to the right during the orthogonalization step, the transformations for the updated core and the next core to be updated become

\[(4.9) \quad (R^{L}\n^{-T}) \otimes I \quad \text{and} \quad I \otimes R^{L},\]

respectively. It can be easily shown that the transformations for the orthogonalization step do not affect the statistical independence of the joint distribution of the random variables, since the transformations are performed on each variable individually. The following example shows the updating for the transformation scheme of the random variables that represent an exemplary three core TT.

**Example 4.1 (distribution updates and orthogonalization transformations for a TT with three cores).** Assume we would like to apply Theorem 3.3 to find a TT with three cores and keep the TD in site-n-mixed-canonical form. The three TT-cores are initialized with a prior distribution and transformed such that the corresponding TT is in site-1-mixed-canonical form. The random variables that represent the orthogonal cores are denoted by \( q_i, \ i = 1, 2, 3, \) and the random variable representing the TT-core that contains the Frobenius norm is denoted by \( x_i, \ i = 1, 2, 3. \) After the random variables are transformed into site-1-mixed-canonical form using (4.7) and (4.8), the first core is updated followed by moving the Frobenius norm to the second core. Then the second core is updated and the Frobenius norm is moved to the last. When this half-sweep, as shown below, is completed using the transformations from (4.9), the same procedure is repeated in the opposite direction, requiring again (4.7) and (4.8). The example is depicted in Figure 12.

The ALS in a Bayesian framework with orthogonalization step has another difference compared to the one without orthogonalization. The update equations for the mean and covariance, (3.3) and (3.4), are affected by the TT decomposition being in site-n-mixed-canonical form: the matrix \( U_{\setminus n} \) becomes orthogonal and the update equations simplify to

\[
m_{n}^{+} = \left( (P_{n}^{0})^{-1} + \frac{I}{\sigma^2} \right)^{-1} \left[ \frac{U_{\setminus n}^{T}y}{\sigma^2} + (P_{n}^{0})^{-1}m_{n}^{0} \right].
\]
In this case \( \mathbf{U}^T \mathbf{y} \) corresponds to the update of the conventional ALS (3.6), due to the orthogonality of \( \mathbf{U} \). Algorithm 4.1 summarizes the ALS in a Bayesian framework with orthogonalization step for a TT decomposition. The computational cost of one update in Algorithm 4.1 is \( \mathcal{O}(R^6 I^3) \) for the inversion and \( \mathcal{O}(R^3 I) \) for the thin QR-factorization, and the storage requirement is \( \mathcal{O}(R^2 I + R^4 I^2) \), where \( R \) is the largest TT-rank and \( I \) is the largest dimension of the approximated tensor. The only difference compared to the conventional ALS in terms of complexity is the additionally required storage for the covariance matrices. Thus, the number of elements of one TD component, depending on the ranks, will be the limiting factor for the computational complexity.

**Fig. 12.** Distribution updates with orthogonalization step for example with three TT-cores.
Algorithm 4.1. ALS in Bayesian framework with orthogonalization step.

Require: Prior mean \( \{ \mathbf{m}_i^0 \} \) and covariance \( \{ \mathbf{P}_i^0 \}, \ i = 1, \ldots, N \), measurement \( \mathbf{y} \) and noise variance \( \sigma^2 \).

Ensure: Posterior mean \( \{ \mathbf{m}_i^+ \} \) and covariance \( \{ \mathbf{P}_i^+ \}, \ i = 1, \ldots, N \).

1: Transform random variables such that the corresponding TT decomposition is in site-1-mixed-canonical form.
2: Set \( \{ \mathbf{m}_i \} := \{ \mathbf{m}_i^0 \}, \{ \mathbf{P}_i \} := \{ \mathbf{P}_i^0 \}, \ i = 1, \ldots, N \).
3: while stopping criterion is not true do
4: \hspace{1em} for \( n = 1, \ldots, N, N - 1, \ldots, 2 \) do
5: \hspace{2em} Compute \( \mathbf{U}_{\setminus n} \) with (2.3) for TT using the mean of the TD components \( \{ \mathbf{m}_i \}_{i\neq n} \).
6: \hspace{2em} \mathbf{P}_n^+ \leftarrow \left[ \left( \mathbf{P}_n^0 \right)^{-1} + \frac{1}{\sigma^2} \right]^{-1}
7: \hspace{2em} \mathbf{m}_n^+ \leftarrow \mathbf{P}_n^+ \left[ \frac{\mathbf{U}_{\setminus n}^\top \mathbf{y}}{\sigma^2} + \left( \mathbf{P}_n^0 \right)^{-1} \mathbf{m}_n^0 \right]
8: \hspace{2em} if next core is to the right, then
9: \hspace{3em} \mathbf{m}_n^+ \leftarrow \text{vec}(\mathbf{Q}_n^L), \text{with } \mathbf{Q}_n^L \text{ from thin QR-factorization of } \mathbf{G}_n^L
10: \hspace{3em} \mathbf{P}_n^+ \leftarrow \left( \left( \mathbf{G}_n^L \right)^{-T} \otimes \mathbf{I} \right) \mathbf{P}_n^+ \left( \left( \mathbf{G}_n^L \right)^{-1} \otimes \mathbf{I} \right)
11: \hspace{3em} \mathbf{m}_{n+1} \leftarrow \left( \mathbf{I} \otimes \mathbf{R}_n^L \right) \mathbf{m}_{n+1}
12: \hspace{2em} else if next core is on the left, then
13: \hspace{3em} \mathbf{m}_n^+ \leftarrow \text{vec}(\mathbf{Q}_n^R)^T, \text{with } \mathbf{Q}_n^R \text{ from thin QR-factorization of } \mathbf{G}_n^R
14: \hspace{3em} \mathbf{P}_n^+ \leftarrow \left( \mathbf{I} \otimes \left( \mathbf{G}_n^R \right)^{-T} \right) \mathbf{P}_n^+ \left( \mathbf{I} \otimes \left( \mathbf{G}_n^R \right)^{-1} \right)
15: \hspace{3em} \mathbf{m}_{n-1} \leftarrow \left( \mathbf{R}_n^L \otimes \mathbf{I} \right) \mathbf{m}_{n-1}
16: \hspace{3em} \mathbf{P}_{n-1} \leftarrow \left( \mathbf{R}_n^L \otimes \mathbf{I} \right) \mathbf{P}_{n-1} \left( \left( \mathbf{R}_n^L \right)^T \otimes \mathbf{I} \right)
17: \hspace{2em} end if
18: \hspace{2em} \mathbf{m}_n \leftarrow \mathbf{m}_n^+, \mathbf{P}_n \leftarrow \mathbf{P}_n^+
19: \hspace{2em} Apply the transformations of the lines 7–10 or 12–15 to \( \mathbf{m}_n^0, \mathbf{P}_n^0 \).
20: \hspace{1em} end for
21: end while

5. Unscented transform in TT format. In Algorithms 3.1 and 4.1 we compute the posterior distributions of the TT-cores \( p(g_n \mid \{ g_i \}_{i\neq n}, \mathbf{y}) \). However, we are interested in computing the distribution of the low-rank tensor estimate \( \mathcal{G} \), which is computed with a nonlinear function dependent on the posterior distributions and is, therefore, not Gaussian. The unscented transform (UT) [22] can approximate the mean \( \mathbf{m}_{\text{UT}} \) and covariance \( \mathbf{P}_{\text{UT}} \) of the sought distribution. In this section, we show how we can perform the UT in TT format. In this way, the direct computation of the potentially large covariance matrix can be avoided.
Generally, the UT approximates the mean and covariance of a distribution that is a nonlinear function of a known distribution $h \sim \mathcal{N}(m, P)$ with mean $m \in \mathbb{R}^{M \times 1}$ and covariance $P \in \mathbb{R}^{M \times M}$ [32, pp. 81–84]. First, $2M + 1$ sigma points are formed with

\begin{align}
  x^{(0)} &= m, \\
  x^{(i)} &= m + \sqrt{M+\lambda} \left[ \sqrt{P} \right]_i, \quad i = 1, \ldots, M, \\
  x^{(i+M)} &= m - \sqrt{M+\lambda} \left[ \sqrt{P} \right]_i, \quad i = 1, \ldots, M,
\end{align}

where the square root of the covariance matrix $\sqrt{P}$ corresponds to the Cholesky factor, such that $\sqrt{P} \sqrt{P}^\top = P$, where $\left[ \sqrt{P} \right]_i$ is the $i$th column of that matrix. The scaling parameter $\lambda$ is defined as $\lambda = \alpha^2(M + \kappa) - M$, where $\alpha$ and $\kappa$ determine the spread of the sigma points around the mean. Second, the sigma points are propagated through the nonlinearity. Third, the approximated mean $m_{\text{UT}}$ and covariance $P_{\text{UT}}$ are computed as

\begin{align}
  m_{\text{UT}} &= \sum_{i=0}^{2M} w_i^m \mathbf{s}^{(i)}, \\
  P_{\text{UT}} &= \sum_{i=0}^{2M} w_i^p \left( \mathbf{s}^{(i)} - m_{\text{UT}} \right) \left( \mathbf{s}^{(i)} - m_{\text{UT}} \right)^\top,
\end{align}

where $\mathbf{s}^{(i)}$ are the transformed sigma points. The scalars $w_i^m$ and $w_i^p$ denote weighting factors, defined as

$w_0^m = \frac{\lambda}{M+\lambda}$, \quad $w_0^p = w_0^m + (1 - \alpha^2 + \beta)$, \quad $w_i^m = w_i^m = w_i^p = w_p = \frac{1}{2(M+\lambda)}, \quad i = 1, \ldots, 2M$.

Literature suggests $\alpha = 0.001$, $\kappa = 3 - M$ [16, p. 229], and for Gaussian distributions $\beta = 2$ [32, p. 229].

In order to use the UT in TT format, the known distribution $h \sim \mathcal{N}(m, P)$ is computed from the cores’ mean and covariance as

\begin{align}
  h \sim \mathcal{N}(m, P) = \mathcal{N} \left( \begin{bmatrix} m_1 \\ m_2 \\ \vdots \\ m_N \end{bmatrix}, \begin{bmatrix} P_1 & 0 & \cdots & 0 \\ 0 & P_2 & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & P_N \end{bmatrix} \right)).
\end{align}

The mean, consisting of the stacked vectorized cores, is of size $M \times 1$ with

$M = \sum_{n=1}^{N} R_n I_{n+1}$, \quad $R_1 = R_{N+1} = 1$.

The covariance matrix of size $M \times M$ is block diagonal, since we assume the TT-cores to be statistically independent. The nonlinear function for the UT in TT format is defined as

\begin{align}
  f_T : \mathbb{R}^{M \times 1} \rightarrow \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \text{ given by } \mathbf{x} \mapsto \mathcal{G}.
\end{align}
where \( \mathbf{x} \) is a vector of size \( M \times 1 \). The transformation of a vector into a tensor is depicted in Figure 13.

The formation and propagation of the sigma points works as follows. The first sigma point \( \mathbf{x}^{(0)} \) is the mean \( \mathbf{m} \) from (5.6) and propagated through the nonlinearity; it corresponds to the TT represented by the distributions determined by Algorithm 3.1. To facilitate later steps, the remaining sigma points from (5.2) and (5.3) are organized into two matrices, according to

\[
A_+ = \sum_{i=1}^{M} \mathbf{x}^{(i)} \mathbf{e}_i^T, \\
A_- = \sum_{i=1}^{M} \mathbf{x}^{(M+i)} \mathbf{e}_i^T,
\]

where \( \mathbf{e}_i \) denotes a vector with zeros everywhere except a 1 at location \( i \). In this way, the propagation through the nonlinearity of all sigma points then becomes a propagation of every summand \( \mathbf{x}^{(i)} \mathbf{e}_i^T \) and \( \mathbf{x}^{(M+i)} \mathbf{e}_i^T \), respectively. The propagation is achieved by forming TT-cores from \( \mathbf{x}^{(i)} \) and \( \mathbf{x}^{(M+i)} \) and summing over a rank-1 connection between the first core and the vector \( \mathbf{e}_i^T \) as shown in Figure 14.

Then, all summands of \( A_+ \in \mathbb{R}^{M \times M} \) and \( A_- \in \mathbb{R}^{M \times M} \), are summed together, respectively, by stacking the cores according to [28, p. 2308], as illustrated in Figure 15 (left). The summation causes the ranks of the TTm to increase and a rounding procedure [27, pp. 2301–2305] needs to be applied to reduce the ranks back to the required precision. Finally, the vector containing the weights \( \mathbf{w}^m = \mathbf{w}^m \mathbf{1}_M \) is absorbed into the first core (Figure 15, right).

The computation of the covariance matrix from (5.5) is divided into two steps. First, \( \mathbf{m}_{UT} \) is subtracted from the sum over the sigma points (Figure 15, left). This is achieved by creating a matrix, where \( \mathbf{m}_{UT} \) is stacked \( M \) times next to each other. The visual depiction of this operation equals the one in Figure 14 with the difference that the multiplied vector is \( \mathbf{1}_M^T \). Second, the result from the first step absorbs the weights into the first core, as depicted in Figure 16. The resulting covariance matrix
\[ \sum_{j=1}^{M} I_j = M \]

**Fig. 15.** Visual depiction of (5.4) as a sum over sigma points (left) and absorption of the weight vector \( \bfw^m \) into the first core (right).

\[ M \]

\[ \sum_{j=1}^{M} I_j = M \]

\[ w^m \]

**Fig. 16.** Visual depiction of (5.5) with \( w^P \bfM \) as a diagonal matrix containing the weight factors on the diagonal.

\[ P_{UT} \]

in the three-core example is a TT matrix that corresponds to a matrix of size \( I_1 I_2 I_3 \times I_1 I_2 I_3 \).

The computation of the approximate mean and covariance with the UT in TT format is summarized in Algorithm 5.1. The computational cost depends on the ranks of the TD, since \( M \) is a function of the ranks. The bottleneck of Algorithm 5.1 is the rounding procedure necessary after performing summations in TT format. It has a cost of \( \mathcal{O}(R^3 I^2 N) \) for a TT matrix.

**Algorithm 5.1.** Approximation of the low-rank tensor estimate’s mean and covariance with the unscented transform in TT format.

**Require:** The mean and covariances of each TT-core \( \{\bfm_i, \bfP_i\}, i = 1, \ldots, N \), computed with the ALS in a Bayesian framework.

**Ensure:** The approximated mean \( \bfm_{UT} \) and covariance \( \bfP_{UT} \) in TT format of the low-rank tensor estimate’s distribution.

1. Compute sigma point \( x^{(0)} \) with (5.1).
2. Compute remaining sigma points with (5.2) and (5.3) and organize them into groups according to (5.8) and (5.9).
3. Propagate sigma points through (5.7), where groups from step 2 are propagated as shown in Figure 13.
4. Estimate the mean \( \bfm_{UT} \) with (5.4) as shown in Figure 15.
5. Estimate the covariance \( \bfP_{UT} \) with (5.5) as shown in Figure 16.

**6. Numerical experiments.** In this section, we present the numerical examples that test the algorithms. All experiments with exception of the last were performed with MATLAB R2020b on a Dell computer with processor Intel Core i7-8650U CPU @ 1.90GHz 2.11 GHz and 8GB of RAM. The last experiment is performed on a Lenovo computer with processor Intel Core i7-10700KF CPU @ 3.80GHz 3.79 GHz and 16GB of RAM. The implementation of the experiments can be found on https:
The first three experiments are performed with a random TT, \( \mathcal{G} \), that represents the ground truth and has the cores

\[
\mathcal{G}_{1, \text{truth}} \in \mathbb{R}^{1 \times 5 \times 3}, \quad \mathcal{G}_{2, \text{truth}} \in \mathbb{R}^{3 \times 5 \times 3}, \quad \text{and} \quad \mathcal{G}_{3, \text{truth}} \in \mathbb{R}^{3 \times 5 \times 1}.
\]

The entries of each TT-core are drawn from a standard normal distribution. After computing the tensor \( \mathbf{Y}_{\text{truth}} \in \mathbb{R}^{5 \times 5 \times 5} \) from the TT-cores and vectorizing it, a noisy sample \( y \) is formed with

\[
y = y_{\text{truth}} + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \sigma^2 \mathbf{I}),
\]

where \( y_{\text{truth}} \) denotes the vectorized ground truth and \( \epsilon \) is a realization of random noise. The noisy samples of the same underlying tensor formed with (6.1) are uncorrelated.

The covariance of the measurement noise is influenced by fixing the signal-to-noise ratio

\[
\text{SNR}_{\text{dB}} = 10 \log_{10} \frac{\|y\|^2}{\|\epsilon\|^2}.
\]

If not stated otherwise, the signal-to-noise ratio is set to zero dB. Some experiments use multiple noisy samples \( y \), computed from (6.1). In this case, the estimate is recursively updated. Initially, the prior TT is input to Algorithm 3.1 together with a sample \( y \). After the execution of Algorithm 3.1, the output mean and covariance is used as a prior for the next execution together with a new sample \( y \). This recursive updating is very suitable for the ALS in a Bayesian framework, because it can deal with prior knowledge on the TD components. For the conventional ALS, the estimate from an execution of the algorithm that computes a TT with the ALS is used as an initial TT for the next execution.

6.1. Convergence analysis of maximization problem. In the ALS in a Bayesian framework, we solve the optimization problem given by (1.2). In this context, we define the relative error between the low-rank estimate \( g \) and the ground truth \( y_{\text{truth}} \) as

\[
\varepsilon_{\text{truth}} = \frac{\|y_{\text{truth}} - g\|}{\|y_{\text{truth}}\|},
\]

and the relative error between the low-rank estimate \( g \) and the noisy sample \( y \) as

\[
\varepsilon_{\text{meas}} = \frac{\|y - g\|}{\|y\|}.
\]

In the first experiment, we look at the errors defined above in order to analyze the convergence of Algorithm 3.1. In addition, we look at the evolution of the log likelihood times the prior, since from Theorem 3.3 it follows that the numerator of the logarithm of (1.4) needs to be maximized to compute the posterior of all TD components.

In this experiment, only one noisy sample \( y \) is used. The prior mean is initialized randomly and the covariance for each core is set to \( 200^2 \mathbf{I} \), meaning a low certainty on the prior mean. The experiment is performed 100 times with the same TT, \( \mathcal{G} \), but with different priors. Then, the mean of the 100 results is plotted with a region of twice the standard deviation. Figure 17, left shows how both relative errors decrease rapidly and converge after approximately five iterations in Algorithm 3.1. Figure 17, right shows how the product of log likelihood and prior increases during the first approximately six iterations, converging to a fixed value. Both subfigures of Figure 17 also show how the region of twice the standard deviation from the 100 trials becomes smaller with an increasing number of iterations. Hence, it can be concluded that Algorithm 3.1 converges and therefore also the optimization problem converges.
6.2. Analysis of covariance matrices. In the second experiment, we look at how the covariance matrix of each core changes throughout the iterations in Algorithm 4.1. We also examine the covariance matrix of the low-rank tensor estimate, computed with the UT in TT format. The experiment is performed 100 times with the same TT, $\mathbf{G}$, but with different priors, as in subsection 6.1. Then, the mean of the 100 results is plotted with a region of twice the standard deviation. Figure 18 shows the trace and Frobenius norm of the covariance matrix of the core that will be updated next, after the norm is moved to this core. Both the trace and Frobenius norm of each core’s covariance matrix decrease and converge to a fixed value. For the first and third core, the values are smaller than for the second, because the second core has a larger number of elements. The convergence behavior is also shown in Figure 19, where the trace and Frobenius norm of the covariance matrix of the low-rank tensor estimate converge quickly to a fixed value. The decreasing and converging values of the trace (Figure 17, top) and the Frobenius norm (Figure 17, bottom) indicate that the uncertainty of the mean decreases and then remains constant with an increasing number of iterations. In the next experiments, we will use the information of the covariance matrices to visualize a confidence interval for our estimate.

6.3. Comparison to conventional ALS. The main benefits of the ALS in a Bayesian framework are the uncertainty quantification of the low-rank tensor estimate, as well as the incorporation of prior knowledge. In the third experiment, we show the benefits by comparing the ALS in a Bayesian framework to the conventional ALS.

Figure 20 depicts the vectorized low-rank tensor estimate for the ALS and the mean of the ALS in a Bayesian framework’s estimate with a 95% confidence interval in comparison with the ground truth. The uncertainty measure is computed from the diagonal elements of $P_{UT}$. The top figure shows the estimate using one noisy sample $y$ for the ALS in a Bayesian framework and the bottom using 100 noisy samples. While the ALS does not improve when taking into account multiple noisy samples, the ALS in a Bayesian framework improves in two aspects. The error between the mean and the truth becomes smaller and the estimate becomes more certain. Also, in the top figure, where the uncertainty is relatively large, the ground truth almost always lies inside the confidence interval and therefore the ALS in a Bayesian framework provides more information than the conventional ALS.

Now, we analyze the influence of the prior quality on the relative error. Figure 21
shows the relative error $\varepsilon_{\text{truth}}$ of the ALS in a Bayesian framework for different priors. The prior mean is computed from

$$m_i^0 = g_{i, \text{truth}} + a \mathcal{N}(0, I), \quad i = 1, 2, 3,$$

where $g_{i, \text{truth}}$ denotes the vectorization of $\mathbf{G}_{i, \text{truth}}$ and $a$ is a number that is set to values between 0 and 5. It determines how different the prior mean is from the ground truth. The prior covariance is computed from

$$P_i^0 = b^2 I, \quad i = 1, 2, 3,$$

by setting $b$ to values between 0 and 5. A small value means a high certainty and a large value means a low certainty on the prior mean. Figure 21 shows that the error is small if the prior mean is close to the ground truth and the covariance is small. For a bad prior and a small covariance, the error is 100 percent or larger, since a high certainty for a bad prior is assumed. For comparison, the isoline (dashed line) corresponding to the mean relative error of the conventional ALS is shown in the graph, which is almost independent of the prior information.

Figure 22, left shows the relative error of the reconstructed tensor versus the signal-to-noise ratio for a prior mean from (6.2) with $a = 10^{-1}$ and prior covariance
from (6.3) with $b = 10^{-1}$, meaning a good prior and a high certainty on the prior. While the ALS performs poorly for high noise, the ALS in a Bayesian framework results in small relative errors. For an increasing SNR, the relative error of the ALS in a Bayesian framework converges to the one of the ALS.

Further, Figure 22, right shows the ALS in comparison with the ALS in a Bayesian framework for multiple noisy samples. While the relative error $\varepsilon_{\text{truth}}$ decreases for the ALS in a Bayesian framework, the conventional ALS does not improve when more noisy samples become available.

As shown, the ALS in a Bayesian framework gives better results if a good prior is available and it provides a measurement of the uncertainty and, therefore, additional valuable information. Also, if multiple noisy samples are available, ALS in a Bayesian framework significantly improves the estimate.

6.4. Reconstruction of noisy image. To test Algorithm 3.1 on an image processing problem, a cat image is reconstructed from an image corrupted with noise. Figure 23 shows the steps before applying Algorithm 3.1. The original image of size $256 \times 256$ pixel is reshaped into an 8-way tensor, where each mode is of dimension 4. To obtain the TT-ranks, here we use the TT-SVD algorithm [27]. It finds a TD that approximates the given tensor by setting an upper bound for the relative error. With an upper bound of 0.1, the TT-ranks, depicted in Figure 23, are obtained. Finally, the ground truth is computed as the vectorized contracted TT. Now, ten noisy samples are formed with (6.1) with a signal-to-noise ratio of $\text{SNR}_{\text{dB}} = 0$.

Figure 24 (a) shows the original image and Figure 24 (b) the low-rank image,
Fig. 21. Relative error of the ALS in a Bayesian framework for different priors for SNR$_{db} = 0$. The y-axis indicates the similarity of the prior mean to the ground truth and the x-axis indicates the certainty on the prior mean. The dashed line corresponds to the isoline corresponding to the mean error of the conventional ALS.

Fig. 22. Left: Relative error $\varepsilon_{\text{truth}}$ vs. signal-to-noise ratio with prior mean from (6.2) with $a = 10^{-1}$ and prior covariance from (6.3) with $b = 10^{-1}$. Right: Comparison of the the relative error $\varepsilon_{\text{truth}}$ between the ALS and the ALS in a Bayesian framework for different numbers of noisy samples.

Fig. 23. Computation of ground truth from the original image. The original image of size $256 \times 256$ pixel is reshaped into an 8-way tensor, where each mode is of dimension 4. Then, the TT-SVD algorithm [27] with an upper bound for the relative error of 0.1 is applied, resulting in the depicted TT-ranks. Finally, the ground truth is obtained as the vectorized contracted TT.
which is obtained by reshaping the low-rank TT from the TT-SVD into the size of the original image. Figure 24 (c) shows one exemplary noisy sample $y$ reshaped into the dimensions of the original image. As a stopping criterion, we used the maximum number of iterations of 3. Figure 25, left shows the reconstruction of the image with the conventional ALS using one noisy sample and on the right using ten noisy samples. Figure 26 shows the reconstruction of the image inputting a random prior mean and a prior covariance on each core of $1000^2I$ and using one and ten noisy samples. For the ALS in a Bayesian framework, it is shown that the image gets clearer with a higher number of noisy samples $y$, confirmed by the decreasing relative error $\varepsilon_{\text{truth}}$ from 0.3127 to 0.1478. The relative error of the conventional ALS only decreases slightly from 0.3664 to 0.3088.

**6.5. Large-scale experiment.** In this experiment, we demonstrate that Algorithm 3.1 also works with larger tensors. The cat image from subsection 6.4 in color is upscaled via bicubic interpolation to obtain a $6000 \times 4000 \times 3$ tensor as depicted in Figure 27 (a). Next, we find a low-rank approximation of the image by first applying the TKPSVD algorithm [2]. The TKPSVD decomposes a tensor $\mathcal{A}$ into a sum of multiple Kronecker products of $N$ tensors $\mathcal{A}^{(n)}$,

$$\mathcal{A} = \sum_{r=1}^{R} \lambda_r \mathcal{A}_r^{(N)} \otimes \cdots \otimes \mathcal{A}_r^{(1)},$$
where $\lambda_r \in \mathbb{R}$. We approximate the image by taking only the term with the largest $\lambda_r$ and $N = 5$,

$$\mathbf{A} \approx \lambda_{\text{max}} \mathbf{A}_1^{(5)} \otimes \mathbf{A}_1^{(4)} \otimes \mathbf{A}_1^{(3)} \otimes \mathbf{A}_1^{(2)} \otimes \mathbf{A}_1^{(1)},$$

where $\lambda_{\text{max}} = \lambda_1$. The resulting Kronecker product is of dimensions

$$(375 \times 250 \times 3) \otimes (2 \times 2 \times 1) \otimes (2 \times 2 \times 1) \otimes (2 \times 2 \times 1) \otimes (2 \times 2 \times 1),$$

as depicted in the top part of Figure 28. Second, $\mathbf{A}_1^{(5)} \in \mathbb{R}^{375 \times 250 \times 3}$ is further decomposed with the TT-SVD algorithm with an upper bound of the relative error of 0.08, where the dimensions are factorized as shown in the lower part of Figure 28. The resulting low-rank approximation of the image is shown in Figure 27 (b) and the noisy image, created with an SNR = −22, is shown in Figure 27 (c). We use Algorithm 3.1 with a random prior mean and $\mathbf{P}_0^i = 10000^2 \mathbf{I}$. Figure 27 (d) shows the reconstructed image after 30 iterations in Algorithm 3.1. The main computational bottleneck is the inversion of the covariance matrix of the largest TD component (line 4 of Algorithm 3.1). Thus, the number of elements of a TD component, dependent on its ranks, is the limiting factor for the computational complexity. In this case, the largest TT-core has $13 \cdot 25 \cdot 18 = 5850$ elements; see the second-to-last TT-core in the lower part of Figure 28.

7. Conclusions. We approached the computation of low-rank TD from a Bayesian perspective. Assuming Gaussian priors for the TD components and Gaussian measurement noise and by applying a block coordinate descent, we were able to perform
a tractable inference and compute the posterior joint distribution of the TD components. This leads to a probabilistic interpretation of the ALS. The distribution of the underlying low-rank tensor was computed with the UT in TT format. We found that the relative error of the resulting low-rank tensor approximation depends strongly on the quality of the prior distribution. In addition, our method opens up for a recursive estimation of a tensor from a sequence of noisy measurements of the same underlying tensor. If no useful prior information is available, the method gives the same result as the conventional ALS. Our method will perform worse than the conventional ALS if a small covariance is assumed for a bad prior mean. Future work could focus on incorporating the inference of the ranks which for the ALS are fixed and therefore need to be decided beforehand. Also, the method could be extended to a non-Gaussian prior and the UT algorithm could be further developed, e.g., by parallelizing the code to make it computationally more efficient for large data sets.
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