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Abstract: In the analysis of human motor skills, tracking tasks with multisine target signals are often performed as they allow for quantitative measurement, identification, and modeling of human control dynamics. In this paper, the same "cybernetic" approach is taken to analyze eye movement dynamics in gaze tracking tasks, where participants had to track a moving target marker across the screen) with their eyes (i.e., a eye-only task) and 2) with their dominant hand (i.e., a eye-hand task). A human-in-the-loop experiment with 10 participants was performed to measure the eye movement dynamics. These two different conditions were performed with four different bandwidths of the multisine target signal driving the movement of the visual stimulus. The results show that the measured eye movement dynamics can be identified from the data of all experiment conditions and can be accurately modeled as an underdamped mass-spring-damper system with a time delay. Furthermore, with increased target signal bandwidth the bandwidth of participants’ eye movements also increases. Future development of gaze tracking tasks into a new tool for assessment of altered gaze behavior due to neurological diseases should take the balance between saccadic and smooth pursuit eye movements into account and avoid very high (i.e., too difficult) bandwidths to warrant accurate modelling of gaze dynamics.
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1. INTRODUCTION

The eyes are one of the most important sensory organs for humans. Processing visual information is the start of executing many daily tasks, e.g., handling or grabbing objects. During most of these tasks, the eyes precede the hands, e.g., grabbing an object or pointing somewhere. An important brain network is the visuomotor network to effectively process information into a goal-directed movement. Recent studies have indicated that multiple functional networks throughout the entire brain are already affected in early stage Alzheimer’s and Parkinsons Disease (Seeley et al., 2009; Barber, 2010; Jellinger, 1991). Often these symptoms become apparent in the oculomotor system, thus affecting patients’ eye movements (MacAskill and Anderson, 2016). Where low-level motor tasks exist to help diagnose diseases (Hoehn and Yahr, 1998; Goetz et al., 2007; Foltstein et al., 1975; Dubois et al., 2000; Fahn S. and Elton R., 1987), more insight into the visuomotor network's properties in terms of timing, speed, and accuracy could help to catch early symptoms (De Boer et al., 2016).

Tracking tasks have been used extensively in investigations into human manual control behavior in a myriad of different tasks and scenarios (McRuer and Jex, 1967; Jex, 2014; Mulder et al., 2018). A tracking task is a task where a Human Controller (HC) continuously controls a system perturbed by a forcing function (e.g., multisine signal). Such a task also allows for using a “cybernetic approach” (Mulder et al., 2018), with which the HC's input-output behavior – i.e., the “control dynamics” – can be directly identified and quantified using mathematical (transfer function) models. In tracking tasks, HCs are known to adapt their control dynamics to the bandwidth of the forcing function signal, which is defined as the frequency up to which the signal has significant power.

To improve quantitative measurement of eye movement dynamics, this paper proposes to use the same “cybernetic” approach traditionally applied to human manual control behavior can be used to measure, identify, and model human gaze dynamics. For this a gaze tracking task was defined, where HCs track a moving visual stimulus on the screen with their eyes over a longer period of time, during which eye movements were recorded with an eye tracker. This approach allows for detailed identification and quantification of (degraded) smooth pursuit dynamics, but as is also the case for HC control dynamics (McRuer and Jex, 1967), the quality of the obtained results (i.e., the clinical relevance) strongly depends on the selected bandwidth of the presented visual stimulus. Furthermore, as being involved in manual tracking is known to affect eye movements (Niehorster and Siu, 2015), the possible interactions between the effects of signal bandwidth, eye movements, and hand tracking are of clear interest and have not been explicitly studied.
In this paper, an experiment is described where ten representative participants performed a gaze tracking experiment while gaze data was recorded with a head-mounted video-based infrared eye-tracking system (EyeSeeCam (ESC) (EyeSeeTec, 2018)). Four different bandwidths of the multisine signal that was used to drive the visual stimulus, created by varying the number of high-amplitude low-frequency and low-amplitude high-frequency sines (McRuer and Jex, 1967), were tested. Furthermore, participants tracked all bandwidths under two conditions: eye-only tracking and eye-hand tracking of the same visual stimulus. Frequency response functions (FRFs) of the gaze dynamics, relating the lateral visual stimulus to recorded lateral gaze, were estimated from the experiment data. A transfer function model was fitted to the measured FRFs to quantify the differences in eye movement dynamics over the different experiment conditions.

2. METHODS

2.1 Task

Fig. 1 shows a schematic representation of the gaze tracking tasks performed in the experiment. The gaze tracking task was similar to a pursuit tracking task where the display presented continuous feedback of the visual stimulus, whose movement was defined by the target signal \( f_t \), that was to be followed. While in traditional tracking tasks the focus is on the measured control inputs \((u)\) of the HC, in the gaze tracking tasks considered in this paper we focus on how well the gaze signal \( g \) followed the visual stimulus. For this, the gaze dynamics \( H_g(s) \) as shown in Fig. 1 were identified from measured input \((f_t)\) and output \((g)\) signals. While for the considered eye-only tracking tasks no hand data was collected, for the matching eye-hand tasks the traditional tracking task, indicated with the linear HC dynamics \( H_p(s) \), the nonlinear human remnant signal \( n \) (McRuer and Jex, 1967), and the controlled dynamics \( H_c(s) \) (here a simple gain), was also performed.

![Fig. 1. Block diagram of the gaze tracking task.](image)

2.2 Forcing Functions

To allow for estimating an FRF of the human gaze dynamics \( H_g(s) \) (see Fig. 1) with an identification method based on Fourier coefficients, gaze tracking tasks with a multisine target forcing function were performed. The multisine \( f_t \) signal consisted of 11 sines with frequencies ranging from 0.6-24 rad/s. This multisine target signal is given by:

\[
f_t(t) = \sum_{k=1}^{N_t} A_t[k] \sin(\omega_t[k]t + \phi_t[k])
\]

In Eq. (1), the amplitude, frequency, and phase of the \( k^{th} \) sine in \( f_t \) are defined as \( A_t[k] \), \( \omega_t[k] \), \( \phi_t[k] \), respectively. The considered frequencies and phases of the target signal are listed in Table 1. To avoid spectral leakage, \( f_t \) was composed of sinusoids with a period that fit an integer number of times in the measurement window of \( T_m = 50 \) s: e.g., \( \omega_t[k] = 2\pi n_t[k]/T_m \) with \( n_t[k] \) an integer. By varying the amplitude distribution \( A_t[k] \), four different target functions were defined for the experiment with increasing bandwidth (BW), i.e., BW1 (lowest) to BW4 (highest). The distribution of the amplitudes in all four signals was determined using the same method as was used in (Wasicko et al., 1966; McRuer and Jex, 1967), that is, an augmented rectangular input spectrum with varying starting frequencies for the high-frequency reduced-amplitude shelve. The amplitudes in the high-frequency shelve were a factor 10 lower than those for the low-frequency sines, see Table 1. Fig. 2 shows the time traces of the multisine signals with the four different bandwidth settings (BW1-BW4).

![Fig. 2. Time responses of the four different target signals with increasing bandwidth (BW1-BW4).](image)

<p>| Target forcing function ( f_t ) |
|-----------------|-------------|-------------|-------------|-------------|----------------|</p>
<table>
<thead>
<tr>
<th>( k )</th>
<th>( n_t )</th>
<th>( \omega_t ) (rad/s)</th>
<th>( \phi_t ) (rad)</th>
<th>( A_{t,1} ) (deg)</th>
<th>( A_{t,2} ) (deg)</th>
<th>( A_{t,3} ) (deg)</th>
<th>( A_{t,4} ) (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>0.614</td>
<td>7.239</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>1.074</td>
<td>5.066</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>1.994</td>
<td>7.860</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>4</td>
<td>17</td>
<td>2.915</td>
<td>8.1847</td>
<td>0.075</td>
<td>0.075</td>
<td>0.075</td>
<td>0.075</td>
</tr>
<tr>
<td>5</td>
<td>23</td>
<td>4.449</td>
<td>9.012</td>
<td>0.075</td>
<td>0.075</td>
<td>0.075</td>
<td>0.075</td>
</tr>
<tr>
<td>6</td>
<td>29</td>
<td>5.676</td>
<td>6.141</td>
<td>0.075</td>
<td>0.075</td>
<td>0.075</td>
<td>0.075</td>
</tr>
<tr>
<td>7</td>
<td>37</td>
<td>6.596</td>
<td>6.776</td>
<td>0.075</td>
<td>0.075</td>
<td>0.075</td>
<td>0.075</td>
</tr>
<tr>
<td>8</td>
<td>53</td>
<td>8.130</td>
<td>6.265</td>
<td>0.075</td>
<td>0.075</td>
<td>0.075</td>
<td>0.075</td>
</tr>
<tr>
<td>9</td>
<td>79</td>
<td>12.118</td>
<td>4.432</td>
<td>0.075</td>
<td>0.075</td>
<td>0.075</td>
<td>0.075</td>
</tr>
<tr>
<td>10</td>
<td>109</td>
<td>16.729</td>
<td>2.672</td>
<td>0.075</td>
<td>0.075</td>
<td>0.075</td>
<td>0.075</td>
</tr>
<tr>
<td>11</td>
<td>157</td>
<td>24.084</td>
<td>8.009</td>
<td>0.075</td>
<td>0.075</td>
<td>0.075</td>
<td>0.075</td>
</tr>
</tbody>
</table>

2.3 Apparatus

The experiment was performed at the vestibular and oculomotor research laboratory of the Department of Neuroscience, Erasmus MC Rotterdam. The test setup can be seen in Fig. 3. The setup included a chinrest on which the head was placed to limit head movements during the measurements and to ensure that the head was in the same position during different trials. The distance from the head to the screen was 0.5 m. Eye movements were measured with an EyeSeeCam eye tracker with a gaze accuracy <0.2
deg at 220 Hz, see also Fig. 4(a). The ESC was placed on the head of the participant positioned in front of the touchscreen. An example recorded image of the eye by the ESC is shown in Fig. 4(b). Finally, Fig. 3 also shows the touchscreen that was used to present the stimulus for the gaze tracking tasks, as well as for recording the hand inputs during the eye-hand condition trials. Hand inputs were provided in the right or left bottom corners of the screen (depending on which was the participant’s dominant hand) on a blue bar that was shown, to avoid blocking the target marker with the hand and fingers.

Fig. 3. Test setup for the gaze tracking tasks.

Fig. 4. The EyeSeeCam (EyeSeeTec, 2018) (a) and an example of the recorded image of the eye (b).

The visual displays used for the eye-only and eye-hand conditions are shown in Fig. 5. In both cases, the blue circle with the cross represents the target signal \( f_t \). For the eye-hand tasks, the red filled circle in Fig. 5(b) indicated the controlled element output \( x \), see Fig. 1. For the eye-hand conditions, the participants were instructed to steer the red filled circle into the blue circle as accurately as possible. For the eye-only condition, the goal was to follow the blue circle as accurately as possible with the eyes. A cross was added to the blue circle to ensure that the subjects had a precise screen position to look and aim at.

2.4 Experiment Design

The design of the performed experiment is summarized in Table 2. Ten participants performed the experiment, all students from either the Erasmus MC or TU Delft. All participants performed all experiment conditions (within-subjects design) and performed three repeated trials of the eye-only tracking task and five repeated trials of the eye-hand tracking task for each stimulus bandwidth. Each trial had a duration of 50 s and each participant performed a total of 32 trials in the experiment.

2.5 Data Analysis

As is the case for any video-based eye-tracking system, the raw data from the EyeSeeCam contains gaps in the data due to blinks. Blinks were detected for each recording and the blink data was replaced by interpolated values to ensure continuous signals for further analysis. Of the total number of performed repeated trials (i.e., 5 for eye-hand tracking and 3 for eye-only tracking, see Table 2) in general not all provided sufficiently reliable eye data. Only the trials that were deemed valid were used for identification of the gaze dynamics \( H_g(s) \) in Fig. 1 by estimating a gaze FRF according to:

\[
\hat{H}_g(j\omega) = \frac{G(j\omega)}{F_t(j\omega)}
\]

In Eq. (2), \( G(j\omega) \) and \( F_t(j\omega) \) indicate the Fourier transforms of the gaze \( (g) \) and target \( (f_t) \) signals, respectively, at the multisine stimulus frequencies \( \omega_t \). Based on the shape of the identified FRFs, the following four-parameter model was selected for modeling the gaze dynamics:

\[
H_g(j\omega) = K_g e^{-j\omega \tau_g} + \frac{\omega_g^2}{(j\omega)^2 + 2\zeta_g\omega_g j\omega + \omega_g^2}
\]

The model of Eq. (3) represents an underdamped mass-spring-damper system with a gain \( K_g \) and time delay \( \tau_g \). This model was fitted to the estimated FRFs using a weighted complex least-squares cost function and a standard nonlinear optimizer (Matlab’s \texttt{fminsearch} algorithm). The quality-of-fit of the obtained model fits was determined by calculating the models’ Variance Accounted For (VAF), which expresses the accuracy with which the measured output signal \( (g) \) is replicated by the model as a percentage. Fig. 6 to 9 show representative examples of the estimated FRF (result of Eq. (2)), fitted model (Eq. (3)), and the quality of the modeled gaze signal for all four

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Bandwidths</th>
<th>Trials</th>
<th>Subjects</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eye-hand tracking</td>
<td>4</td>
<td>5</td>
<td>10</td>
<td>200</td>
</tr>
<tr>
<td>Eye-only tracking</td>
<td>4</td>
<td>3</td>
<td>10</td>
<td>120</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td>320</td>
</tr>
</tbody>
</table>

![Diagram](image-url)
bandwidths in the eye-only condition. Equivalent results were obtained for all other participants and experiment conditions. Overall, Fig. 6 to 9 show that the estimated gaze dynamics are consistent and that the proposed model accurately describes the measured gaze data with VAF values of around 90% or higher for all tested bandwidths.

3. RESULTS

3.1 Eye Movement Analysis

The eye movements that are recorded in the considered eye tracking task are a combination of both (catch-up) saccades (very fast eye movements where the eye quickly changes foveal viewpoint) and smooth pursuit eye movements, see Fig. 10(a). Saccades can be detected from their characteristic high eye velocities and accelerations. As is shown in Fig. 10(b), the eye’s acceleration time trace shows saccades as a pair of two high-amplitude peaks in opposite directions, as eye velocity during a saccade is built up and stopped again almost instantaneously. For the collected data, saccades were detected by finding all acceleration peaks with a magnitude above 1000 pix/s², see black detection limits in Fig. 10(b).
Fig. 10. Example of eye movement analysis and saccade detection. Gaze signal with detected saccades (a), gaze acceleration signal with used detection limit (b), and average detected saccades for each condition (c).

3.2 Gaze Identification and Modeling

For modeling the gaze dynamics, the entire gaze signal $g$ as shown in Fig. 10(a) was used, i.e., the detected saccades were not removed. This was done for two reasons: 1) to allow for fairer comparison of the different bandwidth conditions (Fig. 10(c) shows that more saccades and hence more distance traveled by the eye would be removed for higher BWs) and 2) to avoid non-smooth signal transitions for the frequency-domain identification approach, i.e., Eq. (2). As illustrated in Fig. 6 to 9 for a single subject, the gaze dynamics model of Eq. (3) was fitted to an estimated FRF of $H_g(j\omega)$ for every participant and experiment condition.

Fig. 11 shows the overall quality-of-fit of the fitted gaze models, expressed in terms of the Variance Accounted For (VAF). As can be seen in Fig. 11, on average VAF values between 80-95% were obtained. The VAF values are seen to decrease with increasing bandwidth, which indicates that the linear model of Eq. (3) was less accurate with increasing bandwidth. Furthermore, especially for BW3 and BW4, higher VAF values are found for the eye-hand tasks than for the eye-only conditions. Both findings are consistent with the saccade count data of Fig. 10(c) and suggests that our proposed approach to modeling the gaze dynamics is less accurate with more frequent saccades.

Fig. 12 shows the estimated parameters of the gaze model of Eq. (3), i.e., the gain $K_g$, the delay $\tau_g$, the natural frequency $\omega_g$, and the damping ratio $\zeta_g$. For the gaze gain $K_g$, Fig. 12(a) shows values close to unity for the low bandwidths, as expected for accurate following of the target marker. Furthermore, $K_g$ is seen to decrease with increased bandwidth as well as when also tracking with the finger (EH conditions), indicating that participants did not follow the full amplitude of the $f_1$ signal across the screen on average. For the gaze delay (see Fig. 12(b)) no consistent variation across conditions was observed, i.e., $\tau_g$ values of on average between 0.1 and 0.3 s were measured. Fig. 12(c) shows a clear increase in $\omega_g$, from around 10 rad/s for BW1 to 12 rad/s for BW4 on average, which indicates an adapted higher “bandwidth” of the gaze dynamics. Finally, for $\zeta_g$ Fig. 12(d) shows a slight reduction with increasing bandwidth, as well as a slight increase from E to EH conditions (except for BW4). Overall, the results in Fig. 12 indicate that with increasing bandwidth, the gaze dynamics show considerable adaptation, characterized by a reduced gain (less accurate tracking of stimulus amplitude) and a higher “bandwidth” (more accurate high-frequency tracking).

4. CONCLUSIONS

This paper presents the results of a gaze tracking experiment in healthy participants. Variations in eye movement dynamics with four different bandwidths of the visual (multisine) stimulus were assessed for eye-only tracking (E) and eye-hand tracking (EH) conditions. The measured gaze dynamics were analyzed with frequency-domain identification techniques and modeled with a four-parameter transfer function model. Consistent with literature, the analysis of the measured gaze signals showed increased number of catch-up saccades with increasing signal bandwidth, in addition to a lower saccade count (i.e., smoother eye movements) when also tracking the stimulus with the hand (EH conditions). From the obtained gaze identification results it was found that the proposed methodology results in highly accurate (i.e., VAF > 80%) modeling of the measured gaze signals. Furthermore, the estimated gaze model parameters showed clear adaptation of the gaze dynamics to increased bandwidth, which resulted less accurate tracking of the full stimulus amplitude (reduced $K_g$), but increased high-frequency bandwidth (increased $\omega_g$) and a higher “bandwidth” (more accurate high-frequency tracking).
Fig. 12. Estimated gaze model parameters.

$\omega_g$). Future development of gaze tracking tasks into a new tool for assessing altered gaze behavior due to aging or neurological diseases should take the balance between saccadic and smooth pursuit eye movements into account and avoid very high (i.e., too difficult) bandwidths to warrant accurate modelling of gaze dynamics.
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