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Abstract / Summary

Acoustic Emission (AE) based structural health monitoring systems have the potential to assess the state of metallic / composite structures and detect damage in real time as it grows. This is done by monitoring the Lamb waves that occur due to the release of energy and the specific boundary conditions. Environmental and Operational Conditions (EOC) have a significant effect on the wave propagation phenomena, potentially influencing their ability to detect and localize damage.

This study sought to extend past research done on metallic structures and was focused on understanding the effects of temperature on the propagation of ultrasonic Lamb waves in composite materials using analytical, numerical and experimental tools. Two test specimens were used, one hybrid laminate with glass and carbon fibre epoxy layers and a sandwich panel with a 2 mm foam. Three temperatures steps of -40, 25 and 70°C were used.

An analytical MATLAB code was used to generate dispersion curves for the hybrid material at the previously mentioned temperature steps. Next, the experimental setups were modelled in an FEM ABAQUS CAE environment. Three 5 cycle Hanning windows, with frequencies of 150, 300 and 400 kHz, were used to excite a piezoelectric actuator. The response was then picked up using 3 piezoelectric sensors located at angles of 0, 45 and 90° with respect to the actuator. Finally, the experimental tests were performed and the results were compared with those of the FEM model and the dispersion curves. The comparison was performed using the signals received by the 3 sensors. Preliminary experimental results showed that the maximum change in speed due to temperature variation was 7% for the laminate and 12% for the sandwich panel. The results have also been verified using the FE models.
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AE – Acoustic Emission
BC – Boundary Condition
CBM – Condition Based Maintenance
CF – Carbon Fibre
CFRP – Carbon Fibre Reinforced Plastic
CM – Condition Monitoring
DP – Damage Prognosis
EOC – Environmental and Operational Conditions
FEM – Finite Element Method
GF – Glass Fibre
GM – Global Matrix
GWSHM – Guided Wave Structural Health Monitoring
NDE – Non-Destructive Evaluation
SHM – Structural Health Monitoring
SPC – Statistical Process Control
TOA – Time of Arrival
TOF – Time of Flight
TDOA – Time Difference of Arrival
TM – Transfer matrix
UD – Unidirectional
Vpp – Peak-to-peak Voltage
Frequently used symbols

\( A_0 \) – Fundamental anti-symmetric Lamb wave mode

\( S_0 \) – Fundamental symmetric Lamb wave mode

\( c_p \) – Phase velocity

\( c_g \) – Group velocity

\( \lambda \) – Wavelength

\( \omega \) – Angular frequency

\( k \) – Wavenumber

\( T^* \) – Temperature degradation factor

\( T_g \) – Glass transition temperature

\( d_{ij} \) – Piezoelectric coupling matrix

\( \varepsilon^T \) – Free electric permittivity tensor

\( E_1 \) – Longitudinal modulus

\( E_2 \) – Transverse modulus

\( \nu_{12} \) – Poisson’s ratio

\( G_{12} \) – In-plane shear modulus

\( \gamma_{12} \) – Shear strain
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1 Introduction

Aircraft structures are subjected to high loads, fatigue cycles and they operate in a range of -60 to 80°C. In addition, because of the influence of weight on fuel economy, lightweight structures are needed in order to keep flying at a reasonable cost. In order to accommodate these operating conditions while also maintaining the structural integrity of the aircraft, several design philosophies have been employed: safe-life, fail-safe and damage tolerant. Modern aircraft are designed according to all three approaches [1]. With the damage tolerant method, structures are designed to withstand damage up to a certain size while undergoing regular inspections. Determination of the inspection interval is done by first determining the number of load cycles that it takes for the crack to grow to a detectable level and also the number of cycles in which the crack grows to a critical level. The number of cycles needed for the crack to grow from a detectable level to the critical level is ΔN. The inspection interval is then set to ΔN/2 [2] in order to allow for more than 1 chance of discovering the crack. This process is outlined in Figure 1-1. This approach gives enough chances to find the damage and repair it. Most of the structural components on an aircraft have to go through this process leading to high maintenance costs and significant downtime of the plane. This process is mostly applicable to commercial aircraft and it is based on the regulations imposed by organisations such as the Federal Aviation Administration (FAA) [3] and the European Aviation Safety Agency (EASA) [4].

![Figure 1-1: Determination of crack propagation life in damage tolerant design](image)

Another aspect to take into consideration is the increasing use of composite materials in the new generation of commercial aircraft. Boeing was the first to build a composite fuselage and wing (Boeing 787), about 50% of the structure, and Airbus was not far behind with the A-350, with its all-composite fuselage and wings [5]. Although these materials do provide improved performances, they also introduce some new problems like their susceptibility to impact damage [6], more failure modes [5] and different maintenance procedures.
Most of the current structural maintenance is done in a time-based mode as the one described earlier. There is a growing need to move to the more cost-effective Condition Based Maintenance (CBM). This concept requires a sensing system that monitors the structure and reports to the operator if any damage occurs [7]. Any maintenance is performed only when needed.

Acoustic emission (AE) based systems have been shown to have the potential to inspect impact damage [8] and study the fracture behaviour of composite materials [9]. One difficulty this system has is that the waves used to inspect the structure are sensitive to Environmental and Operational Conditions (EOC), which vary considerably during the life of an aircraft structure. The influence of these factors must be determined if Structural Health Monitoring (SHM) systems are to be installed on an aircraft. Temperature and load were found to be the factors with the greatest impact on the propagation of waves [10] [11].

1.1 Research problem

AE based systems are among the most promising SHM tools. Gagar et al. [12] have shown that AE signals can be recorded in complex structures such as a wing-box and that this technique can be used to localize damage occurring during the life of the structure. However, the system is not yet ready for commercial application in the aerospace industry, as there are still some challenges left to overcome [7].

One of the main issues that require further investigation is the effect of Environmental and Operational Conditions (EOCs) on the propagation of guided Lamb waves. The propagation of these waves depends on the material they are propagating through. Thus, any change in the properties of the medium will affect the features of the waves. It is well known that external factors such as temperature and loading can alter the mechanical properties of materials. Therefore, it is important that the effect of these EOCs is taken into account in SHM systems based on Lamb waves.

Most research in this area has been focused on active SHM systems that use guided Lamb waves and has mostly looked at metallic structures. Composite structures have received less attention due to their anisotropic nature and inherently more complicated wave propagation mechanisms. However, due to the increasing use of composite materials in the aerospace industry and the benefits that a reliable SHM system would provide, the effects of EOC in anisotropic media must be thoroughly understood.
1.2 Research objective and research questions

Considering the facts presented in the introduction and the current state of research on the topic of temperature effects on the propagation of guided Lamb waves in anisotropic materials, the objective of the research project can be formulated as:

To understand how temperature affects the propagation of guided Lamb waves in anisotropic materials by modelling the behaviour both analytically and with Finite Element Modelling (FEM) simulations while performing experimental verifications.

Based on the previous objective, the main research question can be formulated as follows:

How and to what extent does temperature affect the propagation of AE signals in anisotropic materials?

In order to answer the main research question, several sub questions must first be posed:

1. Can we develop a thorough understanding of the physics governing the propagation of Lamb waves in anisotropic materials influenced by the effects of temperature?

2. How do analytical results and FEM simulations of guided Lamb waves propagating in anisotropic materials compare with the experimentally obtained results?

3. How do these effects influence the results given by an AE based SHM system?
1.3 Research approach

In order to answer the main research question, a methodology consisting of analytical modelling, FEM modelling and an extended experimental campaign was chosen. The overview of the tasks that were performed is shown in Figure 1-2.

![Flowchart showing the research approach](image)

**Figure 1-2: Work plan**

The first step was to perform a literature review on the current state of research in the field of temperature effects on the propagation of AE signals in anisotropic materials. In the second step, the approach developed by Pant et al. [13] was used to characterize a composite material with the following layup: [±45° glass fibre, 0° carbon fibre, ±45° glass fibre]. During this step, some tensile tests were performed on the materials in order to obtain the elastic properties required for modelling. This was done according to the ASTM D 3039 – 08 and D 3518 – 94 standards. In the third step, temperature effects were incorporated into the model developed by Pant based on methods found in the literature. Also, FEM models were built in the ABAQUS CAE [14] environment taking into account the same conditions as for the experimental tests. In the fourth step the model and the analytical work were verified through experiments. The experiments were performed on two plates: one laminate with the previously mentioned layup and one sandwich panel with a foam core and face sheets with the same hybrid layup. The composite plates with the bonded sensors were exposed to temperatures ranging from -40°C to 70°C in 3 steps. At each temperature one of the piezoelectric sensors was used to actuate a signal and the response registered by the other sensors was recorded and analysed. The results of the experiments and the modelling were then compared.
2 Literature study

2.1 Structural health monitoring

This chapter focuses on SHM in general. Section 2.1.1 presents a short background, Section 2.1.2 gives an overview of the most important monitoring techniques and Section 2.1.3 presents the concept of guided waves. Section 2.1.4 highlights the AE technique, Section 2.1.5 gives a short presentation to the localization procedure and Section 2.1.6 gives an introduction to piezoelectric materials.

2.1.1 Background

Looking back at the early days of commercial aviation, the need for determining the true operational conditions of an aircraft structures was realized after a series of crashes of the de Havilland Comet aircraft between 1952 and 1954 [15]. Over time, airworthiness authorities set new regulations that subjected aircraft to more intensive inspection [2], especially ageing aircraft which were entering the second half of their operational life. Even with the more stringent maintenance conditions, there were still cases were unique repair solutions applied to certain aircraft led to major accidents such as the Japan Airlines B-747 in 1985 or China Airlines B-747 in 2001.

Currently, each aircraft has its own maintenance programme, usually comprising so called A, B, C and D checks. The first two are performed more often and require between a night and a few days while the last two are more intensive. The D check is the most comprehensive, requiring around 2 months to complete. It is done every 5 years and it consists on taking the entire aircraft apart. All of these checks cost money but they also create a lot of downtime that in turn ends up creating a financial burden on the operator. Due to these issues there is a need for a CBM approach for which SHM is a corner stone of this programme.

SAE International created a guideline on how to implement SHM technologies in which SHM is defined as “the process of acquiring and analysing data from on-board sensors to evaluate the health of a structure” [16].

Adams [17] describes health monitoring as “the scientific process of non-destructively identifying four characteristics related to the fitness of an engineered component (or system) as it operates:

- the operational and environmental loads that act on the component (or system)
- the mechanical damage that is caused by that loading
- the growth of damage as the component (or system) operates
- the future performance of the component (or system) as damage accumulates.”
Boller and Meyendorf [2] define SHM as “the integration of sensing and possibly also actuation devices to allow the loading and damaging conditions of a structure to be recorded, analysed, localized and predicted in a way that non-destructive testing becomes an integral part of the structure”.

The two major aspects of SHM that are mentioned in the previous definitions are: load monitoring and damage monitoring. In addition, the health monitoring techniques should be non-destructive, ideally implemented in an automated manner [17] and should function while the structure is under operating conditions.

Despite the fact that a lot of research and development has been done in the SHM field, no application has matured to the point where it can be called a true commercial product [18]. According to Farrar and Worden [7], significant developments in this area will most likely require multi-disciplinary research efforts between different fields. The authors also believe that the problem of SHM will not be solved in the near future and that it will require small steps over a long period of time.

SHM is closely related to four other disciplines that are used for damage identification: condition monitoring (CM), non-destructive evaluation (NDE), statistical process control (SPC), and damage prognosis (DP).

CM is very similar to SHM and it mainly addresses damage identification in rotating machinery, such as pumps, electric motors, internal combustion engines by monitoring certain parameters during the operation of the machinery (vibration, temperature etc.) [19].

According to the American Society of Nondestructive Testing (ASNT) “NDE is the examination of an object with technology that does not affect the object’s future usefulness.” This examination is usually performed when the object under investigation is not operational and the main goal is to characterize damage that has been previously located. NDE is a well-established field that is widely used in many engineering branches such as: aerospace, civil, mechanical, electrical etc. Common NDE techniques include: ultrasonic, liquid penetrant, magnetic-particle, eddy-current, acoustic emission, thermography [20].

SPC is a process based approach that uses sensors to monitor changes in a process, changes that can also result from structural damage [7]. SPC generally refers to the application of statistical tools to processes in order to improve the quality of products and services [21], although it has also been used for damage detection purposes [22].

DP refers to the process of predicting the remaining operational life of a system by evaluating the current damage state, estimating the future loading conditions and by running simulations [23].
2.1.2 Structural health monitoring techniques

SHM techniques can generally be divided into two categories [1]: active and passive approaches. In the active approach, an external input is applied to the structure and the response is monitored, while the passive method “listens” for any perturbations caused by occurring damage. An overview of the most used techniques is presented in this section.

Vibration and modal analysis is a passive SHM approach that identifies damage by measuring modifications of physical parameters such as mass, stiffness or damping. The work done by Cawley and Adams [24] was the first to use natural frequencies for damage detection in structures. Other studies, such as the ones done by Robinson et al. [25] and Manson et al. [26] [27] [28] had some success in detecting damage on aircraft structures using vibration-based data. The main disadvantage of this method is that any defects that are parallel to the loading direction are reliably detectable only at very large sizes, at least 10% of the inspected area according to [29] and [30].

Another passive SHM method relates the energy of impact events with damage severity. Piezoelectric sensors are used to detect the features of the vibrations induced by these impact events, which are then used to determine the energy and subsequently the damage. Although NDT is still required to confirm the results, the inspection time is reduced significantly [31].

Comparative vacuum monitoring is a passive technique developed by Structural Monitoring Systems in Perth/Australia [2]. A two chamber-system of thin channels is introduced into a silicon-based sensor that is placed on a crack prone location. A vacuum is created in one of the chambers. If a crack appears beneath the evacuated chamber, pressure will increase, thus signalling the presence of the crack. This method has shown promising results in tests done in laboratories as well as in operational environments [32] [33]. The main drawback of this method is that the structure requires some mechanical treatment when placing the sensors [34] and there are possible issues with corrosion of the material blocking the sensors [35].

Another SHM method is based on guided Lamb waves. These waves have the ability to travel relatively large distances, thus making them useful for a fast evaluation of a structure’s health [36]. Transducers are used to pick up the response of the structure to the initial excitation and based on this response faults or damage can be detected. The main issue with this method is the highly dispersive nature of the waves and the complicated physics behind them [6]. SHM based on Lamb waves can be either active or passive. In the active approach, a transducer is used to provide the initial excitation. The passive approach uses the sensors to monitor the structure and to detect any guided waves that occur due to fracture phenomena in the material.
2.1.3 Guided waves

Guided waves are structural waves that propagate through bounded media. There are various types of guided waves as described in [37]. Guided waves that result from stress/strain boundary conditions and propagate on the surface of a material are known as surface waves.

A large number of the structural elements used in the aerospace industry are 2D plate-like structures. The waves that propagate through this kind of structures are known as Lamb waves. Lamb waves are guided waves that are bounded by two surfaces and they are formed by the superposition of reflections of longitudinal P waves and shear waves from the two surfaces [38]. By looking at the distribution of displacements, two types of Lamb waves can be recognized: the symmetric modes $S_0$, $S_1$, $S_2$, ... $S_n$ and the antisymmetric modes $A_0$, $A_1$, $A_2$, ... $A_n$. The symmetric modes mostly consist of in plane displacements while the antisymmetric modes consist of out-of-plane displacements. Although theoretically there are an infinite number of modes, in most of the surveyed literature, only the $S_0$ and $A_0$ modes are used, as can be seen in the work done by Bottai et al. [39], Giurgiutiu [40] and other papers presented in this study. This is mainly due to the fact that higher modes are more difficult to activate and interpret in practice [41]. These modes play an important role in the damage identification process. The $A_0$ mode enables detection of delaminations, transverse cracks and layer separation in composite materials especially near the surface [42] [43], while the $S_0$ mode enables the detection of cracks at greater depths [44]. The illustration of these two modes can be seen in Figure 2-1 and Figure 2-2.

![Figure 2-1: Illustration of symmetric Lamb wave mode [44]](image)

![Figure 2-2: Illustration of anti-symmetric lamb wave mode [44]](image)
When it comes to damage detection, Lamb waves have a few advantages compared to other elastic waves [45]:

- they have a relatively low attenuation
- specific modes can be chosen
- the presence of flaws modifies the propagation of the waves enabling control of a whole surface with just a few sensors

An important phenomenon that affects the detection of damage using elastic waves in general, even more so when using Lamb waves, is dispersion [38]. The main characteristic of elastic wave dispersion is the dependence between the wave velocity and the excitation frequency. In consequence a wave packet propagating over a large distance tends to increase in length and change its shape, resulting in errors. In active approaches applying a narrow band, also known as a Hanning window, can be used to minimize this problem.

Waves are generally characterized by the following different properties. The wavenumber $k$ refers to the spatial frequency of the perturbation. The wavelength $\lambda$ is a measure of the spatial period of the perturbations and these are related mathematically as shown in Eq. 2.1 [38]:

$$\lambda = \frac{2\pi}{k} \quad (2.1)$$

Waves travelling at different speeds can form a group wave. This happens in materials where the wave speed is dependent on the frequency, the amplitude or the propagation direction. This phenomenon can be seen in anisotropic materials where waves travel at different speeds in different directions. The result is a strong wave, which propagates with a speed known as the group velocity, $c_g$.

$$c_g = \frac{d\omega}{dk} \quad (2.2)$$

The phase velocity, $c_p$, is the speed of the individual frequency components and is calculated with:

$$c_p = \frac{\omega}{k} \quad (2.3)$$

where $\omega$ is the angular frequency.

The group and phase velocities are often used to characterize the dispersive behaviour of Lamb waves in different materials. The velocities are plotted as functions of the product between the frequency of the signal and the thickness of the material as can be seen in Figure 2-3.
2.1.4 Structural health monitoring based on acoustic emission

An acoustic emission is described as a series of transient stress waves emitted by material defects under the effects of an external load. The waves are a result of the elastic energy released due to local stress redistribution [47]. Their typical frequency range is between 10 kHz and 1 MHz.

Acoustic emission monitoring is a passive technique because it identifies damage or defects that occur while the structure is subjected to operational loads. It is often used to detect failure at a very early stage, long before the structure would fail. Common sources of acoustic emissions are: crack initiation, crack growth, slip and dislocation movements or phase transformations in metals and matrix cracking, fibre breakage and de-bonding in composites [48].
An important advantage of this method is that the structure can be observed during the entire load history with just a few sensors and without disrupting the loading of the structure. The sensors are calibrated to detect strong signals that are above a certain threshold [49]. If this trigger level is reached, the signal is recorded and presented to the operator for further evaluation. The sensors are attached to the surface and do not require re-locating.

A disadvantage of acoustic emission testing is the fact that tests are not reproducible. Also, the signals that need to be detected are very small. Thus, more sensitive sensors are required in addition to amplifiers. This means that ambient noise, attenuation of signals and low signal-to-noise ratio can become an issue. This is a common problem of both active and passive Lamb wave systems.

The amplitude of the emission is directly related to the magnitude and the velocity of the event that produced it. This means that larger signals are produced by cracks that propagate instantaneously than by cracks which slowly propagate over the same distance [48]. The detection and conversion of the elastic waves to electrical signals form the basis of acoustic emission testing. The interpretation of these signals gives information regarding the location as well as the severity of the damage.

A typical AE system includes: a sensor, preamplifier, filter and storage equipment (such as a personal computer). An illustration of this setup is shown in Figure 2-4.

![Figure 2-4: Typical AE system setup [50]](image-url)
The sensors respond to the dynamic motion caused by the event and convert the mechanical movement into an electrical signal. These sensors are most often made from piezoelectric materials due to their intrinsic property of converting mechanical loads to electric signals and vice-versa. The preamplifier then boosts the signal strength. Next, the signal goes through a bandpass filter in order to eliminate the low and high frequencies associated with the signals. Once this is done, the signal is sent to the acoustic system mainframe and eventually to a computer for analysis and storage. The most common AE system is the so called “hit driven” system. During periods of inactivity it lies in a dormant state and when a signal is detected, the hit is recorded and the data is stored.

A very large number of articles on the subject of AE SHM can be found in literature. The articles in this literature review were mentioned because their results highlight the potential of AE to become a reliable SHM method.

SHM systems based on acoustic emissions have received a lot of attention in the past decades. Leone et al. [51] investigated acoustic emission as a method for detecting damage initiation and progression, identifying the location of the damage and anticipating ultimate fracture in notched honeycomb sandwich panels. Post-test signal processing was used and the results were compared with other inspection techniques. The results showed excellent correlation between the emission of acoustic waves and the corresponding failure initiation at the crack tips. Furthermore, the location of any occurring damage was clearly identified even though a constant wave speed was assumed and wave dispersion was ignored. This result was attributed to the near quasi-isotropic nature of the face sheets and the relatively large size of the structure. The authors conclude that the AE method can provide reliable and real time information on the state of a structure when all of the variable settings are properly selected.

Kundu et al. [52] demonstrated the possibility of locating the point of impact in a composite plate using acoustic emission data. The experiments consisted of dropping steel and ping-pong balls on a graphite-epoxy plate and recording acoustic signals using transducers that were adhesively bonded to the plate. This was done by using the time of arrival of the ultrasonic signals and by taking into account the directionality of the wave speed in anisotropic materials. The authors also showed that significant errors were introduced if the wave speed was assumed to be constant.

Aggelis et al. [53] looked at the efficiency of acoustic emission and ultrasonic transmission as a structural health monitoring tool. Cross-ply laminates were fabricated and tested under load controlled tension. Two AE sensors were attached on the same side of the specimen in order to monitor the structure. The results showed that the increase in load led to an increase in the number of hits registered by the sensors. The authors reasoned that the strong correlation between the applied load and the number of hits could be used as an indicator of the load that
had been applied to the material. The results also showed that the specific parameters that were measured could be used to understand the damage mechanisms. The acoustic energy emitted by delaminations was lower than that related to matrix cracking events in the tested material [54].

Fu et al. [55] investigated a fibre optic acoustic emission sensor and its application in structural health monitoring. The tests consisted of specimens made out of CFRP materials and had sensors both attached to the surface and embedded inside the composite material. Pencil lead break tests and three point-bending tests were used in order to produce AE events. The results showed that both the sensors were capable of detecting elastic waves released by the occurring damage and their specific energy. The authors conclude that the fibre optic acoustic emission sensor has potential advantages for SHM of composite structures.

Baldwin and Vizzini [56] developed an acoustic emission crack detection sensor system based on Fibre-Bragg grating for the structural health monitoring of composite structures. The sensors were tested in both a surface attached configuration and an embedded configuration using pencil lead break tests and tensile loading tests. The results showed that the system was able to detect the AE events in both configurations. The authors conclude by mentioning that great care was taken to isolate the sensors from strain and temperature variations, thus making the system impractical for real world applications until the challenge of environmental conditions could be overcome.

The general consensus in the analysed literature is that AE based SHM systems can be a useful tool in assessing the damage state of a structure and further research should be carried out in order to bring the method closer to consistent real world application.

2.1.4.1 Signal features

Because the electrical signal is generated by the fracture mechanism, it is useful to look at the signal parameters in order to learn more about the characteristics of the physical phenomena. The following parameters are the most widely used and their definitions are extracted from ISO 12716 2001:

1. **Hit**: a signal that exceeds the threshold and causes the system channel to accumulate data related to the actual wave and its features. It is frequently used to show the AE activity with counted number for a period (rate) or accumulated numbers. In Figure 2-5, one waveform corresponds to one hit.

2. **Count / ring-down count / emission count**: the number of times within the time window, where one signal exceeds a previously set threshold. In Figure 2-5 seven counts are observed. It should be noted that the numbers of counts depend strongly on the set threshold level, the operating frequency and the sampling rate.
3. **Amplitude**: a peak voltage of the signal waveform is usually assigned. Amplitudes are expressed in a decibel scale instead of a linear scale where 1 μV at the sensor is defined as 0 dB AE.

4. **Duration**: a time interval between the triggered time of one AE signal and the time of disappearance below the trigger level.

5. **Rise time**: a time interval between the triggering time of the signal and the time of the peak amplitude.

6. **Energy**: definitions of energy are different in AE system suppliers, but it is generally defined as the measured area under the rectified signal envelope.

![Typical AE signal features](image)

Figure 2-5: Typical AE signal features [57]

The intensity of an AE signal gets lower as the distance from the source increases. This is due to the process of attenuation. The reduction in the amplitude of the waveform is expressed by the logarithm of the ratio between the original and attenuated magnitudes. It is commonly measured in decibels and can be described by the following equation [58]:

\[
A = 20\log_{10} \left( \frac{a}{a_0} \right)
\]

(2.4)

The three main causes of attenuation are: geometric spreading, material damping and wave scattering. The effects of attenuation on an AE signal can be measured using a Hsu-Nielson Source [48]. It consists of a mechanical pencil with either a 0.3 or 0.5 mm 2H lead that is passed through a cone-shaped Teflon shoe. The lead is placed in contact with the surface at a 30-degree angle and pressure is exerted until it breaks. Once that happens, a small local deformation that is relieved in the form of a stress wave occurs. This process is similar to that of the AE signal produced by a crack.
2.1.5 Localization considerations

The main purpose of a SHM system is to provide information regarding the location of any damage that occurs in a structure. In the case of AE based system, a common method of locating acoustic sources is Geiger’s method, an example of the Gauss-Newton algorithm for solving nonlinear problems. The method was developed by a Swiss scientist of the same name with the purpose of finding the epicentres of earthquakes. Its implementation requires three steps [59]:

- establishing arrival time functions.
- data preparation.
- solving a system of simultaneous equations.

The first step is directly related to the subject of this work due to the fact that the arrival times are determined by the velocity of the Lamb waves, which in turn are affected by EOC such as temperature. An example of an arrival time function is given in the following equation:

\[
    f_i(x) = f_i(x, y, z, t) = t + \frac{1}{v_i} \sqrt{(x_i - x)^2 + (y_i - y)^2 + (z_i - z)^2} \tag{2.5}
\]

where:

- \(x, y, z\) are the coordinates of an AE event.
- \(t\) is the origin time of the event.
- \(x_i, y_i, z_i\) are the coordinates of the \(i\)-th sensor.
- \(v_i\) is the velocity of the wave.

These functions may be more complicated than the one shown above, allowing more complex velocity models to be built. Using these time functions in conjunction with first-degree Taylor expansions, a system of equations is setup. Next a “guess” solution is defined and an iterative process is used to converge to the solution that matches the observed arrival times within a certain degree of accuracy set by the user. Analysing the previously mentioned equation, it is clear that any variation of the wave velocity will have an effect on the accuracy of the method.

Boon et al. [60] investigated the sensitivity of the Geiger localization algorithm to wave speed changes due to temperature and load in an aluminium plate. This was done by first defining a wave velocity function based on experimental results. Using this function, the time differences of arrival were calculated and then inserted into the localization program. The error of the location analysis was then calculated using the following equation:

\[
    error(T, F) = \sqrt{(x_0(T, F) - x_C(T, F))^2 + (y_0(T, F) - y_0(T, F))^2} \tag{2.6}
\]
The authors’ results showed that when the AE event occurred in the area enclosed by the array of sensors, the error due to the effects of temperature and load was at most 1 cm from the actual location [60]. The results also showed that the error increased when the distance between the sensors was increased.

2.1.6 Piezoelectric transducers

A transducer is a general name for any sensor or actuator. Piezoelectric transducers are often used in Guided Wave Structural Health Monitoring (GWSHM) because they are lightweight and easy to apply [61]. They are also advantageous because they function both as a transducer/actuator and as a sensor of guided Lamb waves. They are made out of ceramic materials which exhibit a property called “piezoelectricity”.

Piezoelectricity is a property of certain crystalline materials. When they are subjected to mechanical pressure, the crystalline structure produces a voltage that is proportional to the applied pressure. This phenomenon works both ways: an applied electric field will produce dimensional changes in the material. Pierre and Jacques Curie discovered piezoelectricity at the end of the 19th century.

Piezoelectric ceramics have a pervoskite crystal structure, very close to cubic. In the corners of the cube we have large divalent metals ions (such as Pb), in the centres of the cubes faces there are oxygen ions and close to the centre of the cube there is a small tetravalent metal ion (such as Ti). Under a certain temperature, the Ti ion is slightly closer to one of the cubes edges thus producing positive and negative charges at opposing faces. This temperature is called the Curie temperature. Once this is reached, complete depolarization occurs.

After it is manufactured, a piezoelectric material has electric dipoles oriented in random directions. Any applied electric field would generate responses that eventually cancel out. In order to obtain the desired macroscopic response, the dipoles are aligned with one another through a process called poling.

Poling consists first of heating a piezoelectric material above its Curie temperature. Afterwards, a strong electrical field is applied and maintained while the material is cooled. As a result, the dipoles will be permanently aligned with the direction of the field. Now, if the poled ceramic is maintained below its Curie temperature and is subjected to a small electric field, the dipoles will expand along the poling axis and contract perpendicular to it (the opposite can also happen if the sign of the electric field is reversed.)
The behavior of piezoelectric materials is governed by the linear constitutive relations, which relate four variables to each other: stress, strain, electric field and electric displacement. The standard form of these equations is [62]:

\begin{align*}
S_{ij} &= s^E_{ijkl} T_{kl} + d_{ijk} E_k \\
D_i &= \varepsilon^T_{ik} E_k + d_{kli} T_k
\end{align*}

(2.7)

where

- \( S \) is the symmetric second order strain tensor.
- \( s^E \) is the symmetric fourth order short-circuit compliance tensor.
- \( T \) is the symmetric second order stress tensor.
- \( d \) is the piezoelectric coupling tensor.
- \( E \) is the electric field vector.
- \( D \) is the electric displacement vector.
- \( \varepsilon^T \) is the symmetric second order free electric permittivity tensor.

“Short-circuit” indicates a condition of zero electric field and the term “free” indicates a condition of zero stress.

The piezoelectric transducers used in SHM are generally polarized along the thickness direction. Due to this fact, the actuation and measurement of Lamb waves will have the same sensitivity in the in plane directions of the plate. After polarization, the piezoelectric coupling matrix has the following form:
\[ d_{ij} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & d_{15} & 0 \\ 0 & 0 & d_{24} & 0 & 0 \\ d_{31} & d_{32} & d_{33} & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix} \]  

(2.8)

The constants in this matrix are provided by the manufacturer of the piezoelectric transducer.

The transducers are usually bonded to the structure of interest. This means that the glue could affect the sensing or actuation process when temperature variations are present. A study performed by Raghavan et al. [63] showed that the Epotek 353ND bonding agent does not degrade under thermal variations and that it can be used in the experiments described in this study.

It should be noted that the properties of piezoelectric materials are also temperature dependent [64] but this effect is not within the scope of this thesis and will not be investigated.

2.2 Waves in anisotropic media

2.2.1 Introduction

The acoustic emission system presented in the previous pages relies on the detection and analysis of the waves travelling in the material. It is important to understand the physics of this process and the factors that influence it. In consequence, this chapter is focused on the state-of-research on how the propagation of waves in anisotropic materials is affected by temperature.

Due to the increasing use of composite materials in the design of structures, there has been an increase of attention to the problem of elastic wave propagation in anisotropic materials. Due to their nature, these materials present many wave phenomena that are not observed in isotropic materials, such as [37]: directional dependence of wave speed, a difference between the directions of the phase and group velocity, three different wave speeds instead of two.

Section 2.2.2 presents the state-of-research on wave propagation in anisotropic media exposed to temperature variations. Section 2.2.3 presents methods for modelling the effects identified in Section 2.2.2.

2.2.2 Effects of temperature on the propagation of waves through anisotropic media

The study of how wave speeds change with temperature can be defined as thermo-elasticity. Sharma et al. [65] was among the first to analytically study the effect of temperature on guided waves. The theory added a term for the effect of temperature in the thermo-elastic constitution equations. Lee et al. [66] performed experiments on the effect of temperature change on an aluminium plate. He found that the effect was so important that it changed the signal even more
than when damage was introduced and analysed with a SHM system. Furthermore, Dodson [67] investigated analytically how dispersion curves change with temperature over a range of frequencies. In a later work, Dodson and Inman [68] extended the dispersion curve theory of Horace Lamb and included both thermo-elastic effects as well as a temperature dependent Young’s modulus.

The previous studies were performed on isotropic materials, but they highlight the importance of performing similar research on anisotropic materials, whose mechanical behaviour is even more complex. In the following paragraphs, the work done by several authors on this subject will be presented and the methods they used will be highlighted.

Verma [69] performed a purely analytical study on the propagation of waves in layered anisotropic media in generalized thermoelasticity. The equations determined in this work can be used to model the thermo-elastic effects of temperature variation on any anisotropic material. This study did not take into account the changes in material properties that are associated with temperature variations.

Torres and Fritzen [70] took a different approach and only took into account the change in material properties. An experimental investigation was also performed on a CFRP plate and a glass composite laminate. The displacement fields were approximated using polynomial equations. The tests were conducted in a temperature-controlled oven and the temperature was raised in steps up to 60 ± 2°C. For the first plate, they found that an increase in temperature causes a right time-shift of the dynamic response, as can be seen in Figure 2-7 while a decrease in temperature causes a left shift.

![Figure 2-7: Temperature effects on wave directionality [70]](image)

The authors reasoned that the time-shifts are the result of both thermal expansion and changes in the wave velocities with temperature but did not present an analysis of the separate contributions. In the case of the glass fibre laminate, the influence of temperature on the mode amplitude was studied. A change in amplitudes for a given frequency and orientation of the
sensor can be observed in Figure 2-8. The authors explain that this effect is due to the changing ratio of displacement and stress amplitudes with respect to the frequency and angular orientation for a particular mode along the plate thickness. The same effect on the dynamic response signals was found as for the CFRP plate. The effect of temperature increase on the capacitance value of the piezoelectric sensors was not taken into account.

![Dynamic Response at Sensor 2](image1)

![Dynamic Response at Sensor 3](image2)

![Dynamic Response at Sensor 6](image3)

![Experimental setup](image4)

**Figure 2-8: Temperature Gradient Effect on Peak-to-Peak Amplitudes of Ac: (a) Sensor 2, (b) Sensor 3, (c) Sensor 6 and (d) Experimental setup [70]**

A different method of modelling the thermal effects was used by Kudela et al. [71]. A 36-node spectral plate element [72] developed specifically for modelling thermal effects was used. Two fields were considered, with temperatures ranging from 5°C to 50°C and 20°C to 60°C respectively. The dependence of the Young’s modulus on temperature was used to incorporate the thermal effect in the mode. The plate was excited by a central transmitter and an array of 12 sensors was used to capture the signals. Their findings are in agreement with those of Torres and Fritzen, with a right time-shift as well as a small increase in amplitude being observed, as can be seen in Figure 2-9.
A different approach was used by Park and Jun [73], who investigated the effects of temperature variation on a guided wave damage detection system in composite plates. The thermal effects were modelled using a phase shift parameter that accounted for the change in wave speed and an amplitude ratio that accounted for the change in amplitude. No modelling of the wave propagation phenomena was done. The specimens were made out of graphite-epoxy and were tested in both undamaged and damaged states at different temperatures in order to evaluate the capability of the system to detect damage under varying conditions. The effect of the temperature variation on the waveform of one of the specimens can be seen in Figure 2-10. The authors also introduced a method of compensating for the temperature difference. Their findings indicated that the temperature effect on the damage index can be greater than the damage effect and that temperature-compensation must be used when applying baseline-based damage detection methods.
As opposed to the previous works, Salamone et al. [75] took a more detailed approach and investigated the effects of temperature on the PZT actuator and sensors, the transducer/plate bond layer as well as the effect on the plate itself. A pitch-catch method was used, with an actuator exciting ultrasonic guided waves that were picked up by a similar piezoelectric transducer. The primary effect of the temperature variation was a change in the pitch-catch response amplitude of around 40% at the extremes of the range as can be seen in Figure 2-11. A change in the phase velocity was also encountered and the results were in agreement with previous works. Thermo-elastic effects were not taken into account in this work.

Figure 2-11: Pitch-catch response to S$\text{\textsubscript{0}}$ Lamb mode [75]
Thermo-elastic effects were taken into account by Kumar and Kansal [76] who derived the constitutive relations and field equations for anisotropic generalized thermoelastic diffusion for a particular case of anisotropic, transverse isotropy. Unidirectional composite materials are an example of this case. They observed that temperature affected many of the parameters of wave propagation such as: phase velocity, attenuation coefficient and the amplitudes of the displacements. This study was done only analytically and was not verified through experiments. Also, the effect of temperature on the material properties was not included.

Schubert et al. [77] proposed an approach for compensating the environmental effects on active Lamb wave base SHM systems. As part of their study, they also looked at the effect of temperature on CFRP plates. Piezoelectric sensors were bonded to the plate and measurements were taken both before and after the plate was damaged. The authors found that the signal became less reconstructable during conditioning but once the damage was introduced it was easily identifiable. The compensation method was also found to produce good results, although in some cases it did not perform as well as intended. The authors concluded that the most significant errors come from wave interference, which is more likely to happen in more complex structures.

Chronopoulos et al. [78] studied the thermal effects on acoustic wave propagation in aerospace composite structures. They used a Wave Finite Element Method to calculate the temperature dependent wave dispersion characteristics of a composite panel and then performed experiments in order to validate their findings. The authors found that temperature has a significant influence on propagation of acoustic waves in composite panels, especially on the phase velocity of the flexural wave.

From the analysed literature, the dominant effect of temperature variations was a change in the mechanical properties of the materials. Other effects included the change in properties of the PZT elements and the effect of temperature on the bond line between plate and PZT elements. However, these effects are beyond the scope of this study.

### 2.2.3 Modelling temperature effects

The previous section outlined the main effects of temperature variation on the propagation of waves through anisotropic materials. In this section, some brief modelling considerations are presented.

According to [79], mainly the matrix dominated properties of a polymeric composite are influenced by varying temperatures. Properties that are affected include: transverse stiffness and shear stiffness. These properties are present in the equations of motion so they will affect wave propagation. The effect on the fibres will generally be smaller [80]. This also applies to the
typical temperature range that an aircraft structure is exposed to [75]. Consequently, it is useful to see how this change in properties as a function of temperature can be modelled.

The general approach found in literature is to apply a degradation factor to the affected property. This degradation factor is calculated through empirical equations based on the glass transition temperature $T_g$ of the resin. Examples of such approaches include the ones developed by Van Krevelen and Hoftyzer [81], Chamis [82] or Tsai [83]. The latter method is presented here because it also includes the small effect on the fibre properties.

Tsai [83] proposed an adimensional temperature $T^*$ that is used to empirically fit the matrix and fibre stiffness data as a function of temperature.

$$T^* = \frac{T_g - T}{T_g - T_{rm}}$$

(2.9)

where

- $T_g$ is the glass transition temperature of the resin
- $T$ is the operating temperature
- $T_{rm}$ is the room temperature

The material properties are then determined from the properties at room temperature and the adimensional temperature.

$$E_m = E_m^0 (T^*)^{0.5}$$

(2.10)

$$G_m = G_m^0 (T^*)^{0.5}$$

(2.11)

$$E_f = E_f^0 (T^*)^{0.04}$$

(2.12)
2.3 Analysis of the literature study and conclusions

SHM systems that use guided waves are affected by changes in temperature. The signal changes can be even more significant than those due to damage in some cases. The most important effect of these temperature changes is on the material properties of the constituents, which are temperature dependent. In composite materials, the most significantly affected are the matrix dominated properties, such as: transverse modulus and shear modulus. Any change in these properties leads to a change in the mode wave speeds.

The reviewed literature suggests that even though there has been some research into the subject of temperature effects on AE based SHM systems, further work is needed in order to develop a thorough understanding into certain areas such as: quantifying the effects on the wave speeds and comparing them to other sources of uncertainty for localization algorithms, such as the directional dependence of the phase and group velocities. Furthermore, to the author’s knowledge, the temperature degradation model presented in this report has not been used for such an analysis.

This thesis sought to fill these voids by comparing analytical, FEM and experimental results for the group velocity of the S_1 mode for two specimens, a hybrid laminate and a sandwich panel. These results were put into perspective by comparing the variation due to thermal effects with the variation due to the directional dependence and with errors related to the trigger level.
3 Manufacturing and testing procedures

As mentioned in the introduction, the goal of this work was to investigate the effects of temperature on the propagation of ultrasonic waves through composite materials. Thus, two specimens were manufactured for the temperature tests: a hybrid laminate made out of glass and carbon fibres and a sandwich panel with hybrid face sheets and a foam core. Several other laminates were also manufactured for the mechanical tests. This chapter presents the manufacturing process of the sandwich and the monolithic and hybrid laminates as well as the testing methodology that was used. Section 3.1 highlights the reasons for choosing these particular materials. Section 3.2 discusses the manufacturing of the monolithic and hybrid laminates. Section 3.3 describes the testing methodology and also presents the results of the tests. Section 3.4 shows the manufacturing process of the sandwich panel.

3.1 Introduction

The panels used in this work were based on the preliminary design of a solar powered UAV developed by Group 4 in the 2012-2013 Design and Synthesis Exercise [84]. The “Dragonfly”, shown in Figure 3-1, features front and back wings made of sandwich panels with the following layup: \([(±45°)_{GF} / 90°_{CF} / (±45°)_{GF}]\) face sheets and a 20 mm thick foam core. In the beginning, it was intended to perform the tests on this structure, however, due to limitations regarding the frequency range of the piezoelectric transducers that were available, it was decided to use a thinner foam of 2mm, which was used in the design of the fuselage.

![Figure 3-1: The Dragonfly UAV [84]](image-url)
3.2 Manufacturing test samples

The face sheets of the sandwich panel were designed using UD® CST 300/300 unidirectional carbon fibre produced by SGL group [85] and HexForce® 7581 glass fibre weave from Hexcel [86]. The data sheets of these materials, provided in the appendix, do not contain the material properties that are needed in order to model the behaviour of the sandwich panel. Thus, it was decided to manufacture test samples in order to determine the following mechanical properties: $E_1$, $E_2$, $G_{12}$ and $\nu_{12}$. In the case of the glass fibre weave, experimental results were eventually obtained from the supplier, however it was decided to manufacture samples for this material as well in order to gain experience with the manufacturing process and to double check the values. The following test samples were manufactured: $[0_\circ]$, $[90_\circ]$ laminates using UDCF layers and $[(0/90)_s]$, $[(\pm45)_s]$ using GF weave layers. All laminates were 300 mm by 300 mm. The number of layers was selected in order to have a laminate thickness consistent with the ASTM 3039 – 08 and D 3518 – 94 standards. A laminate with $\pm45^\circ$ layers of UDCF was also attempted but the infusion process failed due to difficulties associated with infusing thick UD laminates.

Vacuum infusion was the selected manufacturing process due to the positive results obtained by a previous master student working on the Dragonfly project using the same materials [87] and considering the facilities available in the ASM lab of the Faculty of Aerospace Engineering at Delft University of Technology. The Hexion® Epikote™ 04908 epoxy resin and Epicure™ 04908 curing agent [88] were selected due to their availability in the composites lab and because of the long pot life of the mixture (300 minutes). The long pot life was important especially for the infusion of the UD carbon fibre laminates which had an average infusion time of 2 hours. The manufacturing process is described in detail in the following paragraphs.

The manufacturing of the test samples was an iterative process. A few samples were manufactured for every laminate in order to find any unforeseen issues and to set a standard production methodology. This final methodology is the one presented in this report.

The infusions were carried out using 3mm thick Al2024 plates as moulds. First the mould surface was cleaned thoroughly using Scotch Brite, PFQD and water. Tape was applied on the edges of the plate in the areas where tacky tape would be applied later on. Next, the Marbocote release agent [89] was applied using the instructions given by the supplier. Four layers were applied and each layer was left to dry for 15 minutes. In the meantime, the fibres were cut using the Gerber cutting machine available in the composites lab. This ensured that the plies were cut to the exact size that was needed and at the desired orientation.

Once the final layer of release agent had dried, tacky tape was applied on the edges of the mould and the fibres were stacked using a ruler to make sure the laminate is centred. Tape was applied to the corners in order to keep the fibres in place. A layer of perforated release foil was placed on
top. This was done in order to prevent the flow mesh from sticking to the laminate and to facilitate the infusion through the thickness. The release foil was cut to a slightly larger size than the laminate and about 10 cm longer in the infusion direction so it could also be placed between the flow mesh and the mould. Next the flow mesh was applied. The size of the flow mesh was different depending on the material that was being infused. A shorter mesh was used for the carbon fibre laminate in order to provide a longer infusion time. A short infusion time would leave dry spots on the side facing the mould because the through the thickness infusion takes place very slowly.

The mesh was extended 10 cm towards the edge of the plate where the inlet tube was located. The inlet was connected to a spiral tube which provided a path of less resistance for the resin. On the outlet side of the laminate, 3 layers of peel ply were used to connect the fibres and the vacuum source. This was done to provide and even distribution of the vacuum through the laminate. A piece of bleeder was wrapped around the outlet tube and place on top of another layer of bleeder material that was also used to ensure an even distribution of the vacuum. A close view of the inlet and outlet setups can be seen in Figure 3-2 a) and b). Once everything was set in place using tape, the vacuum bag was applied. The bag was cut to a size about 50% larger than the mould in order to make pleats. The purpose of these pleats was to provide extra material once the vacuum was applied, otherwise the vacuum bag would stretch and bend the plate and could even fail to come into contact with the laminate in the corners and create runners (a path of lower resistance for the resin).

Figure 3-2: a) Inlet setup  

b) Outlet setup
After placing the vacuum bag, the inlet tube was clamped and the outlet tube was connected to the vacuum pump. A vacuum of 800 mbar was first applied and the vacuum bag was manually adjusted to avoid creases in the laminate area. Once this was done, the vacuum was set to 50 mbar, a standard value for vacuum infusions. At this point, a leak test was performed. The valve between the vacuum pump and the catch pot was closed and the vacuum was checked after 15 minutes. Generally, a loss of vacuum of over 1 mbar/minute is considered unacceptable. In that case, the bond between the vacuum bag and the tacky tape is checked all around the mould. In the case of the laminates that were manufactured the loss of vacuum was between 0 and 5 mbar in 15 minutes, well within the acceptable range.

After the leak test was performed, the resin was mixed. The amount of resin needed for the infusion was determined using an Excel sheet provided by the technicians of the ASM lab. The mixing ratio of 100:30 indicated by the manufacturer was followed as closely as possible using a digital scale that had a precision of 0.1 g, well within the margin of error mentioned in the data sheet of the resin. The mixture was then placed in a degassing chamber in order to remove the air bubbles which were inevitably caught inside the resin during the mixing. The degassing was performed at a vacuum of 3 to 5 mbar for 30 minutes.

Once the degassing was done, the infusion was performed. After the resin had infused the laminate, the inlet was clamped and the whole ensemble was left to sit for 22 hours in order to reach an equilibrium that ensured an even spread of the resin through the laminate. After the 22 hours had passed, the resin was partly cured so the tubes were cut and the mould was placed in an oven and post-cured for 6 hours at 80°C. An infused laminate ready for the post-curing process can be seen in Figure 3-3.

![Infused UDCF laminate](image)

**Figure 3-3: Infused UDCF laminate**
After being removed from the oven, the laminate was demoulded and kept in a storage area in the composites lab. The lab maintains a fairly constant climate of 20 to 23\(^{\circ}\) C and humidity between 30 and 50 percent. This procedure was followed for all of the tested samples.

### 3.3 Testing material properties

#### 3.3.1 Procedure and standards

Once all of the panels were manufactured, the test samples could be prepared. First, the panels were cut into small rectangular pieces, with dimensions provided by the ASTM standards. The cutting was done using a Carat Wet Diamond cutter because it provided the highest precision cutting and the best quality among the options available in the ASM lab.

Next, all of the samples were weighed and measured and the relevant information was catalogued. Paper tabs were applied to the edges of the samples using fast curing acrylic glue in order to provide a good load introduction mechanism. Finally, the samples were instrumented with strain gauges. Before bonding the tabs and the strain gauges, the specimens were prepared by degreasing the surface using acetone, sanding and final cleaning. Figure 3-4 shows an example of a CF test sample, instrumented with a strain gauge and ready for testing.

![Figure 3-4: CF test sample instrumented with a strain gauge](image)

The Young’s modulus in the longitudinal \((E_1)\) and transverse \((E_2)\) directions and the Poisson’s ratio \((\nu_{12})\) were determined by following the ASTM D 3039 – 08 standard test method for Tensile Properties of Polymer Matrix Composite Materials [90]. The following formulas were used:
\[ E_{1/2} = \frac{\Delta \sigma}{\Delta \varepsilon_{1/2}} \]  
(3.1)

\[ \nu_{12} = -\frac{\Delta \varepsilon_2}{\Delta \varepsilon_1} \]  
(3.2)

where:

- \( E_{1/2} \) – tensile modulus of elasticity in longitudinal (1) or transverse (2) direction.
- \( \Delta \sigma \) – difference in applied tensile stress between two strain points.
- \( \Delta \varepsilon_{1/2} \) – difference between two strain points in longitudinal (1) or transverse (2) direction (nominally 0.002 or 2000\mu\varepsilon).
- \( \nu_{12} \) – Poisson’s ratio.

The shear modulus test was performed by following the ASTM D 3518 – 94 standard test method for In-Plane Shear response of polymer matrix composite materials [91]. The following formulas were used:

\[ \tau_{12i} = \frac{P_i}{2A} \]  
(3.3)

\[ \gamma_{12i} = \varepsilon_{x_i} - \varepsilon_{y_i} \]  
(3.4)

\[ G_{12} = \frac{\Delta \tau_{12}}{\Delta \gamma_{12}} \]  
(3.5)

where:

- \( \tau_{12} \) – shear stress at \( i \)th data point.
- \( P_i \) – load at \( i \)th data point.
- \( A \) – cross-sectional area of the sample.
- \( \gamma_{12i} \) – shear strain at \( i \)th data point.
- \( \varepsilon_{x_i} \) and \( \varepsilon_{y_i} \) – longitudinal and lateral normal strain at \( i \)th data point.
- \( G_{12} \) – shear modulus of elasticity.

Further details regarding the ASTM standards can be found in the referenced documents.

The tests were performed using the Zwick 250 kN tensile and compression bench, located in the ASM lab hall. This machine was chosen because it is equipped with a high precision extensometer that was used to measure the longitudinal strain. The transverse strain was
measured using the previously mentioned strain gauges. The standard procedure for performing a test is described in the following paragraph.

The wires of the strain gauge were connected to a 4 channel Peekel Strain machine that was used to amplify the signal sent by the strain gauges. The Peekel strain machine was then connected to a computer equipped with software capable of controlling the Zwick machine and monitoring the results of the measurements. The sample was then placed in the hydraulic grips of the testing machine. The grips are equipped with a mechanism that facilitates easy alignment of the sample. Next, the load was applied and the strains of the sample were recorded. The test was stopped once the required strain level was achieved. An example of the test setup can be seen in Figure 3-5. It can also be observed in the figure that the specimen was slightly bent when placed in the grips. This was due to a small compressive load that is introduced by the grips once they are closed. In order to counter act this effect a preload value was set before the measurements began.

Figure 3-5: Zwick 250 kN bench with CF test sample
### 3.3.2 Specimen information

This section presents some relevant information regarding the test specimens. The samples were catalogued in the manner described in Table 3-1.

<table>
<thead>
<tr>
<th>ID</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF_1_X</td>
<td>Carbon fibre samples used to test $E_1$ and $\nu_{12}$</td>
</tr>
<tr>
<td>CF_2_X</td>
<td>Carbon fibre samples used to test $E_2$</td>
</tr>
<tr>
<td>GF_1_X</td>
<td>Glass fibre samples used to test $E_1$ and $\nu_{12}$</td>
</tr>
<tr>
<td>GF_2_X</td>
<td>Glass fibre samples used to test $E_2$ and $\nu_{12}$</td>
</tr>
<tr>
<td>GF_12_X</td>
<td>Glass fibre samples used to test $G_{12}$</td>
</tr>
</tbody>
</table>

The samples were manufactured as close to the ASTM standards as possible. The dimensions of the samples are presented in Table 3-2. The thickness value used in the calculations was measured in the middle of the samples, at the location where the stress values were calculated. In general, specimens manufactured through vacuum infusion have slight thickness variations between the sides of the laminate that are closer to the inlet and the outlet respectively. All of the dimensions were measured using calipers.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$t_m$ [mm]</th>
<th>$w$ [mm]</th>
<th>$L$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF_1_1</td>
<td>0.94</td>
<td>15</td>
<td>251</td>
</tr>
<tr>
<td>CF_1_2</td>
<td>0.94</td>
<td>15.18</td>
<td>252</td>
</tr>
<tr>
<td>CF_1_3</td>
<td>0.98</td>
<td>15</td>
<td>249</td>
</tr>
<tr>
<td>CF_1_4</td>
<td>0.96</td>
<td>14.95</td>
<td>251</td>
</tr>
</tbody>
</table>
Table 3-3: Dimensions of the CF_2 samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>$t_m$ [mm]</th>
<th>w [mm]</th>
<th>L [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF_2_1</td>
<td>1.84</td>
<td>25.3</td>
<td>174</td>
</tr>
<tr>
<td>CF_2_2</td>
<td>1.93</td>
<td>25.25</td>
<td>173</td>
</tr>
<tr>
<td>CF_2_3</td>
<td>1.9</td>
<td>25.23</td>
<td>174</td>
</tr>
<tr>
<td>CF_2_4</td>
<td>1.93</td>
<td>25.28</td>
<td>174</td>
</tr>
<tr>
<td>CF_2_5</td>
<td>1.86</td>
<td>25.12</td>
<td>174</td>
</tr>
<tr>
<td>CF_2_6</td>
<td>1.87</td>
<td>25.57</td>
<td>174</td>
</tr>
<tr>
<td>CF_2_7</td>
<td>1.83</td>
<td>25.4</td>
<td>175</td>
</tr>
</tbody>
</table>

Table 3-4: Dimensions of the GF_1 samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>$t_m$ [mm]</th>
<th>w [mm]</th>
<th>L [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GF_1_1</td>
<td>2.39</td>
<td>26.1</td>
<td>250.5</td>
</tr>
<tr>
<td>GF_1_2</td>
<td>2.4</td>
<td>25.6</td>
<td>249</td>
</tr>
<tr>
<td>GF_1_3</td>
<td>2.33</td>
<td>26</td>
<td>250</td>
</tr>
<tr>
<td>GF_1_4</td>
<td>2.38</td>
<td>26</td>
<td>250</td>
</tr>
</tbody>
</table>

Table 3-5: Dimensions of the GF_2 samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>$t_m$ [mm]</th>
<th>w [mm]</th>
<th>L [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GF_2_1</td>
<td>2.43</td>
<td>25.6</td>
<td>249</td>
</tr>
<tr>
<td>GF_2_2</td>
<td>2.43</td>
<td>25.5</td>
<td>249</td>
</tr>
<tr>
<td>GF_2_3</td>
<td>2.5</td>
<td>25.5</td>
<td>250</td>
</tr>
<tr>
<td>GF_2_4</td>
<td>2.41</td>
<td>25.6</td>
<td>248.5</td>
</tr>
</tbody>
</table>
Table 3-6: Dimensions of the GF_12 samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>t_m [mm]</th>
<th>w [mm]</th>
<th>L [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GF_12_1</td>
<td>2.2</td>
<td>25.14</td>
<td>249</td>
</tr>
<tr>
<td>GF_12_2</td>
<td>2.17</td>
<td>25.19</td>
<td>249.5</td>
</tr>
<tr>
<td>GF_12_3</td>
<td>2.17</td>
<td>25.11</td>
<td>249</td>
</tr>
<tr>
<td>GF_12_4</td>
<td>2.13</td>
<td>25.27</td>
<td>250</td>
</tr>
<tr>
<td>GF_12_5</td>
<td>2.19</td>
<td>25.16</td>
<td>249</td>
</tr>
<tr>
<td>GF_12_6</td>
<td>2.16</td>
<td>25.17</td>
<td>248</td>
</tr>
</tbody>
</table>

3.3.3 Results

The results of the tests are documented in this section.

The experimental stress-strain curves for the CF-1 samples are shown in Figure 3-6 and Figure 3-7. The corresponding values are shown in Table 3-7.

![CF_1 longitudinal stress-strain curves](attachment:image.png)

Figure 3-6: Experimental longitudinal stress-strain curves for the CF_1 samples
Figure 3-7: Experimental transverse stress-strain curves for the CF_1 samples

Table 3-7: CF_1 results

<table>
<thead>
<tr>
<th>Sample</th>
<th>Eᵢ</th>
<th>ν₁₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF_1_ X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CF_1_1</td>
<td>116.169</td>
<td>0.31</td>
</tr>
<tr>
<td>CF_1_2</td>
<td>118.73</td>
<td>0.37</td>
</tr>
<tr>
<td>CF_1_3</td>
<td>121.64</td>
<td>0.3</td>
</tr>
<tr>
<td>CF_1_4</td>
<td>114.82</td>
<td>0.41</td>
</tr>
<tr>
<td>CF_1_5</td>
<td>123.88</td>
<td>0.34</td>
</tr>
<tr>
<td>Average value</td>
<td>119.05</td>
<td>0.34</td>
</tr>
<tr>
<td>Standard deviation (σ)</td>
<td>3.75</td>
<td>0.04</td>
</tr>
</tbody>
</table>

As can be seen from the graphs, sample CF_1_5 failed before reaching the same load as the other samples. However, the modulus and the Poisson’s ratio could still be calculated because the failure occurred after the strain level that was needed for the calculations, as described by the ASTM standard 3039-08.
The stress-strain curves of the CF_2 samples are shown in Figure 3-8 and the corresponding values are shown in Table 3-8. The transverse stress-strain plots for the CF_2 samples were not included in this report due to the fact that the strains were very small and did not show any meaningful results.

![CF_2 longitudinal stress-strain curves](image)

**Figure 3-8: Experimental longitudinal stress-strain curves for the CF_2 samples**

**Table 3-8: CF_2 results**

<table>
<thead>
<tr>
<th>Sample</th>
<th>$E_2$ [GPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF_2_X</td>
<td></td>
</tr>
<tr>
<td>CF_2_1</td>
<td>8.14</td>
</tr>
<tr>
<td>CF_2_2</td>
<td>8.21</td>
</tr>
<tr>
<td>CF_2_3</td>
<td>8.6</td>
</tr>
<tr>
<td>CF_2_4</td>
<td>-</td>
</tr>
<tr>
<td>CF_2_5</td>
<td>-</td>
</tr>
<tr>
<td>CF_2_6</td>
<td>8.42</td>
</tr>
<tr>
<td>CF_2_7</td>
<td>-</td>
</tr>
<tr>
<td><strong>Average value</strong></td>
<td><strong>8.34</strong></td>
</tr>
<tr>
<td><strong>Standard deviation</strong> ($\sigma$)</td>
<td><strong>0.2</strong></td>
</tr>
</tbody>
</table>
Due to premature failure of specimens CF_2_4, CF_2_5 and CF_2_7 the modulus of these samples could not be calculated. The other four samples showed consistent results.

The stress-strain curves of the GF_1 samples are shown in Figure 3-9, while the relevant values are shown in Table 3-9.
Figure 3-9: Experimental longitudinal stress-strain curves for the GF_1 samples

![GF_1 transverse stress-strain curves](image)

Figure 3-10: Experimental transverse stress-strain curves for the GF_1 samples

Table 3-9: GF_1 results

<table>
<thead>
<tr>
<th>Sample</th>
<th>$E_1$ [GPa]</th>
<th>$\nu_{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GF_1_X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GF_1_1</td>
<td>24.29</td>
<td>0.15</td>
</tr>
<tr>
<td>GF_1_2</td>
<td>23.29</td>
<td>0.145</td>
</tr>
<tr>
<td>GF_1_3</td>
<td>23.84</td>
<td>0.137</td>
</tr>
<tr>
<td>GF_1_4</td>
<td>24.5</td>
<td>0.147</td>
</tr>
<tr>
<td>Average</td>
<td>23.98</td>
<td>0.145</td>
</tr>
<tr>
<td>Standard deviation ($\sigma$)</td>
<td>0.46</td>
<td>0.005</td>
</tr>
</tbody>
</table>

The stress-strain curves of the GF_2 samples are shown in Figure 3-11. Table 3-10 shows the values of the transverse modulus and the Poisson’s ratio.
Figure 3-11: Experimental longitudinal stress-strain curves for GF_2 samples
Figure 3-12: Experimental transverse stress-strain curves for GF_2 samples

Table 3-10: GF_2 results

<table>
<thead>
<tr>
<th>Sample</th>
<th>$E_2$</th>
<th>$\nu_{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GF_2 X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GF_2_1</td>
<td>23.32</td>
<td>0.134</td>
</tr>
<tr>
<td>GF_2_2</td>
<td>23.29</td>
<td>0.131</td>
</tr>
<tr>
<td>GF_2_3</td>
<td>22.86</td>
<td>0.13</td>
</tr>
<tr>
<td>GF_2_4</td>
<td>22.7</td>
<td>0.145</td>
</tr>
<tr>
<td>Average value</td>
<td><strong>23.04</strong></td>
<td><strong>0.135</strong></td>
</tr>
<tr>
<td>Standard deviation ($\sigma$)</td>
<td><strong>0.26</strong></td>
<td><strong>0.0048</strong></td>
</tr>
</tbody>
</table>

The results show a slight difference between the values of $E_1$ and $E_2$. This is to be expected due to the difference in fibre content between the warp and weft directions described in the material data sheet [92].

The stress-strain curve of the GF_12 samples is shown in Figure 3-13. It should be noted that this plot shows the relationship between the shear stress $\tau_{12}$ and the shear strain $\gamma_{12}$. The corresponding values of the shear modulus are shown in Table 3-11.
Figure 3-13: Experimental shear stress-strain curves for the GF_12 samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>$G_{12}$ [GPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GF_12_1</td>
<td>3.46</td>
</tr>
<tr>
<td>GF_12_2</td>
<td>3.43</td>
</tr>
<tr>
<td>GF_12_3</td>
<td>3.51</td>
</tr>
<tr>
<td>GF_12_4</td>
<td>3.62</td>
</tr>
<tr>
<td>GF_12_5</td>
<td>3.5</td>
</tr>
<tr>
<td>GF_12_6</td>
<td>3.56</td>
</tr>
<tr>
<td>Average value</td>
<td><strong>3.52</strong></td>
</tr>
<tr>
<td>Standard deviation (σ)</td>
<td><strong>0.06</strong></td>
</tr>
</tbody>
</table>

A final overview of the values is shown in Table 3-12. These values were later used in the FEM models and the dispersion curve software. It should be mentioned that the $G_{12}$ value of the CF layer and the $G_{13}$ and $G_{23}$ value of both CF and GF layers were not determined experimentally. As mentioned before, due to difficulties with manufacturing CF samples for the shear modulus test, this value was selected as an average value for this type of material (UDCF with epoxy resin). The $G_{13}$ and $G_{23}$ values were not determined experimentally due to lack of time and due to the fact that they do not have a significant influence on the propagation of the S0 mode, as
shown in previous research by Arredondo et al. [70]. However, due to the fact that the FEM software needs these values to perform the calculations, the values were extracted from previous work done in this project [93].

**Table 3-12: CF and GF laminae mechanical properties – mean values**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CF</td>
<td>119.05</td>
<td>8.342</td>
<td>4.5</td>
<td>2.24</td>
<td>2.51</td>
<td>0.34</td>
</tr>
<tr>
<td>GF</td>
<td>24</td>
<td>23</td>
<td>3.52</td>
<td>2.24</td>
<td>2.51</td>
<td>0.14</td>
</tr>
</tbody>
</table>

### 3.4 Manufacturing the sandwich panel

The manufacturing of the sandwich panel was done using a process similar to the one used in the case of the solid laminates. Some adjustments had to be made due to the fact that the closed-cell foam did not allow for through the thickness impregnation from one face sheet to the other. This section describes these adjustments and the reasoning behind them.

The main modification to the process was the addition of a layer of flow mesh at the bottom of the layup. This was done in order to make sure that the resin reaches the bottom face sheet as well as the top. Thus, two separate flow fronts were created.

A second adjustment was made in order to ensure that the flow fronts remained separate between the edge where the foam core ended and the bleeder layer located at the outlet. Using this technique, a good infusion on both sides was achieved.

The infusion layup, including the two adjustments previously mentioned, is illustrated in Figure 3-14 and Figure 3-15 with the help of the Ply Plot tool from ABAQUS CAE.
Figure 3-14: Infusion layup at the inlet side

Figure 3-15: Infusion layup at the outlet side
4 Modelling considerations and experimental setup

As it was mentioned in the introduction, the work presented in this report was performed using a mix of analytical modelling in MATLAB, finite element simulations in ABAQUS/CAE and experiments performed in the laboratory. This chapter describes the setup of the simulations and the experimental tests. Section 4.1 describes the methodology of the work. Section 4.2 gives a short presentation of the analytical approach. Section 4.3 presents the FE models that were used, including any relevant information such as: boundary conditions, mesh size, time step, geometry etc. Section 4.4 describes the experimental setup and the process used to actuate and receive the signals.

4.1 Methodology

The velocity measurements were performed at 3 temperature steps: -40, 25 and 70° C. Previous work done by Boon et al. [60] showed that the wave speed changes linearly with temperature in aluminium plates. Thus, three steps were considered sufficient to investigate the trend in composite materials. The tests were performed on two different composite specimens: one hybrid laminate (layup: [±45° glass fibre, 0° carbon fibre, ±45° glass fibre]) and a sandwich panel consisting of two face sheets with the previously mentioned layup and a 2mm foam core (Rohacell 110A closed cell foam). The results from these tests were then compared with wave speeds predicted by FE models and, in the case of the hybrid laminate, with the results of the analytical method developed by Pant et al. [13].

Due to the specific conditions of the test (the panels had to be isolated in an environmental chamber), Lamb waves were generated using a piezoelectric transducer that was used so excite the specimens with a five cycle Hanning window [94]. The Hanning window was chosen due to its ability to focus the energy at the desired frequency and in order to prevent the excitation of higher modes. Three different frequencies of 150, 300 and 400 kHz were used in the tests. The window is mathematically described by the following equation:

\[
H(t) = \frac{1}{2} \left[1 - \cos \left(\frac{2\pi f_{act}t}{n_c}\right)\right] \sin(2\pi f_{act}t) \tag{4.1}
\]

where:

- \( f_{act} \) is the actuating frequency.
- \( t \) is the time.
- \( n_c \) is the number of cycles of the modulated sine wave.

The equation was implemented in a MATLAB code and used to generate data files which were then used as input for a wave generator. An example of a 5 cycle, 150 kHz Hanning window is shown in Figure 4-1.
Due to the anisotropy of the previously mentioned specimens, an array of piezoelectric sensors had to be used in order to show the difference in speed at different orientations. Thus, sensors were placed in the 0, 45 and 90° directions at a distance of 20 cm with respect to the source of the signal. Previous work done by Tsai [83] and Shen & Springer [95] found that, for FRP materials, fibre dominated properties are less sensitive to temperature changes than resin dominated properties.

![Graph](image)

**Figure 4-1: 5 cycle, 150 kHz Hanning Window**

### 4.1.1 Threshold considerations

The AMSY-6 AE system uses a threshold approach to determine the Time Of Arrival (TOA) of a wave. This means that the user sets a value for the minimum threshold and if that value is surpassed at any point, the system records the hit and stores the subsequent transient recording of the signal. This approach does have some drawbacks however. If the threshold is set too low, the system may record unwanted signals that originate from the noise of the environment. If the threshold is set too high, the system may not start recording at the TOA but rather at a later time when packets of higher amplitudes hit the sensor.

Figure 4-2 shows the waveform of a Lamb wave propagating through a [(0/90)₅] GFRP laminate. The threshold value used in this case was 0.1 mV. This value ensured that there were no false hits due to environmental noise. As can be seen from the figure, the amplitude of the signal is many times larger than the threshold value. Due to this fact, the TOA (indicated by the blue line) is quite accurate.

Figure 4-3 a) shows the waveform captured during one of the tests conducted on the sandwich panel. Due to the presence of the foam core the recorded signal is much weaker. The parallel lines showing the threshold value are clearly visible. The effect on the TOA can be better seen in Figure 4-3 b), which shows a close-up of the beginning of the signal. It can be seen that the recorded TOA is off by 3 µs from the actual TOA. In the case of this sandwich panel, this would amount to an error of around 300 m/s, an error that is of the same order of magnitude as the change due to temperature effects, as described in the results chapter.
It was therefore important to analyse each individual waveform in order to ensure the consistency of the results. Furthermore, it was important to set a standard point of measurement on the waveform in order to compare with the FEA results. All of the calculations were performed using the peak of the second wave packet. This was done due to the fact that the first wave packet is not clear in some cases due to the low amplitude of the signal.

Figure 4-2: GF laminate waveform

Figure 4-3: a) Sandwich panel waveform   b) Sandwich waveform close-up
4.2 Analytical modelling

This section gives a short presentation of the method used to generate dispersion curves for the hybrid laminate. The approach presented here was derived by Pant et al [13]. For the full derivation of the equations, the reader is encouraged to see the referenced paper.

This method is based on the equations of linear 3D elasticity and uses a combination of two techniques to derive the Lamb wave equations: the partial wave technique and the Global Matrix approach. The partial wave technique assumes the superposition of three upward and three downward traveling waves. Due to the associated boundary conditions, the free surfaces reflect the waves and through interference of these reflections guided waves are formed.

The Global Matrix (GM) approach is used to assemble the equations derived for each of the \( n \) layers of the laminate. The method was first implemented by Randall [96] and has since become a standard method of modelling wave propagation phenomena in multilayered media due to its advantages over the alternative Transfer Matrix (TM) technique. The main advantage of the GM approach is that it is stable for large frequency * thickness values. It is also advantageous due to the fact that the same matrix may be used for any kind of solution (response or modal, vacuum or solid half-spaces). Its main drawback is the computational load required to assemble and run the system of equations.

The derivation starts from the stress-strain relationship for a linear elastic anisotropic solid medium written in the tensor form:

\[ \sigma_{ij} = g_{ijkl}\varepsilon_{kl} \]  \hspace{1cm} (4.2)

\[ \varepsilon_{ij} = s_{ijkl}\sigma_{kl} \]  \hspace{1cm} (4.3)

After transforming each of the layers properties to a common global coordinate system and applying the previously mentioned methods, the whole problem is reduced to a matrix equation of the following form:

\[ [Z]\{U\} = 0 \]  \hspace{1cm} (4.4)

where:

- \([Z]\) is the Global Matrix.
- \([U]\) is the amplitude vector.

In order to find the Lamb wave dispersion curves, one must then solve:

\[ |Z| = 0 \]  \hspace{1cm} (4.5)

Due to the fact that the longitudinal and transverse velocities are coupled in the case of anisotropic materials, the Global Matrix has \( 6(n-1) \) equations and \( 6n \) unknowns. Thus, the equations need to be solved numerically in order to obtain the dispersion curves. This was also done by Pant et al as part of the same work using a MATLAB code based on the flow chart shown in Appendix A.
Using this code and the degradation factor approach presented in Section 2.2.3, the dispersion
curves that were used in this study were generated. An example of the dispersion curves of the S0
mode of a UDCF laminate for different temperatures is shown in Figure 4-4.

![Graph showing S0 phase velocity dispersion curves for a UDCF laminate at different temperatures](image)

Figure 4-4: S0 phase velocity dispersion curves for a UDCF laminate at different temperatures

### 4.2.1 Group velocity variation in the 45° direction

After initial comparisons between the analytical results and experimental data on several types
of laminates with various degrees of anisotropy, it was found that there was a significant error for
predicted speeds in the 45° direction, especially for the UDCF laminate.

The cause of this error was a phenomenon that occurs in anisotropic media. Due to the variation
of the material properties the wave generated by a point source does not propagate in a circular
shape. This means that there is a difference between the direction of the phase velocity (which is
normal to the wave front) and the group velocity (which indicates the energy flow direction – it
is the given by a straight line from the source to the wave front). This incompatibility, which is
illustrated in Figure 4-5, is most evident in laminates with high degrees of anisotropy. It was
found in the work done by Rhee et al [97] that the effect in quasi-isotropic laminates is much
smaller.
Despite this error, the results for the 45° direction were still used because the focus of this work was the relative changes of the group velocity with temperature.

![Wave vector and wave front diagram](image)

Figure 4-5: Difference between phase and group velocity directions

### 4.3 FE modelling

This section describes the FE models that were set up in order to verify the experimental results. Two models were constructed using the Abaqus/CAE® environment: one full model of the hybrid plate and one quarter model for the sandwich panel. The sandwich panel was modelled using symmetry boundary conditions due to the large amount of computational resources needed to run a full sandwich model. The analyses were performed on the cluster and on special computers with the following specifications: Intel® Xeon E5-1620 CPU with 8 cores and 64 GB of RAM.

#### 4.3.1 Geometry

**Hybrid model**

The hybrid model consists of a square plate with sides of 300 mm and a thickness of approximately 0.86 mm. The sensors were placed at the locations shown in in order to achieve a distance of 200 mm between each sensor and the source of the signal.

<table>
<thead>
<tr>
<th>Element</th>
<th>Coordinates (x:y) [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actuator</td>
<td>(50:50)</td>
</tr>
<tr>
<td>Sensor 0 direction</td>
<td>(250:50)</td>
</tr>
<tr>
<td>Sensor 45 direction</td>
<td>(141:141)</td>
</tr>
<tr>
<td>Sensor 90 direction</td>
<td>(50:250)</td>
</tr>
</tbody>
</table>

Table 4-1: Sensor locations
The hybrid model is shown in Figure 4-6 together with the array of sensors. The plies of the laminate are orientated with respect to the x direction.

![Figure 4-6: Final assembly of the hybrid model with piezoelectric elements](image)

**Sandwich model**

The sandwich panel used in the test had a size of 600x600 mm² and a thickness of approximately 3.5 mm. In order to reduce the amount of computational resources needed to run the FE simulations of this model, only one quarter of the panel was modelled using appropriate symmetry conditions. The array of sensors was placed in the same way as for the hybrid model, with the added mention that only one quarter of the actuator and half of the sensors in the 0 and 90 directions were modelled due to the same symmetry conditions.

The computational power needed to run the quarter model for the higher frequencies of 300 and 400 kHz was still very large due to the factors mentioned in Section 4.3.4. Due to this fact, it was decided to further reduce the number of elements by modelling only a 220x220 mm² section of the panel and using special elements at the edges in order model infinite boundary conditions in order to avoid unwanted reflections. The symmetry boundary conditions were applied on the AB and AD edges that coincide with the directions of the x and y axes of the coordinate system shown in Figure 4-7, while the infinite boundaries were modelled on the BC and BD edges. The degrees of freedom that were suppressed are shown in Table 4-2.

<table>
<thead>
<tr>
<th>Edge</th>
<th>Symmetry</th>
<th>U₁</th>
<th>U₂</th>
<th>U₃</th>
<th>UR₁</th>
<th>UR₂</th>
<th>UR₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>Y</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AD</td>
<td>X</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4-2: Symmetry boundary conditions
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The face sheets of the sandwich panel were modelled using the “Skin” feature in Abaqus/CAE. When the mesh was applied, the face sheets shared nodes with the top and bottom parts of the foam thus reducing the computational load of the analysis.

**Piezoelectric transducers**

Two types of sensors were used in this work, both manufactured by Vallen Systeme. They were modelled in Abaqus using only the piezoelectric part and had the following geometry: the VS 150-M sensors had a cylindrical shape with a diameter of 12.7 mm and a height of 6.35 mm, while the VS 900-M sensors had a ring shape with an outer diameter of 12.7 mm, inner diameter of 2.6 mm and a height of 3.8 mm. A meshed model of a VS 150-M sensor can be seen in Figure 4-8.

![Piezoelectric sensor mesh](image)

**Figure 4-8: Meshed model of a 150-M piezoelectric element**

The poling direction of the material was orientated along the z axis shown in the figure above.
4.3.2 Material properties

As mentioned before in Chapter 3, most of the material properties of the CF and GF layers were determined through experimental tests conducted according to ASTM standards. The overview of these material properties was already presented in Section 3.3.3. However, for the sake of clarity they are presented once more together with the predicted values for the -40 and 70° C temperature steps in Table 4-3. These values were calculated using the temperature degradation factor mentioned in Section 2.2.3. The Poisson’s ratios and the densities are not shown in this table due to the fact that they were assumed to remain constant.

Table 4-3: Material properties at different temperatures

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>T [°C]</td>
<td>-40</td>
<td>25</td>
<td>70</td>
</tr>
<tr>
<td>CF</td>
<td>122.7</td>
<td>119</td>
<td>111.8</td>
</tr>
<tr>
<td>GF</td>
<td>24.74</td>
<td>24</td>
<td>22.55</td>
</tr>
</tbody>
</table>

Table 4-4: Material properties at different temperatures

<table>
<thead>
<tr>
<th></th>
<th>G₁₃ [GPa]</th>
<th>G₂₃ [GPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>T [°C]</td>
<td>-40</td>
<td>25</td>
</tr>
<tr>
<td>CF</td>
<td>3.28</td>
<td>2.24</td>
</tr>
<tr>
<td>GF</td>
<td>3.28</td>
<td>2.24</td>
</tr>
</tbody>
</table>

In order to model the piezoelectric elements, a number of specific properties were required. The sensors were made using the NCE51 PZT material manufactured by Noliac Group [98]. The material properties listed in Table 4-5 were obtained from the material datasheet found in Appendix B. A short introduction to piezoelectric materials and the physical significance of the properties listed below was given in Section 2.1.6.

Table 4-5: Elastic stiffness matrix of the NCE 51 material

<table>
<thead>
<tr>
<th>Dᵢⱼ [10⁶ N/m²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.2 8.76 7.34 0 0 0</td>
</tr>
<tr>
<td>8.74 13.2 7.34 0 0 0</td>
</tr>
<tr>
<td>7.34 7.34 16.2 0 0 0</td>
</tr>
<tr>
<td>0 0 0 4.37 0 0</td>
</tr>
<tr>
<td>0 0 0 0 4.37 0</td>
</tr>
<tr>
<td>0 0 0 0 0 2.24</td>
</tr>
</tbody>
</table>
4.3.3 Analysis type and Boundary conditions

Several boundary conditions were necessary in order to model the wave propagation. Most of these are common between the two models. Simply supported conditions were applied to the two edges on which the specimens were standing on. Furthermore, in order to measure or apply a voltage difference to the piezoelectric elements, a zero electric potential boundary condition was applied on the bottom surface of each sensor. The sensors were connected to the upper surface of the plates using the Tie constraint within Abaqus, which assumes perfect contact between the two surfaces. All of these boundary conditions were applied in the Initial step.

Due to the fact that wave propagation is a time dependent process, a Dynamic/Implicit type analysis was chosen for the second step. The boundary condition for the actuation process was defined here. Using the data previously determined by the MATLAB code, Hanning windows of 150, 300 and 400 kHz and amplitude of 40 Vpp were applied to the upper surface of the actuator. The amplitude of the signal was determined by the maximum output that the wave generator and amplifier could provide. The waveforms of these Hanning windows, as they were implemented in the FE models, can be seen in Figure 4-9. The waveforms were plotted on the same graph in order to illustrate the difference between the 3 signals.
4.3.4 Mesh size and time step considerations

All of the parts were meshed using rectangular elements of different types depending on their geometry and material properties. The hybrid laminate and the face sheets were modelled using the 4 node S4R shell elements with reduced integration (5 integration points) and hourglass control. The foam was modelled using the 8 node C3D8R solid elements with reduced integration and hourglass control. Finally, the piezoelectric transducers were modelled using the 8 node C3D8E elements and the infinite edges using CIN3D8 elements.

In order to ensure the stability of the analysis, certain restrictions had to be applied to the sizes of the elements and the time step of the analysis. Chen et al. [99] stated that 10 nodes per wavelength were sufficient to achieve a good spatial resolution and also found that a minimum of 20 points per cycle at the highest frequency must be used to ensure time stability. These two conditions can be expressed in the following equations:

\[ L_e = \frac{v_p}{10f_{max}} = \frac{\lambda_{min}}{10} \]  
\[ \Delta t = \frac{1}{20f_{max}} \]
where:

- $v_p$ is the minimum phase velocity of interest.
- $f_{max}$ is the maximum actuating frequency.
- $\lambda_{min}$ is the minimum wavelength.

Using these equations, the maximum sizes of the elements were calculated for each of the frequencies under investigation. The results and the final values used in the FE models are shown in Table 4-8.

<table>
<thead>
<tr>
<th>Frequency [kHz]</th>
<th>Max element size [mm]</th>
<th>Used element size [mm]</th>
<th>Max time step [(\mu)s]</th>
<th>Used time step [(\mu)s]</th>
<th>Average run time [hours]</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>1.6</td>
<td>1</td>
<td>0.33</td>
<td>0.1</td>
<td>3</td>
</tr>
<tr>
<td>300</td>
<td>0.7</td>
<td>0.6</td>
<td>0.16</td>
<td>0.1</td>
<td>9</td>
</tr>
<tr>
<td>400</td>
<td>0.6</td>
<td>0.6</td>
<td>0.125</td>
<td>0.1</td>
<td>10</td>
</tr>
</tbody>
</table>

The time step was set at 0.1 \(\mu\)s for all of the analyses for convenience. The analyses in the case of the 150 kHz frequency were reasonable in computational load even with this time step, while 300 and 400 kHz cases required a maximum time step of 1.66 and 1.33 \(\mu\)s respectively. The maximum element size had the greatest influence on the computational load of the analyses.

4.4 Experimental setup

This section describes the experimental setup, all of the different systems that were used to and also provides a detailed description of the process used to perform the measurements.

4.4.1 Vallen AMSY—6 AE system [100]

The AMSY-6 is a multi-channel AE measurement system that consists of 8 parallel measurement channels and front end software used for post-processing of the measurements. A measurement channels consists of a sensors, a pre-amplifier and a channel of an ASIP-2 (acoustic signal processor). Through a combination of an analogue measurement section and a digital signal-processing unit, the system is able to extract and store AE signal features such as the ones mentioned in Section 2.1.4.1 (arrival time, peak amplitude, energy etc.). The system is also capable of storing the complete waveform of the signal which is very useful in light of the observations made in Section 4.1.1.

4.4.2 Acoustic emission sensors and pre-amplifiers

An AE system requires sensors that are capable of converting surface displacement into electrical signals. The sensors used by Vallen are manufactured out of piezoelectric materials due to their inherent physical property of generating an electric signal when a strain is applied. The AMSY-6
is capable of working with different sensors, designed for a wide range of applications. In the case of the work presented here, it was important to use sensors that could be operated within the previously mentioned range of -40 to 70°C. Thus, the VS-150 M and VS-900 M sensors were used. Both sensors have an operating temperature between -50 to 100.

AE pre-amplifiers are used as an intermediary between the sensors and ASIP-2 channel. Their purpose is to amplify the output of the sensor in order to match the input requirements of the channel, while also achieving the highest possible signal-to-noise ratio.

4.4.3 Environmental chamber

The system used to control the temperature of the specimens is shown Figure 4-10. It consisted of an environmental chamber constructed out of URSA XPS [101] extruded polystyrene and a temperature cycling unit manufactured by CTS [102]. The unit was connected to the chamber using two attachable tubes to ensure a good air flow. The plates were allowed to stabilize once the desired temperature was reached and the machine was turned off in order to minimize the noise that was detected by the sensors.

![Environmental chamber and temperature cycling unit](image)

**Figure 4-10: Environmental chamber and temperature cycling unit**

4.4.4 Thermocouples

Due to the fact that the temperature cycling unit was not capable of measuring the temperature inside the climate chamber and the fact that the specimens took longer to reach the desired temperatures than the air flowing around them, three thermocouples were used in order to accurately monitor the plates. K type thermocouples were used due to their sensitivity and accuracy in the temperature range. They were connected to a Keithley data acquisition system which was in turn connected to a PC. A customizable software on the PC then converted the
electrical signal recorded by the acquisition system into temperatures. The thermocouples were placed as close as possible to the directions of interest (0, 45 and 90°). Measurements were taken every 30 seconds.

4.4.5 Signal generator and Amplifier

An Agilent 33500B Series waveform generator was used to actuate the Hanning window and an Agilent 33502A external amplifier was used to achieve a higher peak-to-peak voltage. This equipment was necessary because the AMSY-6 system does not have the capability of sending customized signals to the piezoelectric elements. The system does have a pulsing function, however only two actuation frequencies are available.

All of the previously mentioned systems can be seen in Figure 4-11 which shows the general setup of the experiment.

Figure 4-11: General test setup
4.4.6 Bonding agent

The bonding between the piezoelectric elements and the investigated specimens was very important. It was necessary to achieve a good bond quality while at the same time maintaining that quality through the temperature changes and also allowing an easy removal of the sensors to avoid damaging them. To this end, the Dow Corning® Epotek 734 flowable silicone adhesive sealant was used. The main advantages of this bonding agent are:

- stable from -65°C to +180° C.
- easy to apply and fairly easy to remove due to the fact that it cures to a tough, flexible rubber state.
- cures at room temperature.

4.4.7 Measurement setup

This section gives a detailed description of the standard procedure used for each measurement together with the standard settings used for the systems involved in the measurement.

Before bonding, the sensor positions were drawn as accurately as possible in order to ensure that the distance between them is close to 20 cm, the standard distance used in these tests. As mentioned before, 4 transducers were used: one used to actuate the signal and 3 used to measure the propagated signal (one for each of the 0, 45 and 90° directions). The sensor setup can be seen in Figure 4-12. The picture also shows the locations where the thermocouples were attached. The thermocouples were attached using two layers of tape due to the fact that electrically conductive materials interfere with the measurements.

![Figure 4-12: Sensors and thermocouples ready for testing](image)
The settings used for the AMSY-6 AE system were:

- sampling rate of 10 MHz.
- maximum number of samples per set 4096.
- transient recording was enabled
- the threshold value was set to 40 dB while the average noise level was around 30 dB.
- the Duration Discrimination Time and the Rearm Time values were left as the default values for composite structures: 200μs and 0.4 ms respectively.
- 400 pre-trigger samples were recorded in order to facilitate the analysis of the waveforms that had a late TOA.

The settings used for the Agilent 33500B wave generator were:

- custom Arb. waveforms with frequencies of 150, 300 and 400 kHz generated using data files from the MATLAB code mentioned in Section 4.1.
- signal amplitude of 20 Vpp (maximum setting).
- sampling rate of 250 MHz (maximum setting).

The settings used for the Agilent 33502 amplifier were:

- DC coupling.
- impedance set to high.

The three sensors were connected to ports 2, 3 and 4 of the AMSY-6 system through the pre-amplifiers.

A splitter was used for the output of the wave generator. From here, one cable went to amplifier, which amplified the signal to 40 Vpp and then sent the signal to port 1 of the AE system, while the other cable went to the actuator. Through this method, the actuation time was precisely recorded.

All of the measurements were recorded on a laptop and post-processed using the VisualAE application that comes with the AE system.
5 Results

As mentioned before in Sections 1.3 and 4.1, the wave velocity measurements were performed on two types of specimens: a hybrid laminate and a sandwich panel with a foam core and face sheets with the same layup as the hybrid laminate. This chapter is focused on presenting the results of the experiments as well as the models. Section 5.1 shows the analytical, FEA and experimental results for the hybrid laminate. Section 5.2 shows the FEA and experimental results for the sandwich panel.

5.1 Hybrid wave velocities

In this section the results of the tests performed on the hybrid laminate are presented. The wave speeds from the experiment, FEA and analytical method are plotted on the same graph for the 150 kHz signal and the three directions of interest. The results for the 300 and 400 kHz signals are shown in Appendix C – Hybrid laminate 300 and 400 kHz results due to the fact that they did not show any significant difference compared to the 150 kHz case.

5.1.1 Temperature dependence

Figure 5-1 shows the influence of temperature on the group velocity in the range of -40° C to 70° C in the 0 direction of the hybrid laminate, for a frequency of 150 kHz. The analytical results were obtained using the method derived by Pant [13], previously presented in Section 4.2, and using material properties determined using the approach described in Section 2.2.3. The FEM results were obtained by running individual simulations for each of the data points using the same adjusted material properties. The experimental values were obtained by taking the average of different measurements. For each temperature step, a signal was actuated and received every second.
Firstly, it can be observed is that there is a constant difference of around 10% between the results of the analytical method and the results of the experiments. This difference can be attributed to some of the assumptions that are made when setting up the equations. The method was designed to perform optimally for quasi-isotropic laminates. The hybrid laminate used in these tests is highly anisotropic: there is a significant difference between the stiffness of the 0, 45 and 90 directions. The 0 direction’s stiffness comes mainly from the CF layer, the 45 direction’s stiffness is given by the two GF weave layers, while the 90 direction is mostly resin.

The results of the FEA are much closer to those of the experiments, with a difference of around 3% at 25°C. This difference is well within the expected error of the measurements due to uncertainties such as: material properties, accuracy of the sensor positions.

The second observation that can be made is that the group velocity is linearly dependent on the temperature of the medium in which the waves are propagating. More precisely, the speed increases with decreasing temperature and decreases with increasing temperature. From a physical point of view this makes sense. By increasing the temperature, the volume of the polymeric matrix tends to increase leading to a slightly increased Time Of Flight (TOF). An example of how this effect can be observed is shown in Figure 5-2. The plot shows the transient response of the piezoelectric sensor corresponding to the 0 direction at temperatures of 25°C (blue) and 70°C (red) as predicted by the FEA. The difference between the TOF of the two signals is around 1.4 μs.
Figure 5-2: Hybrid laminate FEM waveforms at 25°C (blue) and 70°C (red)

The previously mentioned trend was captured by both the analytical approach and FEA with different degrees of accuracy. As can be seen in Figure 5-3, the analytical approach has a tendency to exaggerate the effects when compared to the FEA. The figure shows the wave velocity values normalized with respect to the 25°C temperature step and gives insight into the slopes of the curves shown in Figure 5-1. For example, we can see that at 70°C the experimental data showed a reduction of around 3% in the speed, while the FEA and analytical approach predicted drops of 3.5% and 5% respectively.

The results also indicated that both modelling techniques are slightly more accurate at lower temperatures, such as -40°C. This can be observed especially in the graphs for the 45 and 90 directions. The fact that this effect is present in both models suggests that the predicted values of the material properties for high temperatures are not as accurate as for lower temperatures. This can be attributed to the way the degradation factor is calculated using the glass transition temperature. The $T_g$ of the resin used in this work was 82°C, while the highest temperature step was at 70°C.
Figure 5-3: Velocity rate of change for the 150 kHz signal in the 0 direction

Figure 5-4 show similar results, this time for the 45° direction. As mentioned before in Section 4.2 the analytical model does not accurately predict the velocity due to the difference of direction between the phase velocity and the group velocity. In spite of this error, it is still interesting to look at the relative change of the speed due to temperature as this should not be influenced by the error as much.

From the two graphs we can see that there is a 5% increase in speed at -40°C in the experiment, while both models predict an increase of 6%. At 70°C, the experimental results showed a drop of around 5% while the FEA and the analytical model predicted drops of 8% and 12%. Once again the results at higher temperature show a larger deviation from the experimental values. This can be attributed to the same factors mentioned before with a larger effect due to the much lower stiffness of the GF layers.

All of the results are once again in line with the expected trend.
Figure 5-4: Velocity vs temperature graph for the 150 kHz signal in the 45 direction

Figure 5-5: Velocity rate of change for the 150 kHz signal in the 45 direction
Finally, Figure 5-6 show the results for the 90° direction. Once again, the FEA results follow the experimental data quite closely, while the analytical exaggerates the effects of the temperature change even more, predicting a decrease in speed of 34% at 70°C as opposed to the 7% observed in the experiments. This suggests that the analytical method cannot reasonably predict the change in speed with temperature for orientations that have a much lower stiffness compared with the main direction of the laminate.

As mentioned at the beginning of this section, the 300 and 400 kHz cases showed similar results and trends and were therefore not reproduced here.

![Hybrid 150kHz 90 direction](image)

Figure 5-6: Velocity vs temperature graph for the 150 kHz signal in the 90 direction
5.1.2 Directional dependence

In order to help put into perspective the results of the temperature dependency tests from a SHM point of view, the variation of the group velocity with respect to the material orientation is shown in Table 5-1. Only the results of the 25°C case are shown.

Table 5-1: Experimental wave speeds 25°C case

<table>
<thead>
<tr>
<th>Frequency [kHz]</th>
<th>Speed [m/s]</th>
<th>0°</th>
<th>45°</th>
<th>90°</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td></td>
<td>5184</td>
<td>3657</td>
<td>2963</td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>5277</td>
<td>3673</td>
<td>3084</td>
</tr>
<tr>
<td>400</td>
<td></td>
<td>5238</td>
<td>3629</td>
<td>3062</td>
</tr>
</tbody>
</table>

The experimental results show that there is a 42% drop in speed in the 45° direction and a 75% drop in speed in the 90° direction compared to the main direction of the laminate. These variations are significantly larger than the ones due to temperature changes. This difference can be observed in Figure 5-8, which shows the in-plane displacements generated by a 150 kHz signal in the hybrid panel. As mentioned in Section 2.1.3, these in-plane displacements correspond to the S₀ mode. The elliptical shape of the wave front makes it easy to see the difference in speed between the different directions.
Similarly, the $A_0$ mode can be visualized by looking at the out-of-plane displacements. Figure 5-9 shows these displacements for the same case as before. It is clear that the wave front has an almost circular shape, which means that the group velocity of this mode remains fairly constant at different orientations. This is consistent with results found in literature, such as the ones from Arredondo & Fritzen [70].
5.2 Sandwich wave velocities

In this section the results of the tests performed on the sandwich panel are presented. In this case only the results of the experiment and the FEA are compared. An attempt was made to use the same code to generate dispersion curves for the sandwich panel however the solution was unstable and did not give any meaningful results.

5.2.1 Temperature dependence

The results obtained using the sandwich panel generally follow the same trend that was observed in the case of the laminate: the velocity decreases with increasing temperature. There are also some differences that can be observed while analysing the graphs in this section.

The main observation that can be made is that there is 15 to 20\% reduction in the group velocity due to the presence of the core. This is to be expected considering the lower mechanical properties of the core. The presence of the core also has a significant effect on the amplitude of the signals which tend to be around 20\% lower than in the case of the laminate.

Figure 5-10 show a comparison of the experimental results and the FEM data for a 150 kHz signal in the 0° direction. A systematic error of around 15\% can be observed between the results. This can be attributed to the fact that the foam core was modelled as a homogeneous isotropic material. In reality the foam has a closed cell structure and exhibits viscoelastic effects that may affect the wave propagation phenomenon. Proper modelling of these effects would have required a significant number of complicated tests which also had no guarantee of success to the thickness of the foam. Furthermore, since this work was mostly focused on the relative changes of the wave speeds with temperature, it was decided to keep the isotropic assumption. Looking at the velocity rate of change, it can be seen that the FE results match the experimental data quite well.
Figure 5-10: Velocity vs temperature graph for the 150 kHz signal in the 0 direction

Figure 5-11: Velocity rate of change for the 150 kHz signal in the 0 direction
The results for the 45° and 90° directions are shown in Figure 5-12. The same drop in speed can be observed when compared to the laminate results. Furthermore, the variation in speed is once again higher in the 45° and 90° directions due to the larger influence of the resin. The difference between the experimental and FE results is also higher for the 70°C case most likely due to the same factors mentioned for the hybrid laminate.

**Figure 5-12: Velocity vs temperature graph for the 150 kHz signal in the 45 direction**
Figure 5-13: Velocity rate of change for the 150 kHz signal in the 45 direction

Figure 5-14: Velocity vs temperature graph for the 150 kHz signal in the 90 direction
Figure 5-15: Velocity rate of change for the 150 kHz signal in the 90 direction

The results for the 300 and 400 kHz signals are shown in Appendix D – Sandwich panel 300 and 400 kHz results. The same trends can be observed for the higher frequencies, although the systematic error is larger in these cases, between 20% to 25%. This is attributed to the element size used in these analyses. Due to the large amount of computational resources needed to model the sandwich structure, the maximum element size, set using the equations mentioned in Section 4.3.4, was used. These equations were derived for shell elements and it is likely that a finer mesh is needed to achieve more accurate results for models that use solid elements.

### 5.2.2 Directional dependence

The directional dependence of the velocity for the sandwich panel is similar to the case of the hybrid laminate. The experimental wave speeds for the 25°C case are shown in Table 5-2. The group velocity is highest in the direction of the CF layer, while in the 45° and 90° directions the speed is slower by 39% and 63% respectively.

<table>
<thead>
<tr>
<th>Frequency [kHz]</th>
<th>Speed [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0°</td>
</tr>
<tr>
<td>150</td>
<td>4214</td>
</tr>
<tr>
<td>300</td>
<td>4256</td>
</tr>
<tr>
<td>400</td>
<td>4267</td>
</tr>
</tbody>
</table>
The wave fronts of the $S_0$ and $A_0$ can be seen in Figure 5-16. Figure 5-16 shows a full model of the sandwich panel that was built to understand the computational load required. The results were not used because the model had a slightly coarser mesh than was required, however it does give a clearer view of the wave front.

Figure 5-16: Sandwich panel $S_0$ mode wave front

Figure 5-17: Sandwich panel $A_0$ mode wave front
6 Conclusions and recommendations

Operational and maintenance costs make up a significant portion of commercial aviation companies expenses. In an attempt to reduce the amount of maintenance needed to ensure structural integrity there is a desire to switch from the presently used time-based maintenance approach to the more cost-effective Condition Based Maintenance. This model requires a SHM system that can function regardless of the various conditions that the structure is exposed to (temperature, load, humidity).

AE based SHM systems have been shown to have the potential to detect and localize damage in complex structures, such as the ones on an aircraft. However further research is required in order to fully understand and predict the effects of EOC on AE based systems, especially when applied to composite materials. Thus, the objective of this thesis was: to understand how temperature affects the propagation of guided Lamb waves in composite materials by modelling the behaviour both analytically and with FEM simulations while performing experimental verifications.

In order to answer this question, several steps were necessary. In the first step, a literature study was performed on the subject of structural health monitoring, with a focus on the AE method, and on the propagation of acoustic waves through anisotropic media, with a focus on how this phenomenon is affected by temperature changes. The main conclusion of the literature study was that temperature changes have a significant effect on the propagation of Lamb waves, sometimes the effect can be higher than that due to damage, and that this effect can be modelled using temperature dependant material properties. Furthermore, this effect was expected to be higher for propagation in directions with matrix dominated material properties.

In the second step, the material properties of the CF-epoxy and GF-epoxy layers used in this work had to be determined. The literature study showed that the velocity with which the Lamb waves propagate depend on the mechanical properties and the density of the material. In particular, the S0 mode depends on the modulus in the direction of the propagation and the density. Thus, a number of different laminates were manufactured using vacuum infusion, cut into samples and then tested using a Zwick 250 kN tension and compression bench. The dimensions of the samples and the methodology used in the tests followed the guidelines of the ASTM D 3039 – 08 and ASTM D 3518 – 94 standard test methods for Tensile and In-plane shear response of polymer matrix composite materials. For the CF laminate only the longitudinal and transverse moduli were determined experimentally due to difficulties associated with the infusion of a laminate that would fit the required standard.

Finally, the experimental tests were performed and the results were verified using analytical and FE models. The methodology consisted of generating results at 3 temperature steps (−40, 25 and 70°C) and 3 different frequencies (150, 300 and 400 kHz) using all of the previously mentioned
tools for the hybrid laminate case and using the experiment and FE model in the case of the sandwich. An attempt was made to use the analytical method to generate dispersion curves for the sandwich panel in order to see if the method works for such structures. However, the solution proved to be unstable and no relevant results were found. The analytical approach was developed by Pant et al. in order to generate dispersion curves for layered composite materials using the partial wave technique and the Global Matrix method. As some of the tests performed in this work revealed, the method is mostly suited for quasi-isotropic layups and had some difficulties predicting the group velocity in the laminares 45° direction. The results for the 0 and 90° directions were close to those found in the experiments.

The FE models were set up in order to model the experiments as closely as possible. Thus, two models were created, one for each of the two specimens. The hybrid laminate was modelled fully using shells elements, while the sandwich panel was modelled using symmetry conditions and infinite boundaries in order to reduce the computational resources needed run it. The piezoelectric transducers were modelled using piezoelectric elements available in the ABAQUS/CAE software. Only the active part of the transducers was modelled and the bonding between the specimen and the transducers was as assumed to be perfect. Furthermore, the effects of temperature variation on the piezoelectric material and on the bonding agent were not taken into account. Due to the nature of the analysis, certain restriction had to be applied to the mesh size and the time step used in these analyses. Equations determined by Chen et al. were used to calculate the maximum sizes of these parameters. While these equations worked well for the hybrid laminate, the results of the 300 and 400 kHz cases of the sandwich panel indicate that a finer mesh may be required to get a higher degree of accuracy in the results. This could not be investigated in this work due to the large computational requirements needed to analyse models with a finer mesh.

The experiments were performed using a setup that consisted of: an environmental chamber connected to a temperature cycling machine, the AMSY-6 AE system from Vallen Systeme, a waveform generator, amplifier, thermocouples connected to a Keithley data acquisition system and 4 broadband piezoelectric transducers. Three 5 cycle Hanning windows of 150, 300 and 400 kHz peak frequency were generated and transmitted to the actuator and the subsequent waveform was recorded using sensors located in the 0, 45 and 90° directions of the laminate. This process was performed for each sample at the three different temperature steps mentioned earlier. The same Hanning windows were also used in the FE models.

The thermal effects in both the analytical and FE models were modelled using an empirical approach developed by Tsai. This method uses a thermal degradation factor which is calculated using the glass transition temperature of the resin and the operating temperature to predict the change in material properties and parameters which are resin specific. It is important to note
that the parameters used in this work apply for epoxy resins and different parameters will apply when using other types of resin, such as non-polymeric resins.

One of the main aspects shown by the experimental results was that there was a linear dependence between the velocity of the waves and the temperature. Thus, the wave speeds decreased with increasing temperature. This effect was observed for both the hybrid laminate and the sandwich panel at all of the different frequency values tested. The variations in speed were found to be between 200 and 400 m/s between the values at -40°C and 70°C, temperatures which are representative for the conditions an aircraft structure may be exposed to during its operational life. The results showed that the change in speed was larger in the 90° directions of both the laminate and the sandwich panel. This was due to the fact that the stiffness in this direction was matrix dominated which is more sensitive to temperature changes than the fibres. This trend also predicted by both the analytical and FE models with various degrees of accuracy.

In the case of the hybrid laminate, both methods predicted the behaviour quite well for the 0° direction. The FE model was the most accurate with maximum difference of around 3% from the experimental values, while the analytical model was off by around 10%. This was also the case for the 45° direction, where the error of the values increased slightly for both models. However the analytical models error was very large in the 90° case, where it over predicted the effects by 20 to 40%. This suggests that the analytical model is not suitable for determining the speed variation in directions in which the stiffness is not fibre dominated.

The experimental results obtained from the sandwich panel were only compared with FEA results. The results showed that all of the wave speeds were lower in the sandwich panel when compared with the hybrid laminate. This was due to the presence of the foam core which had a much lower stiffness when compared with the face sheets. Otherwise, the same trends that were observed in for the hybrid laminate could be seen in the case of the sandwich. The most accurate results were obtained for the 0° directions while the 45 and 90° directions showed a slightly larger error. It should be noted that the 300 and 400 kHz analyses showed larger errors than the 150 kHz case. This is most likely due to the mesh size that was used in these cases. The results from a finer mesh could not be investigated due to the time needed to analyse such a model. This also suggests than any Lamb wave propagation studies that may involve more complex structures might have difficulties with analysing frequencies higher than 150 kHz.

The magnitude of these changes due to temperature variations suggests that the effects on an AE based localization system will be fairly small. Similar tests done for metallic structures have shown that a variation of 200 m/s due to temperature and load caused an increase in the error of a location algorithm of no more than 1 cm. Since the thermal effects found in this thesis are of similar magnitude, it is expected that any localization error will also be similar. The localization
process will be influenced far more by the directional dependence of the group velocity and the amplitude of the signals.

The experimental results for both samples showed that the wave speeds were around 40% lower in the 45° direction and 60% lower in the 90° direction. This effect must be taken into account in a localization analysis performed on these materials.

When analysing the results from the sandwich panel, it was observed that the amplitudes of the recorded signals was smaller than in the case of the hybrid. This was due to the presence of the core which had a damping effect on the signal. Due to the lower amplitude, the error in the TOA is larger due to the threshold effect that was mentioned in Section 4.1.1. The error due to this effect can be larger than the effect of temperature changes and would influence the results of a localization analysis. Considering that sandwich structures used in real applications have larger cores than the one used in this study, this effect will be even more important.

Considering all of the things mentioned in this chapter and the results of the work described earlier, the research questioned posed in the introduction can be answered as follows:

- It is possible to develop a thorough understanding of the physics governing the propagation of Lamb waves in anisotropic materials influenced by the effects of temperature.
- Analytical and FEM simulations of Lamb waves propagating in composite materials are able to predict with a good degree of accuracy the changes in wave speed for directions in which fibres are present. Considering that composite materials in most real applications have quasi-isotropic layups, this suggests that it is possible to model the thermal effects for most composite structures.
- The thermal effects described in this work have a small effect on localization algorithms, such as the one based on Geiger’s method. The results of this thesis showed that effects due to the directional dependence of the group velocity and the low amplitude of the signals in sandwich structures can be larger than those due to thermal effects and may have a higher influence on the results of a localization algorithm.

Some recommendations for further research also arise from this work:

- FE modelling of the sandwich structure showed the limitations of this method when it comes to wave propagation. It is very time consuming and expensive to model higher frequencies in these structures due to the use of solid elements. Thus it would be useful to develop an analytical method of generating dispersion curves for sandwich structures.
- Develop a threshold independent method of measuring the TDOA.
- Investigate the effects of combined temperature and load in composite structures.
• Develop a localization algorithm that takes into account the directional dependence of the group velocity.
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Appendix A

Start with the top-most layer (k=1)

Calculate local stiffness matrix $[C_1]$.

Choose initial angular frequency $\omega$ and phase velocity $c_2$.

Calculate wavevector $k_1 = \omega / c_2$.

Find material orientation angle of the current layer $\theta_1$ and subtract $1^\circ$.

Calculate stress and strain transformation matrix $[T_{11}]$ and $[T_{12}]$, using Eqs. 2.8 and 2.10 respectively.

Calculate global stiffness matrix $[C_2]$ using Eqn. 2.11.

Calculate $k_2 = k_1 \cos \theta_1$ and $k_3 = k_1 \sin \theta_1$ using the sensor orientation angle $\theta_2$.

Calculate constants $D_1, D_2, D_3, D_4$ using the equations provided in Appendix A.

Find all six roots of $\lambda_1$ using Eqn. 2.23 (denoted by $\lambda_1$). 

Calculate $V_0, W_0, D_0$ using Eqn. 2.27, 2.28, 2.31 respectively.

Calculate $[Z_1] = [K_1][D_1]$ using Eqn. 2.34 and separate $[Z_1]$ into $[Z_{1,LP}]$ and $[Z_{1,SP}]$ for the current layer.

Assemble the Global Matrix $[Z]$ using Eqn. 2.38 and find the determinant of $[Z] = 0$.

Use root finding algorithm to locate actual $c_p$ within the desired tolerance.

First root corresponds to the fundamental Lamb mode $(\sigma)_0$ and $(c_p)_0$.

Continue searching for desired number of higher roots of $(c_p)_{1,2}$.

Choose another $\omega$ and continue the search.

Construct the dispersion curve by plotting all the roots ($c_p$ vs. $2\pi f$).

---

Process used by Pant et al [13] to numerically solve the Lamb wave equations.
Appendix B – NCE51 datasheet

# PIEZO MATERIALS

NCE51 - extended specification

1. The presented data are determined on standardized specimens in the form of small-signal measurements according to European Standard EN 50324 and IEC Publication 483.
2. The standardized specimens are manufactured using a standard production powder and a standard production technology.
3. The data given represents nominal values which were determined 24 hours after poing process at ambient temperature 23°C ±2°C.
4. Standard Tolerances: Electrical properties ± 10%, Mechanical Properties ± 5%. Piezoelectric properties ± 5%.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Symbol</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ELECTRICAL PROPERTIES</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dielectric dissipation factor</td>
<td>tan δ</td>
<td>[10^-4]</td>
</tr>
<tr>
<td>Relative permittivity</td>
<td>ε₁₁/ε₀</td>
<td>[1]</td>
</tr>
<tr>
<td></td>
<td>ε₃₃/ε₀</td>
<td>[1]</td>
</tr>
<tr>
<td></td>
<td>ε₁₅/ε₀</td>
<td>[1]</td>
</tr>
<tr>
<td></td>
<td>ε₁₀/ε₀</td>
<td>[1]</td>
</tr>
<tr>
<td>Curie Temperature</td>
<td>Tₑ</td>
<td>[°C]</td>
</tr>
<tr>
<td><strong>MECHANICAL PROPERTIES</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>υₑ</td>
<td>[1]</td>
</tr>
<tr>
<td>Density</td>
<td>ρ</td>
<td>[kg/m³]</td>
</tr>
<tr>
<td><strong>Piezoelectric Properties</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency Constants</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Planar</td>
<td>νₚ</td>
<td>[μm/m]</td>
</tr>
<tr>
<td>Transverse shear</td>
<td>ν₄₃</td>
<td>[μm/m]</td>
</tr>
<tr>
<td>Longitudinal</td>
<td>ν₃₃</td>
<td>[μm/m]</td>
</tr>
<tr>
<td>Thickness</td>
<td>ν₅</td>
<td>[μm/m]</td>
</tr>
<tr>
<td><strong>COUPLING FACTORS</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Planar</td>
<td>kₚ</td>
<td>[1]</td>
</tr>
<tr>
<td>Transverse shear</td>
<td>k₄₃</td>
<td>[1]</td>
</tr>
<tr>
<td>Lateral</td>
<td>k₄₃</td>
<td>[1]</td>
</tr>
<tr>
<td>Thickness</td>
<td>k₅</td>
<td>[1]</td>
</tr>
<tr>
<td>Charge Constant</td>
<td>Cₑₑ</td>
<td>[10⁻¹¹C/N]</td>
</tr>
<tr>
<td>Voltage Constant</td>
<td>Cₑₑ</td>
<td>[10⁻⁸V/m/N]</td>
</tr>
<tr>
<td>Mechanical Quality Factor</td>
<td>Qₑₑ</td>
<td>[1]</td>
</tr>
<tr>
<td><strong>Stability</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature Coefficient</td>
<td>kₑₑ</td>
<td>[⁰C⁻¹]</td>
</tr>
<tr>
<td></td>
<td>kₑₑ</td>
<td>[⁰C⁻¹]</td>
</tr>
<tr>
<td>Aging Rate</td>
<td>Cₛ₅₀</td>
<td>[k] per decade</td>
</tr>
<tr>
<td></td>
<td>Cₛ₅₀</td>
<td>[k] per decade</td>
</tr>
<tr>
<td></td>
<td>Cₛ₅₀</td>
<td>[k] per decade</td>
</tr>
<tr>
<td></td>
<td>Cₛ₅₀</td>
<td>[k] per decade</td>
</tr>
</tbody>
</table>
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# PIEZO MATERIALS

## Elastic Properties

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$[10^{-12}\text{m}^2/\text{N}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.0</td>
<td>-5.36</td>
</tr>
<tr>
<td>-5.36</td>
<td>17.0</td>
</tr>
<tr>
<td>-8.69</td>
<td>-8.69</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

## Piezoelectric Properties

<table>
<thead>
<tr>
<th>Charge Constant Matrix $d$ $[10^{-12}\text{C}/\text{N}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>-108</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dielectric Constant Matrix $e$ $[\text{C}/\text{m}^2]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>-6.06</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
</tbody>
</table>

## Voltage Constant Matrix $g$ $[10^{-3}\text{V}/\text{m}]$ |

<table>
<thead>
<tr>
<th>Voltage Constant Matrix $g$ $[10^{-3}\text{V}/\text{m}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>-12.4</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
</tbody>
</table>

## Elastic Stiffness Matrix E

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$[10^{11}\text{N}/\text{m}^2]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.4</td>
<td>8.89</td>
</tr>
<tr>
<td>8.89</td>
<td>13.4</td>
</tr>
<tr>
<td>9.09</td>
<td>9.09</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

## Elastic Stiffness Matrix D

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$[10^{11}\text{N}/\text{m}^2]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.2</td>
<td>8.76</td>
</tr>
<tr>
<td>8.76</td>
<td>13.2</td>
</tr>
<tr>
<td>7.34</td>
<td>7.34</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
**Dielectric properties**

<table>
<thead>
<tr>
<th>PERMITTIVITIES: [10⁻⁸F/m]</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_{11}^T$</td>
<td>1.72</td>
<td>$\varepsilon_{11}^S$</td>
</tr>
<tr>
<td>$\varepsilon_{22}^T$</td>
<td>1.72</td>
<td>$\varepsilon_{22}^S$</td>
</tr>
<tr>
<td>$\varepsilon_{33}^T$</td>
<td>1.68</td>
<td>$\varepsilon_{33}^S$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RELATIVE PERMITTIVITIES [1]</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_{11}^{rel}$</td>
<td>1940</td>
<td>$\varepsilon_{11}^{rel}$</td>
</tr>
<tr>
<td>$\varepsilon_{22}^{rel}$</td>
<td>1940</td>
<td>$\varepsilon_{22}^{rel}$</td>
</tr>
<tr>
<td>$\varepsilon_{33}^{rel}$</td>
<td>1900</td>
<td>$\varepsilon_{33}^{rel}$</td>
</tr>
</tbody>
</table>

**Matrix**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>z&lt;sub&gt;ab&lt;/sub&gt;</td>
<td>$z_{11}$</td>
<td>$z_{22}$</td>
<td>$z_{33}$</td>
<td>+b</td>
</tr>
<tr>
<td>1</td>
<td>$z_{21}$</td>
<td>$z_{22}$</td>
<td>$z_{23}$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$z_{31}$</td>
<td>$z_{32}$</td>
<td>$z_{33}$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>+a</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**YOUNG MODULUS MATRIX**

<table>
<thead>
<tr>
<th>ν&lt;sup&gt;c&lt;/sup&gt; [10¹⁰N/m²]</th>
<th>5.9</th>
<th>-18.6</th>
<th>-11.5</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>-18.6</td>
<td>5.9</td>
<td>-11.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-11.5</td>
<td>-11.5</td>
<td>6.99</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.05</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.05</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.24</td>
<td>0</td>
</tr>
</tbody>
</table>

**YOUNG MODULUS MATRIX**

<table>
<thead>
<tr>
<th>ν&lt;sup&gt;d&lt;/sup&gt; [10¹⁰N/m²]</th>
<th>6.9</th>
<th>-12.8</th>
<th>-31.1</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>-12.8</td>
<td>6.9</td>
<td>-31.1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-31.1</td>
<td>-31.1</td>
<td>6.9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4.37</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4.37</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.24</td>
<td>0</td>
</tr>
</tbody>
</table>
Appendix C – Hybrid laminate 300 and 400 kHz results

**Hybrid 300kHz 0 direction**

Velocity vs temperature graph for the 300 kHz signal in the 0 direction
Velocity rate of change for the 300 kHz signal in the 0 direction

Velocity vs temperature graph for the 300 kHz signal in the 45 direction
Hybrid 300kHz 45 direction

Normalized group velocity [%] vs Temperature [°C]

Hybrid 300kHz 90 direction

Group velocity [m/s] vs Temperature [°C]

Velocity rate of change for the 300 kHz signal in the 45 direction

Velocity vs temperature graph for the 300 kHz signal in the 90 direction
Hybrid 300kHz 90 direction
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Velocity rate of change for the 300 kHz signal in the 90 direction

Hybrid 400kHz 0 direction

Group velocity [m/s]

Temperature [°C]
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Velocity vs temperature graph for the 400 kHz signal in the 0 direction
Velocity rate of change for the 400 kHz signal in the 0 direction

Velocity vs temperature graph for the 400 kHz signal in the 45 direction
Appendix D – Sandwich panel 300 and 400 kHz results
Velocity vs temperature graph for the 300 kHz signal in the 0 direction

Velocity rate of change for the 300 kHz signal in the 0 direction
**Sandwich 300kHz 45 direction**

![Graph showing group velocity vs. temperature for FEA and experimental data.](image)

**Velocity vs temperature graph for the 300 kHz signal in the 45 direction**

**Sandwich 300kHz 45 direction**

![Graph showing normalized group velocity vs. temperature for FEA and experimental data.](image)

**Velocity rate of change for the 300 kHz signal in the 45 direction**
Velocity vs temperature graph for the 300 kHz signal in the 90 direction

Velocity rate of change for the 300 kHz signal in the 90 direction
Velocity vs temperature graph for the 400 kHz signal in the 0 direction

Velocity rate of change for the 400 kHz signal in the 0 direction
Velocity vs temperature graph for the 400 kHz signal in the 45 direction.

Velocity rate of change for the 400 kHz signal in the 45 direction.
Velocity vs temperature graph for the 400 kHz signal in the 90 direction

Velocity rate of change for the 400 kHz signal in the 90 direction