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The whip may be effective in slavery or to make the horse run faster but for knowledge productivity it is not an effective tool.
Preface

The slaves who were forced to row on Greek or Roman galleys were whipped to achieve higher productivity. To increase knowledge productivity the whip is no effective tool. Knowledge productivity has to do with willing, curiosity, enthusiasm and the intrinsic drive of people. An environment that invites the knowledge worker to curiosity and enthusiasm and helps him to fulfil his drives, can be conceived as a knowledge productive environment.

This thesis presents a thorough search for the characteristics of that knowledge productive environment. It was not an easy one way walking trail with red coloured markers but merely a discovery tour with complicated junctions radiating to the east, west, south or north. First the knowledge worker appeared to be an original and unique person who could not be framed in a simple short list of definitions. Secondly, the physical environment shows an endless and dynamic variety that changes over time. In this thesis is focused on the influences of plants and colour and both fascinating topics show this dynamic complexity.

Hence, during this quest pitfalls were found, but also elegant mountaintops that provide a fascinating view across the colourful nature.

Iris Bakker
Efficient standard workstation design with extra comfort for the manager.
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Summary

Introduction
This PhD concerns the relationship between the physical environment and knowledge productivity. To create an optimal environment it is important to study the needs of knowledge workers in connection to the characteristics of the physical environment. Two components of the physical environment have been analysed: plants and colour. The effects of plants on productivity are studied by a critical assessment of the literature. The impact of colour has been studied by an extensive review of the literature and a comparison of human responses to a red and blue painted meeting room, in a real life setting. In addition, questionnaires have been disseminated to measure peoples’ colour preferences on different topics. The choice for plants and colour is based on personal interest and because it is relatively easy to add and change plants and colours in real life settings. In the reviews of the literature particular attention has been paid to the research methods applied by other researchers, in particular in the field of environmental psychology, in order to understand the mechanisms behind the interaction between people and their environment and how this interaction affects their productivity. Based on these insights, a new framework has been developed to measure the perception of the built environment.

Chapter 2 discusses the relationship between productivity of the knowledge worker, his networks, and knowledge, in connection to the physical environment. To ensure that the knowledge worker will be both productive and happy, it is hypothesized that it is important that he can fulfil all his needs. The psychologists Ryan and Deci (2000, 2001) mention three psychological needs: competences, relatedness and autonomy. Pink (2010) added two other needs: purpose and mastery. In knowledge work a distinction can be made between four types of work moods that not only matches with insights of modern Western psychologists, but also with ancient Eastern wisdom: social observation, collectiveness, contemplation and awareness. It is concluded that four characteristics of the physical environment can contribute to knowledge productivity: structure, variety, psychological safety and identity. These four factors have been elaborated into practical guidelines how to support the energy and different moods of the knowledge worker.

Chapter 3 presents a critical assessment on the effects of plants on productivity, based on a review of the literature. Next to effects on indoor air quality and relative air humidity, plants have in general a positive effect on productivity. The reactions of people can be physical/physiological, affective, or cognitive. Due to the huge variety in research methods and research settings, the research findings are not well comparable. For this reason, an overview of test aspects and a list of plant characteristics is presented that should be taken into account in conducting new research. In this thesis will be focused on the totality of the environment. After a review on a component that easily can be isolated, the next component is integrated in context and can only be approached in totality.

Chapter 4 presents the real life test whether different coloured meeting rooms (red, blue and a reference room) had any effect on self-reported productivity. No significant effects were found in the responses to the questionnaires. It is assumed that the participants were fully occupied by the meetings so that they didn’t experience consciously the surrounding colours. A relatively large number of subjects responded that colour did not matter related to productivity (65%), collaboration (58%) and wellbeing (33%).

Chapter 5 provides an overview of colour preferences of 1077 Dutch people who were asked to fill out a questionnaire. Gender, age and education and some personality characteristics were significantly related to colour preferences. The overall favourite colour was blue although differences exist between males...
and females: especially males prefer blue. The overall colour preference for clothing is black: females preferred this colour a bit more than males. The most preferred colour for the interior of buildings is white. Regarding states of mind most people prefer white to be quiet or being able to concentrate, and red to be energetic. Regarding being creative, they stated to have no colour preference. Remarkably most people choose for the physical environment the colour white (30 till 40%) and a substantial percentage (16 till 22%) stated to have no colour preference. Based on this analysis of colour preferences, people seem to be less interested in the application of particular colours in their environment.

Chapter 6 presents an in-depth analysis of the experience of colour in order to shed more light on how colour affects people physiologically, affectively and cognitively. This analysis is based on theoretical knowledge found in the literature. This literature shows that scientists, philosophers, artists and architects are rather sceptical about the often rational and scientific approach to understand colour. Theoretically, twelve colour characteristics can be discerned how colour appears in nature which can be linked to the twelve senses that were mentioned by Rudolf Steiner and to twelve colour contrasts. Both in practice and science, the HSI values (hue, saturation and intensity) are used to define colour, which is limited to only three colour contrasts. It is concluded that in order to understand the experience of colour in its totality, all twelve colour contrasts should be taken into account that can be related to the twelve senses.

Chapter 7 discusses possible pitfalls in conducting colour research by using questionnaires. By means of accurate observations during the colour test of Chapter 4 it turned out that the responses to the questionnaires could not always clearly be related to the research topics and did not always reflect the actual views of the subjects. For this reason additional personal interviews have been conducted with a number of subjects after the test. Contextual, personal and psychological factors showed to influence the responses of the subjects, including well-known phenomena such as the impact of personal interest, social desirability and cognitive dissonance reduction.

Chapter 8 reflects on the often applied three dimensions arousal, pleasure and dominance, that were developed by Mehrabian and Russell (1974) to measure people’s environmental experiences and are still widely used in environmental psychology research. The many studies on people-environment interactions are hard to compare due to the different interpretations of these dimensions and the use of a huge variety of related adjectives. In this PhD research an attempt has been made to explore the connections between pleasure, arousal and dominance, the ABC model of attitude with the factors Affect, Behaviour and Cognition, and the three functions of the soul, feeling, acting and thinking, that were mentioned by Plato. It can be concluded that the dimensions of arousal, pleasure and dominance as Mehrabian and Russell originally have meant to be, are still appropriate to be used to describe peoples’ experience of the physical environment, provided that the dimensions are well defined and operationalised in valid adjectives. In particular the often neglected third dimension ‘dominance’ deserves a rehabilitation.

Based on the discrepancies and the flaws that were found in research using pleasure, arousal and dominance to measure the experience and perceptual qualities of the built environment, chapter 9 presents a new framework with bipolar adjectives to describe the experience of the physical environment. This framework refers to the twelve senses that were mentioned by Rudolf Steiner. By linking sensory information of the twelve senses to specific parts of the environment, it is possible to define people’s experience of the physical environment in a more clear and objective way. The framework has been tested with practitioners from the field of housing and care and with designers. It showed to be applicable to get a sound understanding of the qualities of the physical environment, why people respond differently to the same environment, and how to improve this environment. Further testing of the framework with different samples and in different settings is needed to validate the framework.
The thesis ends with chapter 10 that presents the overall conclusions and recommendations and reflects on the limitations of the research and next steps. This study tried to disentangle the complex concept productivity into four different work moods (contemplation, social observation, collectiveness, and awareness) and mentions four important elements of the physical environment: structure, variety, psychological safety and identity. The review on the effects of plants on productivity showed that plants in general have positive effects. Based on the research on colour, this relationship could not clearly be defined due to the complexity of both the concepts colour and productivity. However, the effects of colour on mood are definable. Because productivity can be conceived as a phenomenon existing of four types of work moods, future researchers can approach productivity more concrete. The developed framework to value and assess the totality of the environment can be helpful.
A good glass of wine can be helpful for creating a cozy atmosphere where people can think freely and creatively (Peter Vink).

How can we make an environment that supports the knowledge worker to be productive? Not a simple question because the knowledge worker is not a mechanical robot, knowledge and knowledge productivity are complex concepts and the environment has a large number of appearances.
Chapter 1

Introduction

The influence of the physical environment on knowledge productivity

1.1 Definitions and explanations

In order to facilitate a healthy knowledge economy, a productive work environment is of great importance. Since the physical environment influences people, this will also affect peoples’ productivity (Kastelein, 2014). To be able to create a physical environment that supports the productivity of knowledge workers in an optimal way, it is necessary to know how the physical environment affects productivity: what is the magnitude of its influence, and which factors in the environment are influencing productivity? At least three elements are interesting: the physical environment, people working in this environment, and the outcome: productivity. This thesis aims to explore the complex relationships between all three elements.

1.1.1 The physical environment

The physical environment consists of a number of areas which are interrelated and both individually and in combination contribute to how humans experience the environment. Colour and materials for instance show a wide variety of manifestations that could affect humans. To understand how the physical environment affects people and their productivity, it is necessary to focus on some specific aspects that could be of importance for productivity (Figure 1).

![Figure 1: Areas of the physical environment](image-url)
Figure 1 illustrates the areas which are most often mentioned in the literature as influencing factors.

- Spaces, forms and proportion influence feelings of spaciousness (Sadalla and Oxley, 1984; Stamps, 2009) and openness and enclosure (Hayward and Franklin, 1974; Fried, 1990; Stamps, 2009) which for instance affect feelings of freedom and the way products are valued (Meyers-Levy and Zhu, 2007).

- Materials provide meaning (Csikszentmihalyi and Rochberg-Halton, 1982; Rapoport, 1990; Sadalla and Sheets, 1993; Stedman, 2003) and influence health and comfort (Wargocki and Fanger, 1997; Jaakkola et al, 2006, Uhde and Salthammer, 2007).

- Indoor environment effects health, comfort and satisfaction (Seppänäen and Fisk, 2005; Peijtersen et al, 2006; Van der Linden et al, 2007; Bluyssen, 2011).

- Odour influences (social) behaviour (Knasko, 1989; Zemke and Shoemaker, 2008; Morrisson et al, 2011) and mood (Diego et al, 1998) and contributes to the total experience of products (Fiore et al, 2000).


1.1.2 The way people experience the environment

People usually experience the environment as a whole and experience this environment as pleasant or disgusting, beautiful or ugly, attractive or repulsive. In general, we are not aware of the environmental characteristics which cause this experience (Vonk, 2003; Dijksterhuis, 2007). Information from the environment enters the human body by the senses. Based on this input humans generate an experience. The human senses work closely together (Schneider, 1987; Soesman, 2005). Observing and experiencing colours for instance occurs by the sense of sight, together with touch, temperature and taste. We speak for instance of bright colors, soft colours, warm colours and sweet colours. People have their own individual way of experiencing their environment (Osgood, 1964; Küller, 1973; Mehrabian and Russell, 1974; Feldman, 1995; Mehrabian, 1996; Hansen, 2005; Ishikawa and Montello, 2006; Kim and Moon, 2009). This is not only caused by the different sensory sensitivities of the individuals, for example for sight, hearing, smell (Lundström et al, 2003) or taste (Kim and Drayna, 2004), but also by personal characteristics and personal experiences (Schneider, 1997; Vonk, 2003; Zajonc, 1996). People react on the environment at different levels. There could be a physiological, affective and cognitive reaction. Stimuli in the environment cause for example changes in energetic processes such as changes in brain waves, heart rate, skin conductance and eye blinking. These processes influence each other. Cognitive aspects such as thoughts and opinions influence energetic processes. This is demonstrated in the Michigan model (1981) made by Kahn which shows that not the objective environmental conditions, but the subjective interpretation of it, affects the well-being of human beings (Scheuerle, 1984; Vonk, 2003; Gaillard, 2003; Dijksterhuis, 2007; Bendin, 2008).
1.1.3 Productivity

The way humans experience the environment also influences productivity. To determine how the environment influences productivity we need a clear definition of productivity. As Frazelle (1992) stated: “Productivity must be understood before it is effectively measured” and therefore a good description with its related items is essential. After understanding productivity an attempt can be made to relate this to the characteristics of the physical environment. Defining the concept of productivity is difficult because productivity has a multitude of nuances and there can be confusion with related concepts such as ‘performance’ and ‘profitability’. In addition, productivity has a close connection with the frequently used terms efficiency and effectiveness. Due to the need for transparency of these terms and their coherence, it makes sense to reflect on these concepts.

Performance concerns a broader concept and includes output factors such as an increase of market share, introduction of new products and social objectives (Sardina and Vrat, 1987). Profitability is a financial term that is used for and by shareholders. Profitability is generally defined as the ratio of business’s results to overall expenses. The Triple P model of Tangen (2005) clarifies the relationship between Performance, Profitability and Productivity (Figure 2):

![Figure 2: The Triple P- model of Tangen, 2005](image)

Productivity, profitability and performance have a mutual quantitative and qualitative relationship. Studies for instance by Watson Wyatt (2000) among 7,500 employees who worked at various levels within the industry, revealed a clear relationship between organisational success (profitability and productivity) and the management style that is focused on increasing the involvement of the employee i.e. a performance indicator (Whitener, 2001).

Between productivity, effectiveness and efficiency also a close relationship exists. Effectiveness can be conceived as the ratio between actual results and expected results (In ’t Veld, 1975) and is mainly related to the outputs i.e. the results. Effectiveness is often described as “doing the right things” (Van der Voordt, 2003a). Efficiency can be conceived as the ratio between the actual input and the expected input (In ’t Veld, 1975) and is related to the input or the means. Efficiency can be understood as “doing things right (Van der Voordt, 2003a). Weggeman (2007) sees productivity as the product of effectiveness and efficiency. Drucker appoints the relationship between productivity, effectiveness and efficiency as follows: A business converts economic resources into something else. At this level, productivity is the balance between all production factors that will give the greatest return for the least effort (Drucker, 1973).
It is the optimal balance between output and input. De Waal (2001) sees the productivity ratio as a quantitative measure of the production results achieved in relation to the means of production employed such as labour, capital (goods), materials, energy and information. In the literature, productivity is also defined as output / input ratio (Van der Voordt, 2003b; Freeman, 2008). A common definition is: Productivity is strictly a relationship between resources that come into an organisational system over a given period of time and output generated with those resources over the same period of time (Sink and De Vries, 1984).

1.1.4 Knowledge productivity

In the knowledge economy knowledge productivity is a central issue. Knowledge sharing, creation, deepening and broadening can be interpreted as labour. Knowledge productivity is therefore a specific type of labour productivity (Belderbos et al, 2004). In definitions of ‘knowledge productivity’, the emphasis can be on the outcome or the process. Weggeeman (2001) puts the emphasis on results and defines knowledge productivity as “the extent to which knowledge is used effectively and efficiently to develop, share and apply knowledge’. Kessels (1996, 2001) emphasises the process and defines knowledge productivity as ‘a process of identifying, gathering and interpreting relevant information, developing new skills using this information and applying these new skills for a stepwise improvement and radically renewing of work processes, products and services’. Due to the prerequisite for the knowledge organisation in the knowledge economy, to continuously improve and to develop, with a prominent position for the ability to learn, it makes sense according to the definition of Kessels, to accentuate the character of improvement and innovation.

In the manufacturing industry it is possible to define and measure the ratio between output and input quantitatively. This is more difficult in the information sector with knowledge processes as input and information as output because it is difficult both to quantify the work processes for generating this information output and to quantify the output itself. In practice, therefore, knowledge productivity is not only measured quantitatively, but also qualitatively by adding quality criteria in the output measurement. Knowledge production has not a routine nature. It is a complex process that varies by individual, has many dependencies within the organisation and is intertwined with external partnerships. For these reasons, the application of standards to measure knowledge work quantitatively and to make quantitative evaluations, is difficult. Also, the qualitative aspect is less transparent due to the complexity of unambiguously qualitative criteria to define and measure the complex processes of knowledge broadening, knowledge deepening and new competencies. The time factor plays a difficult role as well. In the knowledge industry, the effect of developed knowledge can take place later than within a certain predetermined period of time. Moreover, it is often impossible to ascribe an increase of productivity of an knowledge organisation to the various individual contributions of its employees. Knowledge productivity is in fact the result of individual efforts and close cooperation between people and groups over time. In the text below, productivity refers to knowledge productivity that can be understood as a specific form of labour productivity.

1.1.5 Productivity: what do we know? Existing models and researches

Given the importance to optimise productivity several researchers developed models with a diversity of components that influence productivity. These models often distinguish personal, organisational, social and physical factors (Sutermeister, 1969; Ten Horn, 1999; Clements Croome, 2000; Kessels, 2001; Keursten et al, 2006; Batenburg and Van der Voordt, 2007; Stam, 2007). Personal factors include intrinsic motivation, attitude, personal skills and expectations. Organisational aspects are structure, enterprise
culture, organisational strategy, systems and leadership style. Social aspects include the atmosphere, the way people interact, social cohesion and communication. Physical factors are mentioned such as indoor climate, spaces and facilities. In his book ‘Costs and benefits of innovative workplace design’ Van der Voordt discusses (2003a) various models. The model of Sutermeister (1969) shows a detailed list of influencing factors such as the relationship with supervisors and managers, autocratic leadership, the way how someone has been introduced in a new job, training and cultural background of the employee. The model of Hackman and Oldman (1980) puts emphasis on job characteristics such as autonomy and feedback that are fundamental for critical psychological states such as responsibility and knowledge of the results. These in turn are important to achieve the optimal outcomes such as satisfaction and work effectiveness (Figure 3).

Herzberg (1959) makes a distinction between motivation factors (satisfiers) and hygiene factors (dissatisfiers). Satisfiers contribute to job satisfaction and encourage performance, such as growth opportunities, the nature of work and responsibility; dissatisfiers do not contribute to satisfaction, but if they fail cause dissatisfaction such as salary and status. For the personal factors, Woods (2001) distinguishes social factors and motivation factors. Also, in the Burke-Litwin model (Burke, 1994) motivation is an important issue in the balance between job demands, existing competencies and individual needs (Figure 4).

Porter and Lawler (1968) show how motivation leads to satisfaction in relation to effort and reward. In his ERI model (Effort Reward Imbalance) Siegrist (1996) mentions the necessary balance between effort and reward. The model of CIBSE (Oseland, 1999) pays - next to physical conditions such as aesthetics and climate issues - also attention to the distinction between extrinsic and intrinsic rewards. Extrinsic and intrinsic factors both contribute to job satisfaction.
It’s an interesting question how productivity is related to job satisfaction. Various models identify factors that contribute to job satisfaction such as the model of Sundstrøm (1986) with factors such as colleagues, career opportunities, company policies and characteristics of the physical environment. Latham and Locke (2007) point out the importance of sufficient challenges in work in their model. The model of Judge et al (2001) shows the factors that play a role in this context such as autonomy and progress in achieving goals. It would be expected that people who are more satisfied in their work will be more productive. After all, people are busy with activities they experience as positive. Nevertheless, it is not true that satisfaction is directly related to productivity. For instance, dissatisfaction with an excessive workload and insufficient autonomy (temporarily), can go together with a high productivity even though there is an unhealthy and unpleasant work situation. To establish the relationship between productivity and job satisfaction, further research is needed (Van der Voortd, 2003a) especially longitudinal research related to sustainable productivity taking into account the happiness and the health of the employee.

The different models show a multitude of factors which together contribute to job satisfaction and productivity. This multitude, the nuances of the factors themselves and the interaction and balance, make it difficult to discern clearly under which personal, organisational, social and physical conditions, productivity can be optimised. Assessing the impact of the physical environment on productivity, one has to take into account the personal, organisational and social aspects as these factors also influence the final result. The model of Van der Voortd and De Been offers an integral picture of these factors (figure 5).
Several studies have been performed on the influence of the different aspects of the physical environment on the productivity of the employees. The main findings are summarized below, separately for each aspect.

**Spaces, forms and proportions**
Research shows a mix of findings. The office concept has significant influences on productivity (Blok et al, 2009) and employee satisfaction (Oldham and Brass, 1979; Brennan et al, 2002). Also less clear relationships are shown: reviews of De Croon et al, 2005 and Haynes (2008 a + b) show a mix of results depending on type of work activities. In addition studies focusing on more detailed elements that create space, such as panels, Brand and Smith (2005) show no clear effects on productivity.

**Materials**
Several studies show the advantage of healthy materials (Gutnick, 2007) and the risks of applying indoor pollution sources (Bakó-Biro, 2004). McCoy and Evans (2002) show evidence that natural and less manufactured materials have positive effects on creativity.

**Indoor environment**
Several studies have shown that elements of the indoor climate affect productivity: temperature (Vasmatzidis et al, 2002; Seppänen et al, 2004; Tanabe et al, 2007), air quality (Wargocki et al, 2000; Wyon, 2004), ventilation rate (Wargocki et al, 2000), light qualities and quantities (Hedge et al, 1995), sound/ noise (Smith-Jackson and Klein, 2009) and relative humidity (Wargocki et al, 2000).

**Odour**
The effects of odours in buildings on performances vary from negative (Danuser et al, 2003), neutral (Knasko and Gilbert et al, 1990) to positive (Baron and Bronfen, 1994). Effects appear to depend on the type of task and the degree in which odours cause distraction (Danuser et al, 2003; Gaygen and Hedge, 2009), but also are influenced by individual preferences and exposure duration (Warm et al, 1991; Best et al, 2005).
• **Facilities**
For many types of facilities influences have been demonstrated on productivity: adjustable work surfaces (Hedge, 2004), laptop stations (Berkhout et al, 2004) and stand sit-stand workstations (Robertson et al, 2013). However, these influences are more of an instrumental character. They concern primarily bodily aspects like reduction of muscle tension and not affective processes related to concepts like motivation and emotion. An ergonomically optimal setting contributes to optimisation of productivity: Dainoff (1990) showed an increase of 17.5% productivity compared to a situation which was ergonomically suboptimal.

• **Colour**
Studies mainly show no significant effects (Ainsworth et al, 1993; Kwallek et al, 1996; Küller et al, 2008), on performance tasks. Significant relations primarily can be found when colour effects are studied using test materials such as computer screens (Mehta and Zhu, 2009) or paper forms (Elliott et al, 2007).

• **Art**
No studies are found that art significantly influences productivity, only hypotheses about the expected positive effects on awareness and collaboration (Heerwagen et al, 2004) and identity and confidence (Spring, 2001; Gesler et al, 2004; Meighan and Meighan, 2006).

• **Plants**
Indoor plants have a positive effect on productivity (Srivens, 1980; Marchant, 1982; Shibata and Suzuki, 2002) although the choice for type of plant, number and location needs attention (Bakker and Van der Voordt, 2010).

The relationships between physical environmental characteristics and productivity found in the literature can be summarised as follows:

a Of most elements in the environment influences were found on different types of work such as routine work, concentration work and creativity tasks. For several elements (e.g. colour) mixed results were found. Although some studies showed significant relationships, others could not find significant effects.

b The research into the relationships is complex as the areas influence each other. For example, colour and light are inextricably connected to each other (Küller, 1986). Odour and music also influence each other (Mattila and Wirtz, 2001; Morrison et al, 2011), as well as colour and odour (Zellner and Kautz, 1990), visual pictures and scent (Sakai et al, 2005), facilities and space (Imamoglu, 1973), colour and space (Stamps, 2011) and colour and shape (Claessen, 1995).

c People react differently to their environment due to their personal characteristics and experiences (Schneider, 1997; Vonk, 2003; Zajonc, 1996), their attention, personal preferences (Alter and Balcetis, 2011) and interest and knowledge (Distel and Hudson, 2001).

1.2 **Knowledge gaps**
The existing research on the impact of the physical environment on productivity shows three core problems:

a The studies focus on a separated part of the environment and simplify both the physical environment and the context in an artificial and simplified context like a laboratory environment. The question is whether the results accurately reflect reality of the real world, which is much more complex.

b Respondents are different individuals, with different motivations, interpretations and interests. The question is whether responses from the respondents are sufficiently valid and reliable to draw conclusions about the actual effects of the environment. Often students are asked to perform tasks in test situations. However these students react differently on the environmental test conditions than employees as they are not involved in organisational or social context.
To approach a complex topic such as productivity, often used methods such as filling out questionnaires might not be sufficiently valid. An analysis of the pitfalls and risks of using questionnaires can shed light on the complexity of a sound research design and may contribute to minimise the pitfalls and risks in research.

The present research aims to improve the methods and to enhance the insight into the complex interactions that are relevant for reliable and valid interpretations of the research findings. The societal relevance is to show how environmental research can be improved so that research results can be used in a meaningful way to optimise the productive work environment.

1.3 Research questions

Productivity is difficult to measure, because the physical environment has many elements that may interact with each other and the perception of the physical environment shows a large individual variability. To be able to optimise the work environment, it is essential for engineers, architects and industrial designers to know how the physical environment can be improved. Also for the employees it is important to know of which factors their productivity is dependent, and thus their success. It is too complex to focus on all elements in a PhD. To learn more about causes and relationships, in this thesis two elements of the work environment are examined: plants and colour.

Plants is a physical element that simply can be separated from other elements and it is easy to change an interior using plants. The personal preference of the author for nature has contributed to the choice to have a closer look at plants. Plants can have a positive influence on people. Philosophers such as Nietzsche, Seneca, Aristotle and Voltaire, scientists like Leonardo da Vinci and Einstein and artists such as Van Gogh, Beethoven and Liszt provide various ways of how overwhelming the influence of nature is on our thoughts and actions.

Colour is a very popular issue in the physical environment: everyone has an opinion on colour, talks about colour and is concerned about colours for their clothes, cars, cell phones and different rooms, but which statements about colour are true and which are not? In this broad field with lots of opinions and speculations, it is interesting to know more precisely how colour actually has an effect on people and their productivity. Moreover, colour is an intriguing topic as it changes by the type of light, it could influence our moods and is a complex phenomenon according to different approaches such as physical, psychological, neurological and philosophical views. Colour cannot be separated from other elements because it communicates directly with other adjacent colours, and reflects in conjunction with other features such as lighting conditions, spaces and forms. Learning more about colour and its effects in the physical environment, may give insight how colour influences people.

By analysing and comparing two types of elements: plants that easily can be separated and colour that cannot be separated from its context, this thesis contributes to understanding the relationship between the environment and productivity and explores the following research questions.

1 What is the influence of colours and plants in the physical environment on knowledge productivity?

To understand the effects of the physical environment and to understand the complexity of the context, two areas will be analysed. The first area, the effects of plants on productivity are analysed on the basis of a review of researches that are conducted in lab environments. The second area concerns an in-depth research on the effect of colour on human experience and productivity. A test is conducted in a real work environment, which is a complex context. To get more insight into people’s opinions colour preferences of people are also examined.
2 Which research methods do lead to valid and reliable results?
As described above research methods influence the outcomes and can even lead to conflicting findings. Therefore the applied methods of researches on plants and colour are further analysed. The key question is whether the results are sufficiently valid and reliable to conceive them as indicators for the real world. In addition, research methods and measurements which are regularly used within the field of environmental psychology will be examined for validity, reliability, and practical relevance.

1.4 Outline of this PhD
To answer the research questions, a number of different aspects will be examined (see Figure 6). In this dissertation evidence found in scientific research will be combined with theoretical insights of philosophers and psychologists. The topics show much complexity and deserve a broader view including philosophical and psychological theories. The next chapter explores the meaning of knowledge productivity, knowledge and the knowledge worker based on a review of the literature. The focus is on the demand site i.e. the knowledge worker and the requirements for a productive physical environment. The knowledge worker discussed here is not only conceived as an individual with his own needs and drives but also as a participant in knowledge networks.

Chapters 3 – 6 concern the physical environment i.e. the supply side. The effects of plants on productivity are assessed by a review of research papers. The next three chapters concern colour. First a test of the effects of colour on productivity in a real work environment, i.e. three meeting rooms in a government organisation will be described. Next, because the literature often mentions colour preferences, and various studies show conflicting results, 1,095 people were asked about their personal colour preferences, either on-line or face-to-face. Then the physiological, affective and cognitive effects of colour based on literature will be described and some recommendations will be given on how the effects of colour can be measured. Finally, in chapter 7-9 methods will be discussed that commonly are used to determine how the physical environment influences people and how people experience the environment. Looking at methods that are applied in general to describe environmental experience, the method of Mehrabian and Russell (1974) will be analysed and the way how adjectives are applied to describe peoples’ experience of the built environment will be criticised. Chapter 9 ends with a proposal for a new framework with well-argued adjectives, that has been tested in a pilot study. In Chapter 10, reflection, conclusions and recommendations, the main findings will be presented and some concluding remarks will be made. Recommendations will be given for future research. The epilogue gives a view on the entire research process, the struggles and the triumphs.
Figure 6: Outline of the thesis
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Knowledge productivity is less measurable than productivity of the manual worker.
Uncovering the secrets of a productive work environment
The knowledge worker feels like a duck to water when he feels confidence, he can make his own choices, and when he can use all his competences to work at his targets (Mathieu Weggeman).

Many researches on the physical environment directly focus on technical solutions to create better environments. However, buildings exist due to the existence of people. It is the knowledge worker who deserves attention and after this acquaintance with him, it is practical to have a look how the physical environment best fit. First a closer look at this knowledge worker.
Chapter Two
Knowledge productivity: in search for deeper need

The focus in this chapter is on the demand side and has a theoretical character as it is based on visions presented in textbooks: what is needed for the knowledge worker to perform best? Based on the five intrinsic needs as mentioned by Ryan and Deci (2001, 2002) and Pink (2010): competences, autonomy, relatedness, mastery and purpose, four key factors of the physical environment will be presented that might contribute to the environment, which stimulates productivity. Because the knowledge worker is not a stand-alone person but is working in networks to share knowledge and to develop knowledge by collaboration and social interactions, also attention is paid to these networks and knowledge.

As knowledge productivity is a complex topic an approach is presented based on insights from different knowledge disciplines. The knowledge worker has the central position. There will be focused on the needs of the knowledge worker finding the optimal conditions of the physical environment in which he can flourish. Next to these needs the mental energy of the knowledge worker asks attention as thinking is the central process within knowledge productivity. It appears that four work moods of the knowledge worker exist which are determining for the quality of his activities. These four work moods namely contemplation, awareness, collectiveness and social observation can be supported by appropriate environmental design. It appears that four environmental key factors are important to support optimal knowledge productivity. After collecting a huge amount of conditions which all support the knowledge worker, these four key factors turned to be structure, variety, psychological safety and identity. Some practical solutions based on a literature review show how these four key factors can be used in design to facilitate the four work moods of the productive knowledge worker.

2.1 Introduction
Drucker stated in 1999 that the biggest challenge for the knowledge economy was to use knowledge effectively to increase the knowledge productivity (Zegveld and Hartigh, 2007). In contrast to the productivity of the manual worker, Drucker characterised the productivity of the knowledge worker in terms of autonomy, responsibility for innovation, continuously learning, quality next to quantity and the treatment of the knowledge worker as an asset rather than a cost. It appears that specific personal needs and characteristics such as being able to make autonomous decisions or being curious are important preconditions to excel as a knowledge worker (Csikszentmihalyi, 1999b; Senge et al, 2001, 2008; Gaillard, 2003).

This chapter focuses on the question which key factors in the physical environment facilitate the knowledge worker to optimise his productivity. To find out in what environment the knowledge worker will be optimally productive his deeper needs will be observed, his energy, his work moods and his individual goals such as development of personal competences on his way to productivity. It is this focus which merely concerns a hypothesis rather than clear evidence although much literature of among others psychologists and physiologist supports the view of valid relationships between productivity and
concepts such as happiness and health. To elaborate this hypothesis frequently authors are cited such as Csikszentmihalyi, Covey, Pink and Goleman primarily referring to their views and in less extent to scientific research with evidence based statements. To find the key factors which are fundamental for a productive physical environment in which the knowledge worker can flourish, fully understanding of his intrinsic needs is necessary. People perform best when they are more motivated to act (Csikszentmihalyi, 1999b). Intrinsic motivators such as individual purposes have more influence on performances than extrinsic motivators such as salary (Amabile, 1996; Amabile et al, 2005; Csikszentmihalyi, 1998; Pink, 2010). As such, to understand the knowledge worker primarily insight is needed in his intrinsic needs. The first part of this chapter will focus on these intrinsic needs. In their self-determination theory Ryan and Deci (2000) mentioned three intrinsic needs as fundamental motivators, that are highly connected with the pyramid of Maslow: competences, autonomy and relatedness. The often mentioned pyramid of Maslow (1943) shows the hierarchical levels of human needs ranging from physiological and safety needs to needs of belonging, esteem and self-actualization. In the current knowledge area in which the physiological needs and safety needs (such as shelter, security and freedom from fear), in general are fulfilled, especially the higher levels of a sense of belonging, esteem and self-actualisation ask for attention. Ryan and Deci (2000) conceived competence as the need to succeed at tasks and to control the outcomes. The need for autonomy concerns experiencing choice and feelings of being the initiator of one’s owns actions (Deci et al, 2001). Relatedness is the universal need to interact with others and to be connected with them. Pink (2010) mentioned two supplementary intrinsic needs: mastery and purpose. Mastery is the desire to improve and to get better in doing things which make sense. Purpose refers to the fact that people who find their activities serving a particular purpose are connected with feelings of meaning (Csikszentmihalyi, 1999b). If the activities of the knowledge worker match with his personal needs and drives he will be more eager and passionate to perform optimally in both quantitative and qualitative way. The underlying assumption of this chapter is that a knowledge worker performs best if he is able to fulfil his own needs and drives and he can use his energy efficiently. In knowledge productivity the central activity is ‘thinking’ and ‘thinking’ can be conceived as ordering of mental energy (Csikszentmihalyi, 1999b). If the knowledge worker is able to use his energy appropriately he will flourish which contributes to his happiness. What counts for all types of energy, is that energy optimally streams when the resistance is lowest. To provide this lowest resistance, a work environment is needed in which the energy of the knowledge worker can easily flow with energies from other knowledge workers.

It is not the knowledge worker as standalone individual who performs best getting optimal success, but the cooperation and coherence between knowledge workers in knowledge networks. As such, not only the knowledge worker as an individual deserves attention, but also the networks of knowledge workers to explore how mental energy can be used in the optimal way. What applies to the knowledge worker, also applies to the network: as thinking is the central process in networks, this mental energy process has to be optimally facilitated. After the acquaintance with the knowledge worker and networks of knowledge workers, attention will be paid to the product, i.e. knowledge. Knowledge as the product of the knowledge economy can be conceived as a complex phenomenon with a diversity of data that are more or less approachable, transparent and understandable (Weggeman, 2001). Different types of knowledge exist such as codified knowledge that can be conceived as quantitative date and can be stored in computer databases and tacit knowledge that is less approachable than knowledge being in one’s head.

The knowledge worker as an individual, networks of knowledge workers and knowledge, all three make demands on the physical environment. In the next paragraphs, the conditions will be mentioned at the end of each paragraph. It appears that all healthy and productive environments meet the same basic
key factors. Introducing these key factors is a first step to be able to connect the needs of the knowledge worker with the physical environment, and as such with Place.

These key factors have to be translated to make them workable and practical. This happens in the next step that concerns the connection with Time. The knowledge worker cannot be conceived as a rigid and continuous producer of the same activities, but needs to be able to choose carefully how to conduct his work activities depending on his mood. Of course, the knowledge worker has to keep to the schedules within the organisation, his personal responsibilities, appointments with others and times for group meetings. Next to these conditions, the knowledge worker, however, needs to plan his activities as much as possible so that they suit his mood. Mood is time related. One time he prefers to work alone deeply concentrated, another time he prefers to be in discussion with colleagues. In the last paragraph a translation will be made from the more general key factors into time related solutions as guidelines for work environmental design to be able to create work areas where the knowledge worker depending on his mood and energy can flourish.

Sustainable productivity can be reached by adapting environments to human and organisational characteristics.

To stimulate optimal human performance, discomfort should be prevented. The tram cabin should in fact be built around the driver to accommodate his performance. The same applies to the environment of the assembly worker and the software system of the office worker. Optimal human performance is needed to stay ahead of competitors and reducing discomfort can be of great support (Peter Vink, 2013).

Due to a huge number of influencing factors on our productivity it is hardly possible to isolate the impact of one single factor and measure its effects in a reliable and valid way. But let’s not be lazy and only investigate easy topics. When one loses his keys at a dark place it does not make sense to search at a place elsewhere with more light. We have to search at the right place and find ways to let more light shine at the dark spot (Theo Van der Voordt, 2014).

Figure 1 shows the path that is used to explore the conditions of a productive physical environment.
2.2 The intrinsic needs and drives of knowledge workers

The more the knowledge worker is intrinsically motivated, the better his performances (Haywood and Burke, 1977; Benware and Deci, 1984; Lloyd and Barenblatt, 1984; Gottfried, 1985, 1990; Grolnick et al, 1987; Deci et al, 1991). As such it is interesting to know which needs strengthen the intrinsic motivation of the knowledge worker. In the next paragraphs these needs as mentioned by Ryan and Deci (2000) and Pink (2010) will be elaborated to get insight in the conditions for the productive physical environment (Table 1).

<table>
<thead>
<tr>
<th>Needs</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Competences</td>
<td>Succeeding at tasks and controlling the outcomes.</td>
</tr>
<tr>
<td>Autonomy</td>
<td>Experiencing choice and feelings of being the initiator of one’s own actions.</td>
</tr>
<tr>
<td>Relatedness</td>
<td>Interacting with others and being connected with them.</td>
</tr>
<tr>
<td>Mastery</td>
<td>Striving to improve someone’s performances.</td>
</tr>
<tr>
<td>Purpose</td>
<td>Doing activities which make sense for someone and which are connected with feelings of meaning.</td>
</tr>
</tbody>
</table>

2.2.1 Competences

Rogers (1982) believed in one central human motive, the self-actualisation tendency: naturally, people strive to explore their competences during lifespan and fulfill their potentials to achieve the highest levels of development. Feeling competent is correlated with enhanced well-being (McGregor and Little, 1998; Carver and Scheier 1999). Being competent concerns a huge amount of capacities varying from being social, sensitive till being a great musician (Gardner, 1999). Covey (2005) made an interesting distinction between four kinds of competences:

a mental competence (mentioned by Covey as IQ), which stands for Intelligence Quotient, that is connected with the mind;
b emotional competence (EQ), that is connected with the heart;
c physical competence (PQ) that is related to the body;
d spiritual competence (SQ) that is related to the spirit.

Contrary to the common perception of IQ as the dominant factor of performance and success, according to Covey (2005), it is the balance between the four competences. The integration of the four competences is a necessary precondition for the development process of the knowledge worker combining thinking and doing by head, heart and hands (Kessels et al, 2011). These four competences are further elaborated below.

a. Mental competence

The mental competence (IQ) is the ability to analyse, rationalise, think abstractly, visualise and comprehend and shows itself by having vision (Goleman, 1996; Covey, 2005). These mental competences express themselves in conscious and unconscious thinking processes. Although the conscious thinking processes are fundamental for all work activities, Leonardo Da Vinci already recognised the richness of unconscious thinking processes rather than the more limited conscious thinking processes.
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(Dijksterhuis, 2007). Work that asks for creativity and innovation needs both phases for conscious thinking and periods in which the unconscious thinking can develop freely (Rogers, 1954, Amabile and Grysiewicz, 1988; Amabile and Conti, 1999; Claxton, 2000). By retaining the conscious thinking patterns, possibilities can be created for these richer unconscious processes. To create these chances and give room to unconscious thinking, one can plan some activities that not directly require serious conscious thinking processes. Such activities are for instance simple routine or common daily activities or a break for walking without any conscious focus on the topics to think about. An example of a company that organised free thinking time for the employees is Google. Google allowed employees to take one day a week just available for thinking creatively about real and innovative products and services connected with Google, provided that this had something to do with their formal tasks. This idea appeared to be the most important source for the most profitable ideas (Pink, 2010).

If companies really are convinced about the importance of innovation and creativity, then these phenomena have to be highly valued, and room has to be created to show that innovation and creativity are key factors which finally determine the success.

With my colleagues we begin in the morning at my room and after an hour we take a walk and after another hour we take some coffee. Every time another environment gives a boost to our thinking processes. For us changes of places is very important (Robbert Dijkgraaf, 2012).

b. Emotional competence
The emotional competence (EQ) concerns self-knowledge, self-awareness and the capacity to communicate with others, to feel empathy for them and to behave appropriately in the social context. Based on neurological and psychological research of among others Arnold (1992), Mischel et al (1992), Damasio (1994) and Nowicki and Duke (1994), Goleman (1996) concluded that for a successful career and succeeding in tasks the emotional competences have twice as more influence rather than the mental competences. Additionally, neurological evidence shows that for decision making emotion plays a prominent role (Goleman, 1996). The emotional competences have determining effects on the quality of cooperation and coherence within a group. The social harmony as the result of the emotional competences of the group members determines the mental group competences that on their turn highly contribute to performance (Goleman, 1996). Due to the importance of the emotional processes within groups, the quality and the quantity of the interactions between the group members need to be supported, both formal and informal. To optimise these interactions certain preconditions are requested: the feelings of psychological safety of the knowledge worker need to be nurtured (Edmondson, 1999) and the direct eye contacts between knowledge workers belonging to one’s own knowledge discipline and other knowledge disciplines need to be stimulated (Ramachandran and Brakeslee, 1998; Hatfield et al, 1993; Ekman, 2008; Miles et al, 2009).

c. Physical competence
The physical competence (PQ) concerns all bodily capacities of running appropriately processes such as respiration and the processes of the nervous system. In accordance with the phrase ‘Mens sana in corpore sano’ (A healthy mind in a healthy body), the physical competences are essential for the knowledge worker. In the time of the ancient Greece, people already were convinced of the influence of their physical state. They realised for instance that walking had positive influences on their thinking patterns. In accordance with their so-called peripathetic method, Greek philosophers used to walk through the
gardens of the Academia with their students (Csikszentmihalyi, 1998). Walking improved the quality of their thinking processes. In line with this, it was Nietzsche who said ‘All truly great thoughts are conceived by walking’. Conscious thinking processes while focusing on a specific topic or target follow common thinking patterns (de Bono, 1997; Kessels et al, 2011). However, during a walk, a part of our brains has the freedom to make unconsciously new connections less linear and less predictable, that leads to more creative and innovative ideas (de Bono, 1997; Csikszentmihalyi, 1998). Active movement inside or outside appears a vital condition for learning processes (Gregory, 1998; James, 2010). A close relationship exists between physical, mental and psychological processes (Goleman, 1996; Gaillard, 2003). Negative emotions have negative effects on health. Events with a psychological load such as a dissatisfied manager or dismissal, cause physiological effects such as high blood pressure, and vice versa physiological indicators such as heartbeats can induce psychological effects such as anxiety (Gaillard, 2003). Stress as a result of an unbalance between psychological load and existing competences causes changes in neural and neuroendocrine systems (McEwen and Stellar, 1993) and divergent physical diseases such as weaknesses of the immune system (McEwen and Stellar, 1993; Vingerhoets, 1995), heart diseases (Krantz and Manuck 1984; Karasek and Theorell 1990; Kamarck and Jennings, 1991), cold (Sheldon et al, 1998) or cancer (Goleman, 1996). It is important to take care for the vitality and bodily condition of the knowledge worker, as wellbeing on both short term and long term has a positive effect on performances (Fredrickson and Losada, 2005; Kessels et al, 2011).

d. Spiritual competence

The spiritual competence or spiritual quotient (SQ) concerns the ability to recognise meaning and the quality of making sense. It represents itself by consciousness and the sense what is right and what is wrong. This competence determines the directions of attention of the other three kinds of competences (Covey, 2005) and can be conceived as a guidance of how to use and to develop them during lifetime (Zohar and Marshall, 2000). By breeding awareness, intuition can be increased (Krishnakumar and Neck, 2002), that stimulates creativity (Freshman, 1999; Krishnakumar and Neck, 2002; Neck and Milliman, 1994). Intuition seems to be based on unconsciously consulting of all relevant information (Kessels et al, 2011) and can be conceived as a personal provider of knowledge (Nonaka and Takeuchi, 1995; Weggeman, 2001). The knowledge worker needs time to be alone for free thinking, making contact with his unconclusiveness to develop ideas and to find creative solutions (Korpela, 1989; Claxton, 2000; Heerwagen et al, 2004). Spirituality brings benefits for the employees such as feelings of fulfillment (Burack, 1999; Krishnakumar and Neck, 2002), wellbeing, happiness and satisfaction (Naylor et al, 1996; Turner, 1999). It supports organisational factors such as connectivity (Neck and Milliman, 1994; Ashmos and Duchon, 2000;) and a growing involvement and commitment to organisational goals (Neck and Milliman, 1994; Leigh, 1997; Delbecq, 1999; Mitroff and Denton, 1999; Turner, 1999; Krishnakumar and Neck, 2002). Brefczynski-Lewis et al (2007) showed neurological evidence that meditation can strengthen concentration, an important condition to focus on the job. Central issues that support spirituality at the workplace, are establishing a trustful climate (Burack, 1999), attention and respect for personal fulfillment (Freshman, 1999) and an organisational attitude to show honesty as the prime focus towards employees, customers and suppliers (Wagner-Marsh and Conely, 1999).

The knowledge worker needs rest to achieve ways of thinking that are deeper (Kessels, 2011).
Regarding the four competences as described above the physical work environment can be supportive by offering the next conditions:

### Table 2: Physical conditions that support the four competences:

- stimulating the unconscious thinking processes
- supporting feelings of psychological safety
- supporting the quality and quantity of interactions between knowledge workers both formal and informal
- offering a variety of spaces from shelter till openness
- providing direct eye contacts between knowledge workers belonging to the same knowledge discipline and other knowledge disciplines
- stimulating movement inside and outside
- creating a variety of possibilities for supporting the vitality and bodily condition of the knowledge worker
- giving room for meditating and musing

#### 2.2.2 Autonomy

In the Self-determination Theory of Ryan and Deci (2000) and as one of the core values of intrinsic motivation according to Pink (2010), autonomy is an important psychological need. People need self-control concerning their personal goals (Csikszentmihalyi, 1999b) and the freedom to choose how to achieve their goals (Gaillard, 2003; Covey, 2005). The degree of autonomy influences the physiological and psychological state and feelings of happiness (Covey, 1995; Gaillard, 2003). If someone has the feeling of too little control, the cortisol level in his blood will arise which negatively influences the emotional state (Gaillard, 2003). On the contrary, feelings of control have positive effects: Reim et al (1971) for instance showed that people are less irritated by sound when they have the ability to control the sound level. Also for the knowledge worker counts that autonomy regarding the individually determined goals leads to happiness and productivity (Pink, 2010). If people are able to do the things they prefer and perform best, for the organisation this leads to productivity and success (Kessels et al, 2011; Clifton and Buckingham, 2003). Companies that stimulate autonomy among the employees perform better demonstrating higher growth and lower staff turnover (Pink, 2010). Employees need to feel free to move and to act (Amabile and Gryskiewicz, 1988; Amabile and Conti, 1999; Csikszenmtihaly, 2003). This freedom however is not without any boundaries but is connected within the responsibilities and agreements in the organisational context. A clear structure is necessary with clearness of tasks, that enables people to work autonomously and creatively (Senge et al, 2008; Collins, 2005). Being an autonomous individual does not only mean to be a person who is able to act the way he wants, but also to conceive oneself as a unique person, with a unique identity. The feelings of being a unique individual contributes to feelings of being an autonomous person. To stimulate these emotional feelings of autonomy, the physical environment needs to support these feelings by providing surroundings with identity applying to that specific individual (de Croon et al, 2005; Millward et al, 2007). Regarding this identity two factors are important. First, the knowledge worker needs an inner circle with a unique group identity due to his psychological need for relatedness to belong to a group of people (Alexander et al, 1977; Kessels et al, 2011). Second, the individual needs an identity of the network as outer circle he wants to belong to due to his individual preferences regarding meaning, culture and image. These common preferences for the network are essential for feelings of involvement (Kessels et al, 2011).
People appreciate if they can spend a small amount of money or take some personal things to create their own personal atmosphere. I remember the fractious comments on the new built town hall of The Hague by architect Richard Meier who used his principle: Everything is allowed, provided that it is white colour. On the occasion of every simple office plant placed in the windowsill his lawyer from New York called. This is experienced as a too hard direction (Rinnooy Kan, 2010).

Regarding the four competences as described above the physical work environment can be supportive by offering the next conditions:

Table 3: Physical conditions that support autonomy:

- providing employees with self-control in choosing their own ways of working
- experiencing the physical environment as informal rather than controlling
- facilitating identity on group level in order to support social feelings of belonging and experiencing the groups identity and on network level to support feelings of recognition, affect and proudness.

2.2.3 Relatedness

According to Senge et al (2001) working together contributes to productivity and success. As such relatedness is an important psychological need that supports productivity. In the work situation positive social interactions have positive effects on one’s functioning and increases one’s energy levels (Warr, 1994; Gaillard, 2003). Social contacts lead to feelings of identity (Gaillard, 2003; Millward et al, 2007) and are highly correlated with experiencing support (Gaillard, 2003). This support reduces feelings of stress, (Gaillard, 2003). Rogers mentioned that what people really need is esteem of other people (Franzen, 2004). This esteem can be recognised in positive feedback. In the work conditions positive, relevant and personal feedback is of great importance (Deci, 1971; Vallerand and Reid, 1984; Csikszentmihalyi, 1999a, Gaillard, 2003; Giancola, 2011) that increases intrinsic motivation because it enhances perceived competence (Vallerand, 1983; Vallerand and Reid, 1984; Blanck et al, 1984; Harackiewicz and Larson, 1986; Deci, et al, 1991). As such feedback is essential for learning processes (Kessels et al, 2011).

Relatedness is positive correlated to feelings of happiness (Argyle, 1987, Haidt, 2006; Myers, 1999 in Ryan and Deci, 2000; Ryan and Deci, 2001), wellbeing (Carstensen, 1998) and social contacts and social cohesion influence psychological and physiological processes. It can be concluded that relatedness strongly is intertwined in concepts such as productivity, happiness and wellbeing. The importance people attach to relatedness can be recognised in old languages such as Latin. The original expression for ‘to live’ is ‘inter hominem esse’ that means to be among men (Csikszentmihalyi, 1999a).

It appears that interactions with a matey character most strongly correlate with experienced support….The minimum thing someone wants is being part of a team (Tony Gaillard, 2009).
The most successful creatures on earth are according to Senge (2001) those who work together in teams. Effective collaboration is essential to perform successfully. The quality of collaboration is directly proportional to the quality of the products or services (Brockman and Morgan, 2006; Kessels et al, 2011). Etymologically, the company is by definition a place where people share their energies. The word ‘company’ is deduced from the Latin combination ‘corn panis’ that means ‘sharing of bread’ (Senge et al, 2008). Even more than arts, science is founded on collectivity with an exchange of ideas and building on each other’s opinions (Csikszentmihalyi, 1998). This collectivity contributes to a common identity and a common organisational culture (Kessels et al, 2011). It positively related to knowledge development (Brockman and Morgan, 2006), productivity and affect among employees (Landers et al, 1982; Wolfe and Box, 1987; Greene, 1989; Alkahafaji and Tompkins, 1990).

Zajonc (1968) showed that the frequency of interactions contributes to the fact that people like each other more. To increase affect in the organisation, it is recommendable to support informal interactions and their frequency (Hagstrom, 1965). Informal communication may happen by coincidence during walking through corridors, sections and facilities in the work environment and during coffee and lunch breaks (Hagstrom, 1965; Kraut et al, 1988). An increase of the affective feelings towards the networks enlarges the energy of the knowledge worker (Weggeman, 2001).

There are two types of networks. The informal collaboration networks are essential in many respects to easily solving unforeseen problems (Kraut et al, 1988; Kelley and Caplan, 1993; Goleman, 1996; Kessels et al, 2011), and in general strengthening social cohesion. However, also formal networks with a planned character are necessary to discuss for instance the mission statements. People have to know these mission statements and also seriously believe these statements (Drucker, 2000). Knowing the mission statements and personal goals, one is able to recognise the shared values, the common values for the organisation and the individual. These shared values as common goals are essential for the collective ambition and involvement (Warr, 1994; Gaillard, 2003). Recognition of the shared values strengthens the feelings of relatedness.

For a high quality communication it is important that people have direct eye contact and are able to see each other’s facial expressions and body language and to hear each other’s voice (Ramachandran and Brakeslee, 1998; Hatfield et al, 1993; Ekman, 2008; Miles et al, 2009). Words are representations of emotions (Ekman, 2008). Communication research shows that approximately 90% of an emotional message is nonverbal (Goleman, 1996). By means of the so called mirror neurons which are known since 1996, knowledge can be processed about each other’s behaviour, thoughts and emotions to make them understandable for others (Gallesea et al, 2004; Oberman and Ramachandran, 2007). Mirror neurons are essential for learning processes and to understand and behave in social contexts (Oberman et al, 2007; Kessels et al, 2011; Ramsey and Hamilton, 2012). High quality communication with direct eye contact, makes basic communication concepts possible such as synchrony, imitation and mindreading. Synchrony concerns simultaneous behaviour which confirms each other’s understanding. Imitation of facial expressions, body language and behaviour supports mutual understanding and respect. Mindreading can also be conceived as a sign of understanding and commitment (Hatfield et al, 1993; Goleman, 1996; Miles et al, 2009). Mindreading is the ability to make a representation of the mental states of others and to adjust responses appropriately (Gallese and Goldman, 1998). In addition, neurologically it can be established that in interactions between people the amygdala as emotional centre reacts on information concerning facial expression and viewing direction, essential information to receive mutual understanding during communication.
In a knowledge economy employees have to learn permanently to stay economically attractive and to obtain maximum employability (Kessels, 2011).

This coordination of interactions elicits feelings of connectedness and interpersonal support (Miles et al, 2009). For the knowledge worker it is essential to understand exactly what other knowledge workers mean. As such, direct communication is necessary.

Proximity increases the frequency of communication, its quality and chances for collaboration (Hagstrom, 1965; Mayer, 1976; Allen, 1977; Eveland and Bikson, 1987; Kraut et al, 1988; Appel-Meulenbroek, 2014; Kastelein, 2014). Proximity positively influences communication and collaboration. However in many offices people working together are housed at different floors. Alexander et al (1977) showed that the number of people knowing each other decreases depending on the number of floors between each other’s work place. A staircase between floors creates a distance of approximately 30 meters (Alexander et al, 1977).

Regarding relatedness as described above the physical work environment can be supportive by offering the next conditions:

<table>
<thead>
<tr>
<th>Table 4: Physical conditions that support relatedness:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• generating feelings of identity to support recognition of roles, connectedness and cohesion and uniqueness in social interactions</td>
</tr>
<tr>
<td>• facilitating teamwork in which people experience esteem and receive positive feedback</td>
</tr>
<tr>
<td>• stimulating informal contacts and social interactions</td>
</tr>
<tr>
<td>• stimulating formal contacts</td>
</tr>
<tr>
<td>• offering a variety of spaces where knowledge workers observe and meet each other in different circumstances and during different activities</td>
</tr>
<tr>
<td>• stimulating direct eye contact in communication</td>
</tr>
<tr>
<td>• creating proximity</td>
</tr>
</tbody>
</table>

2.2.4 Mastery

Intrinsic motivation and enjoyment in knowledge work are forces to mastery (Csikszentmihalyi, 1998). To reach the level of mastery, one is never finished with the learning process and one needs continuously education (Drucker, 1999; Drucker, 2000; Kessels et al, 2011). This asks for an attitude of being curious, perseverance with discipline, accepting responsibilities and dedication (Collins, 2005). Creativity can be supported by an creativity fostering environment (Rogers, 1954; Harrington, 1987) to challenge people such as the ability of interactions with different knowledge disciplines or physical objects such as books and old instruments. It is striking that according to Collins also the successful G2G companies are characterised with the same adjectives such as persevering, focused and responsible. Learning and working are strongly connected with each other (Kessels et al, 2011). To stimulate mastery and support
curiosity, the knowledge worker needs to meet – next to knowledge - different knowledge workers from different knowledge disciplines, with different backgrounds, views and insights by coincidence or in formal systems.

Regarding mastery as described above the physical work environment can be supportive by offering the next conditions:

Table 5: Physical conditions that support mastery:

- creating and establishing an atmosphere to feed a culture of discipline and responsibilities
- stimulating the curiosity degree making knowledge touchable, visible and accessible
- stimulating the curiosity degree among knowledge workers during social interactions
- creating a close connection between the learning and work environment

2.2.5 Purpose

People yearn to find their individual purposes that generate personal meaning and that contribute to the world around them (Covey, 2005). They have the expectation that all goals they try to achieve contribute to their happiness (Csikszentmihalyi, 1999a; Csikszentmihalyi, 1999b). During lifetime, people try to use and explore their competences to come closer to their purposes (Csikszentmihalyi, 1999b; Kessels et al, 2011). Knowing the individual purposes and working at these purposes generate positive feelings of self-esteem (Csikszentmihalyi, 1999b), physical wellbeing (Brunstein, 1993) and positive mood (Csikszentmihalyi, 1999b). Working towards personal goals not only brings positive effects for the knowledge worker, but also for the network. Peters and Waterman (1982) found that a target driven culture in organisations leads to success (Weggeman, 2001; Kessels et al, 2011). To perform successfully as a knowledge worker, one has to focus on the common goals of individual and organisation, i.e. the shared values. It is important to stimulate an atmosphere of psychological safety in which the knowledge worker feels free to speak openly about his personal objectives to find chances in making connections between personal and organisational goals.

Regarding purposes as described above the physical work environment can be supportive by offering the next conditions:

Table 6: Physical conditions that support purposes:

- providing a psychologically safe environment where people feel free to speak openly about their personal objectives and connectedness with the network
- stimulating awareness of both networks goals and personal goals and drives by showing individual, group and organisational goals

2.2.6 Relationships between different needs

In the extensive literature many relationships are mentioned between the characteristics of the knowledge worker, his performances and the network. Feelings of being competent, relatedness to others, focus on purpose and being able to work towards purposes all contribute to feelings of happiness and wellbeing (Baumeister and Leary, 1995; Deci et al, 1991; McGregor and Little, 1998; Carver...
and Scheier, 1999; Csikszentmihalyi, 2003; Collins, 2005). These feelings of happiness and wellbeing are connected with the degree of intrinsic motivation of the knowledge worker. This in turn shows relationships with his performances. Organisational aspects are interrelated as well: the degree in which organisational goals are accepted by the employees, cohesion, team effectiveness and organisational performance are mutually related (Landers et al, 1982; Wolfe and Box, 1987; Greene, 1989). The conclusion is that the characteristics of the knowledge worker and organisational aspects have many relationships. Both the knowledge worker and the network flourish when their mutual commitment strengthen each other. This happens when the energy of the knowledge worker in the network can easily flow.

2.3 Energy of the knowledge worker and the knowledge network

2.3.1 Energy of the knowledge worker

It was Aristotle who said 2300 years ago that people primarily strive to happiness. An interesting linkage exists between working towards individual goals and striving to happiness (Figure 2): when people devote their energy at their personal goal, they will experience happiness (Csikszentmihalyi, 1999a; Csikszentmihalyi, 1999b; Covey, 2005). Due to the feelings of happiness, the people are intrinsically motivated to use all their competences and energy working towards their individual goals.

Figure 2: working at the personal target leads to happiness

The knowledge worker is primarily a thinker. Csikszentmihalyi (1999b) conceives thinking as ordering of mental energy. For thinking all four competences are important (IQ, FQ, EQ and SQ), as they all contribute to the thinking process. The knowledge worker is intrinsically motivated to use all his competences and mental energy to realise his goal which can be conceived as his personal added value and which leads to happiness (Rogers, 1982). In organisations, the concept of added value per employee is used to measure productivity (Belderbos et al, 2004). In those cases when the knowledge worker can devote his mental energy to his work that has the same direction as his personal goal, the knowledge worker experiences happiness in his work (Figure 3) and the organisation will flourish because the personal added value fits optimally within the organisational added value.
To optimise the performances of the knowledge worker, it is important that he can use his mental energy efficiently and effectively. This is only possible when this mental energy can optimally flow in the network where he works.

### 2.3.2 The mood of the knowledge worker

Considering the aspect of time, the preferences for the type of activities the knowledge worker wants to do, change over time. Depending on his mood and energy level, he will choose the activity that best fits, taking into account the organisational schedules, appointments and times for group meetings. The one time he wants to be alone and draws back for musing with a focus inside and the other time he is interested in the opinion of other knowledge workers with a focus outside to others and wants to cooperate with them. He chooses his activities related to his workmoods. In thinking processes two types of polarities can be discerned. Csikszentmihalyi (2003) mentioned the polarity that is necessary to fulfil one's potentials, as being together as an inextricably part of the wholeness at the one hand and at the other hand being alone as a unique person (vertical axe, Figure 4).

The second polarity concerns the direction of attention, (horizontal axe, Figure 4) by focusing at the one hand on the inner self with the individual stated meanings and at the other hand focusing on the surrounding world as compilation of external meanings (Steiner, 1909). These meanings enable people to learn from others and to learn actually at the long last about their own ego and possibly to adjust their own individual meanings. The two axes, the vertical axe of Csikszentmihalyi accentuating the wholeness of being together and the awareness of being a unique person and the horizontal axe as mentioned by Steiner focusing inwards or outwards, result in a diagram showing four foci of thinking. These four foci of thinking are contemplation, awareness, collectiveness and social observation and all have to be nurtured by the physical environment.
These four foci of thinking, are described below:

Contemplation is the state of preference for being alone and even being hidden while one can think on his own and listen to his intuition with the focus inside. Buchmann (1989) conceives contemplation as the freedom of thinking without the domination of the will, rules or learnt ideas. Murdoch (1985) described contemplation as a ‘devoted thinking, a refined and honest perception of what is really the case, a patient and just discernment of what confronts one, which is the result not simply of opening one’s eyes but of a certainly perfectly familiar kind of moral discipline’. Haezrahi (1956) conceived contemplation as an attitude of pure attention and an act of unselfish almost impersonal concentration. Contemplation contributes to a growing sense of order and direction, further development and human flourishing (Buchmann, 1989).

Awareness is the state (Buss and Scheier, 1976) of being alone and being awake for the surrounding context with the focus outside. Awareness is knowing what is happening and understanding the opinions of others (Heerwagen et al, 2004) which generates an understandable context (Dourish and Bellotti, 1992). The physical environment is part of this context (Dey et al, 1999). People have to be challenged to listen to their sensory information system to support feelings of awakeness and awareness. The sensory information system can be stimulated by an inspiring environment showing different types of contrasts.

Collectiveness is the state of being together and searching for the common shared values related to one’s own individual goals with the focus inside. Organisations can be conceived as a collective that accommodates individual differences (Kavada, 2010). Despite of these differences, focusing on shared values strengthens the collectiveness. Minzberg speaks about the collective intention: ‘how an organisation composed of many people makes up its mind’ (Mintzberg, 1989). The degree in which an employee identifies himself with the organisational values and goals, determines the affective connectedness (Verbruggen, 1994).

Social observation is the state of being together with the focus outside, purely as observation, to collect external information about others, their behaviour, attitude and their activities. The already mentioned mirror neurons play an important role to learn during this social observation.

These four foci of thinking can be compared with the four competences mentioned by Covey, the IQ, EQ, PQ and SQ. Social observation without judgement concerns observing other people, their plans, behaviour and ways of working that is related to the IQ as IQ tells about among other things structure and strategies. Collectiveness asks for the focus on the shared values as a common good of knowledge worker and organisation and is as such connected with the EQ. Awareness is the state of being conscious of what is happening in contemporaneity experiencing all sensory information. Awareness is mostly connected with the PQ as sensory information strengthens awareness. Contemplation can be reached by listening to one’s intuition that is connected with the SQ. The four thinking foci and their relation with the competences IQ, EQ, PQ and SQ, are showed in the next figure (Figure 5). These four types of competences as mentioned by the modern western psychologist Covey correspond with the Vipasayana or Insight Meditation according to the Mahayana tradition that started in the first century AD in the North West of India as the mainstream in Buddhism. In the ninth chapter of Shantideva’s Bodhicaryavatara the four types of mindfulness are mentioned: Citta, Vedana, Kaya and Dharma (Negi and Choglamsar, 2012). Citta, citta-smritupasthāna, is related to the mind or the IQ. Vedana, vedanā smritypasthāna, is connected to feelings, or the EQ. Kaya, kayasmritypasthāna stands for the body or the PQ. The Dharma, dharma-smritupasthāna, is related spirituality or the SQ. Old Eastern insights of Buddhism meet modern western psychology.
The four competences are combined with the four thinking foci giving these competences a description of the mood of the knowledge worker at a certain moment.

2.3.3 Energy of the knowledge network

The knowledge worker uses all his individual strengths to a knowledge network or organisational network which just like the knowledge worker himself can be conceived as a living creature, that autonomously functions with competences and with relatedness to other networks and companies in the surrounding market and its economic circumstances (de Waal, 2001). The focus on the organisational goals as described in the mission statements functions– like the goals of the knowledge worker- as intrinsic motivator (Figure 6). Just like the knowledge worker, also the organisation shows the four types of competences, the IQ, the EQ, the PQ and the SQ. The IQ of the organisation can be conceived as the structure, methods and the strategy (Nieuwenhuis, 2002). The EQ of an organisation is comparable with the culture. The PQ is comparable with all resources (financial, physical and informational resources). The SQ can be conceived as the inner intuition that is composed by all employees together (Figure 6). All these competences together can be conceived as the organisational strengths. In case of for instance a low organisational EQ, the culture shows a low degree of willingness to cooperate and a limited coherence. This has a negative influence on flowing energy to create output together. However, when an organisation functions as a social system with a high EQ and without waste of energy of the employees because employees are working together, the effectiveness is highest (Georgopoulos and Tannenbaum, 1957). To optimise the productivity of the knowledge worker concerning his thinking processes, it is important that the mental energy of the knowledge worker can easily flow in the network. In the force field of the network, which can be both virtual or non-virtual, all energies of the knowledge workers come together. All added values of the knowledge workers together can be conceived as the added value of the organisation and concern the total knowledge productivity. Under the conditions that the employees cooperate with each other, and goals of the individuals have the same direction as the company’s objectives, the shared value will be optimal which contributes to knowledge productivity. For the knowledge worker the added value contributes to his happiness. For the organisation the added value contributes to its success (Chernatony and Harris, 2000).
Figure 6: knowledge worker and knowledge organisation:  
Flowing energy between the knowledge worker and the organisation

Regarding the energy and the work moods of the knowledge worker as described above the physical work environment can be supportive by offering the next conditions:

Table 7: Physical conditions that support the energy and the work moods of the knowledge worker

- offering a variety of spaces, in inner and outer areas to be able to make choices for being alone or among others
- providing a variety of spaces to concentrate with the focus inside (inners self) or to observe or communicate with others with the focus outside (outer world with others)
- optimising and facilitating the mental energy of the knowledge worker with attention for unconscious thinking processes and free ways of thinking
- facilitating a variety of mental, emotional, physical and spiritual processes with variations related to work moods and energy levels
- protecting and strengthening the synergy between knowledge worker and knowledge organisation by supporting mutual attractiveness
- creating places where one can think on his own
- creating places that are challenging as contextual sensing supports awareness
- creating places that invite to look for shared values and synergy
- creating an atmosphere where people feel psychologically safe
- designing sightlines to be able to observe others during different activities
- making areas providing psychological safety where people feel free to think and act
- providing identity contributing to feelings of coherence of the knowledge worker and the network
2.4 Knowledge
In this knowledge economy it is a challenge to create new knowledge and to broaden, deepen and integrate existing knowledge into new knowledge. This process shows various activities, from rationalizing with quantitative data, collecting and searching existing data, combining data till musing and daydreaming. Finding intelligent integration of knowledge asks for creative thinking. Collecting and searching data ask for an open mind to other knowledge workers, the extern networks and markets. Discussing data asks for social integration. Scrutinizing data asks for concentration. It is this mix of moods, attitudes and work processes that has to be nurtured by the physical environment.

In the literature, four knowledge related terms are interesting: codified knowledge, tacit-knowledge and implicit knowledge and information redundancy. Knowledge is divided into codified knowledge of quantitative and measurable data that can be stored in among other things, (E-) books and computer data networks, and tacit knowledge that is less sizable and less measurable such as a mixture of skills, experiences and data located in the head of the knowledge worker. In discussions people can express their tacit knowledge that helps to broaden and deepen the analyses, a serious reason why people prefer to work together and not separated at home (Becker and Sims, 2000). Working at a distance from colleagues reduces the ‘tacit learning processes’ (Becker and Sims, 2000). Regarding tacit knowledge, additionally the term ‘implicit knowledge’ is applied (Weggeman, 2001) with the subtle difference that implicit knowledge yet possibly partly can be codified, while tacit knowledge cannot be codified at all. Implicit learning can produce tacit knowledge that is acquired independently of conscious thinking patterns and strongly connected with intuition (Reber, 1989). Implicit knowledge is always richer and more sophisticated than explicit knowledge (Reber, 1989) and due to this quality it needs to be nurtured in the work environment. Sharing implicit knowledge takes place where people feel free and are challenged (Danner and Lonky, 1981; Amabile and Gryskiewicz, 1988; Amabile and Conti, 1999; Gagné and Deci, 2005) to think and discuss about divergent topics with other knowledge workers coming from different knowledge disciplines (Kessels et al, 2011). The shared values play an important role: the degree on which employees share their implicit knowledge depends on the collective ambition (Weggeman, 2001). Next to the implicit learning processes, information redundancy contributes to broadening and deepening of knowledge topics. Redundant information, apparently data that don’t play any role of importance, contributes to the generation of ideas by creating connections of thoughts by coincidence. As such, it stimulates dialogue and communication (Nonake and Takeuchi, 1995; Weggeman, 2001). It is assumed that physically showing knowledge by for instance touchable antique or new books, rewards (knowledge workers are proud of the achieved results) or recently published articles, can stimulate the knowledge worker.

Regarding knowledge as described above the physical work environment can be supportive by offering the next conditions:

Table 8: Physical conditions that support knowledge

- supporting the share of implicit and tacit knowledge by stimulating informal meetings in an atmosphere where people feel free and psychologically feel safe
- creating a not too efficient building and efficient facilities to enlarge the chance of information redundancy
- creating an atmosphere where people feel challenged by meeting other knowledge workers and their products
- maximising contacts with knowledge in different ways varying from visible antique books, till scientific rewards, achieved milestones and recently published articles
- making knowledge easily visible and touchable
2.5 Key factors related to space

After collecting all elements in the previous chapters (Tables 2 till 8) that contribute to the productivity of the knowledge worker, a categorization is necessary in the huge amount of conditions in order to manage the physical environment. Looking at all conditions, it appears that they can be assigned into four key factors which characterise the productive environment. These key factors are structure and variety (two building aspects) and psychological safety and identity (both building aspects and user applications) (Table 9).

### Table 9: Four key factors to support the demand side

<table>
<thead>
<tr>
<th>Structure</th>
<th>Environmental cue</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variety</td>
<td>Environmental cue</td>
<td>Different thinking processes, activities, moods and energy levels of the knowledge workers ask for variety. A variety in spaces, climatic aspects, expression and atmosphere: from open till shuttered or hidden, movement till quietness, inside and outside, cosy till industrial</td>
</tr>
<tr>
<td>Psychological Safety</td>
<td>Both Environmental cue and User Application</td>
<td>To think and act freely and to speak openly, one needs to feel psychologically safe. This is basic for undertaking initiative and feel free to work at one's own targets as integrative part of the organisational targets</td>
</tr>
<tr>
<td>Identity</td>
<td>Both Environmental cue and User Application</td>
<td>A mix of organisational expression, group identity, individual identity and identity of place contribute to feelings of involvement, coherence and confidence.</td>
</tr>
</tbody>
</table>

**Structure and variety**

The first two key factors structure and variety are building characteristics which are in accordance how people experience both nature and culture (Plotinus, 1969; Berlyne, 1972; de Jong, 1995). Structure and variety are recognisable in nature. Due to structure people recognise natural elements such as an oak, a rose or a zebra. Every oak, rose or zebra shows the same characteristics in its structure, so that people recognise these natural elements. However nature is lively and shows a huge variety. No oak, rose or zebra ever appears in the same way. Every oak differs from another oak, which is the same for the rose and the zebra. Exactly the same phenomenon is recognisable in culture. People recognise for instance the culture of the old Egypt or the Islam while every old Egyptian pyramid or image and every Islamite mosque is different and shows variety. Structure and variety are the basic natural characteristics which make the environment recognisable and causes feelings of safety at the one hand and which makes it lively and interesting at the other hand. The knowledge worker is defined as someone who shows many types of activities varying from analysing, discussing and collaborating till developing (Bosch-Sijtsema et al, 2010) and imposes a variety of conditions on the physical environment. Depending on his mood and the type of activity the knowledge worker wants to do, the physical environment has to offer a variety of spaces and atmospheres. In addition, next to variety the knowledge worker needs structure to understand where he is and where he has to go. Conditions such as stimulating physical contacts between knowledge workers, supporting meetings by coincidence, proximity and sight lines, are primarily based on the structure of the building as the structure determines the logistics of the building. Conditions such as a variety of sheltered and open places, a mix of inside and outside, different places to meet and to think alone, facilitating a variety of mental, emotional, physical and spiritual processes and different places to stay for a while or areas for movement, concern the need for variety in the building.
Like music, people need variety but only with a constant theme (Gaillard, 2009).

For me personally, the most positive influence of the work environment is variety (Weggeman, 2007).

**Psychological safety and Identity**

Next to the two key factors structure and variety, the mentioned conditions concern two other characteristics that are important for the knowledge worker i.e. psychologically safety and identity. In an environment that feels psychologically safe, people feel free to speak to mention their personal goals and to feel free to make their own choices (Edmondson, 1999). An environment that facilitates identity supports feelings of individuality, social feelings of belonging to groups or the organisation and proudness for the organisation where someone works. Psychological safety and identity are characteristics inside and outside the building that partly are created by the building itself, as for instance the proportions of spaces, and partly are created by the users of the building. If applied colours, furnishing and decorations are carefully chosen and make sense in relation to the organisational goals, culture and the context, this feeds feelings of psychological safety and identity. The environment asks for homogeneous language: the language of the management, their style and the culture, correspond to the language of the building. This language, or identity forms the sense of place, with individual, group and organisational identity to stimulate feelings of belonging and coherence. It provides the environment with sense, people want to belong to.

*Psychological safety*

I think that creativity strongly is stimulated when you feel safe. If a situation is not safe, your thoughts are in the here and now. To dare to let go and feeling safe, is a necessary precondition for a creative process. It is important to stimulate people to think freely.

*Identity*

To be honest, it is important for me to have my own place, it is a type of anchor, it makes you feel free. ....It is important that buildings are recognisable, that strengthens your identity. I like for instance a statue of Einstein. Something generic tells nothing about who you are. ....It is important that a building something shows about what happens. You want to have the feeling that you are at a place with sense that coincides with your identity.... (Robbert Dijkgraaf, 2012).
In the text above attention has been paid to mental energy and the exchange of information among knowledge workers. The central processes in the knowledge economy are thinking and interacting. The knowledge worker as individual, groups of knowledge workers and knowledge, all contribute to these processes. In the building of knowledge (Figure 7) a thoughtful interpretation of structure, variety, psychological safety and identity, contribute to optimal performance.

For a better understanding of the content of these four key factors, all conditions mentioned in the text before are allocated to the four key factors in Table 10). This allocation is practical in design processes. Structure in the first place directly followed by variety deserve attention in the very beginning of the design process when an architect is finding out the optimal basic principles of the structure and logistics in his first building design. In an early phase he has to make choices concerning the structure and it is practical to have insight in existing conditions on structure and variety to make the right choices at the beginning of the design process. Psychological safety and identity come to the fore in the next phase as the more ambient factors receive attention in the interior architecture. Due to their different roles of importance, it is practical to have separately insight in the allocation to the four key factors.

**Table 10: the four key factors with their physical conditions**

<table>
<thead>
<tr>
<th>Structure</th>
<th>Supporting the quality and quantity of interactions between knowledge workers both formal and informal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Creating an atmosphere where people feel challenged by meeting other knowledge workers and their products</td>
</tr>
<tr>
<td></td>
<td>Providing direct eye contacts between knowledge workers belonging to the same knowledge discipline and other knowledge disciplines</td>
</tr>
<tr>
<td></td>
<td>Optimising and facilitating the mental energy of the knowledge worker with attention for unconscious thinking processes and free ways of thinking</td>
</tr>
<tr>
<td></td>
<td>Creating a close connection between the learning and work environment</td>
</tr>
<tr>
<td></td>
<td>Stimulating the unconscious thinking processes</td>
</tr>
<tr>
<td></td>
<td>Giving room for meditating and musing and one can think on his own</td>
</tr>
<tr>
<td></td>
<td>Stimulating movement inside and outside</td>
</tr>
<tr>
<td></td>
<td>Designing sightlines to be able to observe others during different activities</td>
</tr>
<tr>
<td></td>
<td>Creating proximity</td>
</tr>
<tr>
<td></td>
<td>Stimulating direct eye contact in communication</td>
</tr>
</tbody>
</table>
creating a not too efficient building and efficient facilities to enlarge the change of information redundancy

| **variety** | offering a variety of spaces, in inner and outer areas to be able to make choices for being alone or among others  
facilitating a variety of mental, emotional, physical and spiritual processes with variations related to moods and energy levels  
providing a variety of spaces to concentrate with the focus inside (inners self) or to observe or communicate with others with the focus outside (outer world with others)  
offering a variety of spaces where knowledge workers observe and meet each other in different circumstances and during different activities  
providing employees with self-control in choosing their own ways of working  
offering a variety of spaces from shelter till openness  
creating a variety of possibilities for supporting the vitality and bodily condition of the knowledge worker |

| **psychological safety** | creating an atmosphere where people feel psychologically safe  
making areas providing psychological safety where people feel free to think and act  
providing a psychologically safe environment where people feel free to speak openly about their personal goals and connectedness with the network  
supporting the share of implicit and tacit knowledge by stimulating informal meetings in an atmosphere where people feel free and psychologically feel safe |

| **identity** | generating feelings of identity to support recognition of roles, connectedness and cohesion and uniqueness in social interactions  
facilitating identity on group level in order to support social feelings of belonging and experiencing the groups identity and on network level to support feelings fo recognition, affect and proudness  
stimulating awareness of both networks goals and personal goals and drives by showing individual, group and organisational goals  
creating places that are challenging as contextual sensing supports awareness  
creating places that invite to look for shared values and synergy  
protecting and strengthening the synergy between knowledge worker and knowledge organisation by supporting mutual attractiveness  
facilitating teamwork in which people experience esteem and receive positive feedback  
stimulating the curiosity degree among knowledge workers during social interactions  
creating and establishing an atmosphere to feed a culture of discipline and responsibilities  
stimulating the curiosity degree making knowledge touchable, visible and accessible  
making knowledge easily visible and touchable  
experiencing the physical environment as informal rather than controlling |

2.6 **Key factors related to mood and time**
The above mentioned conditions don’t play continuously their roles in the same way but this depends on the mood of the knowledge worker.
One time he prefers to discuss with other knowledge workers in teams and the other time he wants to remain hidden in solitude to deepen a certain topic. As such a knowledge worker does not prefer at the same time a space where he can meet others and a space to be alone for musing and to be concentrated. The physical environment has to facilitate different work moods and different activities that change over time. In paragraph 2.3.2 the four types of work mood were presented: contemplation, awareness, collectiveness and social observation. These moods have to be nurtured and as such the content of the four key factors have to be interpreted depending on these specified moods. To translate the content of the key factors into some practical guidelines to be able to design work areas that support a specified mood, a literature review is conducted. The mentioned conditions above are rather abstract and it may be helpful to recognise more concrete examples from different researches, such as applying a variety of house plants, being able to observe symbols (Cooper, 1974; Ashforth and Mael, 1989) or concrete descriptions of restorative environments (Kaplan, 1983). Next it is interesting that this merely hypothetical view on knowledge productivity with new insights in work moods and energy of the knowledge worker can be supported by many serious scientific environmental researches. In Table 11 these guidelines are presented that can be helpful to design a physical work environment where the knowledge worker and groups of knowledge workers can flourish.

**Table 11: Practical guidelines how to support the work moods of the knowledge worker**

<table>
<thead>
<tr>
<th>Contemplation: a sense of things being under control, feeling free to choose the place that’s fits as an environmental self regulation creating and maintaining on’s self, enjoying nature</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Structure</strong></td>
</tr>
<tr>
<td>cleanliness, constance and stability (Mead, 1934; Erikson, 1950; Rosenberg, 1979; Proshansky et al, 1983)</td>
</tr>
<tr>
<td><strong>Variety</strong></td>
</tr>
<tr>
<td>different types of spaces and environments (Alexander et al, 1977)</td>
</tr>
<tr>
<td><strong>Psychological Safety</strong></td>
</tr>
<tr>
<td>places where people feel comfortable and psychologically safe (Rogers, 1954; Vischer, 2005; Knight &amp; Haslam, 2010b)</td>
</tr>
<tr>
<td><strong>Identity</strong></td>
</tr>
<tr>
<td>structure, logic and coherence (Elsbach, 2003; Korpela, 1989)</td>
</tr>
<tr>
<td>informal rather than a controlling atmosphere (Dickinson, 1995)</td>
</tr>
<tr>
<td>restorative environments (Kaplan, 1983)</td>
</tr>
</tbody>
</table>
### Social observation: observing people in different conditions and during a diversity of activities

<table>
<thead>
<tr>
<th>Structure</th>
<th>Variety</th>
<th>Psychological Safety</th>
<th>Identity</th>
</tr>
</thead>
<tbody>
<tr>
<td>visibility and sight into corridors, staircases, junctions and space, inside and outside (Hagstrom, 1965, Heerwagen et al, 2004)</td>
<td>different spaces and environments, inside and outside with sight on different functionalities where people act and behave in different ways (Kaplan &amp; Kaplan, 1989; McCoy &amp; Evans, 2002)</td>
<td>places where people feel comfortable and psychologically safe (Rogers, 1954; Visscher, 2005; Knight &amp; Haslam, 2010b)</td>
<td>individual identity and group identity (Sani et al, 2008, Knight &amp; Haslam, 2010)</td>
</tr>
<tr>
<td>logistic accentuating the common places for inspiration, informal meeting, coffee breaks, lunches (Hagstrom, 1965; Mayer, 1976; Allen, 1977, Eveland &amp; Bikson, 1987, Kraut et al, 1988)</td>
<td>a variety of nature, inside houseplants and outside a variety of green (Kaplan &amp; Kaplan, 1989; Ackerman, 1991; Ulrich, 1993; Csikszentmihalyi, 1998; McCoy &amp; Evans, 2002; Senge, 2008)</td>
<td>possibilities to observe from shuttered places till open and crowded areas (Jacobs, 1993)</td>
<td></td>
</tr>
</tbody>
</table>

### Collectiveness: experiencing (from the perspective of one’s own drives and targets) in the other individuals and groups in different qualities in relation to their personal drives and targets

<table>
<thead>
<tr>
<th>Structure</th>
<th>Variety</th>
<th>Psychological Safety</th>
<th>Identity</th>
</tr>
</thead>
<tbody>
<tr>
<td>structure with well planned and interesting junctions (Kraut et al, 1988)</td>
<td>hidden places, or places not directly located in sight, inside and outside for small confidential talks (Csikszentmihalyi, 2003)</td>
<td>identity of being connected by place identity, organisational identity, group identity and symbols (Cooper, 1974; Proshansky et al, 1983; Ashforth &amp; Mael, 1989; Korpela, 1989; Knight &amp; Haslam, 2010 a/b)</td>
<td></td>
</tr>
</tbody>
</table>
2.7 Reflections and conclusions

This view on knowledge productivity is based on a hypothetical approach making use of less measurable topics that all show many mutual relationships. This approach shows a combination of views from neurological, spiritual, economical till philosophical knowledge disciplines as knowledge productivity shows many aspects. The central question ‘How can the knowledge worker be a productive worker?’ leads to the energy efficiency and effectivity of this knowledge worker as mental energy is the main source in knowledge productivity. Insights from the West meet insights from the East and together they show that the physical work environment needs to support four work moods with different types of energy. These four work moods are contemplation, awareness, collectiveness and social observation. Especially four environmental features facilitate these four work moods, namely structure, variety, psychological safety and identity. In this hypothetical view the knowledge worker is not a data robot translating and combining facts and figures and is approached as a human doing, but this knowledge worker is conceived as a unique individual, actually as a human being.

This theory on the knowledge worker, knowledge networks and knowledge gave insight in four factors of the physical environment that could contribute to a productive physical environment. Based on empirical findings the key factors are structure, variety, psychological safety and identity. After this in-depth analysis of the demand side, the next chapters will explore the supply side i.e. the physical environment.
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The happy knowledge worker with daylight, natural materials and a green environment.
In this digital era we only touch the buttons of keyboards, sweep rapidly across the touchscreen, make fleeting photos of reality and even strike virtual dogs with tiny plastic touch screen pens. We design brick stone walls by touching one button, without the feeling of the brick stone itself, without handling it, even without drawing some stones by hand. However, materials and real things stimulate imagination and experience and support comprehension for complex and abstract topics, as behaviour of electromagnetic fields or the expanding cosmos. It is professor Robbert Dijkgraaf who is able to make extremely complicated topics understandable so that they even seem to be rather simple, just by showing physical things such as balls and umbrella’s. Also in the old times, the Italian painter Raphael painted Ptolemy in the School of Athens in exactly the same way giving this astronomer a ball in his hands to be able to explain about the complex cosmos.
As Einstein said ‘Look into Nature, and then you will understand everything better’, Nature is our teacher in learning processes and offers a helping hand to be a productive, healthy and happy knowledge worker (Marc van den Tweel, Algemeen Directeur Natuurmonumenten).

To analyse the effects of the physical environment, the first focus will be on plants. In general plants have a positive effect on productivity. But what is the mechanism and are researches on the interaction between plants and productivity comparable?
Chapter Three
The influence of plants on productivity
A critical assessment of research findings and test methods

Bakker I.C., Van der Voordt, D.J.M. (2010), The influence of plants on productivity: a critical assessment of research findings and test methods. Facilities, 28(9/10), 416-439

People are often not aware of the environment and do not distinguish the influence of individual parts, but experience the environment as a totality. To learn how to assess and understand the complex relationship between this totality and the complex topic of productivity, we first focus on plants. The choice to have a closer look at plants is made because plants can easily be added to and removed from the environment and can be isolated from the context. There are also indications that plants influence productivity. Because of this reason, it is interesting to study the relationship between this component and productivity.

This paper aims to review available research into the impact of plants on people and labour productivity in order to test a number of hypotheses and the reliability and validity of “evidence based” statements. An extended literature review has been conducted of research concerning the potential impacts of plants on people and labour productivity. In order to be able to compare the findings of different researchers, an analysis was made of similarities and dissimilarities with regard to the research context, starting-points and test methods. The paper identifies a lack of precise descriptions of the research design and poor comparability between different researches with regard to the characteristics of the plant, test persons, test procedures, surrounding conditions and contents of the reports. Although we can be concluded that plants have a positive impact on the productivity of human beings, it is remarkable that in research reports and research papers the properties of the plant itself are only mentioned by exception. The condition of the plant - whether it is healthy or not - is not described at all. Only 17 studies and underlying papers have been investigated and no new research has been conducted with the proposed improvements. The findings can be used by managers to legitimate investments in plants and by researchers to improve (the comparability of) research into plants. In addition to the review of the impact of plants on different types of productivity a vision is presented about the impact of the vitality of plants. Furthermore recommendations are given on how to cope with the methodological problem of poor comparability of research.

Keywords plants; productivity rate, research methods; work psychology, work place

3.1 Introduction
In order to be able to design the optimal working environment where people can flourish in their work and organisations will be successful, it is important to know how the physical environment affects people and productivity. One of the variables is the presence of plants. In search of evidence-based knowledge about the impact of plants on labour productivity it turned out that the existing literature is not always clear on what the impact exactly is. It is needed to define this impact more exactly. Second we observed a large variety of research methods and test conditions. As a consequence, the comparability of different research projects and the conclusions that came out of the research is limited. And third, the first scan
of a number of studies and included references showed that in particular information about the plants themselves is often lacking. This is an omission, because probably nobody will be more productive by seeing a faded or dead plant. Apart from the appearance, the type of the plant may be an important issue too. It may be expected that people respond differently when seeing a cactus or a rose plant. These observations have lead to three main questions for a more extensive literature review on the impact of plants on productivity:
1. What is the influence of plants on productivity?
2. Are different researches sufficiently comparable to draw sound conclusions?
3. What is the impact of the appearance and vitality of the plant?

These questions have been rephrased into three hypotheses:

**Hypothesis 1: Plants have a different impact on different types of productivity.**

Productivity covers a diversity of activities such as routine work and creativity. Creativity tasks and complex knowledge work need inspiration and deepening. Through history many statements of famous philosophers, writers and artists such as Nietzsche or Liszt refer to the inspiring and deepening effect of nature. Our hypothesis is that in case of routine work plants might help to support wellbeing and as such keep people going on, whereas in case of creativity work a positive effect is expected in relation to inspiration and deepening.

**Hypothesis 2: Research concerning the impact of plants on productivity is not well comparable.**

Research is rather complex. Even when the focus is just on one “dependant” variable, plants, many “independent” variables can influence the results. It is expected that research so far does not use standardised research methods.

**Hypothesis 3: Both the appearance, type and vitality of the plant have an impact on productivity.**

One of the wonders of nature is its infinite variation combined within certain patterns and structures. Each variety has its own characteristics. As a consequence one might expect different effects of different plants. In particularly the vitality of a plant is expected to be important. Probably a healthy plant has a more positive impact on people than a plant that is not vital. In addition it is important that a plant lives in an environment with healthy conditions that support the plant and conditions people need.

### 3.2 Research methods and conceptual model

Initially, 17 research studies from renowned researchers and research institutes were collected (see the Appendix A). These documents have been scanned on possible effects of plants on people and labour productivity, relevant variables and references for further reading (see list of references). Without any exception all studies make a significant contribution to the field. Together an incredible amount of data has been collected on many different effects. Second, in order to enlarge the knowledge that came out of the documents - both technical and psychological - discussions with specialists of the knowledge institutes TNO and Fytagoras/TNO have taken place as well. Third, because of the many different phenomena that are being mentioned in the studies and additional references, the need came up to develop a conceptual model that visualises the different types of impact of plants on human beings (Figure 1). Two different mechanisms have been traced:

1. **Evolutionary influence.**

   Since our genesis we have been surrounded by green plants and trees. From this point of view it is generally assumed that seeing plants has, in general, a restful effect (Ulrich, 1984; Kaplan and Kaplan, 1989).

2. **Healthy indoor climate.**

   Plants have an impact on the indoor climate; this indoor climate in turn affects people and their productivity (Wolverton, 1989; Wood et al, 2004).
The evolution of human beings and a healthy indoor climate affect people in three ways: plants evoke a physical/physiological response, an affective response and/or a cognitive response. In the literature six components of the indoor climate are being mentioned in relation to the impact of plants: light, temperature, relative air humidity, air quality, sound and static electricity. Another point of attention is the characteristics of plants themselves, including form properties and metabolics. The latter are hardly mentioned in the literature.

This conceptual model has been used as a guiding principle to analyse and discuss the collected data to examine the research findings and conclusions in the studies more closely. In a cyclic process of reading, reflecting, discussing, further reading etc. a list of items has been traced with regard to the test conditions (Table 1). This list includes six main aspects:
1. characteristics of the plant;
2. the test surroundings;
3. the test persons;
4. the test process;
5. test strategies; and
6. methods and variables.

Table 2 shows the variables that have been investigated in each research.
Table 1: Overview of items to compare different researches on plants

<table>
<thead>
<tr>
<th>Plants</th>
<th>Test surroundings</th>
<th>Testsubjects</th>
<th>Testproces</th>
<th>Test</th>
<th>Methods and Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>spot</td>
<td></td>
<td>testsubjects</td>
<td>reduction</td>
<td>observation</td>
<td>information</td>
</tr>
<tr>
<td>sort</td>
<td></td>
<td>men</td>
<td>hawthorne-effect</td>
<td>by observation by testsubject</td>
<td>observation</td>
</tr>
<tr>
<td>variety</td>
<td></td>
<td>women</td>
<td>attention</td>
<td>by researcher</td>
<td>researcher</td>
</tr>
<tr>
<td>intensity</td>
<td></td>
<td>children</td>
<td>habituation proces</td>
<td>technical supporting</td>
<td>biophysical</td>
</tr>
<tr>
<td>number size</td>
<td></td>
<td>patients</td>
<td>attention</td>
<td>measurements</td>
<td>questionnaires</td>
</tr>
<tr>
<td>cleanliness</td>
<td></td>
<td>employees</td>
<td>test surrounding</td>
<td>data semantic questionnaire</td>
<td>standard</td>
</tr>
<tr>
<td>maintenance</td>
<td></td>
<td>age</td>
<td>clear information</td>
<td>data standard interview</td>
<td>scoremodel</td>
</tr>
<tr>
<td>pot ground/</td>
<td></td>
<td>number</td>
<td>at the beginning</td>
<td>data interview/ survey</td>
<td>quantitative</td>
</tr>
<tr>
<td>hydroponics</td>
<td></td>
<td>sort of work</td>
<td>intensive</td>
<td>data question conversation</td>
<td>qualitative</td>
</tr>
<tr>
<td>pot size</td>
<td></td>
<td>concentration</td>
<td>accompaniment</td>
<td>questionnaire</td>
<td>interview method</td>
</tr>
<tr>
<td>form pot</td>
<td></td>
<td>creativity</td>
<td>acceptance management</td>
<td>computer program</td>
<td>guidance question conversation</td>
</tr>
<tr>
<td>artificial</td>
<td></td>
<td>routine commitment</td>
<td>test aspects</td>
<td>biofysical</td>
<td>no guidance</td>
</tr>
<tr>
<td>plant image</td>
<td></td>
<td>testpersons</td>
<td>placebo</td>
<td>questionnaire</td>
<td>computer program</td>
</tr>
<tr>
<td>flower</td>
<td></td>
<td></td>
<td></td>
<td>test duration</td>
<td>ZIPER test</td>
</tr>
<tr>
<td>micro-organism</td>
<td></td>
<td></td>
<td></td>
<td>number measurements</td>
<td>fee</td>
</tr>
<tr>
<td></td>
<td>Relative Air Humidity</td>
<td></td>
<td></td>
<td>test duration</td>
<td>credit</td>
</tr>
<tr>
<td></td>
<td>ventilation system</td>
<td></td>
<td></td>
<td>number</td>
<td>task</td>
</tr>
<tr>
<td></td>
<td>• natural ventilation</td>
<td></td>
<td></td>
<td>measurements</td>
<td>association task</td>
</tr>
<tr>
<td></td>
<td>• mechanical ventilation</td>
<td></td>
<td></td>
<td>effects</td>
<td>key typing task VDT</td>
</tr>
<tr>
<td></td>
<td>• air treatment</td>
<td></td>
<td></td>
<td>• affective feeling</td>
<td>computer task</td>
</tr>
<tr>
<td></td>
<td>• airco</td>
<td></td>
<td></td>
<td>• affective mood</td>
<td>sorting task</td>
</tr>
<tr>
<td></td>
<td>quantity ventilation</td>
<td></td>
<td></td>
<td>• affective behaviour</td>
<td>concentration task</td>
</tr>
<tr>
<td></td>
<td>• design ventilation</td>
<td></td>
<td></td>
<td>• physical primary</td>
<td>technology</td>
</tr>
<tr>
<td></td>
<td>• real ventilation quantity</td>
<td></td>
<td></td>
<td>• physical secondary</td>
<td>• air/ventilationsystems</td>
</tr>
<tr>
<td></td>
<td>sound</td>
<td></td>
<td></td>
<td>• physiological effects</td>
<td>• lightsystems</td>
</tr>
<tr>
<td></td>
<td>static electricity</td>
<td></td>
<td></td>
<td>• cognitive</td>
<td>• measurement</td>
</tr>
<tr>
<td></td>
<td>colour space</td>
<td></td>
<td></td>
<td>• cognitive concentration</td>
<td>• airquality</td>
</tr>
<tr>
<td></td>
<td>fragrance</td>
<td></td>
<td></td>
<td>• cognitive memory</td>
<td>concept</td>
</tr>
<tr>
<td></td>
<td>interior elements</td>
<td></td>
<td></td>
<td>• cognitive reaction time</td>
<td>• position plants</td>
</tr>
<tr>
<td></td>
<td>smoke</td>
<td></td>
<td></td>
<td>• cognitive discipline</td>
<td>• number plants</td>
</tr>
<tr>
<td></td>
<td>specification and VOC’s parts and</td>
<td></td>
<td></td>
<td>other mentioned effects</td>
<td></td>
</tr>
<tr>
<td></td>
<td>value parts of dust</td>
<td></td>
<td></td>
<td>• productivity/performance</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CO2 and value CO2</td>
<td></td>
<td></td>
<td>• sound</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CO and value CO</td>
<td></td>
<td></td>
<td>• ecologically/reduction energy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>moulds</td>
<td></td>
<td></td>
<td>• staff keeping and recruitment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>pathological micro-organic. time</td>
<td></td>
<td></td>
<td>• on working environment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• link to seasons</td>
<td></td>
<td></td>
<td>• on plants</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• link day/night</td>
<td></td>
<td></td>
<td>start conditions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>one cell organism</td>
<td></td>
<td></td>
<td>• single plant</td>
<td></td>
</tr>
<tr>
<td></td>
<td>weather</td>
<td></td>
<td></td>
<td>• many plants</td>
<td></td>
</tr>
</tbody>
</table>

- **Spot**: position in space, height of view, indoor/outdoor, view
- **Sort**: variety, intensity, number per square m
- **Size**: cleanliness order, maintenance situation
- **Pot ground/hydroponics**: relation to temperature, light level, relation lighting, fluorescent broad spectrum, neon light, day light
- **Daylight**: Relative Air Humidity, ventilation system, natural ventilation, mechanical ventilation, air treatment, airco
- **Quantity ventilation**: design ventilation, quantity, real ventilation quantity
- **Sound**: static electricity, colour space, fragrance, interior elements
- **Smoke**: specification and VOC’s parts and, value parts of dust, CO2 and value CO, CO and value CO
- **Moulds**: pathological micro-organic, time
- **One cell organism**: link to seasons, link day/night
- **Weather**: temperature, air, humidity, ventilation system, natural ventilation, mechanical ventilation, air treatment, airco
- **Observation**: observation by testsubject, observation researcher, technical supporting measurements, data semantic questionnaire, data standard interview
- **Habituation process**: attention, accommodation, acceptance management
- **Test surrounding**: clear information at the beginning, intensive, involvement, final result, preference for plants
- **Test duration**: hours, days, weeks, months, years
- **Number measurements**: test duration, activity
- **Objectifying**: knowledge structure questionnaires, effects
- **Effects**: affective feeling, affective mood, affective behaviour, physical primary, physical secondary
- **Other mentioned effects**: productivity/performance, sound, ecologically/reduction energy, staff keeping and recruitment
Table 2: Aspects that have been mentioned in 17 studies

<table>
<thead>
<tr>
<th>Component</th>
<th>aspect</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plants</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>spot</td>
<td>position in space</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>height of view</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>indoor/outdoor</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>view</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>sort</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>intensity number</td>
<td>dimension/number per square m</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>size</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>cleanliness order</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>maintenance situation</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>pot ground/hydroponics</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>pot size</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>form pot</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>artificial plant</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>image plants</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>flower</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>micro-organism</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Test surroundings</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>type of environment</td>
<td>outdoor area</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>laboratory</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>education</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>office</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>shop</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>hospital/care</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>space type</td>
<td>one person space</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>5</td>
</tr>
<tr>
<td>two persons space</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>multi persons space</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>various</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>space characteristics</td>
<td>number of windows</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>5</td>
</tr>
<tr>
<td>size of windows</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>1</td>
</tr>
<tr>
<td>temperature</td>
<td>size of space</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>4</td>
</tr>
<tr>
<td>light level</td>
<td>known</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>5</td>
</tr>
<tr>
<td>type of light</td>
<td>known</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>fluorescent broad spectrum</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>neon light</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>day light</td>
<td>known</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Relative Air Humidity</td>
<td>natural ventilation</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>ventilation system</td>
<td>mechanical ventilation</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>air treatment</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>quantity of ventilation</td>
<td>designed ventilation quantity</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>real ventilation quantity</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>sound</td>
<td>known</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>static electricity</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>colour space</td>
<td>known</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>fragrance</td>
<td>known</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>interior elements</td>
<td>smoke</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>specification VOC’s</td>
<td>value VOC’s</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>value parts of dust</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>CO2</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>value CO2</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>value CO</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>moulds</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>path micro-org.</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>time</td>
<td>which season(s)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>day/night</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>one cell organism</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

Uncovering the secrets of a productive work environment

The influence of plants
### Component aspect

<table>
<thead>
<tr>
<th>Test persons</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>test persons</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>no distinction</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>men</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>women</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>children</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>patients</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>students</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>employees</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>age</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>number</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>concentration</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>creativity</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>routine</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Test process</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>reduction hawthorne-effect</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>habituation process</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>test surrounding</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>test aspects</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Test strategies</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>observation</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>observation by test person</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>observation researcher</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>technical measurements</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>data semantic questionnaire</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>data standard interview</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>data interview / survey</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>biotistical observation</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>data question conversation</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>questionnaire</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>computer programme</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>heart rate</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>syst blood pressure</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>muscle tension</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>number of measurements</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>test period</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>months</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>years</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>knowledge structure questionnaire</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>affective feeling</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>affective mood</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>affective behaviour</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>physiologically primary</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>physiologically secondary</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>cognitive</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>productivity / performance</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>sound</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>ecological / reduction of energy</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>start conditions</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>single plant</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>many plants</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Total mentioned aspects</td>
<td>19</td>
<td>38</td>
<td>23</td>
<td>13</td>
<td>54</td>
<td>24</td>
<td>41</td>
<td>1</td>
<td>4</td>
<td>18</td>
<td>14</td>
<td>32</td>
<td>20</td>
<td>13</td>
<td>18</td>
<td>11</td>
<td>28</td>
<td>37</td>
</tr>
</tbody>
</table>
3.3 Research findings

3.3.1 Effects of plants on human beings: physical, physiological, affective and cognitive response

The next responses are mentioned rather often:

- **physical/physiological:**
  primary physical responses are effects on blood pressure and heart beat and physiological decrease of complaints of headache; secondary responses are physiological phenomena like faster recovery (all documents excl. no 9, 6, 10, 13, 14)

- **affective:**
  positive affective response on mood and affective behaviour like self-confidence, alertness or less aggression and positive feelings like pleasure (all documents, excl. no 9, 13, 14, 16 and 17)

- **cognitive:**
  positive cognitive responses are better concentration capacity and higher response speed (all documents excl. no. 9, 13 and 14).

Ulrich (1984), Fjeld et al (1998) and Lohr et al (1996) showed significant statistical correlations between seeing plants and physical/physiological, affective and cognitive responses. These researchers use different methods like questionnaires, the Zipertest (Zuckerman Inventory or Personal Reactions), interviews and observation of behaviour. Unfortunately a clear explanation of the set-up of these methods is often missing.

In most research also quantitative effects were also mentioned, be it quite underexposed. The following quantitative data are interesting:

- Wolf (2002) mentions in her research at shops an increase of sale concerning all products of 12% when plants are present;
- Lohr et al (1996) appoint an increase of the response speed of 12% at simple recognition tests;
- Fjeld (1995) shows a decrease of symptomatic physical complaints of 23% at 51 office employees;
- Research of Fjeld et al (1998) among 48 employees of an X-ray division showed a 25% decrease of health complaints by using plants; and
- In 2001-2002 Fjeld revealed an average 24% reduction of physical complaints among different groups of 48 bank employees after the introduction of plants and light with a broad spectrum.

When the results are analysed more closely, a uniform effect on physical/physiological, affective and cognitive responses comes up. This confirms the statements of many famous people that emphasise the positive effects of nature on human beings. Greek philosophers used the so called ‘peri-pathetic method: walking through the academy garden, to discuss their ideas (Csikszentmihalyi,1996,1998).

Based on studies such as presented above, it can be concluded that a relation exists between seeing and experiencing plants and physical/physiological, affective and cognitive responses. This relation however is merely qualitatively described and to a lesser extent quantitatively defined. The exact effect of plants on human being is still not clear. In accordance with the model, three explanatory options are possible. The effect can be evolutionary: during centuries of development of human beings, plants have always been an important part of nature and a strong foundation in our existence. A second effect is the improvement of the indoor climate. Many aspects of the indoor climate are strongly connected to the presence of plants. Third, metabolics may have an influence on people. Plants form metabolics, chemical compounds with amongst other things fragrances and colour properties. These substances may be expected to influence people, but this has not been proven by research so far. Little attention has been paid to the impact of intermediary variables such as research conditions and test persons. So, although
the positive effects of plants on human beings are widely accepted and supported by research, we have to interpret the research findings carefully.

3.3.2 Effects of plants on the indoor climate

Plants and indoor climate affect one another. To be able to interpret research findings on the impact of plants correctly, detailed information is needed about the indoor climate in the test situation. But due to differences in descriptions and lack of essential information concerning technical data that might affect the process and the impact of plants it is rather difficult to draw clear conclusions. Nevertheless some interesting results have been found with regard to the six components of indoor climate that are included in the conceptual model: light, temperature, relative air humidity, air quality, sound and static electricity.

Light

With regard to photosynthesis the blue and red part of the spectrum are necessary for healthy plants. In many buildings light with a broad spectrum is absent, so probably insufficient blue and red light will be available for the plant. This obstructs the growth and also the processes of photosynthesis and metabolism. It is striking that in the examined studies both light colours (spectrum) and light intensity are usually not mentioned at all, in spite of its importance for the health of the plant. Vice versa the reflection of light on the leafs of plants affect the variation on light colours in the physical surrounding.

Temperature

Stec et al (2005) revealed that an outside awning of plants is more effective than a regular awning. Schempp (2002) mentions a difference of two up to three degrees with regard to outside temperature by application of an outside awning with plants in combination with plants inside.

Relative air humidity

Research of Costa and James (1995) and Strickler (1994) showed that the relative air humidity of a space without air treatment increases with approximately 5% when plants are used. It is necessary to use a quite large number of plants. Lohr et al (1996) mentions an increase from zero to 15% if a space is not ventilated; in a ventilated room there is an increase of 3 to 5%. Applying plants means that you have to take care for them. When for instance the value of relative air humidity is too low, the stomata at the base of leafs will close.

Air quality

In the air volatile organic compounds (VOC’s) occur, such as small dust particles, moulds, bacteria, metabolics, CO and CO2. Air quality is expressed by the VOC’s concentration which is quantified in parts per million (ppm) value. Based on the experiments of Wolverton (1989) it is known that a synergetic process between plant and micro organisms that attaches themselves to the root structure of the plant contributes to the reduction of the VOC’s-value. Van der Wal and Hoogeveen (1993) proved that unrealistic amounts of plants are needed to reach a sufficient reduction of the VOC’s value. Quite often the indoor climate in buildings is not optimal for plants and therefore also not optimal for the process of VOC’s reduction. Plants also have a positive influence on the reduction of dust accumulation. Research of Lohr et al (1996) showed that plants in optimal conditions can cause a dust reduction of 20%. Plants are selected in buildings in such a way that they will not grow too rapidly, because rapid growth increases the exploitation costs too much. It may be concluded that a positive effect of plants is not the right argument to use of plants as a means to control or improve the indoor air quality. Ventilation is much more effective.
Sound
Research of Costa and James (1995) shows that the reverberation time of sounds with a high frequency is shortened when plants are used, and as such the space will be quieter. At low frequencies more inflection of the sound takes place. Dependent of the exact location and the spreading, sound absorption takes place.

Static electricity
Employees working at least four hours at screens undergo less inconvenience of static electricity, when plants are in their workspace, then other employees without plants in their rooms (Dortmont and Bergs, 2001).

Overall we may conclude that in real working environments the influence of plants on the indoor climate is rather small. So this can not be a convincing argument to apply plants in working environment.

3.3.3 Effects of plants on productivity
According to the studies that have been analysed, the question of whether plants have an impact on the functioning and productivity of people can be answered in a positive way (Table 3). Most studies mention the positive qualities of plants. However, it is hardly possible to compare the studies in a systematic way because of the lack of clear definitions of productivity and performance and a lack of clear information about which activities have been measured, what exactly has been measured, what the characteristics were of the test persons and in which way the measured results were achieved. Because of the large amount of variables it is impossible to establish clear conclusions.

Table 3: Effects of plants on labour productivity

<table>
<thead>
<tr>
<th>Research</th>
<th>Conclusions</th>
<th>Doc. number (appendix A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asami et al (1989)</td>
<td>indoor plants reduce the fatigue of the eye when working with screens</td>
<td>10</td>
</tr>
<tr>
<td>Conklin (1974-1978); Isen (1990-1993); Knez (1995); Isen (1990, 1993); Knez (1995)</td>
<td>plants in offices lead to higher employee morale and higher effectiveness</td>
<td>6, 11</td>
</tr>
<tr>
<td>Isen &amp; Shalker (1982)</td>
<td>if people are in a positive mood, their creativity raises</td>
<td>6, 11</td>
</tr>
<tr>
<td>Larsen (1998)</td>
<td>positive phenomena stimulate the brain for recalling more information and they initiate more cognitive manipulation that causes a higher level of creativity</td>
<td>6</td>
</tr>
<tr>
<td>Lohr et al (1996)</td>
<td>a larger number of plants improves the mood, but reduces concentration; the perceived productivity increases in connection to the number of plants</td>
<td>1, 6</td>
</tr>
<tr>
<td>Mayer et al (2006)</td>
<td>plants lead to 12% increase of the response speed and reduce the number of mistakes</td>
<td>5, 8</td>
</tr>
<tr>
<td>Mayer &amp; Frantz (2004)</td>
<td>plants strengthen the capacity to think about life problems</td>
<td>1</td>
</tr>
<tr>
<td>Srivens (1980) &amp; Marchant (1982)</td>
<td>plants evoke a positive feeling of alliance and increase problem solving capacity</td>
<td>1</td>
</tr>
<tr>
<td>Ottoson &amp; Grahn (2005)</td>
<td>With plants increase of productivity 10 – 15%</td>
<td>7</td>
</tr>
<tr>
<td>Shibata &amp; Suzuki (2002)</td>
<td>staying one hour in a green space improves concentration</td>
<td>1</td>
</tr>
<tr>
<td>Shibata &amp; Suzuki (2002)</td>
<td>Plants have a larger impact on performances related to females than to males. In spaces with a plant men performed better; conducting a sorting and association task men performed on a lower level than women in case of no plants in the room, but when a plant was placed in front of them, men performed better than women. The impact of plants was larger at the association task, than at the sorting task. Plants had a negative effect on women in sorting tasks.</td>
<td>1, 5, 11</td>
</tr>
<tr>
<td>Shoemakeker (1992)</td>
<td>the presence of plants increases the performance score of women; in general the presence of a plant increases the mood and the appreciation of the space</td>
<td>11</td>
</tr>
<tr>
<td>Stone (1998)</td>
<td>plants have no impact on work satisfaction</td>
<td>5</td>
</tr>
<tr>
<td>Shibata &amp; Suzuki (2002)</td>
<td>Plants have a negative impact on performance and task perception</td>
<td>11</td>
</tr>
</tbody>
</table>
In spite of the methodological shortcomings we can discern a common red thread:

- Plants bring people in a better mood and improve confidence and openness of the mind to the surrounding world. Plants have also a positive social effect in relation to alliance and morality.
- If people are in a better mood, the perceived productivity increases, whereas the measured (‘real’) productivity score decreased.
- The amount of plants plays a role.
- The presence of a plant stimulates people in different ways.
- The effect of plants can be different depending on the activities.
- With regard to productivity of creative work, a clear positive relation is evident on the basis of the research above.

3.4  Reflections on the attention paid to five test items

As has been said before, to improve the comparability of research on plants, a test structure has been developed with five test characteristics that should be described very clearly the plant; the test surroundings; the test persons; the test process; and the test itself. Furthermore standard items have been formulated per aspect. The collected studies have been examined on the attention paid to these five aspects and the components (Table 2).

3.4.1  The plant itself

Looking at the plant itself, most reports and papers only pay attention to its type, variety and number and sometimes the spot. Heights and sizes of pots are mentioned as well. The characteristics of the plant itself are usually not described at all. Several types of plants are used, with different varieties (Table 4). Particularly the Dracaena with the Spathiphyllum and the Epipremnum are often used. Because of the different plants that are involved in the investigations, the conclusions from the studies are not comparable.

<table>
<thead>
<tr>
<th>Table 4: Names of plants appointed in the research documents (numbers refer to the numbers of the documents in Appendix A)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Plant species</strong></td>
</tr>
<tr>
<td>Aglaonema</td>
</tr>
<tr>
<td>Chamaedora</td>
</tr>
<tr>
<td>Dracaena</td>
</tr>
<tr>
<td>Epipremnum</td>
</tr>
<tr>
<td>Homalomena</td>
</tr>
<tr>
<td>Hoya</td>
</tr>
<tr>
<td>Philodendron</td>
</tr>
<tr>
<td>Sansevieria</td>
</tr>
<tr>
<td>Scindapsus</td>
</tr>
<tr>
<td>Syngonium</td>
</tr>
<tr>
<td>Dizygotheca</td>
</tr>
<tr>
<td>Ficus benjamina</td>
</tr>
<tr>
<td>Hedera</td>
</tr>
<tr>
<td>Howea</td>
</tr>
<tr>
<td>Spathiphyllum</td>
</tr>
<tr>
<td>Schefflera</td>
</tr>
<tr>
<td>orchidee</td>
</tr>
<tr>
<td>bromelia achtigen</td>
</tr>
<tr>
<td>Augusta</td>
</tr>
<tr>
<td>Phycorapis</td>
</tr>
<tr>
<td>Strelizia</td>
</tr>
<tr>
<td><strong>Table continued</strong></td>
</tr>
</tbody>
</table>

In the table, X indicates that the plant was mentioned, and a space indicates that it was not.
3.4.2 Test surrounding
Most studies mentioned whether the tests have taken place inside or outside. In all studies, the environment of the test is described, including offices, a laboratory, shops, care sector and education buildings. Most attention is paid to the size of the space and the relative air humidity. All other aspects of the test surroundings are mentioned only very briefly and to an insufficient degree. Colour specification is extremely limited, whereas this variable affects the light frequencies required for the photosynthesis of the plant.

3.4.3 Test persons
The test persons vary from children to students (graduates and undergraduates), clients and employees and include men and women in different sectors. Usually reports and papers do not give any information about the psychological and social psychological situation of test persons or personal characteristics (beside age and sex), personal conditions or mood specifications. So, no valid statements can be made about the impact of these issues. Sometimes attention is given to the willingness of people to participate in the experiment.

3.4.4 Test process
Processes are very complex; there are many factors playing a role and also influencing one another. No single study paid attention to psychological effects like the Hawthorne effect. In a number of cases attention was paid to habituation. However, the way which habituation has been defined and being measured is described insufficiently. It is possible that both the habituation of the test persons and the early effects of VOC’S-reduction of plants have affected the test results, but in which way is still not known.

3.4.5 Test methods and variables
Observations, measurements, impact and test duration are only comparable in a limited way. The observations vary from individual perceptions of the test persons to observations by research workers and standard questionnaires with scores and/or scales. Biophysical observation has taken place to a limited extent.

It may be concluded that because of the huge variety in test characteristics the comparability of the 17 analysed documents is limited. Testing phenomena like effects of plants on productivity is related to many variables, so it is a very complex process. As a consequence it is nearly impossible to draw sound and transparent conclusions. Many studies do not pay sufficient attention to important terms. Quite often terms have not been formulated consistently or accurately. At this moment, there is no standard research framework that can be used as a guideline to design research. A positive exception is study nr. 5 of TNO (Klein Hesselink et al, 2006). The appointment of 55 aspects is a relatively complete description. The analysis of Fjeld and Bonneve (2002) scores also high with an appointment of 44 aspects. The more technical considerations of Wood et al (2004) and Van de Wal (1991) have high scores as well. They focus on a pure technical and well-defined input.

3.5 A closer look at the appearance and vitality of a plant
Table 5 shows an overview of relevant aspects with regard to appearance and vitality. Based on this scheme, all remarks about the appearance and vitality of plants have been collected and analysed. It is obvious that researchers do not pay sufficient attention to the appearance of plants or their health condition. Research with significant evidence of the impact of the appearance and health condition of a plant on human behaviour has not been found yet. It has been noted that plants with flowers
Table 5: Characteristics of plants and its application in 17 studies

<table>
<thead>
<tr>
<th>nr</th>
<th>aspect</th>
<th>subaspect</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>chemical activity</td>
<td>bioprocess system</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>admission chem. compounds</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>quantity of transpiration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>plants</td>
<td>plant type</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>differentiation</td>
<td>plant sort</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>plant variety</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>size</td>
<td>plant height</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>planten width</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>proportions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>form</td>
<td>appel/pear form</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>fulness/mass</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>horizontally or straight</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>structure</td>
<td>structure plant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>structure branches</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>structure leaf</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>mesophyll</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>leaf</td>
<td>number/intensity</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>18</td>
<td>size</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>form</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>surface/tactility characteristic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>colour mix</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>colour expression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>23</td>
<td>structure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>24</td>
<td>position</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>25</td>
<td>expression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>26</td>
<td>brillianc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>27</td>
<td>difference colour front/back</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>28</td>
<td>leaf edge</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>29</td>
<td>fragrance plant</td>
<td>nature</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>30</td>
<td>flower</td>
<td>mentioned</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>31</td>
<td>expression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>32</td>
<td>form</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>33</td>
<td>structure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>34</td>
<td>colour</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>35</td>
<td>colour differentiation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>36</td>
<td>position</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>37</td>
<td>fragrance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>38</td>
<td>number/intensity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>39</td>
<td>brillianc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>seeds and number</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>41</td>
<td>fructification</td>
<td>size</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>42</td>
<td>form</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>43</td>
<td>colour differentiation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>44</td>
<td>colour expression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>45</td>
<td>structure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>46</td>
<td>position</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>47</td>
<td>dynamics</td>
<td>dynamics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>48</td>
<td>external factors</td>
<td>pot form</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>49</td>
<td>pot ground/hydroponics</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>50</td>
<td>position</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>51</td>
<td>integration environment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>52</td>
<td>care and carefulness</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>53</td>
<td>solitarily/group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>54</td>
<td>performance</td>
<td>fine or grove structure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>55</td>
<td>metabolites</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>56</td>
<td>health</td>
<td>degree of vitality</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

| total | 2 | 2 | 11 | 4 | 8 | 3 | 5 | 0 | 0 | 4 | 1 | 4 | 2 | 3 | 3 | 6 | 1 | 60 |
give most entertainment (Nakamura and Fujii, 1992). Costa and James (1995) discuss the size of the leaf and/or the length of the little hairs in connection with admission of specks of dust and chemical substances. Only the study of Van Dortmont and Bergs (1997) discusses plant properties based on conversations with garden experts.

The comparative analysis shows that hardly any attention is being paid to the properties of the plant itself, like the shape of the leaves, colours and structures of the vascular bundle. One can imagine that a cactus has another effect on people than a rose plant, and that an unhealthy or nearly dead plant makes people feel less pleasantly than a strong and healthy plant. These considerations are missing in nowadays research.

3.6 Discussion and conclusions

**Hypothesis 1: Plants have a different impact on different types of productivity.**

Although a consistent positive influence of plants on creativity came out from the studies mentioned, the influence of plants on overall productivity varies. In general plants have a positive impact on the physical/physiological and affective response of people. Through centuries people are aware of the impressive nature. Modern research supports the so-called “Biophilia Hypothesis” that refers to the biological basis for human values in nature (Kellert and Wilson, 1993). There is also a growing awareness of the importance of nature to children’s development – intellectually, emotionally, socially, spiritually, and physically (Kellert, 1995; Moore and Cooper Marcus, 2008). Plants support people in their feelings of safety, because all plants have a clear structure. Concerning cognition, the effects of plants are different for various reasons. Many factors are playing a role. Another issue is the infinite diversity of people, their way of being, living, doing, feeling and thinking. All people are completely different concerning Intelligence and Emotional, Spiritual and Physical Quotient. Their personal situations are also different. So one might question of it is really possible to measure the effects of plants on people.

**Hypothesis 2: Research concerning the impact of plants on productivity is not well comparable.**

Due to the lack of essential information and indistinct and incomplete data, the comparability of the analysed studies is limited. Accuracy concerning the various aspects playing a role in research is necessary to establish clear conclusions. Because of the complexity of this type of research and the lack of accurate information about the many aspects playing a role there is doubt about the validity of the posited conclusions from present research.

**Hypothesis 3: Both the appearance, type and vitality of the plant have an impact on the influence of plants on productivity.**

None of the analysed studies discussed the appearance of the plant on a scientific basis. Only study 3 refers to the vitality of the plant, whereas, hypothetically it is assumed that the more healthy the plant, the more positive the impact on people. It is remarkable that researchers were looking for a physical environment that is healthy for human beings, without paying sincere attention to the plant itself. Plants are – like ourselves - living beings and are permanently changing their form, colours and fragrances. It is really important to treat plants with respect. Nowadays, they are cultivated in a world with emphasis on low costs and less time. So, it’s really the question if the cheap pots and cheap potting soils are benefiting the plants it selves. Moreover, the spots where plants in buildings will be placed are often too windy, too dark without day light, or lack the blue and red light of the spectrum. When plants are unhappy, they can’t make people feel happy. When more attention is paid to the plant itself and when the plant stays healthier, this stronger interaction between people and plant will generate positive effects in a more socialising way. An interesting example is a home for older people,
where the older men and women were allowed to take care for their own plants, which they had selected themselves. These elderly people were feeling better and had fewer complaints (Rodin and Langer, 1977). Just by bringing user involvement in the organisation, both plants and users of a building will be happier.

3.7 Recommendations
It is highly recommended to make the approach of future research less unambiguous in order to improve its comparability with other research and to support sound conclusions. For that purpose a more elaborated standard research approach is needed. The tables and schemes that came out of this paper may be helpful here, in particular in recording of the properties of plants in a structured way. It is also important to use unambiguous definitions without overlaps and to pay more attention to the appearance and vitality of plants. This will help to create a more complete picture. However, people have to be humble. Nature is so infinite in her expressions, that it is impossible to gather all variations of nature in a model made by human beings. Finally it is recommended to pay more attention to the health of the plants themselves. It is hypothesised that the happier the plant, the more positive effect the plant has on human beings. It is interesting to study this hypothesis more closely.
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Uncovering the secrets of a productive work environment

Your head high in the mountains and a small talk with your friends provides new thinking energy for the knowledge worker (Jan Walburg in the middle).

The effects of colour are always measured in lab conditions or real work environments when employees are asked to perform some tasks such as making anagrams. But how do people react on colours in their own work environment doing their regular tasks discussing with colleagues? Extremely difficult to measure as reality is unruly.
Chapter Four
Red or blue meeting rooms: does it matter?
The impact of colour on perceived productivity, social cohesion and wellbeing


Colour is an integrated component of the physical environment. It communicates immediately with other environmental cues. To assess productivity with sufficient attention to its complexity, it was decided to conduct a colour test in a real life setting. It is extremely difficult to find test locations in real life situations that meet the scientific requirements of measuring cause-effect relationships. Next, it is complex to test the effects of colour as a real life effect. At the one hand too much colour may cause an artificial effect. At the other hand in case of little colour the effects cannot be tested. Therefore a test situation has been created that optimally corresponds with a real life setting, i.e. testing the impact of colour on meetings in a regular meeting room compared to two similar meetings rooms, one with three walls painted in red and the other one with three walls painted in blue. The choice for red and blue was made because the main effects of colour concern the light/darkness polarity and the warmth-coldness polarity and red and blue are the strongest counterparts of the warmth-coldness polarity. In order to be able to test the qualitative experience of the environment, the warmth-coldness effects are strengthened. In the red coloured room warm illumination of 3500K is applied; in the blue situation cold illumination of 5300K is used. Next, the tables in the red room have a warm wooden top desk whereas in the blue room the top desk is grey coloured.

The purpose of this research is to establish the influences of the colours red and blue on perceived wellbeing, social cohesion and productivity in complex real life work conditions during regular meetings. In total, seven regular government teams held seven regular meetings in red, blue and reference meeting rooms. In literature it is often mentioned that red is a warm and blue a cool colour. To be able to test the warmth and coldness effects the warm and cold qualities are amplified with light colour and colour of the table top desk. The employees were asked to complete questionnaires concerning perceived wellbeing, social cohesion and productivity. In total, 52 subjects completed three questionnaires, at the start, the end and two or three days after the meeting. Data were analysed with SPSS 16. The findings did not show any effects of the red and blue environment on perceived wellbeing, social cohesion and productivity. It is assumed that the processes in real life work situations are too complex to measure influences. The research focuses on individual perceptions and did not measure actual wellbeing, social cohesion and productivity. Practical implications are that statements frequently mentioned in literature concerning influences of red and blue might be not valid in real life meeting settings. New ways of testing the impact of colours should be reconsidered. Because lab situations are too simplified and artificial, it is suggest testing influences of colour in an isolated setting in relation to art. The originality of this research concerns testing colour influences in complex real life work settings, such as meetings.

Keywords: Individual perception, Rooms, Design, Colours, Meeting rooms, Colour influences, Red and blue, Perceived productivity, Wellbeing, Social cohesion, Employees productivity
4.1 Introduction: Impact of colour on people

The physical environment has influence on how people function and experience the world with their senses (Schneider, 1987). People constantly interact with and reflect on their surroundings (Ford and Ford, 1987, in Franzen, 2004). Colour plays an important role in this interaction. Although many research projects have been accomplished in search of the physiological, affective and cognitive effects of colours on people, there is still a lack of knowledge about the exact effects of specific colours on human beings and their behaviour (Toffle et al, 2004; Elliot and Maier, 2007). A number of studies concern effects of healing environments in search of optimal environmental solutions to reduce pain, medication and length of stay (Dijkstra et al, 2008). In work environments, influences of colours on performance, productivity and mood have been investigated as well (Kwallek et al, 1997; Elliot and Maier, 2007; Stone, 2003; Mehta and Zhu, 2009). However, findings and conclusions are contradictory and not clear (Toffle et al, 2004). Different causes may play a role here. Researchers use different methods in different situations and also different colours even if those colours bear the same name. Moreover, different researches did not find any strong evidence about clear influences. Looking at colour is very complex. Goethe already mentioned that our eyes strive to totality (Goethe, 1810), a fact that has been confirmed nowadays neurologically and physiologically (Hubel, 1990). Without knowing in what way and how long a subject observes colour and due to the complex processes in the retina, we are not able to define quantitatively which colour information is sent from the retina to the visual cortex. The results of our visual system also depend on our personal experience and knowledge (Gregory, 1998), that Plotinus already claimed in the third century (Ferwerda, 2005). Furthermore, it is unknown in what way people really observe their environment on a conscious or unconscious level. Many people hardly take notice of their environment (Dijksterhuis, 2007) and do not know on a conscious level which colours surround them. So, it is unknown if and to what extent colour is experienced on a conscious or unconscious level.

Moreover, it is not clear yet which cognitive, affective and emotional processes take place in human brains and how these processes interact. At the same time many areas in the brain are active (Andreasen, 2002). Just for the treatment of visual information simultaneously 30 different areas play their specific role (Ramachandran, 2006). The thalamus filters information and coordinates the stimuli from sensory, emotional, higher cortical, motoric and memory areas (Andreasen, 2002). Each human being is a specific creature with his own associations, memories, constitution and emotion, which complicates a clear comprehension of our brain processes. In addition, people might react differently due to the moderating role of the stimulus screening ability: low screeners are more sensitive and react more intensely than high screeners who can easily screen out the sensation of the environment (Dijkstra et al, 2008). Also mood plays a role: when people are more anxious or dissatisfied they react more strongly to their environment, both physiologically as psychologically (Damasio, 2006). So, it is impossible to establish a clear interaction between colour and the influence on human beings.

Another interesting issue concerns the context dependent effects of colour. For instance “red” plays a different role in different contexts (Elliot and Maier, 2007). Regarding the construct of avoidance motivation (when people are aware of red they are more afraid to make mistakes) red can play a different role than in other cognitive tests (Mehta and Zhu, 2009). The way we use and experience the environment is mainly defined by our perceptions (Plotinus, ±260, in Ferwerda, 2005; Kepler ±1620, in Lombardi, 2007). In colour research some tension fields can be observed. First we cannot separate colour from its form, texture and other surroundings. Secondly, testing colours in lab situations is risky because of the complexity of real life settings. Thirdly, the observation process of human beings is complicated by complex human variables such as constitution, attention, sensitivity and brain functions, which can differ per subject.
4.1.1 Testing effects of red and blue in a real life setting

In order to improve our understanding of the influence of colour we tested the impact of red and blue on perceived productivity of meetings in a real life situation. Working people spend a relatively large amount of time in meetings. In The Netherlands on average meetings take 25% of the working time (Vink, 2009). Therefore, it is important to know if and how colour affects people during meeting sessions. Because real life meetings are complex processes, with many interacting and intermediating social, emotional and rational variables, organisational influences, and different intrinsic motivations, testing in real working situations is preferable. Many colour tests have been conducted in labs, using students in artificial environments (for instance Guilford and Smith, 1959, Dijkstra et al, 2008; Mehta and Zhu, 2009; Moller and Maier, 2009; Rutlich et al, 2010; Roberts et al, 2010). But lab situations are simplified imitations of a complex world. Colour is an integrated part of the environment and influences of colour can only be observed in its context (Elliot and Maier, 2007). In lab situations applied test devices have their constraints and environmental aspects are artificially isolated, so testing colour effects in lab situations bears the risk of losing insight in the mutual and complex coherences between entities. Moreover, using students as test subjects does not correspond to the complexity of real work situations (Vonk, 2003). For this reason we conducted a colour test in a governmental organisation during regular meetings of regular teams. The main research question is: what are the effects of the colours red and blue in a real life meeting situation on perceived productivity, in connection to the intermediary constructs “social cohesion” and “wellbeing”?

4.1.2 Why red and blue?

In the literature the warm and cold effects of red and blue are mentioned quite frequently. Warm colours are believed to evoke more arousal than cool colours (Jacobs and Suess, 1975, Stone and English, 1998, Kaya and Epps, 2004, Yildirim et al, 2011). Warm colours are supposed to stimulate the senses, with cool colours showing the opposite effect (Mahneke, 1996). These different effects are often related to the differences in wavelength. Long wavelengths like red are connected to arousal, short ones like blue are supposed to calm down (Kaya and Epps, 2004; Adams and Osgood, 1973; Jacobs and Suess, 1975). On the contrary, brain research shows that in comparison with red light, blue light leads to more arousal, which is expressed by the results of AAC (alpha attenuation coefficient) and the mean power of the alpha band (Yoto et al, 2007). Also, wavelengths showed to influence humans’ emotional state (Crowley, 1993; Kaya and Epps, 2004).

However, other researchers did not find evidence for a relation between colour effects and wavelengths (Fehrman and Fehrman, 2004; Mikkelides, 1990), nor evidence for the relationship between colours and mood (Ainsworth et al, 1993). Research findings regarding the effects of the colours red and blue on performance do not match as well (Elliot et al, 2007). Many researchers did not find any relation between colour and performance (Ainsworth et al, 1993; Etnier and Hardy, 1997), whereas other researchers pointed out that red enhances cognitive performance (Kwallek and Lewis, 1990) or, the opposite, reduces cognitive performance (Sedlert et al, 1997). Blue was found to stimulate systematic thinking (Sedlert et al, 1997) and being preferable in creativity tasks (Mehta and Zhu, 2009). Also blue light showed to improve cognitive performance (Lehrl et al, 2007). Red was found to stimulate avoidance motivation (Elliot and Maier, 2007; Elliot et al, 2007) and to improve cognitive performance concerning detail oriented tasks (Mehta and Zhu, 2009). On the contrary, red impairs performance on complex tasks (Elliot et al, 2007) and tasks that require exactness (Goldstein, 1942). Even the word “red” showed to undermine intellectual performance (Lichtenfeld et al, 2009). In addition to effects on intellectual performance, other effects have been investigated as well. In some sports, wearing red instead of blue clothes was found to enhance the chance of winning (Hill and Barton, 2005). Whereas red is related to avoidance motivation, blue is related
to approach motivation. But this issue seems to be context dependent as well, because in shops no relation was found between colour and approach orientation (Bellizi et al, 1983).

Cognitive, emotional and physiological processes are closely interacting. Blue light was found to reduce physiological arousal, blood pressure, galvanic skin response, respiration rate and eye blink frequency (Gerard, 1957), whereas warm colours showed to increase physiological and psychological arousal (Jacobs and Suezz, 1975). Seeing red leads to more right cortical activity in EEG’s (Elliot and Maier, 2007). Blue was found to have an endocrine based strengthening effect on muscles (Ott, 1979). Other researchers did not find any different effects of red and blue illumination on physiological processes (Caldwell and Jones, 1985). Besides luminance perception varies from person to person (Conway, 2007). There might be various explanations why the results are rather conflicting. The effects of colour are highly context dependent (Elliot et al, 2007). Physiological influences are not universal (Van Cranenburgh, 1998). Screening ability may influence the reactions of people on colours as well. Office workers with a low screening ability performed worse in red in comparison to people with a high screening ability (Kwallek et al, 1997). Attention (Dijksterhuis, 2007) and motivation (Mehta and Zhu, 2009) also play a role. People differ in their sensitivity to the environment, which may depend on their constitution (Van Cranenburgh, 1998). For instance, when people easily loose balance, they probably will pay more attention to elements which support stability. Because it is difficult to measure differences in sensitivity and attention, it is also difficult to draw clear conclusions regarding the influences of colour.

Because of the conflicting findings of a considerable amount of research concerning the effects of red and blue on performance, a real life test situation is arranged with the possibility to observe the testing process in detail. The main research question is: what are the effects of the colours red and blue in a real meeting situation on perceived productivity, directly and in connection to wellbeing and social cohesion?

4.2 Conceptual model

In order to attain viability and continuity of organisations it is important to maximise productivity (Van der Voordt, 2003; Vink, 2009). An important function of meetings is to strengthen involvement and co-operation. Therefore, in addition to productivity, social cohesion is a second issue to be investigated. Thirdly, it is important employees feel comfortable, so perceived wellbeing is the third issue. Building on analyses of meeting processes in which productivity, social cohesion and wellbeing are discerned as important issues (Briggs et al, 2006; den Hengst et al, 2006; Post et al, 2008; Duivenvoorde et al, 2008), a conceptual model has been developed to be used as a starting point for data-collection and data-analysis (Figure 1). The model visualises the assumption that colour, i.e. red and blue has an influence on people’s productivity, directly and in interaction with social cohesion and wellbeing.

Fig.1: Conceptual model:
4.3 Research design

4.3.1 Test environment

The test is accomplished in a governmental building in Rijswijk in The Netherlands. Three identical meeting rooms were used with a size of 3.300 x 6250 mm; height = 2,400 mm. Both long sides of the room have a window to the inner corridors (double corridor access), made of glass, 3300mm (width) x 1900mm (height). To measure the influence of red and blue and the related colour effects “warmth” and “coldness” two meeting rooms on the fifth floor were adapted (Figure 2). In each room, three walls were painted in a red or a blue colour, respectively. To strengthen the warmth and coldness effects of red and blue, also the colour temperature of the lighting and the top desks of the tables is modified. As such, the primary focus is on the warm and cold effects and not specifically on only the colours red and blue. On the third floor a neutral room, which was identical to the meeting room the respondents usually use, was used as a reference room. In the red meeting room warm illumination of 3,500 K was applied and a wooden top desk (beech print, Ahrend, code 61). In the blue meeting room was cold illumination of 5,300 K and a white/grey top desk (Ahrend, code 52). Colours of the reference room were greenish, codes S 1010-B70G (light greenish) and S 2020-B30G (dark greenish) (Figure 2). To prevent the room appearing too reddish or too bluish – which might cause an unnatural and disharmonious situation – a combination was made of the main colour and a grey supporting colour in each room. Also, by choosing a specific grey tone, it was attempted to enhance the effect of red and blue, respectively. In the red room the red code S 3560-Y80R was used on the long sides and one short side. The other short side (with a whiteboard), was coloured grey (code S 6502-R). In the blue meeting room, the blue code S 3560-R90B was used on the two long sides and one short side. The other short side had the grey code S 6502-B. The reference room had exactly the same features as the blue and the red room, apart from the table form. In the reference room the table was placed against the short side of the meeting room. This position was highly disapproved by the employees and also not standard in government meeting locations. To prevent that this fact would influence the coloured rooms in a too negative way, here a standard table form (with an extra bow) and standard location with free space around was applied.

Figure 2: The blue, red and reference meeting rooms

1: blue room                          2: red room           3: reference room

Floor finish was dark grey carpet. Seat covers of the chairs were all black. The white ceiling was a modular system. Lighting consisted of three neon tubes (58 W) situated in the centre in one line above the table, incorporated in the ceiling. There was neither daylight, nor plants, nor art. The indoor climate was standard, with an estimated office temperature of 21-23 degrees Celsius and a standard relative air humidity. During seven regular meeting sessions of seven different teams (totally 49 sessions) the employees used the blue meeting room, the red one and the standard reference meeting room (Table
Team characteristics were: a permanent chairman and a meeting frequency that varied from one to three weeks. Each team had its own starting time and meeting time, which were both the same throughout the colour testing period. The time between two meetings was minimal a week. No order effects were expected, and the seven team sessions are tested in the same order: red, blue, reference, red, blue, reference and red room. The first session in the red room only served as a habituation process. The results of this first test meeting are not used in the statistical analyses and not included in the tables. Before starting the test, all subjects were informed about the test set up, the process, targets and period. During all 49 tests the researcher was present to observe the meeting process and to report anything out of ordinary. This made it possible to check the responses to the questionnaires against the data from observations. All subjects received a small gift after each meeting for their extra effort completing the questionnaires.

### 4.3.2 Participants and team sessions

The test subjects were all government employees, aged between 26 and 56 years. Education level varied between middle level vocational education and university. During the sessions totally 250 times opinions about all items were collected (Table I).

<table>
<thead>
<tr>
<th>Team</th>
<th>Meeting 2 Blue</th>
<th>Meeting 3 Reference</th>
<th>Meeting 4 Red</th>
<th>Meeting 5 Blue</th>
<th>Meeting 6 Reference</th>
<th>Meeting 7 Red</th>
<th>Total excl. meeting 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>10</td>
<td>8</td>
<td>8</td>
<td>49</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>32</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>8</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>7</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>6</td>
<td>8</td>
<td>8</td>
<td>5</td>
<td>7</td>
<td>43</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>23</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>7</td>
<td>7</td>
<td>9</td>
<td>4</td>
<td>7</td>
<td>45</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>47</td>
<td>39</td>
<td>40</td>
<td>47</td>
<td>34</td>
<td>43</td>
<td>250</td>
</tr>
</tbody>
</table>

### 4.3.3 Research methods

To collect employees’ opinions four questionnaires (Q1-Q4) were used (see for questionnaires Q1-4 appendix). Questions have been adopted from earlier research concerning the different variables playing a role in meetings – with productivity as the main topic - plus an additional questionnaire (Q5) to assess individual colour preferences regarding favourite colour and colour preferences for clothing, different types of rooms and different moods. The results of Q5 will be published in a separate paper. All questionnaires were first tested in a pilot and then adapted. The first questionnaire (Q1) was completed at the beginning of each meeting, the second one at the end (Q2), both inside the meeting room. The same questionnaire was again completed two or three days after the meeting session by e-mail (Q3). Based on research concerning meeting productivity (Briggs et al, 2006; den Hengst et al, 2006; Post et al, 2008; Duvenvoorde et al, 2008) for all three questionnaires the seven-points Likert scale is used. When all meetings were finished, a fourth questionnaire (Q4) was sent out by e-mail to probe personal opinions related to the colour testing process and to ask which aspect of the environment respondents find most important for a meeting room. Also during the process Q5 was sent out to collect individual colour preferences (Figure 3). Data were analysed with the statistical programme SPSS16. Furthermore we examined whether subjects filled out the questionnaires in a consistent way.
Figure 3: questionnaires Q1 to Q5, filled out in time intervals

4.4 Results

4.4.1 Impact of red and blue

Analyses of variance did not show any significant effect of the red and blue environment on perceived productivity ($\alpha = 0.05; \ p = 0.673; \ F = 0.396$), nor on the different items of productivity ($\alpha = 0.05; \ p = 0.207$ to $0.588; \ F = 0.533$ to $1.587$), nor on the different items of social cohesion ($\alpha = 0.05; \ p = 0.358$ to $0.658; \ F = 0.419$ to $1.032$), nor on wellbeing ($\alpha = 0.05; \ p = 0.656; \ F = 0.262$). Also, no significant relation was found between the colour of the room and the judgements of the subjects regarding the meeting room (question: I experienced the meeting room as pleasant (Q2 and Q3) ($\alpha = 0.05; \ p = 0.770; \ F = 0.262$).

A consistent behaviour was observed regarding the answers in the questionnaires. Score 5 was mostly used. There were rather small differences between the results of the questionnaires which were completed immediately after the meeting and two to three days after the meeting. In all cases the scores in the last questionnaire (Q3) were lower. Judgements regarding meeting results and meeting productivity showed the largest reduction, namely 0.6 (Table 2); the employees showed to be most critical about meeting result and productivity. Regarding all productivity aspects the means were highest in the reference room and lowest in the red room. But the differences are all not significant.

<table>
<thead>
<tr>
<th>Productivity aspect</th>
<th>Questionnaire</th>
<th>Red Room</th>
<th>Blue Room</th>
<th>Reference Room</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Means</td>
<td>S.D.</td>
<td>Means</td>
</tr>
<tr>
<td>well being</td>
<td>Q2</td>
<td>4.6</td>
<td>1.4</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>4.2</td>
<td>1.8</td>
<td>4.4</td>
</tr>
<tr>
<td>personal efficiency</td>
<td>Q2</td>
<td>4.5</td>
<td>1.3</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>4.3</td>
<td>1.7</td>
<td>4.5</td>
</tr>
<tr>
<td>personal effectiveness</td>
<td>Q2</td>
<td>4.6</td>
<td>1.3</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>4.3</td>
<td>1.7</td>
<td>4.5</td>
</tr>
<tr>
<td>giving opinions</td>
<td>Q2</td>
<td>5.0</td>
<td>1.3</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>4.5</td>
<td>1.8</td>
<td>4.6</td>
</tr>
<tr>
<td>listening to you</td>
<td>Q2</td>
<td>4.8</td>
<td>1.3</td>
<td>4.9</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>4.5</td>
<td>1.8</td>
<td>4.6</td>
</tr>
<tr>
<td>feeling respect</td>
<td>Q2</td>
<td>5.0</td>
<td>1.3</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>4.6</td>
<td>1.8</td>
<td>4.7</td>
</tr>
<tr>
<td>cooperation</td>
<td>Q2</td>
<td>4.7</td>
<td>1.4</td>
<td>4.9</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>4.4</td>
<td>1.9</td>
<td>4.5</td>
</tr>
<tr>
<td>meeting</td>
<td>Q2</td>
<td>4.7</td>
<td>1.4</td>
<td>4.9</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>4.2</td>
<td>1.8</td>
<td>4.4</td>
</tr>
<tr>
<td>meeting process</td>
<td>Q2</td>
<td>4.6</td>
<td>1.4</td>
<td>4.9</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>4.2</td>
<td>1.8</td>
<td>4.3</td>
</tr>
<tr>
<td>meeting result</td>
<td>Q2</td>
<td>4.6</td>
<td>1.4</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>4.1</td>
<td>1.8</td>
<td>4.2</td>
</tr>
<tr>
<td>meeting productivity</td>
<td>Q2</td>
<td>4.6</td>
<td>1.5</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>4.0</td>
<td>1.8</td>
<td>4.1</td>
</tr>
</tbody>
</table>
However, in the data base (Q2 and Q3) a strong cohesion was found between employees appraisals of the meeting room (question: The colour of the walls had a positive effect (Q2 and Q3)) and the appraisals of the wall colour during the test process (question: I experienced the meeting room as pleasant (Q2 and Q3) (Cronbach’s Alpha= 0.789 (Q2) and 0.886 (Q3)). By contrast there was no cohesion between the judgement of the meeting room and the appraisal of temperature and air quality (question: I think the temperature was fine and I think the air quality was fine (Q2 and Q3).) Cronbach’s Alpha= 0.385 and 0.402 respectively (Q2) and 0.588 and 0.564 respectively (Q3).

This is remarkable, because when the respondents were asked to mark the relative importance of twelve different interior aspects (in Q4, after all test sessions), the highest scores were assigned to air quality and temperature, while wall colour ranked rather low. Apparently, during the test process subjects combine their judgements regarding the meeting room with the knowledge about the test goals, which they were aware of. Moreover, because the colour wall was anomalous from the situation subjects were accustomed to, they would be more critical of the coloured walls.

### 4.4.2 Perceived impact of colour and preferred colour

It is interesting that in response to questionnaire Q4, most respondents mention that colour doesn’t matter with regard to a number of issues (see Table III). It is striking that the percentage is highest (65%) regarding productivity (question: in this meeting room, what we achieved was worth time and effort (Q4)) and lowest (31 and 33%) regarding judgement meeting room (question: I think the meeting room was pleasant (Q4)) and wellbeing (question: I felt good in the meeting room (Q4)). It makes sense that the percentage is rather low (31%) in relation to the judgement of the room, because we asked about the physical aspects. When we asked the subjects, who were convinced that colour indeed had influence, about their room preference, most of them prefer the blue and the reference room. The red room was least popular.

<table>
<thead>
<tr>
<th>Themes</th>
<th>colour doesn’t matter</th>
<th>Most marked room preference by those saying colour has influence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meeting room</td>
<td>31 %</td>
<td>Red, blue or reference room</td>
</tr>
<tr>
<td>Wellbeing</td>
<td>33 %</td>
<td>Blue and reference room</td>
</tr>
<tr>
<td>Personal effectiveness</td>
<td>58 %</td>
<td>Blue room</td>
</tr>
<tr>
<td>Personal efficiency</td>
<td>54 %</td>
<td>Blue room</td>
</tr>
<tr>
<td>Cooperation</td>
<td>58 %</td>
<td>Reference room</td>
</tr>
<tr>
<td>Meeting</td>
<td>44 %</td>
<td>Reference room</td>
</tr>
<tr>
<td>Meeting process</td>
<td>52 %</td>
<td>Blue room</td>
</tr>
<tr>
<td>Meeting result</td>
<td>58 %</td>
<td>Blue room</td>
</tr>
<tr>
<td>Meeting productivity</td>
<td>65 %</td>
<td>Reference room</td>
</tr>
</tbody>
</table>

### 4.4.3 Favourite colour and preferred colour for a meeting room

We have asked the subjects about their favourite colour and their colour preferences for meeting rooms in general. Concerning the favourite colour, quite a high percentage prefers “blue” or respond with “doesn’t matter (DM). The most preferred colour for a meeting room is “white” (Table 4).
Table 4: Favourite colours and colour preferences regarding meeting rooms in general in percentages

<table>
<thead>
<tr>
<th>colour</th>
<th>favourite colour</th>
<th>general colour meeting room preference</th>
</tr>
</thead>
<tbody>
<tr>
<td>blue</td>
<td>39%</td>
<td>8%</td>
</tr>
<tr>
<td>red</td>
<td>15%</td>
<td>14%</td>
</tr>
<tr>
<td>white</td>
<td>0%</td>
<td>36%</td>
</tr>
<tr>
<td>various colours</td>
<td>23%</td>
<td>17%</td>
</tr>
<tr>
<td>doesn’t matter</td>
<td>21%</td>
<td>23%</td>
</tr>
<tr>
<td>missing</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>total</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

After all meeting sessions the subjects were asked about their preferred test room (Table 5). It is striking that most subjects (55%) do not have any preference for a specific meeting room.

Table 5: Preferred test room; in percentages

<table>
<thead>
<tr>
<th>preferred test room</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>blue room</td>
<td>17%</td>
</tr>
<tr>
<td>red room</td>
<td>12%</td>
</tr>
<tr>
<td>reference room</td>
<td>16%</td>
</tr>
<tr>
<td>doesn’t matter</td>
<td>55%</td>
</tr>
<tr>
<td>total</td>
<td>100%</td>
</tr>
</tbody>
</table>

Next, subjects were asked about their preference in two different situations: a work situation with the subject having a strong position (case 1), and a situation (case 2) where the subject had a weak position. The preferences in different situations (strong versus weak position) had no relation with someone’s favourite colour or preferred colour in the meeting room.

4.5 Discussion

The effects of the colours red and blue and specific their warmth and coldness effects, are tested in a real life work setting. No effects were found on perceived productivity, perceived social cohesion and perceived wellbeing. Some questions can be asked if certain phenomenon’s have played a role to diminish the effects of colours. What can be said about the data: are the entities like “feeling respect” or “personal effectiveness” properly used in the constructs “social cohesion” respectively “productivity” and are the questionnaires completed in a serious way? And if no effects on perceived productivity, social cohesion and wellbeing can be seen, have the subjects told the truth? And has the phenomenon colour itself something to do with the difficulties to create a transparent research process? After working out these questions, an advice can be given which type of colour research can learn us more about colour effects.

4.5.1 Validation of the conceptual model

In the conceptual model, productivity is composed of six items: personal efficiency, personal effectiveness, meeting process, meeting result, the meeting and finally “meeting productivity”. Regarding the statement: “What we have achieved it was worth the time and effort” the subjects are asked directly to value the meeting productivity. In this paper we consequently make a distinction between meeting productivity (concerning the statement mentioned above) and productivity (a more general estimation). The cohesion within the productivity construct has been checked with Cronbach’s alpha (0.915). All six items contributed to the total concept productivity.
In the conceptual model, social cohesion is composed of four items: “sufficient opportunities to give opinions”, “being convinced colleagues have listened to you”, “co-operation” and “feeling respect”. The Cronbach’s alpha is 0.945, which indicates a high correlation. Besides important elements as the opinions concerning meeting, cooperation, feeling respect and wellbeing, also are strongly correlated with a Cronbach’s alpha of 0.861. Combining the items of productivity with wellbeing, Cronbach’s alpha = 0.918. The relation between personal entities (personal efficiency and effectiveness) and wellbeing showed to be stronger (Cronbach’s alpha = 0.885) than the relation between wellbeing and meeting productivity (Cronbach’s alpha = 0.666). The influence of productivity on wellbeing is mostly caused by satisfaction about the individual effort (personal efficiency and personal effectiveness). Regarding the relation between social cohesion and wellbeing, we found a significant cohesion with a Cronbach’s alpha of 0.924. We may conclude that the conceptual model we used seems promising.

4.5.2 Attention, perception and process of completing the questionnaires
The test results pointed out that red or blue coloured walls in meeting rooms have no influence on perceived wellbeing, social cohesion or productivity. On a conscious level subjects did not experience different influences, assuming that they actually focused on their real feelings and experiences and not on learned cultural associations or organisational and social features. The process of completing questionnaires existing out of reading the questionnaire, thinking about the answers and completing the questionnaires, is not transparent, because it is based on an individual way of thinking, while emotions and cognitions are mixed together. The differences between emotions and cognitions are hard to make (Damasio, 2006). Moreover, attention is a crucial factor in the process of experiencing the environment. People do not experience their environment on a conscious manner (Dijksterhuis, 2007). Next, the subjects paid their attention to a complex meeting process with social, cognitive and psychological aspects that influence each other in a dynamic way (Den Hengst et al, 2006). So attention is focused on this process and not on the physical environment. During the test, the participants are observed while completing the questionnaires directly before and after the meeting. One third of the subjects looked around before completing the questionnaires, which means that these subjects needed visual information to define their opinions at that moment, information they apparently did not have in their minds before. Because of the questions in the questionnaire they started to look on a conscious level at the wall colour and the question can be asked if they just used their personally and culturally learned associations.

The questionnaires forced the participants to give their opinions. These opinions are based on personal perceptions which may differ from facts and actual measurements. Researches about the effects on productivity by plants for instance, have pointed out that when subjects think their productivity has increased, in reality this does not have to be true (Larsen et al, 1998). Moreover, subjects may give socially desirable answers corresponding to what they think people are expected from them (Vonk, 2003). So one may wonder if the responses actually indicate colour effects or should be seen as expressions of diffuse combinations of personal perceptions, social norms and values, cultural features and organisational characteristics. Besides, the fact that many people are convinced that colour has no to little effect, can be seen as a risk to estimate the value of colour as too low. No effects of colour on conscious level could be observed. This does not imply that colour did not have effect on unconscious level.

4.6 Concluding remarks
Based on the results, the next conclusions can be made:

- on conscious level no effects of colours could be found on perceived productivity, perceived social cohesion and perceived wellbeing;
- people were influenced by their awareness concerning the test process;
• a relative high number of the subjects had the opinion that colour does not matter; and
• no relations were found between personal colour preferences, preferences for colours of meeting rooms in general and preferences for a specific meeting test room.

When we really want to analyse the effects of colour, we have to distinguish the objective colour quality (Steiner, 1984) and the subjective colour feeling (Oegema Van der Wal, 1956). Colour judgement is not only effected by objective colour qualities; personal aspects like experience, memory and constitution play a big part. These aspects define our colour cognitions and associations. The objective colour quality has nothing to do with our culturally and personally constructed associations. It is much more interesting to relate the objective colour quality to our affect (Zajonc, 1980).

We have tried to test the influences of a red and blue meeting environment on perceived wellbeing, social cohesion and productivity during regular meetings in a real life work environment. In the data that have been collected according to the validated conceptual model, no evidence has been found that colour affects perceived wellbeing, social cohesion or productivity. This does not mean that colour has no effect. The only thing we can conclude is that reality and real working processes are too complex to be able to measure colour influences on a conscious level in a clear way. The mutual influences of different interior components, group processes and last but not least human factors such as attention, observation, brain processing and consciousness, make it almost impossible to analyse the colour influences. Testing colours in a lab situation might give more clear results. However, the question is whether these results can be transferred to a real work situation. Colour “communicates” with its surroundings and people never experience the colour separately. So we may wonder whether it is possible at all to test the influences of colour. Only in particular circumstances it is possible to test colour in a solitary position without any influences of other aspects, material, textures, or form. As a solution to test the effects of colours in a way worthy to the topic, art will be introduced.

4.6.1 The colours of Turrell

A very interesting work of art from the colour- and light artist Turrell (Bridget’s Bardo, Ganzfeld Piece) could give us the unique possibility to test the influences of colour on its own. Turrell designed a spatial construction with a “viewing space” and a “sensing space” where colour is disconnected from material and form (Figure 4). So we can experience colour here on its own without any influence of other aspects.

Figure 4: Isometry of Bridget’s Bardo (drawing: Jan de Boon)
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It would be challenging to test the psychological and physiological effects of colours in such an environment without the influences of other aspects of the environment. At the same time, testing colours this way would mean to testing a situation completely different from common reality. So what is actually needed is to design future colour research with integration of knowledge and parameters from cognitive and behaviouristic psychology, neurology, physiology, physics, biology and art. This colour test did not show any effects of the colours red and blue on perceived productivity, coherence and wellbeing. A relative high number of the participants responded that colour did not matter: 65% stated that colour was not of any importance concerning productivity. Most respondents mentioned not to have any colour preference regarding a meeting room. It is difficult to find data concerning colour preferences for the physical environment. To understand how people think about colour in the physical environment and to know their preferences it might be helpful to choose appropriate colours. For this reason data have been collected about colour preferences in connection to different topics and different environments. This is the subject of the next chapter.

4.7 References


Dijkstra, K. (2009), Understanding healing environments, University of Twente Publications, Twente.
Ferwerda, R.(2005), Enneaden, Porphyrius, Het leven van Plotinus, Budel: Damon B.V., 920.


Oegema van der Wal, Th. (1956), Practische kleurenpsychologie, Amsterdam: Wereldbibliotheek, 47.


Van der Voordt, D.J.M. (2003), Costs and benefits of innovative workplace design, Delft: Center for People and Buildings.


Attachment questionnaires

Meeting test: questionnaire before the meeting (= Q1)

Room
- I think the meeting room is pleasant
- The colour of the walls has a positive effect
- I think the light colour is pleasant
- I think the intensity of the light is pleasant
- The effect of the colour of the table top is pleasant
- I think the temperature is fine
- I think the air quality is fine
- I don’t mind there is no daylight

Person
- I feel good

Meeting test: questionnaire directly after the meeting and exactly the same 2 to 3 days after the meeting (= Q2 and Q3)

Room
- I have experienced the meeting room as pleasant
- The colour of the walls had a positive effect
- I have experienced the light colour as pleasant
- The intensity of the light felt pleasantly
- The effect of the colour of the table top was pleasant
- I think the temperature was fine
- I think the air quality was fine
- I didn’t mind there was no daylight

Person
- I felt good
- My contribution at the process was good
- My contribution at the results was good

Group
- There were enough opportunities to give my opinions
- They listened to me well
- I felt respected by the others
- Our cooperation was good

Meeting
- I think the meeting was pleasant
- The way the session went was good
- I think the result of the meeting is good
- What we achieved was worth time and effort

Meeting test: questionnaire after all meetings (= Q4)

R = Red room;  B = Blue room;  Ref = Reference room

Please, put per rule in one of the columns (1 till 7) once a R (red), once a B (blue) and once a Ref (Reference).
One box contains maximal one choice. When you don’t have any preference, please put a cross in the column ‘doesn’t matter’.

Room
- I think the meeting room was pleasant

Person
- I felt good in the meeting room

Group
- In this meeting room our cooperation was good.

Meeting
- In this meeting room I think, the meeting was pleasant
- In this meeting room the way the session went was good
- In this meeting room I think we achieved the best results
- In this meeting room, what we achieved was worth time and effort

What is your opinion about the importance of the different components of the room?
In the table below 12 components of the room are mentioned which all contribute to the quality of the meeting room.
Please will you give each component a number 1 till 7, while 1= not important and 7= very important?

<table>
<thead>
<tr>
<th>component</th>
<th>temperature</th>
<th>air quality</th>
<th>wall colour</th>
<th>table top colour</th>
<th>form table</th>
<th>comfortable chairs</th>
<th>acoustics</th>
<th>day light</th>
<th>intensity lighting</th>
<th>colour lighting</th>
<th>art</th>
<th>plants</th>
</tr>
</thead>
</table>
Musing on the roof watching the clouds can bring the knowledge worker enlightening ideas (Paulien Cornelisse).

The colour preference for clothing for females is black. However, Paulien wears a red dress. Red is the preferred colour to get in a mood of energy. Which colours do people prefer as favourite colour, as preference for clothing, the physical environment or moods? And has a technical person different preferences than an emotional individual? These are interesting questions because colour preferences can have influence on how people perceive colour.
Chapter Five
Colours preferences for different topics in connection to personal characteristics


A substantial body of literature is available on colour preferences. However only a limited number of studies pays attention to colour preferences regarding the physical environment. The next step in this research concerns an extensive analysis of colour preferences of 1077 Dutch people regarding different topics and environments. Also the relations with personal characteristics such as age, gender, education, and personality are studied. This broad approach might help to understand colour preferences for the physical environment from a broader perspective and can shed more light on the experience of colour.

Studies on colour preferences are dependent on the topic and the relationships with personal characteristics, particularly personality, but these are seldom studied in one population. Therefore a questionnaire was collected from 1095 Dutch people asking for colour preferences about different topics and relating them to personal characteristics. Colour preferences regarding different topics show different patterns and significant differences were found between gender, age, education and personality such as being technical, being emotional or being a team player. Also different colours were mentioned when asked for colours that stimulate to be quiet, energetic and able to focus or creative. Probably, due to unconsciousness of contexts, many people had no colour preference, a result that in the literature seldom is mentioned.

Blue was the overall favourite colour, however most males chose for blue (25%) while most females had no colour preference (18%). Black was the overall favourite colour for clothing, mainly chosen by females (40%), while males primarily chose blue (27%). For building interiors subjects preferred white. For moods, subjects preferred white for being quiet or being able to focus, red for being energetic and had no colour preference for being creative.

It is concluded that colour preferences are dependent upon the topic, and personal characteristics. The findings are important for architects, interior designers, fashion designers and product designers to have a basic idea of preferred colours for different objects by different types of people.

Keywords colour preference; personal characteristics, personality, mood

5.1 Introduction

5.1.1 Many different viewpoints on colour preference

Since the end of the 19th century studies on colour preferences show many differences in human preferences (Cohn, 1894, Katz and Breed, 1922; Holden and Bosse, 1900). One of the earliest studies found no general order of preferences for colours. Cohn stated that individual taste largely determines someone’s colour preferences. In 1933, a common range of colour preferences was observed, showing
first order of colour as blue, second or third as red or green and the fourth as yellow (Katz and Breed, 1922; Eysenck 1941; Mather et al, 1971; Valdez and Mehrabian, 1994; Dittmar, 2001) suggesting a biological cause of likes and dislikes of colours (Eysenck, 1941). These likes and dislikes can be interfered by human characteristics. While many studies established relationships between preferred colours and personal characteristics, including extensive studies of Eysenck who collected data of different researches concerning totally 21,060 subjects in 1941, a clear view on the relationships between colour preferences and personal characteristics is still lacking. In addition, authors discuss on the relationship between colour preferences and the characteristics of colour such as hue, value and chroma. According to Arnhem (1974) the relationship between colour preferences and the characteristics of colours is still unclear.

5.1.2 Determination of colour preferences for different topics

The determination of colour preferences varies in many studies. In most studies, colour preferences are studied by asking for an overall favourite colour. Other studies ask for particular colour preferences for clothing, the exterior and interior of buildings, food or cars. Schloss et al (2012) showed differences in colour preferences dependent on type of clothing. Gage (1995) states that black is the preferred colour for clothing. In the Renaissance, black was the colour of privilege and wealth. Nowadays, black clothing is worn by all levels of society and is often the preferred colour for clothing and is an appropriate colour for all occasions (Gage, 1995). People are viewed as more attractive when dressed in black or red (Roberts et al, 2010). In addition, Choo and Kim (2003) indicate red and greyish tones as an elegant image. However, Vrij and Akehurts (1997) state that black clothing is seen as the stereo-type colour for criminals. In studies concerning colour preferences for workspace environments, the focus is often on a specific colour. The primary colour preference for the workplace is white (Kwallek et al, 1996) or the low chroma colours of light blue, light aqua green and off white (Brill et al, 1985; Bakker et al, 2013). In addition, Schloss et al (2012) showed for walls a dependency with the lightness of colours. In studies concerning food colour, Hutchings and Food (1999) stated that colour preferences are determined by evolution. Pangborn (1987) found that the relationship between colour and taste is strong and demonstrated that artificially coloured food products, such as white wine coloured with a red pigment tastes sweeter than the same white wine without the red pigment.

Colour preferences for non-food products are often based on the way people want to present themselves (Trinkaus, 1991) or as a marketing cue (Crozier, 2002). In these cases colour is linked to the product. For instance, according to Eysenck (1941), Katz (1922), Valdez & Mehrabian (1994), and Dittmar (2001), blue is generally the preferred overall colour. However, when purchasing a car, people do not prefer the colour blue at all (Crozier, 2002). Additionally, context plays a prominent role in colour preference (Schloss et al, 2012; Clarke and Costall, 2008; Cubukcu and Kahraman, 2008). Advertisements are driven by looking for eye catchers asking for instance specific qualities of the colour (Lee and Barnes, 1990). Yellow is often applied because it implies a radiating quality (Schindler, 1986), although the colour yellow is scarcely mentioned as favourite colour (Eysenck, 1941; Dittmar, 2001; Crozier, 2002).

5.1.3 Factors influencing colour preference

Researchers found differences in colour preferences related to gender (Jastrow, 1897; Eysenck 1941; Saito, 1996; Kwallek et al, 1996; Dittmar, 2001; Schloss et al, 2012,). For instance, Funk and Ndubisi (2006) mentioned that males prefer colours related to what the colour signifies, whereas females’ colour preferences are related to the colours’ attractiveness. However, Katz and Breed (1922) stressed that gender has no effect on colour preference. Additionally, Ou et al (2004) found no differences between males and females in colour emotions. Other researchers also found differences in colour preferences related to age (Katz and Breed, 1922; Child et al, 1968, Lind, 1993; Saito, 1996; Dittmar, 2001). Lind
(1993) reported biological and social factors as underlying factors for colour preferences and seasonal influences related to the three colour variables hue, value and chroma. Other factors are mentioned in the literature as well such as level of education (Garth, 1924; Garth and Collado, 1928), intellectual development (Katz and Breed, 1922), culture (Saito, 1996; Crozier, 2002; Park and Guerin, 2002), marital status and background (Whitfield, 1984), region (Saito, 1996), lifestyles (Saito, 1996) and personality such as introvert versus extrovert (Radeloff, 1991).

5.1.4 Applied methods
The types of methods applied in studies could influence the resulting colour preferences. The way colour preferences are determined varies from analysing magazines (Lee and Barnes, 1990), watching facial expressions (Zentner, 2001), establishing the fixation time (Adams, 1987), counting the quantity of coloured toys, clothes and room colours (Pomerleau, 1990), selecting clothing samples (Radeloff, 1991) or selecting coloured squares on screens (Ou et al, 2004; Schloss et al, 2012) or photographs on screens (Cubukcu and Kahraman, 2008). Additionally, the way the colour is presented differs and varies from coloured charts (Katz and Breed, 1922; Eysenck, 1941; Guilford and Smith, 1959), Milton Bradley coloured papers (Garth, 1924) till colour palettes (Park and Guerin, 2002), coloured dolls (Burkitt et al, 2007), coloured chips (Brill et al, 1985), coloured rooms (Kwallek et al, 1996), coloured clothing samples (Radeloff, 1991) or screens (Ou et al, 2004; Schloss et al, 2012). The number of the colours presented varies from two (Child et al, 1968), four (Dittmar, 2001), five (Adams, 1987), six (Katz and Breed, 1922), nine (Whitfield, 1984) and ten (Eysenck 1941) or more (Guilford and Smith, 1959; Ou et al, 2004; Schloss et al, 2012). Sometimes colours are applied to objects that are familiar to test subjects, i.e., Milton Bradley pencils (Garth and Porter, 1934). In other studies, colours are presented using different levels of chroma and saturation (Guilford and Smith, 1959; Adams and Osgood, 1973; Valdez and Mehrabian, 1994; Kwallek et al, 1996; Ou et al, 2004; Manav, 2007; Cubukcu and Kahraman, 2008; Schloss et al, 2012). Different information models are used to measure the degree of attractiveness (Bellizi et al, 1983), the degree of pleasure, arousal, dominance and emotion that is, the model of Valdez and Mehrabian (Ou et al, 2004; Verhoeven et al, 2009) and models based on the Semantic Differential Scale of Osgood (Bellizi et al, 1983; Ou et al, 2004). Due to the differences in applied test materials, methods and models and different contexts, it is difficult to compare the outcomes. In addition, the qualities of the colour itself may have an influence as well. There have been many discussions about the influences of these qualities on colour preferences. The psychologist, Zajonc (1980) indicates that value and chroma do not play any role in the process of establishing colour preferences. Zajonc conceives colour as a phenomenon with colour groups such as blue group or the yellow group without any specifications. When colour preferences are related to topics such as cars or particular clothes, contexts like backgrounds, forms and spaces or emotions and connotations such as happiness or calmness, chroma and value influence the colour preference (Guilford and Smith, 1959; Wright and Rainwater, 1962; Beach et al, 1988; Camgoz et al, 2002; Manav, 2007; Cubukcu and Kahraman, 2008; Schloss et al, 2012). However, the findings of the different researchers concerning the influences of value and chroma are conflicting and do not show consistent patterns. Guilford and Smith (1959) for instance showed that people perceive colour as more pleasant when brightness is added while Eysenck (1941) indicates a colour preference that is inversely with the luminosity factor. Park and Guerin (2002) mention that both saturation and value determine the colour preference while Ackering and Kuller show no effect of these two factors (1972, 1976). In addition, individual differences among the test subjects may contribute to the conflicting findings. By combining different aspects in one study, this study provides additional information on colour preferences for different topics related to personal characteristics.
5.1.5 Research questions

Many colour studies focus on general colour preference. Because daily people experience the physical environment and are also concerned about their clothing every day, the present research investigates both the general favourite colour and colour preferences for the physical environment and clothing. These topics are regularly researched (Bellizi et al, 1983; Whitfield, 1984; Brill et al, 1985; Trinkaus, 1991; Radeloff, 1991; Lind, 1993; Kwallek et al, 1996; Saito, 1996; Vrij and Akehursts, 1997; Park and Guerin, 2002; Choo and Kim, 2003; Cubukcu and Kahraman, 2008; Verhoeven et al, 2009; Roberts et al, 2010; Schloss et al, 2012; Bakker et al, 2013). Besides these physical topics it is interesting whether people have any colour preferences related to their moods. This could be relevant to the physical environment as well. The colour preference regarding a specific mood such as being creative might have added value related to the colour preferences for a meeting room in which creative sessions could be organised. Not only is colour a complex phenomenon, but so are people. A person is not only characterised by data such as age and education, but also by human characteristics. As such, this research focuses on two main research questions:

1. What are the colour preferences of adults and do they differ per topic?
2. Is there any relationship between colour preferences and personal characteristics, in particular personality?

5.2 Methods

For this study, 1095 subjects were asked to complete a colour preference questionnaire indicating a favourite colour in general, colour preferences for clothing, four types of rooms for example the living room and the office and colour preferences for certain moods for example being energetic. Eighteen subjects were excluded due to colour blindness leaving 1077 subjects in our study. In this research, it is assumed that a relationship exists between a colour name (such as blue) and the colour people have in their mind. So the colour name is conceived as a group of colours in the way Zajonc did, including differentiations concerning value and chroma. The demographics collected were: age, gender, education level, living area, type of company and size of company. On a ‘Likert’ seven point scale the participants were asked if they considered themselves to be: technical, artistic, rational, emotional, a soloist, like to be alone, a team player, messy, tidy, happy, prefer colours and require much light. All subjects live in the Netherlands which can be considered as European western culture. Only the names of the colours were mentioned in the questionnaire as primarily is focused on the personal image people have of colours such as for instance the group blue or the group yellow.

The questionnaires (Figure 1) were collected by email and distributed on-site during lectures at different educational institutions of higher education. All data was processed using SPSS 16 to analyse ratios and significant correlations.
Uncovering the secrets of a productive work environment

### Colour Preferences

#### Figure 1: The questionnaire for colour preferences used in this study

<table>
<thead>
<tr>
<th>personal characteristics (please complete or mark)</th>
<th>lives in the area (please mark the right option)</th>
</tr>
</thead>
<tbody>
<tr>
<td>date of birth: ........................................</td>
<td>NH Limburg ...........................................</td>
</tr>
</tbody>
</table>
| (please mark the right option)                      | Friesland ...........................................
| gender M/F                                          | ZH Gelderland ....................................... |
| are you colour blind yes/no                         | Utrecht ............................................. |
| do you use eye correction (lenses/glasses) yes/no    | Overijssel ...........................................
|                                                    | Nrd Brabant ......................................... |
|                                                    | Groningen ...........................................
|                                                    | Flevoland ...........................................
|                                                    | Zeeland ............................................. |
|                                                    | ..................................................................... |

#### colour preferences (one cross per line)  

|nop|whi|lil|vio|dbl|blu|lbl|tur|gre|yel|ora|pin|red|dre|bro|gry|bla|
|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|
|   |    |   |   |    |    |    |    |    |    |    |    |    |    |    |    |

|what is your favourite colour?|
|what is your favourite colour for clothing?|
|what is your favourite colour for the living room?|
|what is your favourite colour for the bedroom?|
|what is your favourite colour for the office?|
|what is your favourite colour for the meeting room?|
|what is your favourite colour combination (max. 3)|

#### colour and mood (one cross per line)  

|what colour makes you feel calm?|
|what colour makes you feel energised?|
|what colour helps you focus?|
|what colour makes you most creative?|

#### general questions (one cross per line)  

<table>
<thead>
<tr>
<th>not at all</th>
<th>average</th>
<th>very much</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

|are you technical?|
|are you artistic?|
|are you rational?|
|are you emotional?|
|are you a soloist?|
|do you like to be alone?|
|are you a team player?|
|are you messy?|
|are you tidy?|
|are you happy?|
|do you prefer many colours around you?|
|do you prefer much day or artificial light around you?|

(please mark the right option)

#### school/education

<table>
<thead>
<tr>
<th>work</th>
</tr>
</thead>
</table>

#### last received education

<table>
<thead>
<tr>
<th>school/education</th>
<th>work</th>
</tr>
</thead>
<tbody>
<tr>
<td>level</td>
<td>type of company</td>
</tr>
<tr>
<td>primary school</td>
<td>government</td>
</tr>
<tr>
<td>semi public</td>
<td></td>
</tr>
<tr>
<td>public</td>
<td></td>
</tr>
<tr>
<td>lower vocational</td>
<td>db</td>
</tr>
<tr>
<td>higher vocational</td>
<td>......</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>higher vocational</th>
<th>university</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-3 persons</td>
<td>4-9 persons</td>
</tr>
<tr>
<td>4-9 persons</td>
<td>10-49 persons</td>
</tr>
<tr>
<td>10-49 persons</td>
<td>50-99 persons</td>
</tr>
<tr>
<td>50-99 persons</td>
<td>100-199 persons</td>
</tr>
<tr>
<td>100-199 persons</td>
<td>200 or more</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>nop = no preference</th>
<th>whi = white</th>
</tr>
</thead>
<tbody>
<tr>
<td>lil = lilac</td>
<td>vio = violet</td>
</tr>
<tr>
<td>dbl = dark blue</td>
<td>blu = blue</td>
</tr>
<tr>
<td>lbl = light blue</td>
<td>tur = turquoise</td>
</tr>
<tr>
<td>gre = green</td>
<td>lgr = light green</td>
</tr>
<tr>
<td>yel = yellow</td>
<td>ora = orange</td>
</tr>
<tr>
<td>pin = pink</td>
<td>red = red</td>
</tr>
<tr>
<td>dre = dark red</td>
<td>bro = brown</td>
</tr>
<tr>
<td>gry = grey</td>
<td>bla = black</td>
</tr>
</tbody>
</table>
5.3 Results

5.3.1 Study population
The characteristics of the study population are shown in Table 1. The numbers of men and women are nearly the same. The age varies mainly from 19 to 65 years old. Most subjects are educated at the higher vocational level and most subjects are working in a business environment.

Table 1: Characteristics of the study population

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>number</th>
<th>percentages</th>
</tr>
</thead>
<tbody>
<tr>
<td>gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>male</td>
<td>548</td>
<td>50.9</td>
</tr>
<tr>
<td>female</td>
<td>524</td>
<td>48.7</td>
</tr>
<tr>
<td>missing</td>
<td>5</td>
<td>0.5</td>
</tr>
<tr>
<td>total</td>
<td>1077</td>
<td>100.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>age range</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>till 18</td>
<td>11</td>
<td>1.0</td>
</tr>
<tr>
<td>19 till 25 incl.</td>
<td>279</td>
<td>25.9</td>
</tr>
<tr>
<td>26 till 35 incl.</td>
<td>185</td>
<td>17.2</td>
</tr>
<tr>
<td>36 till 45 incl.</td>
<td>228</td>
<td>21.2</td>
</tr>
<tr>
<td>46 till 55 incl.</td>
<td>204</td>
<td>18.9</td>
</tr>
<tr>
<td>56 till 65 incl.</td>
<td>111</td>
<td>10.3</td>
</tr>
<tr>
<td>66 and older</td>
<td>5</td>
<td>0.5</td>
</tr>
<tr>
<td>missing</td>
<td>54</td>
<td>5.0</td>
</tr>
<tr>
<td>total</td>
<td>1077</td>
<td>100.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>education</th>
<th>number</th>
<th>percentages</th>
</tr>
</thead>
<tbody>
<tr>
<td>university level</td>
<td>262</td>
<td>24.3</td>
</tr>
<tr>
<td>higher vocational level</td>
<td>644</td>
<td>59.8</td>
</tr>
<tr>
<td>lower vocational level</td>
<td>164</td>
<td>15.2</td>
</tr>
<tr>
<td>missing</td>
<td>7</td>
<td>0.6</td>
</tr>
<tr>
<td>total</td>
<td>1077</td>
<td>100.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>work</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>government</td>
<td>164</td>
<td>15.2</td>
</tr>
<tr>
<td>semi government</td>
<td>185</td>
<td>17.2</td>
</tr>
<tr>
<td>business</td>
<td>583</td>
<td>54.1</td>
</tr>
<tr>
<td>other</td>
<td>145</td>
<td>13.5</td>
</tr>
<tr>
<td>missing</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>total</td>
<td>1077</td>
<td>100.0</td>
</tr>
</tbody>
</table>

5.3.2 Favourite colours in general
Table 2 shows the percentages of the favourite colours of the total population in this study. The colour blue was the favourite colour, showing the highest percentage of 19% and no colour preference was second at 16.1%. The majority of females in the study had no colour preference (17.7%) and blue was the second preferred colour choice (13%). Both female and male chose red as the third favourite colour.

Figure 2: The favourite colours for males and females, and total group in percentage of this specific group
Significant correlations between favourite colours and gender ($\chi^2= 101.19; p=0.00; \alpha = 0.05$), age ($\chi^2= 121.3 p=0.000; \alpha = 0.05$) and education ($\chi^2= 46.806; p=0.026; \alpha = 0.05$) are found. University level educated subjects chose blue more often and subjects of vocational level had a higher preference for light green and pink. Also significant relationships between favourite colours and the personality of the subject characterised by him or herself as ‘being artistic’ (One way ANOVA: $F= 2.1092 p= 0.04; \alpha=0.05$) are found. People who said they were less artistic, more often chose for blue. Subjects who characterized themselves as ‘very artistic’ chose colours that were chosen at a lower percentage, such as turquoise. No significant relationships are found with living area, type of company and size of the company.

5.3.3 Colour preferences for clothing

Figure 3 shows the colour preferences for clothing for males and females. In the whole sample black is the most preferred colour for clothing (28%). It is especially favourite among females (40%). Males rated black at the fourth position (16%) after blue (27%), dark blue (18%) and the option ‘no colour preference’ (17%). The choice for ‘no colour preference’ concerning clothing was rather high: women ranked ‘no colour preference’ as second (17%) and men with an almost equal percentage at the third place. Among all 1077 subjects, no one preferred yellow as favourite colour for clothing. Colour preferences for clothing were significantly related to gender ($\chi^2 = 194.59; p=0.00; \alpha = 0.05$), age ($\chi^2= 194.59 p=0.000; \alpha = 0.05$) and education ($\chi^2= 62.831; p=0.000; \alpha = 0.05$). Subjects educated at university level chose blue for a preferred clothing colour and in lower extent for ‘no colour preference’ and black. Nearly one-third of both groups educated at higher vocational and lower vocational level chose black. Subjects with education at higher vocational level had a relative low preference for blue. The preference for blue increases with age: older people chose blue and dark blue. The youngest subjects preferred black while the oldest subjects chose black the least.

The colour preferences related to clothing were significantly related to personalities ‘being technical’ (One way ANOVA: $F= 2.3973; p= 0.020; \alpha=0.05$) and ‘being emotional’ (One way ANOVA: $F= 2.764; p= 0.0113; \alpha=0.05$). The more technical respondents preferred blue coloured clothing and the less technical preferred black clothing. The more emotional respondents preferred black clothing. Colour preferences were also significantly related to the degree people were liking colours around them (One way ANOVA: $F= 2.482; p= 0.022; \alpha=0.05$). No significant relations are found with living area, type of company and size of company.
5.3.4 Colour preferences for the physical environment

Thirty to forty one percent of all subjects chose the colour white for a preferred colour in four types of physical environments, the highest percentage in office spaces. For all four types of rooms, male respondents preferred white over that of females. The choice for ‘no colour preference’ was highest for meeting rooms at 22%. The percentages concerning the colour preference for males and females for the physical environment are presented in Figure 4.

Figure 4 a to d: Colour preferences for the physical environment for males, females and the total group in percentage of that group. (a) The living room, (b) the bed room, (c) the meeting room, and (d) the office

Colour preferences for the physical environment were significantly related to gender concerning the bed room ($\chi^2=40.76$, $p=0.001$, $\alpha=0.05$) and the office space ($\chi^2=28.81$; $p=0.036$; $\alpha=0.05$), age concerning the living room ($\chi^2=87.54$; $p=0.000$; $\alpha=0.05$), the bed room ($\chi^2=101.83$; $p=0.001$; $\alpha=0.05$) and the office space ($\chi^2$ office space = 49.47; $p=0.007$; $\alpha=0.05$) and education concerning the living room ($\chi^2=42.08$; $p=0.000$; $\alpha=0.05$) and the meeting room ($\chi^2=35.41$; $p=0.018$; $\alpha=0.05$).
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5.3.5 Colour preferences related to moods

Subjects preferred white colours around them for “being quiet” (19% and for “being focused”, 36% preferred white and 17% had no colour preference. Additionally, 30% preferred red for “being energetic” and 27% had no colour preference for being creative.

Figure 5 shows colour preferences for the moods for males, females and the total group in percentage of that group.

(a) Colour preference for the mood “quiet” in percentage of the group males, females and total.
(b) Colour preference for the mood “energetic” in percentage of the group males, females and total.
(c) Colour preference for the mood “concentrated” in percentage of the group males, females and total.
(d) Colour preference for the mood “creative” in percentage of the group males, females and total.
Figure 5a: Colour preference for the mood ‘quiet’ in percentage of the group males, females and total

Figure 5b: Colour preference for the mood ‘energetic’ in percentage of the group males, females and total

Figure 5c: Colour preference for the mood ‘concentrated’ in percentage of the group males, females and total
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5.3.6 Colour preferences and influencing factors

Personal characteristics such as gender, age and education showed to have a significant influence on colour preferences in different ways. The same holds true for personality such as ‘being technical’ or ‘being a team player’. To the best of our knowledge this has never been discussed in the literature so extensive. Table 2 shows the significant relations.

Table 2: influencing factors on colour preferences

<table>
<thead>
<tr>
<th>influencing factors</th>
<th>favourite colour in general</th>
<th>colour preference for clothing</th>
<th>colour preference for moods</th>
<th>colour preference for types of rooms</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>being quiet</td>
<td>being energetic</td>
</tr>
<tr>
<td>age</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>gender</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>education</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>no</td>
</tr>
<tr>
<td>personality</td>
<td>artistic</td>
<td>technical</td>
<td>emotional</td>
<td>liking colours</td>
</tr>
</tbody>
</table>

Colour preferences for moods (Figure 5) were significantly related to gender concerning ‘being quiet’ ($\chi^2$ = 44.66; $p=0.000$; $\alpha=0.05$), being energetic ($\chi^2$ = 60.1; $p=0.001$; $\alpha=0.05$) and ‘being creative’ ($\chi^2$ = 72.20; $p=0.000$; $\alpha=0.05$). For all moods significant relations exist with age ($\chi^2$ being quiet = 108.33; $p=0.000$; $\alpha=0.05$) ($\chi^2$ being energetic = 98.54; $p=0.000$; $\alpha=0.05$) ($\chi^2$ being focused = 76.39; $p=0.000$; $\alpha=0.05$) ($\chi^2$ being creative = 79.60; $p=0.003$; $\alpha=0.05$). Education was significantly related to ‘being quiet’ ($\chi^2$ = 38.46; $p=0.016$; $\alpha=0.05$), being focused ($\chi^2$ = 34.45; $p=0.023$; $\alpha=0.05$) and being creative ($\chi^2$ = 47.14; $p=0.013$; $\alpha=0.05$).

The colour preferences for the moods were significantly related to personality: ‘being energetic’ is significantly related to being artistic (One Way ANOVA: $F=2.14$; $p=0.03$; $\alpha=0.05$) and ‘being a team player’ (One Way ANOVA: $F=3.54$; $p=0.002$; $\alpha=0.05$). ‘Being focused’ is significantly related to ‘being a soloist’ (One Way ANOVA: $F=2.58$; $p=0.017$; $\alpha=0.05$). ‘Being creative’ is significantly related to ‘being artistic’ (One Way ANOVA: $F=3.25$; $p=0.002$; $\alpha=0.05$). No significant relations are found with living area, type of company and size of company.
Four types of colour preferences are analysed. For all colour preferences a significant relation exist with age, that is in accordance with the literature (Katz and Breed, 1922; Child et al, 1968; Lind, 1993; Dittmar, 2001; Funk and Ndubisi, 2006). The factor gender however did not show a significant relationship with colour preferences such as the mood ‘being concentrated’ and the colour preferences for the living room and the office. In these cases males and females showed no significant differences. These findings are in accordance with Katz (1922) and Ou et al (2004) who in addition did not find significant differences. The factor education has significant influence on the favourite colour in general (that is in accordance to Garth and Collado (1929) and Park and Guerin (2002) and the colour preference for clothing. The personalities showed a different pattern and due to the novelty of these factors, no comparison can be made with the existing literature. The personality ‘being artistic’ shows most significant relations and is significantly related to the favourite colour preference in general, the moods as ‘being energetic’ and ‘being creative’ and the colour preferences for the office and the meeting room. In addition the personalities as ‘being technical’, ‘being emotional’, ‘liking colours’, being a teamplayer’ and ‘being a soloist’ all have – in different ways- significant influence on the analysed colour preferences.

5.4 Discussion
This research concerns a collection of different types of colour preferences based on using colour names such as blue. It is assumed that people use these colour names for a part of the spectrum belonging to a colour group (such as blue). The advantage of presenting colours by mentioning the names of these colours and not by showing pictures of specific colours is that colour preferences can be found for a colour as a group such as blue. Showing pictures of specific colours in a questionnaire has the disadvantage that someone can have a preference for a specific colour group such as blue but dislikes the presented blue due to the degrees of value and chroma. Another problem of showing pictures of colours is that the place where the questionnaire is completed influences the presented colours due to light reflections in the environment.

The first research question asks what the colour preferences of adults are and if they differ per topic. The research findings show that colour preferences of adults are dependent on the topic. The favourite colour choice coincides with the clothing colour preference. Twenty three percent of all subjects chose the same favourite colour in general and the colour preference for clothing. However, the colour black shows a different pattern. The colour preference for black clothing overall is at 28% whilst the total colour preference for black as favourite colour is 3%. No other relationships could be found between the four types of colour preferences that were studied here. The findings are in accordance with the data mentioned in the literature (Katz and Breed, 1922; Eysenck, 1941; Dittmar, 2001): the range for favourite colours in general shows the highest preference for the colour blue overall, the range for clothing shows the highest preference for black, and the range for the physical environment shows the colour white. For each type of colour preferences a specific pattern can be observed. There is a universal scale of colour preferences according to Eysenck (1941) for specific favourite colour preferences and these colour preferences seems to vary inversely with the luminosity factor of the colour. That black is the preferred colour choice for clothing was also found in the literature. People tend to prefer dark colours for clothing, with high percentages for black, blue, dark blue and brown. The high percentage for the option of ‘no colour preference’ may attribute to the awareness of contexts. According to Kleeman (1981) and Kwallek et al (1996) white is the colour that creates a spacious feeling. This might explain the preference for white in residential and office environments that is in accordance with modern ways of architectural and interior design.
The colour preferences for the four type of moods correlate with the common associations such as red being an active colour (Gerard, 1957; Wilson, 1966; Birren, 1978; Bellizi et al, 1983; Kaya and Epps, 2004; Mahnke, 1996) and white representing a neutral colour (Kaya and Epps, 2004; Mahnke, 1996; Acking and Küller, 1972, 1976). The high percentage of ‘no colour preference’ (27%) regarding the preferred colour for the mood ‘being creative’ is striking. It seems that the subjects, in this case, were aware of context dependency in choosing a preferred colour for a particular mood.

The second research question asks if there is a relationship between colour preferences and personal characteristics such as gender, age, education and personality such as ‘being technical’ or ‘being emotional’. This study showed significant influences on colour preferences (Table 2). No influences were found due to the type or size of the company. While the literature shows evidence concerning the influence of human characteristics on colour preferences (Jastrow, 1897; Katz and Breed, 1922; Garth, 1924; Garth and Collado, 1929; Garth and Porter, 1934; Eysenck, 1941; Child, 1968; Whitfield, 1984; Radeloff, 1991; Saito, 1996; Kwallek et al, 1996; Dittmar, 2001; Crozier, 2002; Park and Guerin, 2002; Funk and Ndubisi, 2006; Schloss et al, 2012) it would be thinkable that in addition the character of the company could have any influence. This was not the case.

It can be concluded that in addition to characteristics often mentioned in the literature, such as age, gender and education, also personality, such as being technical, emotional, artistic, being a team player or being a soloist, influence the analysed types of colour preferences. However, while the factor ‘age’ consequently influences all types of colour preferences, all other analysed types of colour preferences are influenced in different ways. The colour preference for clothing is influenced by most factors and the colour preference for the living room by the least number of factors (table 2). It might be that subjects are aware of context factors. This could contribute to the percentages for the option ‘no colour preference’ for all types of colour preferences surveyed. These high percentages are remarkable because these results are scarcely mentioned or found in the literature.

Another interesting point to mention is that the influence of factors is in agreement with the existing literature, such as with growing age people choose more for blue (Katz and Breed, 1922; Child et al, 1968; Adams, 1987) and the higher the education the more people choose for blue Garth, 1924; Mercer, 1925; Garth and Collado, 1929). To recapitulate the main points it is notable that this study confirmed previous findings that the colour blue is the overall favourite colour and for this study mainly chosen by males at 25 percent, whereas females primarily chose ‘no colour preference’ at 18%. Also notable in the literature is that the colour black is often mentioned as the favourite colour for clothing and for this study mainly chosen by females at 40%, while males primarily chose the colour blue at 27%. A drawback to this study is that the data collection occurred on different days, where people could have different moods, for instance influenced by weather conditions. These variations could have influenced the way participants answered as we have shown that there are relationships between colour preference and mood. On the other hand, in real life, conditions vary as well and having a large population these influences could be limited. Another drawback to this study is that participants had to imagine which colour they prefer without seeing an actual object. Other studies use coloured charts (Katz and Breed, 1922; Eysenck, 1941) or colour palettes (Whitfield, 1984). The advantage of visual tools is that no verbalisation phase is needed to describe the colours. On the other hand, the object itself, its meaning, texture or form might influence the outcome. Showing coloured clothing samples (Radeloff, 1991) for instance, has a disadvantage that the product and its features, such as texture might influence the colour preference. In fact, there is no ideal way of studying colour preference. In this study part of the solution to the problem is tackled by asking for colour preferences of different topics. This in turn makes it clear that the general colour preferences differ dependent on the topic.
Regarding the practical implications cautiousness is needed in transferring preferred colours to physical products. For the clothing industry it is useful to know the colour preferences and the differences of colour preferences between males and females to respond on these preferences in their collections. For architects and interior architects it is practical to know that most people prefer light colours. However, the real effects of colours depend on the colour qualities and its context.

5.5 Conclusion
Adults show different colour preferences dependent on the topic. There seems to be a correlation between a favourite colour in general and a preferred colour for clothing: overall 23% of all subjects chose the same colour for their favourite colour and for their clothing. The order of overall favourite colours, mentioned in the literature of past colour studies, is blue, red or green, followed by yellow. This is confirmed by the results found in this study. The results from past studies showed black being the preferred colour for clothing. This study also found that in total the colour black was mostly preferred for clothing. However, the colour preference of black was at a higher percentage for women (40%) than men (16%). Men preferred blue (27%), followed by dark blue and ‘no colour preference’. This is a new insight in the colour preferences for clothing distributed throughout gender. The colour preference for the physical environment was white which might be influenced by modern ways of decorating the interiors of the built environment, particularly in the Netherlands. Additionally, the colour preferences of the four moods, being quiet, being energetic, being able to focus and being creative, indicated learned associations. In this study the high percentages for the choice of ‘no colour preference’ for being creative is striking and scarcely mentioned in previous studies.

Due to the high number of subjects and the multiplicity of data, the findings are important for architects and interior designers designing interiors for different types of moods, fashion designers selecting colours for cloths for different types of people and products designers choosing colours for different types of products.
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This extensive overview of colour preferences has contributed to a better insight in the colour preferences for the physical environment. Many relationships were found between colour preference and age, gender, education and personality. Remarkably, between 30 to 40% of the participants preferred the colour white and 16-22% mentioned that they had no colour preference. In normal circumstances people do not consciously experience their physical environment. As a consequence, asking people about their colour preferences may not provide clear indications what colours should be applied in different environmental conditions. Because the colour test described in chapter 4 did not show any evidence about the impact of colour and the data collection of colour preferences in this chapter clearly shows that people are not very interested in environmental colours, an additional extensive review of the literature has been conducted to understand more about colour experience. This review which will presented in the next chapter.
5.6 References


Pomerleau, A., Bolduc, D., Malcuit, G., Cossette, L. (1990), Pink or blue: Environmental gender stereotypes in the first two years of life. Sex Roles, 22(5-6), 359-367.


Façade architecture in the mysterious pinewood.
The knowledge worker who purely reads books on colour will get lost in the world of colour. Understanding the secrets of colour is only approachable by working with colours yourself (Jan de Boon).

Scientific research analysing the influences of colour shows conflicting results. The colour test described in chapter 4 and the analysis of different types of colour preferences (chapter 5) did not shed any light on the mechanism of colour experience. An analysis in depth is conducted in an attempt to approach the world of colour experience.
Chapter Six
The experience of colour

To understand how colour influences people and how colour is experienced, it is necessary to make an in-depth analysis how colour influences people physiologically, affectively and cognitively. Because people experience the environment, colour inclusive, with all their senses, the sensory information system will be introduced. This sensory information system could provide a solution for how to measure the experience colour in its totality and is studied in this chapter.

The experience of colour is a complex phenomenon that it is difficult to define and to measure the influences on people. In the current paint industry three indicators are used to define the qualities of colour: hue, saturation and intensity (HSI) (Castleman, 1998). Colour studies use these terms to define colour qualities. However, it appears that these three colour qualities are too limited to describe colour experience in its totality. The research findings show large differences. People experience their environment, including colour, at different processing levels: physiological, affective and cognitive. A framework with these perspectives is used to learn about the background of colour. Humans experience the coloured environment with all their senses as the human sensory information system is the only system that is responsible for transporting data concerning the connection between the outer environment and the inner human. Each sense focuses on a specific colour characteristic as it appears in nature. As these colour characteristics represent themselves as polarities such as warmth and coldness, harmony and disharmony and light and darkness, they appeal to specific colour contrasts. In their turn these colour contrasts appeal to specified senses. For example, the sense of temperature is sensitive for the warmth-coldness contrast. The connection between twelve natural phenomena, twelve senses and twelve colour contrasts explain the colour experience in its totality. This view shows that the HSI method is too limited, since it only uses three types of colour contrasts. Relying solely on the HSI method may be one of the causes why colour research shows ambiguous results.

6.1 Introduction
Previous research described in the chapters 4 and 5 shows the difficulties of establishing effects of colour on productivity. Colour appears to be a complex and versatile phenomenon that influences people via physiological, affective and cognitive processes and thereby may affect productivity. The goal of the present research is to examine how colour influences people and their productivity and to specify the optimal physical conditions for enhancing productivity. For this reason, an exploration is carried out within three knowledge areas to be able to define the total colour experience. The following questions have been a guide for this search:
1. Physiological level: Which evolutionary developed systems and physiological mechanisms in the eye can be traced determining the way how we see and experience colours?
2. Affective level: Does colour influence emotional and motivational processes and feelings?
3. Cognitive level: How does colour influence the mind and how we think about colour. Can we learn about the mechanism by looking at ancient cultures and applied languages on colour?

As the focus is purely on seeing and experiencing colours, no attention will be paid to the capacities of recognizing of movement and changes, although this is a fundamental functionality of the human eye. Also colour is a dynamic phenomenon in nature and the human eye is a perfect instrument of vision with the focus on differences. The eye is extremely focused on signal movements. Even in stable situations without any changes in the environment, the eye is searching with so-called cascades for movements. In this chapter we focus on the influences of colour, although it is realised that vision concerns integrated functionalities. In fact colour analysis and coding cannot be isolated from analysis and coding of attributes such as form and motion (Gegenfurtner and Kiper, 2003). In addition, the eye is not developed to observe monochromatic colours, but is always searching for changes and variations in colour.

Due to the complex and elusive character of colour, in addition to experimental research, also other views will be examined to understand the influences of colour. The focus is on the influence of colours through the eye. It could be possible that in addition colours have effects through the human skin, although this has not been demonstrated by experimental research. Cojochen et al (2006) showed there was no acute elevation of body temperature or suppression of melatonin when light was administered to the skin in the popliteal area (Cojochen et al, 2005). In addition, Foster et al (1991), Eastman et al (2000), Lindblom et al (2000) and Wright and Czeisler (2002) showed no effects when bright light is lit behind the knee. In contrast, Campbell and Murphy (1998) found this effect.

As the environment influences people in their development, behaviour, their ways of thinking, also colour influences our behaviour, since colour is an integrated part of the environment. To understand how colour influences people, it is important to understand how colour is experienced. Colour research makes use of the HSI system, with Hue, Saturation and Intensity as features to define the exact colour. The HSI-system is often used in the paint industry (Castleman, 1998) and provides users practical information on what the colour looks like. Other systems used are physical and focus on wavelengths and number of quanta (Van Beek, 1983) or physiological with a focus on the number of red, blue and green photons as the receptors in the human eye are sensitive for these colours (Conway, 2009). The choice of system used in research determines the output. The system used to watch determines the results. In this paper the assumption is that when colour research is based on the three HSI-factors, significant facts can be found related to these factors (Tedford et al, 1977, Valdez and Mehrabian, 1994, Mahnke, 1996, Camgoz et al, 2003). If the HSI-factors are not the only indicators for human experience, conflicting results could be found in colour research and this is exactly the case: colour researches show in many cases conflicting results (Bakker, 2013b, 2013c).

People experience their environment on an unconscious level (Dijksterhuis, 2007). People generally focus on the activities they are doing and not on details in the environment. This is due to the efficient energy system of the human brain: the neurological processes are efficiently organised to minimize the need for energy consumption (Niven and Laughlin, 2008). Although the brain only accounts for 2% of the human bodyweight, it accounts for 20% of the resting metabolism (Attwell and Laughlin, 2001) with a relative high demand for the visual cortex (Wong-Riley, 2010). To minimize this need for energy, the human vision system has developed high efficiency methods to transport and manipulate visual data. James Grimes (1996) demonstrated that the eye registers far less details when subjects are showed nearly the same pictures. This example stresses the dominant role of mental representations in perception (in Gregory, 1998). Another efficiency measure is that looking at areas with the same brightness, the eye
mainly focuses on boundaries of those areas and not on the areas themselves (Fortner and Meyer, 1997; Gregory, 1998). The blind spot test, used by Gerritsen (1972), shows that the human eye completes images without testing exactly all details. The blind spot test shows not only the existence of the blind spot, but also that the human eye completes images which actually do not exist. Gerritsen used as background for the blind spot test a checkered pattern and it can be observed that exactly at the blind spot, the checkered pattern emerges and the eye completes the checkered pattern, which in fact the eye could not see.

People experience colour depending on context and their expectations. Detailed environmental information appears on a conscious level only in situations in which the environment does not fit to our expectations, or if we pay specific attention to it for other reasons. If a tree has violet colours, people are aware of this strange phenomenon because it differs from their expectations of a green tree that they are accustomed to (Vonk, 2003). People consciously pay attention to the violet tree because it is abnormal to their expectations. In hospitals for instance the colour white is often applied to hospital walls. If a wall is pink coloured in a hospital, it will be more striking than if found in a trendy clothing store where striking colours are often applied (Vonk, 2003). The representations stored in the human memory, are connected with contextual information.

The main question
The main question is whether any mechanism exists that more accurately defines the human experience of colour and how people physiologically, affectively and cognitively are influenced. Related to the physiological processes, insight is needed on how the human eye functions (Figure 1). First, the evolutionary development of the human eye could be useful in understanding the working principles and learning more about colour experience. Next, it could be useful to learn about physiological insights. Related to the affective processes, insight is needed on how people psychologically experience and react on colour. Thirdly, related to the cognitive processes, cultural developments and etymological information about the development of colour words and original meanings are interesting.

The next guide will be followed to find the way how colour influences people (see Figure 1):

Figure 1: The view on colour: physiological, affective and cognitive view

In the next paragraphs the experience of colour will be discussed separately for the three mentioned views. Each paragraph begins with a question and ends with a conclusion. Lastly, a view is presented to define the human colour experience in a more appropriate way.
6.2 What is the influence of colour on physiological processes?

The research question with respect to the physiological processes is: which evolutionary developed systems or physiological mechanisms in the eye determine the way how we see and experience colours?

6.2.1 Are there any evolutionary developed systems in the human eye which physically influences colour experience?

More than 600 million years ago (Mya period) early organisms evolved with photoreceptors with a light sensitivity (Conway, 2009). These types of vision had purely a cardian and/or shadow detecting function (Lamb et al., 2007). Since they have only one type of photoreceptor these early organisms could not discern any colour. After a development of sensitivity for the yellow (middle waves) and the blue light (short waves) and a long period of dichromatic vision, about thirty million years ago, the trichromatic colour vision of today developed (Nathans, 1999). During this period a gene duplication and modification took place. After this gene duplication and modification, a comparison of the middle and long waves was possible thereby providing the early ancestors of people the ability to see the colour red (Conway, 2009). Scientists in the nineteenth century developed the hypothesis that the gene duplication is a co-evolutionary development connected with the appearance of yellow or orange coloured fruit of tropical trees. More recent ecological evidence shows that these trees such as several members of the family Sapotaceae, are exclusively dispersed by monkeys, with the same colour vision system of trichromacy (Mollon, 1995). The development of trichromacy and the ability to see the colour red was induced by the existence of ripe fruit. Evolutionary, the only reason to see colours is the ability to discern objects when the background is multi-coloured and vary in forms and lightness and to see in complex environments which elements belong together (Mollon, 1995). The early existence of being able to see the middle wavelengths (yellow) is probably due to the fact that these wavelengths had the lowest attenuation through saltwater (Conway, 2013). We hypothesize that the early existence of seeing blue is caused by the need for polarity of seeing yellow, due to the fact that all sensory systems are based on polarities in order to see and experience the world as a totality (Schneider, 1987; Goethe, 1981; Bortoft, 2010; Bohm, 1985).

Conclusion

The human eye is not developed as an instrument to observe colours but to discern objects.

6.2.2 Physiology of the human eye

Which mechanisms in the eye determine the way how we see and experience colours?

All processes are strongly connected to each other and all the organs in the human body cooperate together, therefore it is difficult to separate them. The reason we focus on colour vision by means of different mechanisms and data streams, is to bring some clarity to the different functionalities and the way how mechanisms operate together. As Darwin states ‘the eye, with all its inimitable contrivances... could have been formed by natural selection, seems, I freely confess, absurd in the highest possible degree...’ (Lamb et al., 2007), it is impossible to describe all details of the human eye in a respectful...
way. Many excellent researchers as Hering, Helmholtz, Land, Maxwell and Young have made enormous progress giving insight in how people observe colours. However, there are still many questions. After analysing data and mechanisms on the human eye (realizing that the functionality of the human will be simplified), it appears that for the experience of colours two mechanisms are fundamental in observing and experiencing colours. The first mechanism concerns discerning and recognizing objects by means of colour contrast and colour constancy respectively. Colour contrast enables people to discern objects and colour constancy contributes to the ability of recognition. The second mechanism concerns the cooperation between physiological, affective and cognitive processes and forms an intelligent exchange system of visual information located in the central part of the brain (Milner, 1974; Gegenfurtner and Kiper, 2003; Sarter et al, 2006).

**Colour contrasts and colour constancy: making comparisons**

In the process of seeing colours the ability of seeing distinction is based on detecting contrasts. The eye is extremely focused on detecting different types of contrasts. Even the basic organisation for transformation of information to the brain by neurons is a complex network of thousands or millions connections with other neurons, enabling the ability to discern contrasts. The communication between neurons happens by on and off cells, the so called excitatory and inhibitory cells: if signals of information are too small or too large, an inhibitory process begins, however if the signals are appropriate, excitatory processes forward the information (Hubel, 1990; Kandel et al, 2000). The human eye observes incoming wavelengths not as isolated signals, but observes data in their totality related to their spatial and temporal context (Grossberg, 1994; Grossberg et al, 1997; Conway, 2009). Complex networks of opponent cells, double opponent cells, bipolar cells and horizontal cells all contribute to find these contrasts related to context (Stockman and Brainard, 2010; Conway, 2009). In the retina and in the visual cortex processes of comparison take place of the cone activities to compute these colour contrasts (Conway, 2009). This theme of comparison is recognisable by observing colour in two ways. First, comparisons are made between objects and their context and background by making use of colour contrasts to discern objects. Different types of colour contrast exist, such as: dark-light contrast, colour contrast, warm-cold contrast, complementary contrast, simultaneous contrast, successive contrast, quality contrast and quantity contrast. It appears that these types of contrast enable us to see the nuances in colour. Secondly, the comparisons between new objects and objects in our memory, make use of colour constancy to facilitate recognition.

Colour constancy is achieved by local comparison of light reflections coming from the object and adjacent areas (Hurlbert and, Wolf, 2004; Danilova and Mollon, 2006). The result is that we observe well known coloured objects as the same colour while in reality the colours are different due to different illumination conditions. For example, while looking at a white paper under a tree with greenish light reflections through the green leaves, we just see a white paper. However, a camera makes use of the factual existence of middle wavelengths and registers a greenish coloured image. Under different light conditions objects appear the same and facilitate recognition. Factors, such as memory and learning are the critical and determining factors that contribute to colour constancy. Scientists have long searched for the mechanisms of colour constancy: Helmholtz (1867) wrote about human judgement of colours through the undefined process of the ‘unconscious interference’. Hering (1877) emphasized the importance of memory (Zeki and Marini, 1998) and Land and McCann (1971) formulated his retinex theory. Zeki and Marini (1998) indicated the involvement of higher cognitive functions and the predominant role of the cerebral cortex. Recently computations with algorithms define how the primary visual cortex arranges colour constancy (Barnard et al, 2002; Finlayson and Trezzi, 2004; Van de Weijer et al, 2007).
Intelligent exchange of visual information connects physiological, affective and cognitive processes.

The colour information sent from the retina is translated into understandable images and is not transported through one simple stream of factual colour information directly to the visual cortex for decoding, but encounters mediating systems before reaching the visual cortex (Das et al, 2005; Sarter et al, 2006). Two basic pathways transport visual data and transform data into perceptual information: the optical pathway and the energetic pathway.

The optical pathway
In 1860 Helmholtz already argued ‘it may often be rather hard to say how much of our perceptions (Anschauungen) as derived by the sense of sight is due directly to sensation, and how much of them, on the other hand, is due to experience and training’ (Pollen, 1999). With the terms ‘Vorstellung’ or ‘Idea’ he meant all visual images people have in their mind without any present sensory impression and he applied the term ‘Perzeption’ for an awareness of a direct sensation (Pollen, 1999). Helmholtz believed in the existence of processes that permanently mix the ideas in our memory and present sensory impression. Neurological evidence research has found how neurological networks combine new sensory information with cognitive recognitions (Pollen, 1999). This combination solves the ‘stability-plasticity-dilemma’: new sensory data is compared to stable memories and learnt expectations but the brain remains flexible enough to process new sensory input (Pollen, 1999). To blend new sensory data with our memory and expectations, brain feedback loops exist between the different portions of the visual brain (V1 till V5 i.e. parts of the visual cortex) and the LGN (Lateral Geniculate Nucleus i.e. the centre relaying visual information from the retina to the visual cortex) in the thalamus (Milner, 1974) which functions as the primary relay centre for visual information (Figure 3).

In 1969 Gerald Schneider assumed an optical system with a separation in the brain of the localization of a stimulus (the ‘where’ pathway) and the identification of a stimulus (the ‘what’-pathway). This assumption appeared to be true. The ‘where’ pathway appeared to be the so called dorsal pathway (Milner and Goodale, 1995) which sends retinal information concerning localization of a stimulus and goes from the tractus opticus, through the superior colliculus located in the mid brain to the posterior parterial cortex. It is interesting to understand perception and how we experience colour through the ‘what-pathway’. The ‘what’ pathway appeared to be the ventral pathway (Milner and Goodale, 1995) which sends most of the retinal information through the tractus opticus and then through the lateral geniculate nucleus (dorsal part) (LGNd) - which is located in the thalamus - to the inferior temporal cortex (Mishkin et al, 1983; Goodale and Milner, 1992; Gegenfurtner and Kiper, 2003). This ventral pathway sends information concerning presentation, identification, recognition and perception inclusive. Due to our mental representations, objective colour characteristics such as data concerning wavelengths are transformed into labelled colour information. This information system unconsciously influences the psychological and physiological state of people. The centre of the psychological processes is the amygdala (Morris et al, 1996). The thalamus – in which the LGN is located- is directly connected to the amygdala (Das, 2005) and the reticular activating system (Sarter et al, 2006). In the thalamus an exchange of colour information takes place, and actually physiological, affective and cognitive processes cannot be entangled but work strongly together (Figure 3). Also in his book ‘Descartes’ Error: Emotion, Reason, and the Human Brain’ Damasio (1994) indicates this strong connection between physiological, affective and cognitive processes.
The energetic pathway

In order to process retinal information very quickly, there is a second path, i.e. the energetic pathway that is stimulated by light. This second pathway was recently discovered in 1990s by researchers as Berson et al (2002, 2003), Foster (2005) and Hankins and Lucas (2002). It appeared that about 1% of the retinal ganglion cells have a specific light sensitivity. This system is not only responsible for the regulation of sleep and circadian rhythms, but in addition sends information, colour information inclusive, through the Reticular Formation - the most influential component of the Ras-system-, located in the brainstem to the ascending arousal system that is responsible for cortical arousal (Garcia-Rill, 2002; Saper et al, 2005; Walusinski, 2006). This rather small part of retinal information directly influences the physiological processes through the hypothalamus and the pituitary gland (Figure 3).

There is a maximum sensitivity for the blue part of the spectrum (420-480 nm) (Foster, 2005; Cajochen et al, 2005). Hankins and Lucas (2002) measured activities at the 576 nm wavelength, and also larger wavelengths that resulted in increased light response to the condition that the wavelengths are bright enough (Berson, 2013). Human unconscious responses to light (pupillary, circadian or neuroendocrine, etc.) are largely mediated by the ganglion-cell photoreceptors. These ganglion cells also draw information from the other photoreceptor types by way of indirect synaptic circuits. This means that these “reflexive” or “non-image-forming” visual responses are actually quite broad in their spectral (colour) tuning (Berson, 2013). Through the energetic pathway humans unconsciously experience colour characteristics.

Through the optical pathway and the energetic pathway objective retinal information is processed through loops encountering our memories – colour memories inclusive- and is transformed into labelled colour information. Due to our memory, objective colour information is transformed into labelled colour information. People do not experience colour in an objective way.

Conclusion:

Seeing colours helps people to discern and recognize objects by means of colour contrast and colour constancy. Neurological systems transform objective colour information into colour qualities, a process located in the visual cortex with strong interference of the amygdala and the reticular activating system. Intern loops blend colour information perceived by the ganglia in the eye with physical, cognitive and emotional memories into colour labels. Seeing and experiencing colours is a result in which physiological, affective and cognitive processes are closely intertwined. Due to our personal characteristics and memories, it is possible that personal reactions on colour stimuli differ.
6.3 Colour and the affective processes

The research question with respect to affective processes: What are the effects of colour on affective processes?

Our brain probably encodes the external world by means of symbolic representations of things, creatures and events (Ramachandran, 2006) and therefore the world of colour seems to be extremely difficult to understand. Is it true that our own nature determines which story a colour will tell? Goethe (1810) indicated the central role of the soul in the phenomenological observation when the subjective colour feelings and objective colour quality meet; it is the soul that translates the language of colour. Steiner (1914) mentioned that ‘Colour is the language of the soul of the universe’. Also Kandinsky relates the effects of colour directly to the soul. Albers (2006) indicated the fact that colour continuously deceives. Albers wrote: ‘First, it should be learned that one and the same colour evokes innumerable readings. And experience teaches that in visual perception there is a discrepancy between physical fact and psychic effect. In visual perception a colour is almost never seen as it really is – as it physically is. This fact makes colour the most relative medium in art’. Birren (1982) writes ’Uniform illumination and uniform brightness in the field of vision may be ideal from an academic standpoint, but they are inconsistent with the natural properties and capabilities of human beings’. Itten (1961) distinguishes the real value of colour and the subjective colour quality as two different phenomena.

Colour directly influences the psyche as colour influences mood and affect (Goethe, 1810; Rosenstein, 1985; Kwallek et al, 1988; Kuller et al, 2006, 2009). People do not observe the environment as a collection of objective facts, but rather experience spaces, climate aspects, things and colours subjectively depending on personal experiences, characteristics, mood and constitution. The so called mental representations, a mix of objective factual information and subjective personal interpretations determine our affect (Goethe, 1810; Zeylmans van Emmichoven, 1923; Scheuerle, 1984; Bendin, 2008; Vonk, 2003). Learnt associations and memories contribute to these subjective interpretations. The colour red for instance is associated with energy and blue is associated with calmness. Due to these learnt associations, red feels energetic and blue suggests calm.

Memories determine the way in which we perceive colour (Bendin, 2008). For instance, a person whose parents had a yellow carpet in the bedroom and as a young child the parents provided feelings of safety in the bedroom, the young child may have developed a learnt preference for the same colour of yellow as the carpet because that colour represents feelings of safety. So, mental representations permanently influence consciously or unconsciously the way how we perceive the environment, colours inclusive. This also exists during pre-conscious observation, the so-called subliminal observation - when a stimulus is shown in such a short period, that the observer hasn’t been aware of the presentation the information is being interpreted and judged and has an influence on the affect. When a phobia exists, such as being afraid of snakes and a person observes a picture of a snake subliminally, (i.e. the presentation of the image is so brief as to not see the snake on conscious level), the skin conductance of the person increases (Goleman, 1996). In addition, this happens, even when we say that we are not
afraid of a snake. Cognition – the snake is recognized by means of mental representations - influences the physiological processes while actually not being aware of any snake. In addition, when people experience colours on conscious level or on unconscious level, mental representations have influence how they experience colours. These mental representations can be genetically based mechanisms or innate learning systems. It is interesting to ask to what extent the intrinsic colour quality expresses itself in these mental representations.

**Conclusion**

Both at a conscious level and on an unconscious level the perception and experience of colour is modulated by psychological processes, both at an affective and cognitive level.

### 6.4 Colour and the cognitive processes: Ancient cultures and applied language on colours

Figure 5: The view on cognitive processes

The research question concerning the cognitive processes is: How does colour influence cognitive processes and what can we learn by looking at ancient cultures and applied language on colour?

In 1836 Emerson wrote: ‘Nature always wears the colours of the spirit’. Maxwell (1872) searched on an approach for the world of colour. He wrote: ‘If the sensation which we call colour has any laws it must be something in our own nature that determines the form of these laws….The science of colour must therefore regarded as essentially a mental science’ (in Zeki and Marini, 1998). Both a poet and a mathematical physicist indicate the role of the spirit and the mind in the relationship to colour. To learn about this role, a focus on the ancient cultures and the applied language is practical, because cultures and applied languages enfold information about mental development.

For ancient cultures, such as Ancient Greece or Mesopotamia, there was no separation between the inner world of thoughts and the outer worldly experience. The inner and outer worlds were combined and inner and environmental experience embraced each other. During the beginning of the 5th century A.D. the period of Saint Augustine, a modulation of thoughts appeared: people needed physical evidence for beliefs by seeing something in reality in the outer world. Inner and outer world became separated areas (Sennett, 1992). Additionally, in language the development of separatism developed: in the ancient Hebrew language the verb has the leading role with the accents on connection and the process. In modern languages the noun is accentuated which underlines the separatism between things (Bohm, 1985).

These characteristics of the old cultures show the two ways people looked at colour. In the old culture colour was not seen as a separated and standalone phenomenon, but was perceived as a broader description taking the process into account. For example, in ancient Egyptian the word ‘green’ (wadj) described the processes of growing, flourishing, or being fresh, unspoilt, raw, young or healthy. One word expresses different colours. The word ‘red’ (desjer) meant intense red (as blood) and yellow red as barley (Loose, 2010). Also in the ancient Greek time these processes were not described as separated aspects. The word ‘chloros’ for instance used in ancient Greek documents that modern Greek colour theorists translate as ‘green’, did not exactly define a colour but was used as connotations that can be related to green. In the Ilias honey is ‘chloros’, in de Odyssey a nightingale is ‘chloros’. Pindaros
mentioned ‘chloros’ as dew and Euripides used ‘chloros’ to represent tears and blood. ‘Chloros’ was a term not used to define the colour green, but rather to describe conditions as fresh, wet and live and as such this term was used to describe processes. In Old Testament biblical or ancient traditional literature colour was not conceived as a standalone phenomenon. Often, the information given is not about a specific colour but the degrees of lightness and darkness (MacLaury, 2005). Only white, red and green are distinguished by name, whereas yellow and blue terms are wanting (see Jewish Encyclopedia). In primitive cultures colours were not accentuated with specific colour names, but related to the things and materials that represented the colour such as soil, bile or reindeer buck (MacLaury, 2005). Etymology shows this relationship such as the colour ‘brown’ comes from ‘bheros’ that means ‘dark animal’ or the Greek word ‘phrynos’ that also means brown animal.

In old cultures, people observed a colour not as a separated characteristic, but experienced the quality of the colour within their intense connection between the inner and outer world (Zajonc, 1993). In history the meeting between the inner human light and the outer light is a central theme. The Bhagavad-Gita, Homer, Empedocles, Plato and the evangelist Matthew, all speak about the meeting of the two lights as a mediating process between the inner world and the outer world (Zajonc, 1993). In ancient cultures light is a central issue that is expressed by the polarity of yellow and blue. It is intriguing how the colours yellow and blue are used in the ancient cultures. In the Odyssey Homer mentions the copper coloured sky and the sea coloured as wine. In the countless descriptions of Homer of the sky and the sea, linguists never found the name of the colour blue, but only found the iron or copper coloured sky and a black, white, grey, purple or wine coloured sea. The Greek word ‘kyanos’ is associated with the blue colour of lapis lazuli, but is only used to describe darkness. The Greek conceived blue as a quality of darkness (Zajonc, 1993). This is recognized in etymological data. Blue, induced from the Germanic word ‘blaò’ is possibly related to the Latin ‘flavus’ that means yellow. The Old Saksich word for blue, blao, meant not only blue, but also yellow. In addition, ‘blao’ is connected to the old Greek word ‘mèlas’ that means black. The old Norwegian word for blue ‘blãr’ means both blue and black (Van der Sijs, 2010). It appears that in the ancient times the colour blue was not considered as this colour is today, but merely the colour of darkness. In addition, the appearance of blue being connected to the appearance of yellow indicates the importance of the polarity yellow - blue and as such light- darkness. This phenomenon is mentioned by Gage (1995) who indicates that colour-usage is not always understood by colour science. He mentions that the old French word ‘bloi’ both meant blue and yellow, and the term ‘sinople’ used in the Middle Ages, both meant red and green. Gage also describes that in non-European languages white has assimilated to black. The polarities of the usage of colour terms play an important role. Bortoft (2010) speaks about ‘the organizing idea’ how we actually observe and as mentioned before, Helmholtz used the term ‘perzeption’. It is not purely the physical qualities that determine the impressions of personal images, but it is the organizing idea that determines what is seen. This organizing idea is dependent on time and space. Concerning the influence of time, Graves developed the model of Spiral Dynamics described by Beck and Cowan. The bio psychological Spiral Dynamics model connects time through history with specific types of drives, thinking methods, structures and processes (Beck and Cowan, 2004). Beck and Cowan developed the so called v-memes, (value attracting meta memes) that are units of cultural information (Fiandt et al, 2003). These v-memes can be conceived as psycho cultural DNA that influences our ways of thinking. These ideas are comparable with the ideas of Rupert Sheldrake concerning the morphogenetic fields: these fields contain genetic information for the development of form, behaviour and instinct (Bos, 2009). Time and culture influence the ‘idea’ that determines the inner world and forms the key factors of how humans experience colour. In its turn this ‘idea’ determines the mental representations that influence the way how people experience colour.
Conclusion
Ancient cultures did not discern colours by using specified colour names. In many cultures no specified colour names are found in the applied language. Ancient cultures perceived the intrinsic quality of colour relating to their connection between inner- and outer world and descriptions are mainly used to define the differences of darkness and lightness levels. In modern culture inner and outer world are separated. In addition, in modern culture colour is conceived as a separated cue. At present, mental representation determine the way how people experience colour.

6.5 Intermezzo: Intriguing blue, what is its secret?
The early ancestors of the hominids possessed dichromatic vision and saw some colour due to two types of cones with peak sensitivities in the yellow (middle wavelength) and the blue (short wave length) spectrum (Conway, 2009). The ability of seeing the colour blue is an intriguing phenomenon. To avoid the possibilities of oxidative damage due to chemical reactions induced by short wavelength illumination with the free radical cells, the eye had developed different protection methods to attenuate the short wave lengths (Lamb, 2013). The len (Stockman et al, 1999; Margrain et al, 2004) attenuates the short wave lengths and near and on the fovea, an area of the retina is covered with macular pigment that also attenuates short wavelengths (Conway, 2009). It appears that human eye systems were developed to detect the colour blue in an appropriate way avoiding the risk of oxidative damage caused by the high energy of short wavelengths.

In addition, the percentage of the blue cones is low, 8% - 10% of all cones, compared to the percentages of the red and green cones (Stockman and Sharpe, 1999). In the fovea, the centre part in the eye with high acuity, the number of the blue cones amounts only 3% (Mollon, 1995) and in the foveola, the middle centre in the fovea with the highest acuity, there are no blue cones at all (Mollon, 1995; Stockman and Sharpe, 1999; Conway, 2009). So, with the part of our eye that enables us to see sharply, the blue cones do not contribute much. The pigment rhodopsin however enables the blue cone to discern the blue light appropriately: rhodopsin is very sensitive for blue light (Fortner and Meyer, 1997). Additionally, the short wave cones play a limited role in perceiving luminance (Stockman and Sharpe, 1999; Fortner and Meyer, 1997) and the short wave cones only relate, in a limited way, visual data to their spatial and temporal context to judge the totality (Stockman and Sharpe, 1999). As such, the functionality of the blue cones is remarkable as they play a minor role in observing totality and context. In addition, the short wave cones have genetically a different structure (Nathans and Hogness, 1986).

In the period of dichromaticy the yellows and the blues could be discerned. These yellows and blues are interesting colours. In contrast to Newton who stated that colours can be conceived as separated parts of the light, Goethe was convinced that colours appear in the dynamic process between the polarities light and darkness. This polarity of light and darkness is the central theme in his colour theory. Darkness is not conceived as a passive phenomenon of nonexistence of light, but as an influencing polarity of light. There must be both light and darkness as absolute preconditions for the existence of colour. Aristotle mentioned the phenomenon that colours are created by the ‘blends of light and darkness’ (Birren, 1969).

In 1810, Goethe wrote: ‘Yellow is a light which has been dampened by darkness; blue is a darkness weakened by light’. This basic colour effect can easily be observed during the day. When sunrays enter a room through cut glass edges and shine on the walls, one can discern the yellow and blue lines showing the edges of the glass. The same effect can be observed in a swimming pool with daylight with a white bottom and painted black lines. Looking down at the black lines, one sees at the white-black boundary blue lines and at the black-white boundary the colour yellow while physically at the bottom of the swimming pool no yellow or blue coloured lines exist. Looking from the opposite direction, both blue and yellow colours will change depending on the direction of looking at the dark lines.
Due to the fact that the blue cones genetically are differently structured and differently located in the retina than the red and the green cones, and that blue cones don’t play any role to relate spatial and temporal context to judge the totality, it could be hypothesised that the blue cones only exist as a polarity to the yellow ones to balance the polarity of light and darkness. Etymologically, in ancient languages, the colour blue plays a minor role and blue is often used as a description of darkness. The focus of attention was the amount of light and even etymologically the original words for blue meant ‘yellow’ as yellow stood for light. Polarity is a basic phenomenon in the human sensory information system, for example one feels something as hard versus soft, warm versus cool, dynamic versus static. This is comparable with the on and off functionalities in the neuronal systems. The need for polarity may be the cause why people can see the colour blue. However, this is only a hypothesis.

6.6 Intrinsic colour quality

Is it the colour itself and as such its intrinsic colour quality that influences people?

People are unconsciously influenced by the intrinsic colour quality that we cannot influence (Goethe, 1810; Steiner, 1909). Physiological, affective and cognitive processes are closely intertwined and may be mental representations predominate how people react on colour. To what extent are people directly influenced by the intrinsic colour quality and what mental representations are constructed by the intrinsic colour quality? For instance, it can be questioned as to whether the activating effect of red or the calming effect of blue are intrinsic colour qualities themselves or purely learnt mental representations.

Natural themes: twelve polarities

To answer this question, a move to the direction of the colour world itself and how humans experience this world is in order. This colour world cannot be quantitatively measured. After collecting knowledge on colour from different perspectives, it appears that it is fundamental to conceive colour as a natural phenomenon, a view that is mentioned among others by Goethe (1810), Frieling and Auer (1961), Müller and Spillmann (1987) and Goldbeck-Löwe (2011). The intrinsic colour quality can be defined by carefully observing how colour expresses itself in nature, because the origins of the colour world begin with nature. By taking a closer look at nature, twelve natural phenomena with their polarities can be observed, realizing that this approach has a hypothetical character:

1. Colour appears or vanishes depending on light conditions. In the black of the night, colour disappears but colour also disappears when light is very intensive. People recognize this process as seen in under- and overexposed photographs. In living creatures a total lack of light is recognisable in the appearance of the colour white as can be seen in roots of plants or bulbs as the onion and the tulip, or in the skeletons which do not receive direct light. Appearance and disappearance concerns the polarity of to be or not to be.

2. Colour is a sign of life that can be recognised in the saturation of colours. No saturation of colour shows only black and white tones. For the life processes both light and warmth is necessary, however, not too little and not too much. Is there no light or warmth, but also is there an abundance of light or warmth, no life is possible. When there is no warmth at all, but only coldness, we recognize white in snow and ice. But also at the highest temperature, iron for instance will turn into a white coloured mass. The colour of death is black, as carbon existing out of dead materials is black. Only when life begins, colour reveals itself. As soon as springtime arrives, colour reveals itself very gently, more saturated in summer and burning in autumn, before fading away in wintertime. Living humans are connected with colour. When people do not feel well, one speaks of “off-colour” and when people die, colour disappears and the dead body grows pale. These phenomena show the polarity of growing and deceasing.
3. Colour is a dynamic phenomenon. Some colours in nature draw near, while others draw back. A field of yellow sunflowers or red roses seems closer and more defined than a field of violet lavender. The furthest row in a row of mountains appears more blue and atmospheric in the open landscape. This phenomenon is known as the colour perspective, a phenomenon that is strengthened by the functionality of the human eye (i.e. chromatic aberration 3). Colour perspective concerns a polarity between approaching and retreating.

4. The appearance of colours in plants is often accompanied by its complementary colours. A fresh green bud of a leaf often shows the complementary colour purple (Kadam, 1974; Goethe, 1981; Pavek et al, 1992; Jarret et al, 1993; Winthrop and Simon, 2000). In the spring, many yellow flowers appear, the daffodil, celadine and the crocus, but also violet flowers appear as the crocus and the violet. Another phenomenon is the coloured shadows, as we see the complementary colour of a light source. In addition we see the complementary colour in the so called afterimages, after looking at a certain colour for some time. Colour and its complementary colour are shown as polarities in the colour circle.

5. Colour in nature shows the status of the cradle to grave process and reveals the status of this process such as young, light green grass in the spring, green to dark green grass in the summer, dry, yellow grass in the autumn. We see green, then yellow, then red strawberries that turn brown when overripe. This polarity shows the conditions from fresh to decay.

6. Nature shows large amounts of striking and showy colour combinations and different harmonies. The most well-known colour natural phenomenon is the rainbow which like other atmospheric phenomena, shows colour in its natural brightness. Some colour combinations are more harmonious than others. This phenomenon is known as The Law of Muller, based on the natural brightness of colours. Aemilius Muller, professor at the Academy of Winterthur in Switzerland, discovered a universal colour preference based on the natural brightness of colours. The opposite phenomenon that colours do not correspond with their natural brightness is known as 'inversion'. The phenomenon that colour presents itself in a wide variety of colour combinations shows the polarity harmony and disharmony.

7. Colour is a phenomenon which appears in the interaction between light, darkness, material and the human eye. Goethe wrote: ‘Yellow is a light which has been dampened by darkness; Blue is a darkness weakened by light’ (Goethe, 1810; Zajonc, 1976; Ribe, 1985; Goldbeck-Löwe, 2011). Every colour has its own typical brightness: the highest level of brightness is shown in citron yellow, the lowest in blue violet (Gerritsen, 1972). This phenomenon concerns the polarity of light and darkness.

8. Colour can be experienced as warm or cool colours. The red and yellow colours are generally experienced as warm colours. The blue and bluish green colours are perceived as cool colours (Birren, 1950; Sivik, 1973; Jacobs and Suess, 1975; Bellizi et al, 1983; Mahnke, 1996; Stone and English, 1998; Tofle, 2004; Kaya and Epps, 2004). This concerns the polarity of warmth and coldness.

9. Colour shows order. Colour appears in daylight, in minerals and metals and living creatures in a natural order. Sulfur for instance is white when cold, but at 21 degrees it changes to the colour yellow, and at higher temperatures it turns to red (Frieling and Auer, 1961). Also the process of tempering steel shows white, yellow, gold-yellow, red, purple, violet, dark blue, blue, light blue, then grey. In the growing process of plants this sequence of colours is observed: in the dark earth, the seed and the roots are white, when receiving some light, the young plant turns yellow, then to yellow green. With more sunlight the plant colours change to green (Frieling and Auer, 1961; Frieling, 1968). This process, the intensification of colours (Steigerung), is first mentioned by Goethe and is found in his colour circle (Goethe, 1810; Goldbeck-Löwe, 2011) characterised by order and the appearance of intervals. Here the polarity of intensification is observed.
10. Colours appear with their own unique character. One colour is more elementary than another one, but all colours show their own typical hue. All together they create the so called colour space (Frieling and Auer, 1961; Hardin, 1988; Heller, 1990). Colour shows the polarity from distinction to non-identification by means of the hue.

11. Colours have symbolic meaning for different cultures in the world (Frieling, 1968; Gage, 1995; Mahnke, 1996) which in general seems to be comparable. Goethe (1810) tried to describe the sensual – moral aspects of colour, trying to find the objective inner quality. Later on other colour scientists used different colour systems such as the systems of Itten, Hering, Young, Munsell and Frieling to express the human colour experience basics (Birren, 1969). All colour systems search for the intrinsic colour quality. Looking at applied systems, etymologically how colour words have developed, and philosophically some central issues can be discerned: yellow is the sign of light as blue is the sign of darkness. Green is the sign of the living world of plants as red is the sign of the living world of animals and people. Violet is a combination of red and blue, combining human life with darkness, causing mystic experience. Light green a combination of yellow as sign of light with green as sign of the world of the plants shows itself in the young leafs. All these signs show the deeper sense of colour. Colour shows the polarity from the deeper sense to showing no sense at all.

12. Colour immediately communicates with the adjacent colours. In nature colour is never experienced as a separated colour with separated colour qualities, but we experience colour relative to other colours. Colours interact and influence each other in their appearance (Chevreul, 1855). As such colour can never be experienced as an isolated phenomenon but only in context. This is recognisable in the polarity between separated identity and placement in context.

As people are part of nature, nature and a natural environment consequently has positive influence on people (Ulrich, 1981; Hartig et al, 1991; Ulrich et al, 1991; Kaplan, 1993, 1995, 2001; Frumkin, 2001; Van den Berg et al, 2003; Groenewegen et al, 2006; Van den Berg et al, 2007; Berman et al, 2008). It can be hypothesised that naturally applied colours with aforementioned the twelve characteristics, attribute to the most optimal conditions for people and in addition the optimal productive work environment. During a long period of millions of years, people and their ancestors are exposed to the twelve characteristics of colour in nature. There seems to be a general and universal trend on how colour influences the human psyche (Goethe, 1810; Adams and Osgood, 1973; Heller, 1990; Crozier, 1999; Ou et al, 2004). This universal trend shows stable connections between colour categories and meanings. In addition, trends can be observed in the development of applied colour words in language. Berlin and Kay (1969) formulated a hypothesis regarding the existence of semantic universals in colour lexicons and a constrained order in evolutionary development of basis colour vocabularies. Research has shown that applied colour names in languages follow an evolutionary pattern. The terms ‘black’ and ‘white’ are present in all languages. If a language shows three colour terms, the third one is ‘red’. Languages with four colour terms always show either green or yellow and with five colour terms show both green and yellow. If six terms are used, the sixth term is blue and if seven terms the seventh term is brown. If more than seven colour terms are found, different orders of terms are observed for other colours such as pink, purple, orange and grey. In their search for causes Berlin and Kay supposed the existence of biological systems such as response patterns of non-opponent and opponent cells in the LGN providing information concerning hue, brightness and saturation (Kay et al, 1991). In addition, in epigenetic research learnt facts about stimuli belonging to the environment can be shown at least two generations later. Dias and Ressler (2013) recently showed that odour fear conditioning with mice can be inherited for two sequent generations at behavioural, neuroanatomical and epigenetic levels. This phenomenon covered by epigenetics, could possibly result in culturally learnt patterns concerning colour.
Preferences for colours show patterns that can be related to among other things culture, age, sex, education and human characteristics such as being emotional or being technical (Bakker et al, 2013c). Regarding culture, evidence exists that environmental conditions physiologically influence how people see colour. In 1973 Bornstein showed that people living in the regions concentrated near the equator had more yellow macular pigmentation than people living close to the poles. More macular pigmentation causes a decrease of the amount of short wavelengths reaching the retina. These people are less sensitive to blue and less able to distinguish blue from green (Hardin, 1988). It is possible that the effect of colour on people shows a certain order, due to the existing patterns in comparable semantic values of colours among different cultures, the application in languages and colour preferences. This order is originated in the colour itself and its intrinsic colour quality. The way colour influences the human psyche can be found in the twelve characteristics of colour. It seems to be that the intrinsic colour quality forms a large share of the human mental representations. The differences in the representations are due to local, cultural and temporal factors and individual differences such as personal characteristics and memories.

The existence of genetically based preferences” and/or “innate learning mechanisms is discussed in some colour research studies (Hurlbert and Ling, 2007). Hurlbert and Ling argue that the development of trichromacy caused a stronger colour preference for red in females rather than males as females were in accordance with the hunter-gather-theory supposed to gather ripe red coloured fruit. Indeed, for language and speech, evidence is found for the genetic influence by the gen FOXP2 (Fisher and Scharff, 2009), however language and speech are cognitive functions which is not purely the case for experiencing colours. Moreover, we cannot make simple linkages between researches on colour or on language or speech, as normal adults require more time to mention the name of a colour than to read the names of that colours presented in words (Mayfield Ligon, 1930). Moreover, Taylor et al (2012) showed evidence that the theory of Hurlbert and Ling is not consistent. Also colour associations can vary depending on culture (Madden et al, 2000). In addition, Block (2003) does not exclude the possibility of innate behavioural differences between the experience of different colours, although he asks questions about the existence of well-known associations. No genetic influence is found related to colour experience until now.

6.7 In search for a method to define the influence of the intrinsic colour quality.

6.7.1 A short view on colour research

Does colour research result in valid and reliable data?
To understand the exact influence of colour on people, valuable colour research is conducted and a large amount of interesting findings are available. However, the findings on colour frequently show conflicting results due to the complex environmental conditions, the complex test processes, human interactions, and the complexity of colour itself. In these studies two ways are generally followed to learn about the influences of colour: at the one hand subjects are asked about the influences and at the other hand effects on people’s performances and physiological effects are measured. In the case of asking subjects about the influences of colour it is unclear whether the answers to questions (often mentioned in questionnaires) have anything to do with the intrinsic colour quality itself. Bakker et al, 2013(a) conducted research in a real-life setting during regular meetings and showed that the answers given do not concern factual information on the applied colour(s) but primarily address the personal, social and environmental contextual situation (see Chapter 7). Psychological phenomena such as social desirability, cognitive dissonance and a lack of exactness, muddle the truth on colour (Foddy, 1993; Vonk, 2003; Bakker et al, 2013b).
It appears that the second option to measure facts is more fruitful to tell something about the effects of colour. In colour research two topics are measured: different type of performances and physiological values. Measuring performances is complicated and difficult to define and to compare, not only due to the type of performances but also due to different contextual factors. Although the research shows trends with patterns based on larger number of subjects (Mikellides, 1990; Elliot et al, 2007; Küller et al, 2009), physiological measurements appear to be a more valid method for colour research due to factual and objective physiological data. The measurements in physiological colour research show quantitative data that at first glance seem to be comparable. A large amount of indicators is used such as different types of brainwaves (alpha to theta), galvanic skin conduction, blood pressure and heartbeat. A closer look on this research reveals weaknesses such as an unclear relationship between colour and physiological reaction, unclear and/or unknown physiological values, a weak explanation of physiological measurements, weaknesses in the measurement and an artificial, not natural application of light colours such as shining light beams with high frequency into the eye (Wilson, 1966; Ali, 1972; Jacobs and Hustmeyer, 1974; Noguchi and Sakaguchi, 1999; Kim, 2004; Yoto, 2007; Küller et al, 2009; Rajae-joordens, 2011; Steer-Reeh, 2012; Kim et al, 2012; Yamashita et al, 2012). An extensive overview of the research applying physiological measurements is found in attachment A. It appears the quantitative data derived from physiological measurements does not provide clear information on the relationship of colour and physiological reaction. Some examples of physiological research on colour that does raise questions:

- Physiological measurements are used which not clearly indicate the relation between colour and colour effect. Kim (2004) indicates changes in beta and gamma waves and Küller et al (2009) in delta waves, as evidence of attention or arousal caused by colours, whereas beta waves primarily indicate intrinsic motivation related to motoric activity (Lal and Craig, 2001), gamma waves primarily are connected to very short stimuli (Hoogenboom, 2006) and delta waves primarily show activity in the auditory cortex (McGee et al, 1993; Lakatos et al, 2005). Further research and study is needed to develop a clear relationship between the effects of colour and a physiological reaction showing changes in brainwaves.

- Measurements are applied that (at this moment) cannot be clearly interpreted. Ali (1972) and Yoto (2007) used the AAC value. The AAC Value in general is an indicator of attention. However, what this AAC value exactly means in relation to the colour effects is not yet clear.

- Unknown measurements are used as the COH Value (coherence, i.e. correlation between respiration and heart rate; Rajae, 2011) while the general known RSA (Respiratory sinus arrhythmia) is not applied.

- Explanations concerning physiological reactions are unclear. Küller et al (2009) explains why subjects show a decrease of their heartbeat while seeing red as a reaction of such an excited state that this causes a paradoxical slowing heartbeat. However, physiologically a decrease of the heart beat always goes together with a decrease of arousal.

- Unclear measurements and weaknesses exist such as no or unclear categorisation of alpha waves, lacking data concerning the localization of electrodes, uncontrolled light and/or colour conditions, low numbers of subjects and combining methods as heartbeat, brainwaves and GSR with different reaction times.

It is questionable if completing questionnaires in psychological research or measuring physiological processes tell the truth about the effects of colours.
6.7.2 Twelve characteristics of colour and the twelve senses

Colour, context, test method and a diversity of measurements complicate the interpretation of findings. Perhaps, the twelve characteristics of colour which form the intrinsic colour quality in nature can function as a better guide for understanding a clearer relationship between colour and colour effects. According to Steiner (1909, 1910, 1911) people have twelve senses: four bodily senses (focusing on what), four senses which provide information about the environment (focusing on how) and four mental senses (focusing on why). Humans experience the environment with these twelve senses. Schneider (1987) translated what information is provided by which sense concerning the built environment. Each sense can be conceived as a lurch between two polarities. Depending on the features of the stimulus there is movement between the two polarities i.e. movement between warmth and coldness, form and motion and light and darkness. An overview of the twelve senses with their primary targets is shown in Table 1.

It has to be mentioned that the concept of the twelve senses is an hypothetical approach to understand the sensory information system although evidence such as modern neurological research (Dijksterhuis, 2007) is growing on this concept.

Table 1: The twelve senses as mentioned by Steiner and Schneider and primary targets

<table>
<thead>
<tr>
<th>physical senses</th>
<th>affective senses</th>
<th>cognitive senses</th>
</tr>
</thead>
<tbody>
<tr>
<td>touch</td>
<td>smell</td>
<td>proportion</td>
</tr>
<tr>
<td>experience of bodily boundaries</td>
<td>observing purity</td>
<td>recognising order</td>
</tr>
<tr>
<td>life</td>
<td>taste</td>
<td>gestalt</td>
</tr>
<tr>
<td>experience of bodily constitution</td>
<td>experiencing modulation</td>
<td>recognising unities</td>
</tr>
<tr>
<td>movement</td>
<td>sight</td>
<td>symbol</td>
</tr>
<tr>
<td>experiencing targeted movement</td>
<td>connecting sight and insight</td>
<td>recognising deeper values of unities</td>
</tr>
<tr>
<td>balance</td>
<td>temperature</td>
<td>identity</td>
</tr>
<tr>
<td>searching for balance</td>
<td>recognising the difference between sympathy and not sympathy</td>
<td>recognising others learning about one’s own identity</td>
</tr>
</tbody>
</table>

All twelve senses provide colour information as colour forms a part of the environment. Colour primarily is observed by the sense of sight as we see colour through the eyes. However, colour feeds the other senses which can be recognized through language and expressions such as warm colours (sense of temperature), soft colours (sense of touch) and sweet colours (sense of taste) (Soesman, 2005). Because people experience the outer world, colour inclusive, by means of the twelve senses, which all measure polarities, this could be a solution to understand the intrinsic colour quality in its totality. As a hypothesis, a model can be developed showing the connection between the twelve characteristics of the intrinsic colour quality such as these appear in nature and which are mentioned before (see paragraph 6.6 ) and the twelve senses with their polarity (see Table 2).
A connection is made between the mentioned colour characteristics and the human senses with their polarities. Humans experience the environment by means of their senses and each sense is sensitive for a specified polarity: for example the sense of sight is sensitive for the polarity light and dark. A mechanism to define colour experience in its totality could make use of this sensory information and their sensory polarities inclusive.

In paragraph 6.6 the twelve colour characteristics are shown accompanied by their colour polarities. It is generally accepted that colour shows itself by means of contrasts such as well-known and often used complementary contrast, warm-cool contrast and quality contrast. Colour contrasts are equivalent to polarities. Because senses all are sensitive for polarities, they are sensitive for contrasts. As such a match is possible between the twelve senses and colour contrasts. The sensory information system can be applied as mechanism to define the total colour quality (Table 3).

<table>
<thead>
<tr>
<th>Sense</th>
<th>Nature</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The four physical senses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>touch</td>
<td>colour appears or vanishes depending on light conditions</td>
<td>to be - not to be</td>
</tr>
<tr>
<td>life</td>
<td>colour appears with different saturation</td>
<td>growing - decreasing</td>
</tr>
<tr>
<td>movement</td>
<td>colour in nature is dynamical</td>
<td>form - motion</td>
</tr>
<tr>
<td>balance</td>
<td>colour is accompanied by its complementary colour</td>
<td>balance - unbalance</td>
</tr>
<tr>
<td><strong>The four affective senses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>smell</td>
<td>colour reveals the state of the process</td>
<td>fresh - deceased</td>
</tr>
<tr>
<td>taste</td>
<td>colour appears in all kind of harmonies</td>
<td>natural - not natural</td>
</tr>
<tr>
<td>sight</td>
<td>colour appears between light and darkness</td>
<td>light - darkness</td>
</tr>
<tr>
<td>temperature</td>
<td>colour appears between warmth and coldness</td>
<td>warmth - coldness</td>
</tr>
<tr>
<td><strong>The four cognitive senses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>proportion</td>
<td>colour apear in order and augmentation</td>
<td>chaos - order</td>
</tr>
<tr>
<td>gestalt</td>
<td>colour appears with a unique character</td>
<td>distinct - undistinct</td>
</tr>
<tr>
<td>symbol</td>
<td>colour appears in more or less expression</td>
<td>sense - no sense</td>
</tr>
<tr>
<td>identity</td>
<td>colour appears in totality</td>
<td>separation - coherence</td>
</tr>
</tbody>
</table>

Table 2: Relation between the twelve characteristics of the intrinsic colour quality as viewed in nature and the twelve senses with their character (This table is based on detailed information on the senses and asks for a short explanation: Senses are mainly sensitive for one specified stimulus and provide information about the status between two polarities. The sense of touch primarily provides sensory information about the existence of the outer world, providing additionally evidence of the own existence. The sense of life learns about someone’s constitution. The sense of movement provides information about the situation between standstill and movement. The sense of balance helps to find balance. The sense of smell learns about the quality of the situation in the process and provides information about value what is healthy and good. The sense of taste is sensitive for modulation and harmony which can be found in nature. The sense of sight primarily focus on the differences between light and darkness. The sense of temperature indicates on warmth to coldness differences. The sense of proportion provides information on the level of order. The sense of gestalt focuses on unities which are recognisable due to learning processes. The sense of symbol provides background information about original meanings and symbols and explains about the sense. The sense of identity explains about the existence of other individuals and learns about one’s own uniqueness. See for further explanation Bakker and De Boon, 2012).
Table 3: Relationship between the twelve characteristics of intrinsic colour quality as viewed in nature, the twelve senses and the twelve colour contrasts. (Explanation on contrast types: The sense of touch provides insight in existence/non-existence and mentions whether there is colour or no colour. Life reveals itself by showing colours by means of the level of saturation. When life vanishes, colours are growing pale and become unsaturated. The sense of life focus on the level of saturation. The sense of movement is linked to the motion contrast and the sense of balance shows itself by means of colours and their complementary colours finding balance in the opposite colours of the colour wheel. The sense of smell show the quality contrast and the polarity between pure and murky colours. The sense of taste is sensitive for harmony and as such for the harmony contrast. The sense of sight is sensitive for the light-darkness contrast as primary function of the eye. The sense of temperature reacts on the warm coldness contrast. The sense of proportion focus on the different tension between colours. The sense of gestalt is sensitive for unity and recognition and focuses on hue contrast. The sense of symbol provides information of the meaning and as such the sense itself, focusing on the contrast sense-no sense. The sense of identity shows the connection to adjacent colours that shows itself by means of the simultaneous contrast.

<table>
<thead>
<tr>
<th>Sense</th>
<th>Nature</th>
<th>Colour contrast</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The four physical senses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>touch</td>
<td>colour appears or vanishes depending on light conditions</td>
<td>colour - not colour contrast</td>
</tr>
<tr>
<td>life</td>
<td>colour appears with different saturation</td>
<td>saturation contrast</td>
</tr>
<tr>
<td>movement</td>
<td>colour in nature is dynamical</td>
<td>motion contrast</td>
</tr>
<tr>
<td>balance</td>
<td>colour is accompanied by its complementary colour</td>
<td>complementary contrast</td>
</tr>
<tr>
<td><strong>The four affective senses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>smell</td>
<td>colour reveals the state of the process</td>
<td>quality contrast</td>
</tr>
<tr>
<td>taste</td>
<td>colour appears in all kind of harmonies</td>
<td>harmony contrast</td>
</tr>
<tr>
<td>sight</td>
<td>colour appears between light and darkness</td>
<td>light darkness contrast</td>
</tr>
<tr>
<td>temperature</td>
<td>colour appears between warmth and coldness</td>
<td>warm coldness contrast</td>
</tr>
<tr>
<td><strong>The four cognitive senses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>proportion</td>
<td>colour appears in order and augmentation</td>
<td>Potential contrast</td>
</tr>
<tr>
<td>gestalt</td>
<td>colour appears with a unique character</td>
<td>hue contrast</td>
</tr>
<tr>
<td>symbol</td>
<td>colour appears in more or less expression</td>
<td>sense - no sense contrast</td>
</tr>
<tr>
<td>identity</td>
<td>colour appears in totality</td>
<td>simultaneous contrast</td>
</tr>
</tbody>
</table>

This mechanism with the twelve colour contrasts could provide a possibility to analyse and define in a more detailed way how colour influences people. This detailed way generates not only information about HSI-values (hue being information provided by the sense of gestalt, saturation being information provided by the sense of life and intensity being information provided by the sense of sight) but in addition takes the information of the other nine senses into account. By using all twelve senses people working in science such as researchers or in companies such as the paint industry are able to define colour in its totality and as such they are able to define colour experience in its totality. For architects, designers, employees in home decoration stores, shops for interior design or paint shops, this can be helpful for communication with customers such as residents and users of buildings such as offices and hospitals. People in general speak about sweet colours when they for instance want to decorate a nursery room or they speak about warm colours want they like to create a warmer atmosphere in their homes. It would be practical to support this communication supporting the way people in general speak about colours. Because the HSI-factors don’t provide any information on qualities such as sweetness or warmth, a method would be practical that not only informs about the qualities, but in addition all sensory information. The twelve colour contrasts (Figure 6 and 7) provide this information and it is possible to create new colour cards and colour fans that can be applied in contacts between suppliers and users to select colours. This facilitates the communication and supports understanding what users and customers prefer.
Research on colour shows many conflicting results. The method using all sensory information of the twelve senses, is a possible solution to understanding the influence of colour in its totality. It can be concluded that the present method to define the colour by means of the HSI-values should be broadened to include the twelve indicators based on the twelve senses developed by Rudolf Steiner (see Figure 8 and 9). It is recommended to introduce a colour system focusing on all twelve colour contrasts. These colour contrasts are directly connected with the appearance of colours in nature (see Figure 8).
6.8 Conclusion
The main question of this analysis on colour was whether any mechanism exists that accurately defines the human experience of colour and how physiological, affective and cognitive processes are influenced. Next, it is examined whether this analysis provides a practical guideline for applying colours in the physical environment that contribute to productivity.

In an evolutionary perspective seeing colours is developed as an instrument to discern objects and not primarily to see colours. On both a conscious and unconscious level mental representations of colour permanently influence how people experience colour. Also time and culture influence the character of the mental representations which determine how people experience colours. As thinking in modern times is such an important activity, these mental representations are determining how people experience colour. Because people primarily focus on the activities they are doing, they experience the physical environment most often unconsciously. At this level, the intrinsic colour quality has an influence on people and their productivity. This intrinsic colour quality presents itself in nature by means of twelve themes. It appears that the way colour shows itself in nature creates the optimal circumstances for the productive environment.

Colour is a natural phenomenon that presents itself by means of twelve themes as they appear in nature, that are in accordance with twelve polarities and twelve colour contrasts. These colour contrasts are observed by the twelve senses (Figure 11). These twelve senses appear to be a mechanism to express colour experience in its totality. The current view to define colour by means of the three factors hue, saturation and intensity (HSI-system) is too limited as it only describes three colour contrasts. Using the sensory information mechanism including the twelve senses, can be a helpful mechanism that provides information how colour influences physiological, affective and cognitive processes.
Finally a small remark to show some modesty concerning the versatile and complex topic colour. It seems to be that the little man in our head telling us ‘Hi there, that is magenta’ or ‘Hi there, that is the magenta of your grandma’s hat’ is an intriguing creature, and even a creature without any exactly located residence. (Ramachandran 2006).

6.9 Back to productivity

In order to understand the experience of colour from a broad perspective, this chapter mainly focused on the experience of colour in general and not particular on the effects of colour on productivity. Looking back at this analysis and the other chapters the next conclusions can be made about the relationship between colour and productivity:

1. No significant effects of colour could be found on perceived productivity, cohesion and wellbeing in the real life setting test of chapter 4. Most subjects mentioned that they did not have any preference concerning the red, the blue or the reference room and most subjects (65%) had the opinion that colour was not of importance for productivity. In the study on colour preferences (chapter 5) the colour ‘white’ is the most preferred colour: 41% of the participants chose white for the office and 30% chose white for the meeting room. Many participants stated that they had no colour preference: concerning the office 16% and concerning the meeting room 22% of the participants.

2. After selecting studies about the effects of colour on productivity with the selection criteria application of colour on walls in rooms without light manipulations and without other applications such as pictures, studies show the next results. Küller et al (2008) carried out three experiments focusing on a coloured versus grey condition and a red versus blue condition. No significant effects were found on clerical and creativity tasks. In addition, Ainsworth et al (1993) did not find any significant relationships of three colour conditions red, blue/green and white on typing performance. Analysing the effects of nine monochromatic colours in offices (1996) Kwallek found no significant differences between the effects of the colours. Only, in the white condition significantly more errors were made. In addition, in 1990 Kwallek et al found significant differences concerning a proofreading...
task in a white, red and green coloured room: in the white condition significantly more errors were made than in the red condition. In her other studies (1997 and 2007) Kwallek found differences between high and low screeners but no significant differences between the effects of the colours red, blue/green and white. It is interesting that Kuller et al (2008) found significant differences between subjects with a positive or negative mood.

3. In chapter 6 indications are found that physiological measurements do not give clear insights how colour influences can be related to the different measured values such as heart beat, pulse rate and brainwaves.

The studies show only in a limited way that environmental colours significantly influence productivity. Many people are not convinced of the importance of the applied environmental colours regarding the influence on productivity and more than half of the participants in the test on colour preferences choose for white or the option ‘no colour preference’ concerning their colour preferences for the office and the meeting room. However, in many circumstances people experience the physical environment unconsciously (Dijksterhuis, 2007). Since they are not or hardly aware of the effects they often do not express clear colour preferences and think that colours are not important. Since colour influences mood (Goethe, 1810; Rosenstein, 1985; Kwallek et al, 1988; Kwallek et al, 1997; Kuller, 1981; Kuller et al, 2006, 2009), this effect may in turn influence productivity (Van der Voordt, 2010). In chapter 2 it is mentioned that four moods namely contemplation, awareness, collectiveness and social observation contribute to productivity. Due to the fact that colour significantly influences mood, it can be assumed that colour in addition influences productivity.

We live in a society in which we want to find quick solutions for everything without too much thinking or time for reflexion. The world of colour is different. There seems to be no one to one relationship between productivity and colour – this relationship is to the best of our knowledge never found- and there is no simple short term solution to know which colours should be applied in practice. For optimising knowledge productivity it might be worthwhile to explore if a harmonious environment with a balance between structure and variety, in which people feel psychologically safe and are nurtured in their identity leads to optimising productivity.

Special thanks to Eelke Spaak Msc, PhD Donders Institute for Brain, Cognition and Behaviour, Radboud University Nijmegen, The Netherlands, prof.dr. J.C.N. de Geus, Department of Biological Psychology, FPP, Vrije Universiteit, Amsterdam, prod dr A.W.K. Gaillard (emeritus), University Tilburg and Conne Mara Bazley, MA, CHFP, JimConna, Inc Colorado, USA.

Maybe because colour is too complex and too dynamic, the literature did not show unambiguous evidence how colour influences productivity. No 1:1 relationship came to the fore between colour and productivity regarding different types of work activities. However, colour is a component of the physical environment that highly contributes to the atmosphere of the environment and as such affects satisfaction and mood, both variables that are related to productivity. So, indirectly a relationship between productivity and colour seems plausible. One of the theories shows that the total environment is perceived by the twelve senses, which are connected to twelve colour contrasts.
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<table>
<thead>
<tr>
<th>research</th>
<th>research question</th>
<th>(neuro)physiological findings</th>
<th>research conclusions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Küller, R., Mikellides, B, Janssens, J. (2009).</td>
<td>Has a colourful or grey room physiological impact?</td>
<td>Less alphawaves and lower heart beat in colourful room</td>
<td>Colourful room causes arousal</td>
</tr>
<tr>
<td>Küller, R., Mikellides, B, Janssens, J. (2009).</td>
<td>Does a red or a blue room causes physiological differences?</td>
<td>Significant differences in deltalowaves in blue characterizing a sleepy and drowsy state. Alpha waves showed only tendencies and no significant effects. In red room lower heart rate.</td>
<td>The colour red puts the brain into a more excited state, to such an extent as to cause a paradoxical slowing of the heart rate. Red interiors are more arousing than blue ones.</td>
</tr>
<tr>
<td>Jacobs, K.W. Hustmeyer, F.E. (1974).</td>
<td>Do red, green, blue and yellow coloured slides effect GSR, heart rate and respiration rate?</td>
<td>Significant higher GSR values, but no significant changes concerning heart rate and respiration rate while looking at red.</td>
<td>Red is a more arousing colour than yellow, green and blue.</td>
</tr>
<tr>
<td>Wilson, G.D. (1966).</td>
<td>Do the colours red and green cause different levels of arousal?</td>
<td>Red causes a higher level of GSR.</td>
<td>Red is a more arousing colour than green</td>
</tr>
<tr>
<td>Yoto, A., Shimomura, Y., Iwanaga, K., Katsuura, T. (2007).</td>
<td>Does red, green and blue paper stimuli effect physiological indicators?</td>
<td>The power of the alpha band and the theta band, and the total power of the theta-beta bandwidth as measured by EEG while looking at red are higher than while looking at blue. No effects bloodpressure.</td>
<td>Blue clicks more arousing based on AAC values. Activating effect of red paper on the central cortical region with regard to perception and attention was considerably more distinguishable than the biological activating effect of blush light.</td>
</tr>
<tr>
<td>Kim, Y. (2004).</td>
<td>Target is developing an online architectural virtual reality model to link colour to moods</td>
<td>Different effects are found of colours red, green, yellow, blue, black and white on alpha relative power, slow alpha, fast alpha, slow beta, fast beta, theta, gamma and VEP.</td>
<td>These effects are translated into moods and used in the model.</td>
</tr>
<tr>
<td>Noguchi, H., Sakaguchi, T. (1999).</td>
<td>Analysing effects of illuminance and colour temperature on physiological activity</td>
<td>Effects are shown on AAC (lower AAC values at lower colour temperature-conditions) and no effects on heart variability</td>
<td>Low colour temperature light creates lowering of central nervous system activity.</td>
</tr>
<tr>
<td>Steer-Reeh, A. (2012).</td>
<td>Analysing effects of coloured light on heart variability and respiration rate</td>
<td>Seeing red seems to cause arousing effects relative to heart beat and respiration rate, however HF (High Frequency Heart variability) shows a possible opposite effect. Blue has a positive influence on heart variability.</td>
<td>Colour causes physiological effects.</td>
</tr>
<tr>
<td>Yamashita, M., Yamada, and Yasuda, M. I. (2012).</td>
<td>What are the effects of six tones of red, green and blue effects on alpha waves?</td>
<td>The alpha 2 waves (9-11 Hz) increase is correlated to an increase of lightness. This increase is independent of the colour (R,G,B). The alpha2 proportion is highest for green and lowest for red.</td>
<td>More lightness (the vivid, bright, light and pale) tones cause positive effects on alpha 2 waves. Green causes more alpha 2 waves than red. Alpha 2 is conceived as the most optimal condition because this wave indicates relaxation and concentration.</td>
</tr>
<tr>
<td>Rajae-Joordens, R.J.E. (2011).</td>
<td>What are the effects of coloured lights (R,G,B) on valence and arousal?</td>
<td>No significant effects on skin conductance and blue light causes significant higher heart rate in dimmed conditions versus bright conditions.</td>
<td>A discrepancy exists between questionnaires and psycho-physiological measurements.</td>
</tr>
<tr>
<td>Kim, T.H., Song, J.K., Jeong, G.W. (2012).</td>
<td>Are there any linkages between neural mechanisms and subjective colour preferences?</td>
<td>Stimulation with favourite colours shows activated areas as the pars triangularis gyrus, precentral lobule, midbrain and globus pallidus. Stimulation with unfavourite colours shows activated areas the body of the caudate nucleus, parahippocampal gyrus, anterior cingulate gyrus, splenium of the corpus callosum, hippocampus, orbitofrontal gyrus, amygdala, thalamus and angular gyrus.</td>
<td>Linkages exist between emotional response and neural mechanisms.</td>
</tr>
<tr>
<td>Comment</td>
<td>Research Question</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>-------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Changes in alphawaves show evidence for arousal. The lowered heartbeat however shows the opposite pattern that in general indicates a decrease of arousal.</td>
<td>X X X X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A lower heartbeat means in general a decrease of arousal. Deltawaves show primarily information concerning the auditory cortex.</td>
<td>X X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two indicators for arousal don’t show significant effects.</td>
<td>X X X X dm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>This research shows weaknesses in the statistical approach. The applied intervals are unnatural in colour vision. Interpretation of conductance level and GSR unclear and makes comparison difficult.</td>
<td>X X X X dm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The AAC value only indicates attention. No occipital effects are striking as alpha waves in this region are most prominent. Comparison with research Ueda (2004) is unvalid as he used beta waves that primarily indicate motoric motivation.</td>
<td>X X X X X X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No consistent patterns are shown in the results. Types of brainwaves can not be attributed to moods. VEP is only usable for short time stimuli.</td>
<td>X X X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AAC is not yet a clear indicator</td>
<td>X X X no</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Due to the limited time periods of 10 minutes of colour experience, priming and as such learnt opinions (cognitions) - may be a cause of the measured effects. In addition, blue has a positive effect on SDNN (method to measure heartvariability). This method currently concerns a longer duration of measuring.</td>
<td>X X X X dm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exposure of light is very short which can be the cause that only differences are found in alphawaves and not in heart rate. The increase of alpha 2 waves may be caused by psychological effects due to learnt associations (cognitions). The alpha waves are not occipital measured, the location where these waves mostly are shown. The differences between significant alpha 2 waves and no significances at the other alphawaves are striking.</td>
<td>X X X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No differences are made between different types of alpha waves. As alpha waves show personal values, an experiment is necessary ‘within subject’. AAC is not yet a well understood measurement and can not be conceived as evidence.</td>
<td>X X X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Much attention is paid to the COH value; this value however is rather unknown. More practical is the RSA. Data are too limited to make sound conclusions.</td>
<td>X X light dm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Presenting colours by flickering stimuli is not in accordance with environmental experience in reality. Different area’s are mentioned that possibly can be related to emotions rather than positive or negative preferences.</td>
<td>X X dm</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Attachment A: Researches on colour effects using physiological data
After painting the church in Zutphen, Jan de Boon received this letter from the gardener.

What a great gift for a painter, if he can see how people can get ensouled by the colours he has made.

Zutphen, August 17,

Dear painters of our altar wall,

I just came back from the Consecration of Man. Still hot off the press, I wanted to thank you for the efforts you have devoted to achieve this wonderful result. It is very creatively and expertly executed.

The paint smelled fresh but what also was observable, is the “life energy” that you so generously have donated.

We may want everything with all the capital of the world, but without the help of your spirited limbs we were nowhere,

Thank you,
Gyuri Federer (the gardener)
In many scientific researches people are asked about their opinions using questionnaires. However, the human spirit is sparkling and elusive and the answers in questionnaires are the results of inscrutable human thinking processes. Many pitfalls are hidden on the scientific path searching for the truth.
Chapter Seven

The use of questionnaires in colour research in real life settings


After studying the demand side in Chapter 2 and the supply side in the Chapters 3 - 6, it was obvious that in many studies the methods are not always applied in an unambiguous way. Therefore, this chapter focuses on possible risks of using questionnaires in colour tests like the one that was described in Chapter 4. Additional data were gathered to understand why differences between questionnaire outcomes and impressions of the researcher were found. In preparation of the colour test, discussions have taken place with experts of the OTB TU Delft institute for research of the built environment and experts of TNO on how to measure effects of colour during a meeting in a real-life setting. Applying questionnaires seemed to be the best method, because camera’s or physiological measurements would make the situation of the real-life setting too artificial and the recorded measurements are difficult to interpret. Questionnaires that were used in former colour researches were analysed, but it was concluded that no standardised questions were applied. However, to measure productivity during meetings, OTB TU Delft used a standard method. Using this questionnaire as a basis and in consultation with experts, the colour questionnaires used in the real life test have been developed. Because the seven point Likert scale is often used in colour researches this method is used here as well. Another discussion topic was whether the researcher had to be present during the meetings. The advantage of knowing what happens during the meetings to be able to interpret the answers in the questionnaires overruled the disadvantage of possible influences of the observer. To reduce this possible effect, the observer was present during the meeting. Due to her presence, the researcher was able to observe the meeting process closely and to interpret the answers of the questionnaires more clearly. By means of standardised forms, facts were written down such as posture, communication lines, location at the table, number of questions and remarks of the subjects. In a standardised logbook the specific cases were registered.

This research discusses the validity of applying questionnaires in colour research in real life settings. In the literature conclusions concerning colour influences on human performance and wellbeing are often conflicting. This can be caused by the artificial setting of the test process. Applying questionnaires could also be a cause. To avoid the disadvantages of an artificial setting, a colour research process was organised in a real life setting. In order to get a better understanding of the validity and possible pitfalls in using questionnaires, the responses to the questionnaires were analysed and compared with findings from observations of respondents’ behaviour and additional interviews with the respondents. Discrepancies were found indicating weaknesses of applying questionnaires in colour research. The findings suggest that questionnaires alone are not a fully appropriate tool to establish the colour influences.

Keywords: questionnaires, observations, methodology, validity, social psychology, colour influences
7.1 Introduction

7.1.1 Conflicting results in colour research

Much colour research analysing the influences of colour on human beings is being conducted in an artificial setting by employing students performing artificial tasks, using different test materials and measuring different effects by using questionnaires (Elliot et al, 2007; Elliot and Niesta, 2008; Bellizzi et al, 1983; Maier et al, 2008; Stone, 2001). The results are often conflicting (Elliot et al, 2007; Tofle, 2004). There are several possible reasons for these conflicting results. Firstly, laboratory situations are a reduction of the complex physical and social contexts of real life situations (Vonk, 2003). The use of laboratory facilities (such as in Elliot et al, 2007; Moller and Maier, 2009; Roberts et al, 2010; Bellizzi et al, 1983), is often criticised (Tofle, 2004), because the effects of colour are highly dependent on its context (Crowley, 1993; Elliot et al, 2007, Maier et al, 2008; Conway, 2009; Beach et al, 1988). The effects of colours are for instance dependent on physical context variables such as daylight, space dimensions and textures, and on social context variables i.e. social interactions are different in a natural environment compared with a laboratory situation. Secondly, most colour research is conducted with subjects who are students (such as in Elliot et al, 2007; Elliot and Niesta, 2008; Zentall et al, 2000; Read et al, 1999; Roberts et al, 2010; Maier et al, 2008; Mehta and Zhu, 2009, Wilson, 1966, Claessen, 1995; Moller and Maier, 2009). Colour testing with students results in selection bias (Sears, 1986) as students are not representative for the overall population. The intrinsic motivation of students often differs from subjects in a real life situation. For example employees are motivated by social and organisational dependencies, whereas students are more interested in having fun (Bellizzi et al, 1983) or in getting course credits (Mehta and Zhu, 2009; Elliot et al, 2007). Thirdly, it is difficult to compare artificial tasks with real life task performances, where social interdependencies and organisational responsibilities are involved.

Fourthly, in the laboratory settings different coloured test materials are used such as virtual colouring with screens (Mehta and Zhu, 2009; Kaya and Epps, 2004; Dijkstra, 2009); clothing (Roberts et al, 2010), slides (Bellizzi et al, 1983), colour photographs (Sivik, 1973), colour samples like pegs (Claessen, 1995) and colour pictures (Wilson, 1966). Materials and devices with different characteristics may influence colour research results. An example are the studies of Kwallek et al (1996) who delivered evidence for the colours red and green as being preferred colours for walls in a physical test environment. Schloss et al (2012) used screens and found evidence for light colours such as white as preferred colours for walls. Next to these four causes of the conflicting results, using questionnaires could also be a cause. Often questionnaires are used for testing the colour influences on diverse cognitive, emotional and affective aspects (Bellizzi et al, 1983; Coad and Coad, 2008; Yoto et al, 2007; Lichtenfeld et al, 2009; Stone, 2001). Focusing on different topics such as anxiety and pleasure (Verhoeven et al, 2008), stress, attractiveness and professional quality (Dijkstra, 2009), and mood, arousal, vigilance and eagerness (Elliot et al, 2007), makes comparison of research findings difficult.

Furthermore, the validity of questionnaires might be questioned. Answers are mixtures of individual opinions influenced by psychological phenomena and contexts (Vonk, 2003; Ekman, 2008). The question is whether the responses to questionnaires are sufficiently valid in order to be able to draw sound conclusions concerning the influence of colour. In 2004, Hancock and Szalma wondered how empirical evidence can be verified. Next to quantitative methods, in addition qualitative methods have limitations, due to among other things attitudes of the subjects. Research concerning the application of questionnaires as an appropriate means to analyse the truth indicates that questionnaire findings may have limited validity, e.g. due to a lack of interest of respondents, the fact that respondents not always tell the truth and the unwillingness of respondents to admit certain attitudes or behaviour (Foddy, 1993). In summary, the main drawbacks of current studies on the influence of colour is, that most studies are conducted in an artificial setting using questionnaires as a main method to measure effects.
7.1.2 Testing the validity of completing questionnaires in a real life setting
From a methodological point of view, an interesting question is whether the influence of colour as a complex phenomenon and as an integral part of the environment, influencing all human senses, can be analysed in an artificial environment with questionnaires. Because people experience colour in real life, the optimal approach to test the influence of colour is testing in a real life setting. However, in real life situations there are other factors that may influence the process of completing questionnaires and the results. Hignett (2001) shows in her human interaction model the complexity of among other things cognitive, emotional, social and physiological influences. Differences in outcomes may be caused by context factors related to the test environments, the test situations and the test processes on the one hand and human characteristics on the other hand. A human characteristic could be a certain level of sensitivity (e.g. Mehrabian and Russell, 1974) or being affected by psychological phenomena such as unconsciousness of the environment. These three types of impact factors can be identified as contextual factors, personal characteristics and psychological phenomena.

7.1.3 Contextual factors
Mental processes can only be understood within the context of the interaction between human beings and their situation (Damasio, 2006). The way of experiencing the test environment depends on the physical environments subjects are accustomed to. When people work for instance in a white coloured work environment, every new colour will be conceived as irregular and approached rather critically. Also the organisational and social context with their organisational and social norms, might affect the process of completing questionnaires. Rafaeli and Vilnai-Yavetz (2004) show the multiplicity of relationships between among other things social, psychological and organisational aspects. Tasks, responsibilities and attitudes influence the way employees observe and perceive the physical environment (Küller, 1973). For instance, when an employee with serious responsibilities is involved in a meeting process, his attention is primarily directed to the meeting's topics and not to environmental aspects (Appleyard, 1973). Another serious contextual factor is the test process. Involvement in a specific test process is a special event, which probably might activate attention and enlarges personal status and feelings of importance. As a consequence the test process itself can affect the attitude of the subject and the existing social context.

7.1.4 Personal characteristics
Personal characteristics determine the way subjects experience the physical environmental and the social and organisational context and how they express these experiences in completing questionnaires. In real-life settings differences in environmental sensitivities may result in different experiences of the environment (Mehrabian and Russell, 1974).

7.1.5 Psychological phenomena
Psychological phenomena influence the process of completing questionnaires. People are for instance unconscious of their physical environment (Dijksterhuis, 2007; Schneider, 1987), don’t tell everything in questionnaires (Vonk, 2003) and are unconscious of their own cognitions about the environment (Vonk, 2003). In human behaviour ‘cognitive dissonance’ may play a role: people don’t like to have cognitions that are conflicting with each other and try to bring their cognitions into harmony (Festinger, 1957). The phenomenon of social desirability bias might have an impact as well. Some respondents’ answers to questions may be related to their perception of the social desirability of their answers (Bryman, 2012). The factors and phenomena described earlier are clearly mentioned in the environmental and psychological literature. However in the literature on the influence of colour, no reflections were found that these factors and phenomena influence the process of completing questionnaires and as such might influence the results and conclusions. The question can be asked if reported results based on completed
questionnaires can be conceived as clear and true facts which directly can be connected to the research topic: the impact of colour.

Considering the critical remarks on using questionnaires, in the present study the influence of differently coloured meeting rooms was tested in an existing office and not in a laboratory, with governmental employees and not with students, conducting usual tasks – regular team meetings - and no artificial tasks, and with real coloured walls in a real life setting instead of artificial materials in a laboratory setting. In order to test the validity of questionnaires to collect opinions about perceived productivity, social cohesion and wellbeing, the meeting process and the process of applying questionnaires was observed and monitored and analysed so that the aforementioned phenomena could be discerned. The present paper discusses whether the findings from questionnaires were consistent with observed behaviour, in order to answer the question: are questionnaires an appropriate measurement to collect data that can be used to draw clear conclusions concerning the influences of colour in a real-life situation? Due to the complexity of the surrounding environment and more specifically the phenomenon colour, the complexity of the human psyche and psychological processes related to the transformation processes of affect into cognitive verbalisation of perceptions, the hypothesis was that questionnaires alone don’t give a valid understanding of the influences of colour.

7.2 Method

7.2.1 Test setting
The influence of colour was tested in a real working situation, with two coloured meeting rooms (a red and a blue one) and a standard reference room in a government building in Rijswijk, the Netherlands. Seven regular meeting teams with totally 52 members were observed, each during seven formal routine meeting sessions (in total 49 test sessions). Standard questionnaires were systematically composed based on both former colour research and research on productivity. The government employees completed the questionnaires with statements on a seven point scale (ranging from strongly disagreeing to strongly agreeing) concerning the meeting productivity, social cohesion and wellbeing, appraisal of room aspects (including colour) and preferred rooms. The results of this test are published in a separate paper (Bakker et al. 2013) and not presented here because this paper focuses on the validity of using questionnaires in a real life setting.

7.2.2 Test process: data collection
For collecting data, four questionnaires were used. One questionnaire was administered directly before the meeting (questionnaire Q1), one directly after the meeting (Q2), both in the meeting room. A third questionnaire was disseminated two to three days after the meeting by e-mail (Q3). Two to three weeks after the last meeting session, a fourth endquestionnaire was sent out by e-mail (Q4), asking for personal opinions related to the three meeting rooms (the two coloured test rooms and the standard reference room), such as room preferences and the relative importance of interior elements (among other things colour, inner climate and comfortable chairs). The first three questionnaires Q1, Q2, Q3 were completed by the participants seven times (once per meeting session). The end-questionnaire Q4 was completed only once.

7.2.3 Test process: completing questionnaires
To get a clear insight into the subjects’ considerations while completing questionnaires on the impact of colour during the test process, data were systematically analysed on possible bias according to the next table (see Table 1).
Table 1: contextual, personal and psychological factors and phenomena which may appear during colour research using questionnaires

<table>
<thead>
<tr>
<th>factors and phenomena</th>
<th>types</th>
<th>examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>contextual</td>
<td>physical, organisational, social, test related</td>
<td>being accustomed to the physical environment, norms and culture, social desirability, personal interest</td>
</tr>
<tr>
<td>personal</td>
<td>personal characteristics</td>
<td>sensitive to the environment</td>
</tr>
<tr>
<td>psychological</td>
<td>cognitive dissonance</td>
<td>reducing differences between two cognitions such as avoiding discrepancies between made remarks and new opinions</td>
</tr>
<tr>
<td></td>
<td>unconsciousness of the environment</td>
<td>not knowing the colour of the wall</td>
</tr>
<tr>
<td></td>
<td>unconsciousness of the own cognitions</td>
<td>not realising the relation between cognitions and stimuli, such as positive feelings of space not realising what’s the cause</td>
</tr>
<tr>
<td></td>
<td>don’t tell everything</td>
<td>not telling about personal dissatisfaction</td>
</tr>
</tbody>
</table>

Because of the particular interest in methodological validity and possible pitfalls, the full research process was watched closely to be able to establish the validity of the answers mentioned in the questionnaires. Therefore during the 49 test sessions the researcher was present. In a research process document the researcher listed subjects’ positions at the table and their behaviour such as communication patterns, duration and number of questions subjects asked during the meeting, time for giving information, laughing and posture. Comments and remarks of subjects and incidents before, during and after the meetings were recorded in a logbook. Directly after the meeting these data was compared with the data in the questionnaires Q1, Q2 and Q3. Discrepancies between the observed behaviour and statements of the participants during the meeting session and their responses to these questionnaires were captured in the logbook. In four cases showing discrepancies between the observed behaviour and their answers in the questionnaire that were difficult to explain, subjects were personally interviewed regarding the background of their responses. These interviews were conducted one or two days after the meeting session at their private office. Subjects were told that the research was focused on the influence of colours, but that also the processes such as forming opinions constituted a serious part of it. In summary, three types of documents were used during the test process: questionnaires, a research process document per meeting session and a logbook. As such, the possibility was created to discern any discrepancies between responses to the questionnaires Q1, Q2 and Q3, observations of actual behaviour and findings from additional interviews, which might be caused by the psychological factors and phenomena mentioned in Table 1.

7.3 Results

The research findings pointed to ambivalence about the impact of colour that was intended to measure. After analysing the questionnaires Q1, Q2 and Q3, research process documents and logbooks, thirteen discrepancies were recorded between subject’s responses to the questionnaires and observed behaviour (see cases below) and/or the interview results, showing ambiguous relationships. Various cases represent discrepancies that refer to more than one person or to a whole team.

Case 1: Light-dark contrast with the previous environment

A meeting team had to wait a while in the sunny corridor before the meeting started. The team members entering the red test room had a discussion about the darkness of the room. They were unanimously
Convinced of the darkness of the red coloured room. However, the discussion did not have any influence on the mentioned scores in the questionnaires Q1, Q2 and Q3, neither on the rating of the room, the wall colour or the light. The fact that only this time the darkness of red room was discussed was caused by contextual factors: a short period in the sunny corridor caused an enlarged experience of darkness in the room. A possible explanation for not observing any effect in the responses to the questionnaires is that subjects are not aware of the connection between cognition (it is dark) and stimulus (the darkness) and that they pay no further attention to the environment because they were primarily focused on the meeting.

**Case 2: Discrepancies in appraisal of the furniture**
Many subjects spontaneously made positive remarks about the round shape of the table in the coloured rooms. According to them this shape stimulated human movement and created a pretty space. However, the scores on importance for this item in the end questionnaire Q4 were remarkably low. A possible explanation for the enthusiasm about the shape and the low rating in the questionnaire Q4 is that subjects are not actively focused on elements of the physical environment and do not remember relations between cognitions and stimuli.

**Case 3: Dissatisfaction with the meeting topic**
Directly after one of the meetings subject A told that he was not satisfied about the approach of the meeting topic. Nevertheless in questionnaire Q2 and Q3, the scores regarding satisfaction about the meeting, the meeting process, results and productivity, were all positive. When asked about his answers, he admitted he gave high scores although he was not satisfied. Because he could not change the situation in the complex government organisation, he opted for the scores he thought as being generally accepted in connection with his function, job responsibility and organisation culture. He chose the scores he thought other people expected him to make that did not necessarily correspond with his personal opinion. The effect is related to several factors and phenomena: impact of the organisational culture and generally accepted norms, social desirability and the phenomenon that people don’t tell everything.

**Case 4: Irritation about unclear decisions during the meeting**
Subject B several times asked the chairman to make more clear decisions, however no decision was made. Surprisingly subject B completed both questionnaires Q2 and Q3, with positive scores regarding the meeting results, meeting process and productivity. In an interview later on, subject B told that he was not satisfied but he could not change either the person or the situation. Low scores would not change this situation, so he decided to choose what he called ”normal” scores. These scores were not a valid representation of his personal opinion but were influenced by organisational culture, generally accepted norms, social desirability and the phenomenon that people don’t tell everything.

**Case 5: Dissatisfaction with the team process and the results**
After a meeting subject C told that he was not satisfied about the team process, the meeting and the results and more specific the input of his colleagues. Nevertheless the scores in questionnaires Q2 and Q3, were positive. In an interview with him later on, he told that his opinion did not matter at all and that he could not change the quality of the organisational process. He filled out high scores corresponding to his perceived job context and job responsibility. His responses can also be conceived as a result of organisational culture, generally accepted norms, social desirability and as such did not show his personal opinions.

**Case 6: Interruptions**
During a meeting subject D could not accomplish his own presentation because one of the team members took over. An analysis of the answers of subject D did not show any differences with his scores
in other meetings on the items ‘I felt respected by the others’ and ‘They listened to me well’. No clear correlation exists between the incident during this particular meeting and the scores filled out in the questionnaires Q2 and Q3. Possible explanations are that he was used to being treated this way in the organisation and the person who interrupted him or personal characteristics such as being a shy.

**Case 7: Getting compliments from colleagues**

In one meeting a substitute chairman (subject E) was asked to chair the meeting, because the regular chairman could not be present. At the end of the meeting one of the members told him that he was so happy because now he had felt someone was really listening to him and this had never happened before. The other team members agreed. However, the substitute chairman, who is a regular team member, filled out neutral scores in questionnaire Q2 and Q3, on the item “I felt respected by the others’. In comparison to his scores in the questionnaires Q2 and Q3, regarding all other meetings, no difference was found although this time he got many compliments. Probably subject E, being the chairman only once, mainly paid attention to the process as being his responsibility. Another cause could be a personal characteristic (for instance being modest) or that subject E is unconscious of his own cognitions.

**Case 8: Negative opinions versus positive scores**

After a meeting in the blue room, subject F told that he was fond of the colour blue but he did not like the light. In contrast with this opinion, both scores in questionnaire Q2 and Q3, regarding light intensity and light colour were positive and did not differ from the scores in the other rooms. In an interview afterwards, subject F told he was satisfied about the meeting so he also mentioned satisfaction concerning the environment, although on a conscious level he was not content with this environment. His score is primarily based on his focus on the meeting and has nothing to do with the environmental conditions.

**Case 9: Lack of interest: copying of responses**

It turned out that some subjects did not complete all questionnaires Q1, Q2 and Q3 quite seriously. For instance, subject G copied his scores in questionnaire Q1 into questionnaire Q2. He got critical comments from his team members and his data was not used in the analysis. This example is related to his attitude to the research: subject G is not seriously committed to the research, or there is no personal interest.

**Case 10: Responding (too) quickly**

Subject H completed the questionnaires Q1, Q2 and Q3 rather quickly and after a check by the researcher it appeared that during the complete test process subject H used almost the same scores. It is questionable whether these answers really reflect his opinion or are more or less standardised because he was not seriously committed to the research, or there is no personal interest.

**Case 11: Apologies for not having any colour preference**

Subject I told the researcher that he was very sorry that he had no colour preference and that he mostly liked the reference room. The reason for apologising could be that he felt affection for the researcher and/or assumed that the researcher expected him to have a colour preference or that he thought the researcher tried to find evidence for colour preferences. In the additional interview subject I told that he was convinced that the researcher had a colour preference and expected him to have one as well. This seems to refer to the so-called interviewer effect, trying to please the interviewer, in this test the researcher. In many types of researches, the interviewer effect seems to have influenced the findings (Davis et al, 2010; Dykema et al, 2012; Johnson and Parson, 1994; Huddy et al, 1997).

**Case 12: Mentioning colour perception**

While completing the questionnaires Q1, Q2 and Q3 during the meetings, at least 30% of the subjects looked up and around. May be these subjects recorded their individual colour perceptions and not their
actual experiences and actual feelings. People may be not sensitive for their environment, unconscious of the environment or unconscious of their own cognitions.

**Case 13: Impact of the chairman**

For the first time entering the test room (in this case the red room), one chairman called out loudly ‘What an awful colour’. Consequently, he gave the red wall a low score and the blue wall a high score. Maybe his scores were influenced by cognitive dissonance reduction: it is possible that during the meeting the chairman realised that the colour red was not as bad as he at first thought. However because he was aware of the fact that the other team members had heard his remarks, he may have felt forced to mention that red was awful. Although this possibility exists, it cannot be proven with any certainty. Furthermore the remark of the chairman may have influenced the opinions of the other team members as well and as such made employees being inclined to give the same ‘socially desirable’ answers.

These cases can be related to the contextual, personal and psychological factors and phenomena that were discussed in the introduction (see table 2).

---

**Table 2: contextual, personal and psychological factors and phenomena which may have influenced the responses to the questionnaires**

<table>
<thead>
<tr>
<th>factors and phenomena</th>
<th>types</th>
<th>observed factors and phenomena</th>
<th>cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>contextual</td>
<td>physical</td>
<td>being accustomed to the physical environment</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>organisational</td>
<td>norms and culture</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>social</td>
<td>attention to performances</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>test related</td>
<td>social desirability</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>attitude</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>affection to the interviewer</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>personal interest</td>
<td>7</td>
</tr>
<tr>
<td>personal</td>
<td>personal characteristics</td>
<td>psychological factors</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sensitive to the environment</td>
<td>9</td>
</tr>
<tr>
<td>psychological</td>
<td>cognitive dissonance</td>
<td>reducing differences between two cognitions such as avoiding discrepancies between made remarks and new opinions</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>unconsciousness of the environment</td>
<td>not knowing the colour of the wall</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>unconsciousness of the own cognitions</td>
<td>not realising the relation between cognitions and stimuli, such as positive feelings of space not realising what’s the cause</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>don’t tell everything</td>
<td>not telling about personal dissatisfaction</td>
<td>13</td>
</tr>
</tbody>
</table>

influencing factors and phenomena described in the cases
factors influencing all cases
Per case the specific contextual, personal and psychological factors and phenomena are marked (black) that may be a cause why answers in the questionnaire Q1, Q2 and Q3 are not in accordance with subjects’ behaviour and/or interview results. Three aspects - marked grey - play a role in all cases. Firstly, the physical environment the subjects are accustomed to determines how people judge their new environment (Vonk, 2003). Next, two test related issues always play a role: the attitude of the subject (whether the subject is serious, interested or involved) and personal interest (do subjects attach any importance to the research).

### 7.3.1 Time of responding

The correlation between the overall appraisal of the meeting room and the appraisal of the interior elements directly after the meeting was highest for wall colour and lowest for temperature and air quality (see table III below). Directly involved in the research process and knowing the research topic, the subjects related their appraisal above all to wall colour, and least at the aspects of the inner climate such as temperature and air quality.

![Table 3: Inter Item Correlation Matrix. Appraisal of the meeting room and wall colour showed highest correlations.](image)

<table>
<thead>
<tr>
<th>Interior elements</th>
<th>Correlation between appraisal of the meeting room and appraisal of interior elements directly after the meeting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top desk table</td>
<td>0.551</td>
</tr>
<tr>
<td>Wall colour</td>
<td>0.789</td>
</tr>
<tr>
<td>Light Intensity</td>
<td>0.569</td>
</tr>
<tr>
<td>Temperature</td>
<td>0.385</td>
</tr>
<tr>
<td>Air quality</td>
<td>0.402</td>
</tr>
<tr>
<td>Light colour</td>
<td>0.720</td>
</tr>
</tbody>
</table>

However, asking subjects after all test meeting sessions to rank the relative importance of twelve different interior aspects (Q4), subjects assigned a low score to wall colour (Table 4) and highest scores to temperature and air quality. Male subjects ranked wall colours at the tenth position and female subjects at the eighth. These data are comparable with the work environment factors analysed by Dul et al.(2007).

Valuing the room is based on valuing elements or parts of it. High correlations with the test aspects colour of the light and colour of the wall indicate that the appraisal of the room is influenced by these test aspects and that subjects attach importance to these aspects. However, the same subjects attached opposite importance at the room after all sessions. Apparently the moment of completing the questionnaires affects the opinion about the importance of the interior elements.

![Table 4: Relative positions subjects assigned to interior elements](image)

<table>
<thead>
<tr>
<th>order</th>
<th>men</th>
<th>women</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>air quality</td>
<td>air quality</td>
<td>air quality</td>
</tr>
<tr>
<td>2nd</td>
<td>temperature</td>
<td>temperature</td>
<td>temperature</td>
</tr>
<tr>
<td>3rd</td>
<td>chairs</td>
<td>daylight</td>
<td>daylight</td>
</tr>
<tr>
<td>4th</td>
<td>light intensity</td>
<td>light intensity</td>
<td>light intensity</td>
</tr>
<tr>
<td>5th</td>
<td>daylight</td>
<td>light colour / chairs</td>
<td>light colour / chairs</td>
</tr>
<tr>
<td>6th</td>
<td>acoustics</td>
<td>acoustics</td>
<td>acoustics</td>
</tr>
<tr>
<td>7th</td>
<td>light colour</td>
<td>wall colour</td>
<td>wall colour</td>
</tr>
<tr>
<td>8th</td>
<td>shape table</td>
<td>shape table</td>
<td>shape table</td>
</tr>
<tr>
<td>9th</td>
<td>colour table top</td>
<td>plants</td>
<td>plants</td>
</tr>
<tr>
<td>10th</td>
<td>wall colour</td>
<td>art</td>
<td>art</td>
</tr>
<tr>
<td>11th</td>
<td>plants</td>
<td>colour table top</td>
<td>colour table top</td>
</tr>
<tr>
<td>12th</td>
<td>art</td>
<td></td>
<td>art</td>
</tr>
</tbody>
</table>
7.4 Discussion

Analysing the research process carefully, evidence is found for confirmation of the hypothesis that questionnaires alone do not give a valid understanding of the influences of colour. Causes are probably due to the complexity of the surrounding environment, the complex phenomenon colour itself and the complexity of psychological processes regarding the transformation process of affect into cognitive verbalisation of perceptions. Remarkably, most subjects did not show any colour preference at all. When at the end of the test process all subjects were asked to mention their colour preferences in the end questionnaire Q4, 63% of the male subjects and 61% of the female subjects admitted they had no favourite wall colour.

7.4.1 Time of responding: influence of the test process

At the moments that the subjects were present in the test environment and more directly involved in the research process, the responses to the questionnaires showed a high correlation between the appraisal of the room and the appraisal of the wall colour and a low correlation with the appraisal of the inner climate. On the contrary, two to three weeks after all test meeting sessions, when subjects had more distance to the research process, wall colour did not play an important role in valuing the room (Table 4) and temperature and air quality got highest scores (Q4). Apparently, the test setting influences the results. When participants completed the questionnaires Q1, Q2 and Q3 they were in the test room with the researcher being present as well, that both accentuated the colour issue of the research. The end questionnaire Q4 was completed in their own room at a distance from the test rooms and without the presence of the researcher. In this situation colour being the research topic was less accentuated or partly forgotten. Moreover, in the existing building some problems existed on the inner climate. When completing Q1, Q2 and Q3 specific attention was paid to the research topic and not to the regular inner climate problems, while at the time of completing Q4, the regular office situation with the inner climate problems got more attention.

7.4.2 Impact of a close contact between the researcher and subjects

In order to be able to understand the answers in the questionnaires Q1, Q2 and Q3 and to interpret the thinking processes of the subjects translating their opinions into the questionnaires, the researcher had to be present during all meeting sessions. Due to the continuous presence of the researcher, a kind of relationship developed between the researcher and the subjects. For instance, some test persons apologised for not having any preference for a specific colour or for preferring the neutral ‘reference’ room (see case 11). It seems that these subjects assumed that the researcher was expecting them to have a colour preference or that the researcher had a colour preference herself. Indeed, when the researcher asked subjects if they thought that the researcher expected that colour had any effect, all subjects answered positively. Probably these ideas have influenced the opinion of the subjects and the responses to the questionnaires. It is possible that more subjects mentioned a preferred colour than they otherwise would have done. This phenomenon is known as the interviewer effect (Choi and Comstock, 1975). These considerations have to be taken into account in colour research. The colour research process itself is complex and process aspects such as time and role of the interviewer, both possibly influence the results.

7.5 Conclusions and recommendations

It can be concluded that the responses to questionnaires are not always a clear representation of subjects’ opinions. Using these answers in colour research, it is not in all cases possible to draw valid conclusions on the colour influences. The responses to the questionnaires Q1, Q2 and Q3 can be considered as a contamination of feelings, cognitive thinking and psychological considerations by the subjects.
All mentioned factors and phenomena have influenced the answers subjects completed in the questionnaires. It can be concluded that responses to questionnaires used in colour research in real-life settings are a result of complex considerations, which makes it difficult to draw clear, reliable and valid conclusions about the influences of colour. The present research in a real-life situation showed evidence about the risks of wrong interpretations of data from questionnaires. Questionnaires alone are no valid instruments to give a clear insight into the influences of colours applied in the physical environment in real-life situations.

A general recommendation concerning both colour research and other research using questionnaires is to include other sampling techniques. For instance making use of beeping from a pager to define the moments that participants are asked questions with relatively quick responses reduces the effects of influences of context factors (Csikszentmihalyi, 1999). Some specific recommendations can be given to conduct colour research in real-life situations that more clearly indicate influences of colours. The context has to be kept simple. It is important to locate the test rooms in the inner space of the building in order to avoid the impact of changeability of daylight.

Real-life settings within an organisational context can bring a range of emotional, social and organisational aspects that may influence the answers to questionnaires. Hignett and Wilson (2004) emphasise in their model showing the interactions between multiple dimensions, the importance of social influences. As such, questions that could be related to the complex social context should be avoided while questions concerning personal aspects are more preferable. Due to the often white (Kwallek and Lewis, 1990) and colourless environments in offices, a period of at least three months is necessary to get accustomed to the test colours. The chance that subjects will guess the research topic will be smaller and subjects will experience the surrounding colours in a more natural way and less as a special test event. The influence of the presence of the researcher – to be able to observe what is going on – could be avoided by using cameras. However, this also could influence respondents’ behaviour. Physiological measurements, which easily can be applied without any bodily irritations or barriers, like measurement of Galvanic Skin Response, could be added for reasons of triangulation. If these kinds of measurements and responses to questionnaires result in similar findings, reliability and validity of the conclusions will be improved. When using questionnaires, it is recommended to interview subjects directly after completing the questionnaires to get a better understanding about motives. Taking all these recommendations into account, the validity of the findings i.e. the possibility of finding the real influences of colour will be increased.
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It is concluded that applying questionnaires in colour research in real life settings during meetings, is not the optimal method to measure the influences of colour on perceived productivity, social cohesion and wellbeing. Many psychological constructs influence the answers in the questionnaires. This extra study did result in insights in pitfalls of doing this type of research and is useful for other researchers. In order to measure how the environment is being experienced, often the method of Mehrabian and Russell (1974) is used, with the dimensions pleasure, arousal and less frequently dominance. The question arises if this method gives clear insights into how the physical environment influences people. In Chapter 8 it will be explored how pleasure, arousal and dominance have to be interpreted to assess the physical environment in a clear way.
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To be able to interpret findings in researches, it is recommendable to have a closer look at the applied methods. In environmental psychology often the method of Mehrabian and Russell is used. It is the question whether this method provides optimal results and how it is applied.
Chapter Eight
Pleasure, arousal, dominance: Mehrabian and Russell revisited


In many environmental psychology research the method of Mehrabian and Russell (1974) is applied using the dimensions pleasure arousal and dominance. However, the studies show conflicting results. These conflicting results may be caused by the applied methods. For this reason an in-depth analysis of the method of Mehrabian and Russell has been conducted to understand the original ideas and backgrounds.

This paper presents a discursive review of the dimensions pleasure, arousal and dominance that Mehrabian and Russell developed in 1974 to assess environmental perception, experience, and psychological responses. Since then numerous researchers applied these dimensions to assess the experience of the physical environment and its perceived qualities. Although the dimensions appeared to be useful, there is a long-lasting debate going on among environmental psychologists about the interpretation of pleasure, arousal and dominance and its underlying mechanisms. Due to the lack of clarity researchers use different adjectives to describe environmental experiences, which makes any comparison between research findings difficult.

This paper shows that the three dimensions can be linked to the current ABC Model of Attitudes: pleasure, arousal and dominance can be respectively related to affective, cognitive and conative responses, i.e. Affect, Cognition and Behaviour (ABC). In addition, connecting the three dimensions to the triad feeling, thinking and acting, can also help to improve our understanding, interpretation and measurement of pleasure, arousal and dominance. Based on this review, it is proposed to re-introduce the three dimensions and to replace the nowadays often used two dimensional model with pleasure and arousal by a three dimensional model, including dominance as a third dimension, to represent the complete range of human responses.

Keywords: pleasure, arousal, dominance, ABC psychology, tripartite view of feeling, thinking, acting, experience

8.1 Introduction
An often applied approach to assess and describe environmental experiences is the environmental psychology method of Mehrabian and Russell (1974). They use three emotional dimensions - pleasure, arousal and dominance - to describe human perceptions of physical environments. In the last four decades, pleasure, arousal and to a lesser extent dominance have been used and are still used by numerous researchers in the field of environmental psychology (Bellizi et al, 1983; Bradley et al, 1992; Baker et al, 1992; Donovan et al, 1994; Dubé et al, 1995; Berleant, 1997; Floyd, 1997; Eastman, 1997; Kaplan et al, 1998; Wirtz et al, 2000; Mattila and Wirtz, 2001; Chebat and Michon, 2003; Stamps, 2003; Bigné et al, 2005; Laroche et al, 2005; Ryu and Jang, 2007; Arifín and Cheung, 2007; Kuppens, 2008;
Van Hagen et al, 2009; Morrisson et al, 2011; Hyun et al, 2011). Pleasure and arousal are also applied in other disciplines such as the neurological and neuropsychological sciences (Bradley et al, 1992; Bonnet et al, 1995; Costa et al, 2010; Walter et al, 2011), marketing research (Menon and Kahn, 2002; Laroche et al, 2005; Wu et al, 2008; Lin, 2010; Ha and Lennon, 2010; Penz and Hogg, 2011), computer systems (Colomo-Palacios et al, 2011) and psychological research (Reisenzein, 1994; Bradley et al, 2008). In the field of environmental psychology, pleasure, arousal and dominance are conceived as three basic dimensions of emotional responses that indicate peoples’ state of feeling (Mehrabian and Russell, 1974; Russell, 1980; Russell and Pratt, 1980; Zajonc, 1980; Russell et al, 1981; Bell et al, 2001; Gifford, 2001). However, since 1974 discussions are going on among (environmental) psychologists such as Russell (1980), Russell and Prat (1980), Russell et al (1981), Russell and Lanius (1984), Russell et al (1989), Russell and Carroll (1999), Russell and James (2003) and Zajonc and Markus (1984) about the exact interpretation of the dimensions in connection to cognition and affect and the role of dominance. Based on a critical review of the literature including findings from recent studies conducted in England and Venezuela Yani-de-Soriano and Foxall (2006) show that dominance is as legitimate an environmental descriptor as pleasure and arousal. In much research less attention is paid to dominance or even not at all (Russell, 1980; Russell et al, 1981; Chebat and Michon, 2003; Mattila and Wirtz, 2006; Kuppens, 2008). In these studies models are used (see Figure 1) with two axes: horizontally the degree of pleasure and vertically the degree of arousal.

Figure 1: Example of an environmental psychology model with two axes that shows various adjectives to indicate the level of pleasure (X-axis) and arousal (Y-axis) (Russell and Lanius, 1984).

8.2 Pleasure, Arousal and Dominance revisited
In the literature a huge variety of different adjectives is used to operationalise pleasure, arousal and dominance. This makes research findings about the experience and perception of the physical environment difficult to compare. In order to gain a better understanding of the three dimensions, this
paper analyses various adjectives related to pleasure, arousal and dominance that were applied by Mehrabian and Russell and other authors. Furthermore this paper explores the underlying mechanism in connection to the ABC Model of Attitudes i.e. a tripartite view with the three indicators affect, behaviour and cognition. As such it tries to answer the following questions:

1. What were the original operationalization’s of pleasure, arousal and dominance defined by Mehrabian and Russell in 1974?
2. How are pleasure, arousal and dominance being applied by other researchers?
3. What are the main causes for different applications?
4. Which underlying mechanisms and psychological phenomena can be found to improve our understanding of pleasure, arousal and dominance?

8.3 Interpretations by Mehrabian and Russell (1974)
Mehrabian and Russell introduced pleasure, arousal and dominance as three independent emotional dimensions to describe people’s state of feeling. They conceived pleasure as a continuum ranging from extreme pain or unhappiness to extreme happiness and used adjectives such as happy – unhappy, pleased-annoyed, and satisfied-unsatisfied to define a person’s level of pleasure. Arousal was conceived as a mental activity describing the state of feeling along a single dimension ranging from sleep to frantic excitement and linked to adjectives such as stimulated-relaxed, excited- calm and wide awake-sleepy to define arousal. Dominance was related to feelings of control and the extent to which an individual feels restricted in his behaviour. To define the degree of dominance Mehrabian and Russell used a continuum ranging from dominance to submissiveness with adjectives such as controlling, influential and autonomous. Mehrabian (1996) mentioned the noun ‘relaxation’ as indicator for all three dimensions pleasure, arousal and dominance.

8.4 Comparison with the factors mentioned by Osgood et al.
Mehrabian and Russell (1974) compared the three dimensions pleasure, arousal and dominance with the three factors evaluation, activity and potency used by Osgood et al (1957) and Osgood (1963) (Table 1). The first scientists who used these three factors were Solomon (1954) in analysing sonar signals and Tucker(1955) in his experiments judging paintings. Whereas both triads show some similarities, some dissimilarities come to the fore as well.

### Table 1: Relationships between the three dimensions used by Mehrabian and Russell and the three factors used by Osgood

<table>
<thead>
<tr>
<th>Three dimensions mentioned by Mehrabian and Russell (1974)</th>
<th>Three factors mentioned by Osgood et al. (1957)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pleasure</td>
<td>Evaluation</td>
</tr>
<tr>
<td>Arousal</td>
<td>Activity</td>
</tr>
<tr>
<td>Dominance</td>
<td>Potency</td>
</tr>
</tbody>
</table>

8.4.1 Pleasure <-> Evaluation
Mehrabian and Russell described pleasure purely in terms of positive or negative feelings. The evaluation factor applied by Osgood et al. (1957) is quite ambiguous. It is based on factor-analysis and linked to a broad spectrum of adjectives such as good-bad, optimistic-pessimistic, positive-negative, complete-incomplete and timely-untimely. Twenty years after their first joint paper on this issue, Mehrabian (1996)
operationalised pleasure in a rather different way and used connotations such as excitement, relaxation, love, and tranquillity versus cruelty, humiliation, disinterest and boredom. Table 2 shows different interpretations of pleasure according to Mehrabian and Russell. The number of different interpretations in the literature of the term ‘pleasure’ is smaller rather than the terms ‘arousal’ and ‘dominance’.

### Table 2: Interpretations of pleasure by Mehrabian and Russell

<table>
<thead>
<tr>
<th>Pleasure</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>affective (emotional) responses</td>
<td>Mehrabian and Russell, 1974</td>
</tr>
<tr>
<td>affective (emotional) responses</td>
<td>Russell and Mehrabian, 1977</td>
</tr>
<tr>
<td>pleasantness-unpleasantness is analogous to the semantic differential dimension of evaluation</td>
<td>Russell and Mehrabian, 1977</td>
</tr>
<tr>
<td>pleasure is a continuum ranging from extreme pain or unhappiness at the one hand to extreme happiness or ecstasy at the other end. positive versus negative affective states (e.g. excitement, relaxation, love, and tranquility versus cruelty, humiliation, disinterest, and boredom)</td>
<td>Russell and Mehrabian, 1977</td>
</tr>
<tr>
<td>positive versus negative affective states (e.g. excitement, relaxation, love, and tranquility versus cruelty, humiliation, disinterest, and boredom)</td>
<td>Mehrabian, 1996</td>
</tr>
</tbody>
</table>

### 8.4.2 Arousal <-> Activity

Although Mehrabian and Russell (1974) conceived arousal as a feeling state, they applied primarily adjectives that concern mental activity. In 1977 they described arousal as ranging from sleep and intermediate states of drowsiness and alertness to frenzied excitement. However, in 1996 Mehrabian defined arousal as a combination of mental alertness and physical activity. He operationalised arousal by using adjectives ranging from sleep, inactivity, boredom and relaxation at the lower end to wakefulness, bodily tension, strenuous exercise and concentration at the high end. Osgood, Suci and Tannenbaum (1957) defined activity as attention and used adjectives such as fast-slow, active-passive, excitable-calm, hot-cold. In his vision activity has also ‘some relation to physical sharpness or abruptness as well’ (see also Osgood, 1963). As such, Osgood used the activity factor for different types of activity, varying from physiological activity and mental activity to physical activity. Other authors used the activity factor in their research as well, with different interpretations (e.g. Lindsley, 1951; Duffy, 1957; Berlyne, 1966, 1970; Thayer, 1967; Bellizi et al, 1983; Mano, 1992; Bigné et al, 2005; Ryu and Jang, 2007). Lindsley (1951) and Duffy (1957) conceived activity as a physiological activity. Berlyne (1966, 1970) linked activity to attentiveness and connected activity to the arousal potential, known as the Wundt curve of 1874. This arousal potential concerns all types of stimulus properties that tend to raise alertness. Thayer (1967) used adjectives such as wide awake, aroused, aflame, impassioned, alert, and roused. Mano (1992) also related arousal to capacity. Table 3 shows different interpretations of pleasure by different researchers.

### Table 3: Interpretations of arousal by different researchers

<table>
<thead>
<tr>
<th>Arousal</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wundt curve (1874) showing the arousal potential related to novelty and complexity (in Berlyne, 1970)</td>
<td>Wundt (1874)</td>
</tr>
<tr>
<td>arousal connected to attentiveness; relation between arousal and exploratory activities evoked by novel, complex and ambiguous stimuli. Annimal’s arousal level concerns wide-awake, attentive, excited, arousal described in terms such as: wide awake, aroused, aflame, impassioned, alert, roused.</td>
<td>Berlyne, 1966</td>
</tr>
<tr>
<td>Wundt curve (1874) showing the arousal potential related to novelty and complexity (in Berlyne, 1970)</td>
<td>Wundt (1874)</td>
</tr>
<tr>
<td>arousal connected to attentiveness; relation between arousal and exploratory activities evoked by novel, complex and ambiguous stimuli. Annimal’s arousal level concerns wide-awake, attentive, excited, arousal described in terms such as: wide awake, aroused, aflame, impassioned, alert, roused.</td>
<td>Berlyne, 1966</td>
</tr>
<tr>
<td>Wundt curve (1874) showing the arousal potential related to novelty and complexity (in Berlyne, 1970)</td>
<td>Wundt (1874)</td>
</tr>
<tr>
<td>arousal connected to attentiveness; relation between arousal and exploratory activities evoked by novel, complex and ambiguous stimuli. Annimal’s arousal level concerns wide-awake, attentive, excited, arousal described in terms such as: wide awake, aroused, aflame, impassioned, alert, roused.</td>
<td>Berlyne, 1966</td>
</tr>
<tr>
<td>Wundt curve (1874) showing the arousal potential related to novelty and complexity (in Berlyne, 1970)</td>
<td>Wundt (1874)</td>
</tr>
<tr>
<td>arousal connected to attentiveness; relation between arousal and exploratory activities evoked by novel, complex and ambiguous stimuli. Annimal’s arousal level concerns wide-awake, attentive, excited, arousal described in terms such as: wide awake, aroused, aflame, impassioned, alert, roused.</td>
<td>Berlyne, 1966</td>
</tr>
</tbody>
</table>
arousal related to novelty and complexity as hedonic value based on the Wundt curve activity factor
initially proposed to account for the intensity, but not the quality or direction, of a behaviour
feeling state varying along a single dimension ranging from sleep to frantic excitement such as stimulated, relaxed, excited and sleepy
the arousal dimension is analogous to the semantic differential dimension of activity responsiveness
Arousal ranges from sleep through intermediate states of drowsiness and then alertness to frenzied excitement at the opposite extreme.
relation with attentional capacity
level of mental alertness and physical activity. (e.g. sleep, inactivity, boredom, and relaxation at the lower end versus wakefulness, bodily tension, strenuous exercise, and concentration at the higher end).
activity or activation
arousal items: active, alert, attentive, excited.

Berlyne, 1970
Mehrabian and Russell, 1974
Mehrabian and Russell, 1974
Mehrabian and Russell, 1974
Russell and Mehrabian, 1977
Russell and Mehrabian, 1977
Russell and Mehrabian, 1977
Mehrabian, 1996
Russell and Carroll, 1999
Russell and Carroll, 1999

8.4.3 Dominance <-> Potency
Mehrabian and Russell (1974) connected dominance to feelings of control and behaviour restrictions caused by physical or social barriers. The adjectives they used to indicate a person’s level of dominance - controlling, influential, autonomous - are different from the adjectives used by Osgood (1957) who described the potency factor by adjectives such as hard-soft, heavy-light, masculine-feminine, severe-lenient, strong-weak, tenacious-yielding. Thayer (1967) used potency in the same way as Osgood did. In 1996 Mehrabian interpreted dominance also in line with Osgood but he used different adjectives such as anger, relaxation, power and boldness versus anxiety, infatuation, fear and loneliness. Table 4 shows different interpretations of dominance according to different researchers.

<table>
<thead>
<tr>
<th>Dominance</th>
<th>Table 4: Interpretations of dominance by different researchers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dominance described as dominant, controlling, influential, important, autonomous; submissiveness described as: submissive, controlled, influenced, awed, guided</td>
<td>-domination described as dominant, controlling, influential, important, autonomous; submissiveness described as submissive, controlled, influenced, awed, guided (in Russell, 1979)</td>
</tr>
<tr>
<td>connected to behaviour such as controlling, influential, autonomous</td>
<td>-connection to behaviour such as controlling, influential, autonomous</td>
</tr>
<tr>
<td>potency</td>
<td>-potency</td>
</tr>
<tr>
<td>“ranges from feelings of total lack of control or influence on events and surroundings to the opposite extreme of feeling influential and in control.”</td>
<td>-ranges from feelings of total lack of control or influence on events and surroundings to the opposite extreme of feeling influential and in control.</td>
</tr>
<tr>
<td>a third factor is not only dominance, but a number of dimensions such as locus of causation, importance of the emotion, and locus of control. These dimensions are interpretable as cognitive rather than affective (in Russell and Pratt, 1980)</td>
<td>-a third factor is not only dominance, but a number of dimensions such as locus of causation, importance of the emotion, and locus of control. These dimensions are interpretable as cognitive rather than affective (in Russell and Pratt, 1980)</td>
</tr>
<tr>
<td>perceptual cognitive dimension</td>
<td>-perceptual cognitive dimension</td>
</tr>
<tr>
<td>perceptual cognitive dimension</td>
<td>-perceptual cognitive dimension</td>
</tr>
<tr>
<td>a feeling of control and influence over one’s surroundings and others versus feeling controlled or influenced by situations and others (e.g., anger, relaxation, power, and boldness versus anxiety, infatuation, fear, and loneliness).</td>
<td>-a feeling of control and influence over one’s surroundings and others versus feeling controlled or influenced by situations and others (e.g., anger, relaxation, power, and boldness versus anxiety, infatuation, fear, and loneliness).</td>
</tr>
<tr>
<td>Thayer, 1967</td>
<td>-Thayer, 1967</td>
</tr>
<tr>
<td>Mehrajabian and Russell, 1974</td>
<td>-Mehrajabian and Russell, 1974</td>
</tr>
<tr>
<td>Russell and Mehrabian, 1977</td>
<td>-Russell and Mehrabian, 1977</td>
</tr>
<tr>
<td>Russell and Mehrabian, 1977</td>
<td>-Russell and Mehrabian, 1977</td>
</tr>
<tr>
<td>Russell 1978</td>
<td>-Russell 1978</td>
</tr>
<tr>
<td>Mehrabian, 1996</td>
<td>-Mehrabian, 1996</td>
</tr>
</tbody>
</table>
8.5 Reflections on possible causes of different applications and interpretations

The different applications and interpretations might be due to different ideas about how people perceive and assess their environment and how this is expressed in their individual internal representations. A third issue that points out to differences between the three dimensions of Mehrabian and Russell and the three factors of Osgood et al. can be found in different levels of explained variance.

8.5.1 Affect and cognition

Russell and Pratt (1980), Russell et al (1981, 1989), Russell and Lanius (1984), Russell and Carooll (1999), Russell and James (2003) and Zajonc and Markus (1984) conceived pleasure and arousal as indicators of affect, and considered dominance to be a more cognitive indicator (Russell and Pratt, 1980; Russell et al, 1981). In environmental psychology research affect is a central theme (Russell and Pratt, 1980; Baker et al, 1992; Ang and Leong, 1997; Chebat and Michon, 2003; Ryu and Jang, 2007). According to Ulrich (1983), “Affect is central to conscious experience and behaviour in any environment, whether natural or built, crowded or unpopulated. Because virtually no meaningful thoughts, actions, or environmental encounters occur without affect”. In addition, the cognitive component is of considerable value in experiencing the physical environment as well, because a building has a function and a meaning with a cognitive recognition (Ittelson, 1973; Russell and Pratt, 1980; Russell, 1980; Russell et al, 1981). Mehrabian (1996) used the term ‘disinterest’ as a noun to explain pleasure. This term concerns primarily a mental effect that is related to cognition. In 1974 Mehrabian and Russell described arousal as a mental activity in terms of ‘a dimension ranging from sleep to frantic excitement’. Due to their references to Berlyne (1966, 1970) and Thayer (1967) and the adjectives Mehrabian and Russell used, such as stimulated, excited and wide awake, it can be concluded that arousal refers to a cognitive and not to an affective factor. This is in contrast to their original description of arousal as a state of feeling, but in accordance to the mental terms Mehrabian and Russell used in 1977, namely responsiveness and alertness. Mehrabian and Carroll (1999) linked ‘activity’ to adjectives such as alert, attentive and excited which are all focused on mental activity and as such refer to a cognitive response. Arousal explained by nouns such as attentiveness, awakenedness and alertness has also to be conceived as a mental processor and a cognitive factor that may contribute to physiological activity. Whereas Mehrabian and Russell (1974) interpreted arousal as an affective factor, it shows to be a cognitive one that can be connected with thinking and thoughts. Regarding dominance, it can be questioned whether dominance has to be conceived as affective or cognitive, and how to measure this dimension (Russell and Pratt, 1980; Russell et al, 1981). In the literature dominance is consequently related to freedom or limitations regarding someone’s behaviour. This means that dominance is neither affective, nor cognitive, but conative.

8.5.2 Stimulus or response

The dimensions pleasure, arousal and dominance used by Mehrabian and Russell describe the state of feeling of the observer and as such concern a response, whereas the factors evaluation, activity and potency used by Osgood concern a judgment of the appearance of the (physical) environment and as such represent a stimulus. For instance the evaluation factor of Osgood represents a rather evaluative and contemplative dimension and values the positive and negative characteristics of the stimulus. This means that evaluation and pleasure can be considered as different terms with different interpretations. Mehrabian and Russell (1974) linked arousal to mental activity ranging from sleepy to excited, while Osgood described activity with stimulus characteristics such as fast-slow and warm-cold, and physical aspects such as sharpness or abruptness. Mehrabian and Russell (1974) used the dimension dominance to express the degree of restriction of behaviour i.e. to responses, whereas Osgood did not directly link his potency factor to behaviour but interpreted potency as a factor to describe aspects of general nature like hard-soft and heavy-light. As a consequence, dominance and potency are not comparable as well. Later on, Russell et al (1981) considered dominance also as more related to the stimulus.
8.5.3 Different levels of explained variance

A third indication of incomparability between Mehrabian and Russell and Osgood et al. can be found in the different proportions of variance. According to Russell et al. (1981), both pleasure and arousal account for a large proportion of variance, whereas dominance showed a small percentage of explained variance (Russell, 1980; Russell and Pratt, 1980; Russell et al., 1981). This might be due to the fact that dominance was not clearly interpreted and defined by an unclear mix of adjectives. Due to the low contribution to explained variance, many researchers do not pay attention to the influence of the dominance dimension. However, Osgood mentioned ‘evaluation accounting for approximately double the amount of variance than potency or activity, these two in turn being approximately double the weight of any subsequent factors’. Apparently, potency did not have a low proportion of explained variance, whereas dominance did. It thus can be concluded that potency and dominance are different dimensions. Overall it can be concluded that serious differences exist between the triple pleasure, arousal and dominance and the triple evaluation, activity and potency.

8.6 In search of underlying mechanisms of pleasure and arousal

In order to be able to understand the relationship between environmental characteristics (stimuli) and the way people experience these characteristics (responses) and to clarify what actually happens in the mental processes between stimuli and response, this section discusses possible underlying mechanisms of pleasure and arousal. Figure 2 shows a diagram that is often used to valuing the physical environment by the dimensions pleasure and arousal (Russell, 1979, 1980; Mano, 1992; Barrett and Russell, 1998; Knez and Hygge, 2002). Our assumption is that the centre (the grey square) represents the conditions which people experience as harmonious. The outside area shows the area of disharmony, whereas the area in between shows the transition zone. A very low degree of pleasantness will cause feelings of disharmony; whereas too much pleasantness may also cause feelings of disharmony as people get lazy and bored without any challenges (Soesman, 2005). A very low degree of arousal makes people feel drowsy and a very high degree of arousal makes them highly agitated (Kandel et al., 2000).

Figure 2: Pleasure and arousal as indicators for harmony and disharmony in the physical environment (Bakker and de Boon, 2012)

An underlying mechanism to explain pleasure and arousal might be the degree of order and variation. Regarding the environment, anthropologists make a distinction between the ‘planet’ which is shaped by natural forces and the ‘world’ which is built by human effort (Csikszentmihalyi and Rochberg-Halton,
Both in the planet and the world an identical phenomenon can be observed: living creatures and man-made things can be recognized although all creatures and things are unique. Every oak for instance is unique and a particular building always differs from any other building. They both belong to a particular concept or archetype with a particular order (Goethe, 1810; Bortoft, 1996). Due to these concepts recognition is possible. We recognize any oak as an oak and we recognize any building as a building. Within these concepts, variations occur, both in planet and in world, which results in different appearances of the concepts caused by specific conditions and contexts. For the planet for instance, every oak shows a unique appearance while all features of this particular oak can be attributed to the oak concept. Also in the world due to the existence of concepts, recognition is possible as for instance the concepts of the old Egypt or the Islam, while the appearances of a particular Egyptian pharaoh image or a specific Islamite mosque all are unique. It can be concluded that the physical environment comes up with two characteristics: order based on concepts and variations as a result of unique conditions and contexts. The way we experience the environment depends on the degree of order and variation (Van Wegen, 1970; Steffen, 1980).

Figure 3: The degree of order and variation as indicators for harmony and disharmony in the physical environment (Bakker and De Boon, 2012)

Figure 3 shows the degree of order (horizontal axis) and variation (vertical axis) in connection to the experience of harmony and disharmony. An environment with a well-balanced level of order and variation (the grey square in Figure 3) will be experienced as an harmonious environment (Van Eyck, 1962). The outside area shows the area of disharmony: a too low degree of order means chaos, whereas too much order means rigidity (Schneider, 1987). A low degree of variation evokes dullness and a high degree means overstimulation. The area in between shows the transition zone. Although the axes in Figure 2 and 3 are different, both grey squares represent a positive response. Our assumption is that judgments of individuals regarding degrees of dominance and arousal can be linked to the degree of order and variation of the physical environment. If this assumption is true, the level of order and variation can explain why people get pleased and how the feeling state of the observer is influenced by environmental features.

Another psychological phenomenon that influences pleasure and arousal are our expectations (Steffen, 1972; Wilson et al, 1989; Vonk, 2003). Expectations can also be related to order and variation. During a lifetime people get accustomed to concepts and people build up recognitions which form people’s expectations. Psychological evidence shows that affect induces when people recognize things even when they are not aware of their recognitions (Zajonc, 2001). Deviations of expectations lead to arousal (Vonk,
A positively experienced deviation leads to pleasure and a negatively experienced deviation leads to displeasure (Vonk, 2003). It is hypothesized that expectations are connected with learnt habits and mental representations (Vonk, 2003) and behaviour and as such are connected to the dimension dominance.

8.7 Connections with general theories in psychology

In 1960 Rosenberg and Hovland developed the so-called ABC-psychology that adds behaviour as a third dimension, in addition to affect and cognition. This tripartite view includes behaviour as a conative dimension (Allport, 1940; Wolff and Baumgarten in Hilgard, 1980; Arriaga and Agnew, 2001; Gerdes and Stromwall, 2008). Since then, many authors pay attention to the interrelated role of affect, cognition and behaviour (Ostrom, 1969; Breckler, 1984; Knopf, 1987; Fiedler and Forgas, 1988; Polivy, 1998; Gabriel and Gardner, 1999; Thompson and Fine, 1999; Farley and Stasson, 2003; Stangor, 2013). The ABC psychology demonstrates a strong affinity with the three functions of the soul that were already mentioned by Plato: feeling, thinking and acting. The distinction between feeling, thinking and acting is used since a long time until nowadays as a common view on psychological experience, e.g. by Wolff (17th century); Baumgarten (18th century), Bain (1864), Allport (1940), Smith (1947), Harding et al. (1954), Katz and Stotland (1959), Rosenberg et al., (1960), Ostrom (1969), Brodwin (1976), Ajzen (1988), Hilgard (1980), Breckler (1984), Kay (1993), Arriaga et Agnew (2001), Jorgensen and Stedman (2001), Van de Grindt (2004), Sno (2008), and Gerdes and Stromwall (2008). According to this view, people show three types of responses while interacting with stimuli: affect, behaviour and cognition (ABC factors). These experiences lead to feelings, thoughts and/or acting (Ostrom, 1969; Brodwin, 1976; Schneider, 1987; Ajzen, 1988; Kay, 1993; Arriaga and Agnew, 2001; Van de Grindt, 2004; Covey, 2005; Smidts, 2002; Csikszentmihalyi, 1999). Asking people about their experiences results in expressions such as verbal statements of affect, perceptual responses and verbal statements of belief (cognition) and reports of behavioural intentions and commitment (Ostrom, 1969; Jorgensen and Stedman, 2001).

The ABC trilogy shows similarities with the three response dimensions of Mehrabian and Russell. Pleasure corresponds with affect. Arousal appeared to express cognition. When dominance is interpreted as Mehrabian and Russell originally did, dominance refers to the degree in which people experience their environment as being restrictive versus supporting to the way they want to act, their drives and their behaviour. As such, dominance represents a conative dimension, a term that Mehrabian and Russell did not use. Table 5 shows the relationships between the original three dimensions of Mehrabian and Russell (1974), the three factors of Osgood et al. (1957), the ABC psychology and the three functions of the souls according to Plato.

Table 5: Connections between the three dimensions of Mehrabian and Russell, the three factors of Osgood, the tripartite ABC-psychology and the triad mentioned by Plato

<table>
<thead>
<tr>
<th>Three dimensions mentioned by Mehrabian and Russell to describe human responses</th>
<th>Three factors mentioned by Osgood to describe stimuli</th>
<th>ABC-psychology</th>
<th>Plato</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pleasure</td>
<td>Evaluation</td>
<td>Affect</td>
<td>Feeling</td>
</tr>
<tr>
<td>Arousal</td>
<td>Activity</td>
<td>Cognition</td>
<td>Thinking</td>
</tr>
<tr>
<td>Dominance</td>
<td>Potency</td>
<td>Behaviour (Conation)</td>
<td>Acting</td>
</tr>
</tbody>
</table>

8.8 Conclusion

This paper demonstrated that the original ideas of Mehrabian and Russell (1974) about pleasure, arousal and dominance can be connected to the ABC psychology and the distinction between feeling, thinking and acting that is used since ages and are still useful to describe environmental experiences. Both tripartite views bring us back to the first models in environmental psychology that included the dominance...
dimension as well, but now based on a better understanding of all three dimensions. For this reason it is suggested to replace the often used two dimensional model with pleasure on the horizontal axe and arousal on the vertical axe (Figure 1) by a three dimensional model with dominance on the third axe (Figure 4).

Figure 4: Three dimensional model of pleasure, arousal and dominance as tripartite view of experience (Bakker and De Boon, 2012)

Although different interpretations of pleasure, arousal and dominance can be found in literature, the original meanings developed by Mehrabian and Russell in 1974 are still valid. In future research pleasure and arousal have to be conceived as respectively affective and cognitive concepts and dominance as a conative aspect. Regarding dominance, many researches showed the importance of feelings of control related to behaviour (Seligman, 1975; Frijda, 1988; Gaillard, 2003) and health (Johnson and Hall, 1988; Furda et al, 1994; Warr, 1994; Gaillard, 2003; de Lange et al, 2003, 2004). These aspects were also mentioned by Karasek and related to workload and stress in his model together with Theorell in 1990 (in Gaillard, 2003). In research concerning topics such as picture processing (Bradley and Lang, 1994) or defining the effects in advertising (Morris et al, 2002) the dimension dominance plays an important role as well. It is recommendable that also in environmental psychology dominance is conceived as an influential factor which deserves serious attention and that this dimension will be rehabilitated. Additional research is needed to validate the proposed three-dimensional model. In current research a new list of adjectives is being tested on its applicability to measure the perceptual qualities of a meeting room (Bakker et al., forthcoming). The first findings confirmed the relevance of the triple pleasure, arousal and dominance.

In the in-depth analysis of the original meaning of pleasure, arousal and dominance and the interpretations made during latter research, different interpretations of the dimensions came to the fore, and as a consequence studies are hard to compare. Valuing the results of environmental research it is important to take in account how factors are interpreted and which definitions are used. It appears that clear definitions of the dimensions and selecting the appropriate adjectives are difficult. A sound argumentation is needed to select appropriate adjectives within a certain context of research, which is now often rudimentary done. This is essential because the adjectives provide the basic information to assess the physical environment. In the next chapter a framework will be presented that are based on the twelve senses.
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Floating thinking cubes.
For the knowledge worker a helicopter view is necessary to approach topics from different perspectives. A camel can be helpful (Tony Gaillard).

To define environmental experience people are asked to describe their opinions by means of adjectives. It is the question whether these adjectives are clear, objective and concern the totality of environmental experience.
Chapter Nine

Toward a new framework for a uniform assessment of people’s experience of the physical environment

Referring to the problems mentioned in chapter 8 and 9 there was a need to develop a framework with well-argued adjectives, which describe people’s experience of the built environment accurately. Because our senses provide information about environmental features, the sensory system will be used to develop this framework. In the beginning of the 20th century Steiner mentioned twelve senses. His vision is used to assess the functionalities of all senses. This information is the base for the development of a framework with appropriate adjectives to assess the physical environment.

The physical environment influences our wellbeing, mood and performance. In order to be able to design and manage a physical environment that fits with the needs of the users, one has to understand the interaction between the stimulus (i.e. the built environment) and the response of the observer. Frequently bipolar adjectives are used to assess environmental experiences. Due to the huge variety in applied adjectives, findings are not well comparable and therefore multi interpretable. Besides, most adjectives refer to the global experience of the observer and do not make clear which particular physical characteristic causes which response. This paper proposes a new framework with adjectives that express environmental features in connection to a list of environmental elements that can be observed. Because our senses provide information about environmental features, the sensory system has been used to develop the framework for the selection of appropriate adjectives. The framework is based on the trichotomy of twelve senses as defined by Rudolf Steiner (1909) that corresponds to the tripartite view of Mehrabian and Russell (1974) with the three dimensions pleasure, arousal and dominance, and the triad of affect, behaviour and cognition from the ABC model of attitude. The framework has been tested for clarity and applicability in a pilot study with designers and user groups. The results are promising and confirm the usability as a tool to measure and discuss user experiences of the physical environment both for laymen and designers.

9.1 Introduction

To define peoples’ experiences of the physical environment many studies have been carried out using bipolar adjectives (Ross, 1938; Osgood et al, 1957; Osgood, 1963; Venturi, 1966; Mehrabian and Russell, 1974; Hershberger and Cass, 1974; Oostendorp and Berlyne, 1978; Russell, 1980; Russell and Pratt, 1980; Russell et al, 1981; Russell and Lanius, 1984; Kunishima and Yanase, 1985; Baker et al, 1992; Bradley et al, 1992; Bellizi et al, 1993; Donovan et al, 1994; Dubé et al, 1995; Mehrabian, 1996; Eastman, 1997; Taft, 1997; Floyd, 1997; Wirtz et al, 2000; Nagumo, 2000; Mattila and Wirtz, 2001; Knez, 2002; Chebat and Michon, 2003; Ou, 2004; Bigné et al, 2005; Laroche et al, 2005; Ryu, 2007; Manav, 2007; Wu et al, 2008; Chen and Chen, 2008; Van Hagen et al, 2009; Chen and Chen, 2010). Participants are asked to mark their experience on a scale with two opposite adjectives. These adjectives show a huge variety from happy-unhappy, dreary-gay, dingy-sparkling (Mehrabian and Russell, 1974) and disappointed-delighted, bored-entertained (Ryu and Jang, 2007) till dull-enthusiastic and nervous-calm (Knez, 2002).
Applying adjectives appears to be a practical instrument to define the experience of the physical environment (Venturi, 1966; Hershberger and Cass, 1974; Hershberger, 1975) and is still widely used in environmental psychology research. However, some problems come to the fore as well.

9.1.1 Poor comparability of research findings

9.1.2 Stimulus or response
Using words such as happy (Mehrabian and Russell (1974), depressed (Russell, 1980), nervous (Knez, 2002) or bored (Ryu and Jang, 2007) reflect the state of the observer but do not tell much about the environmental conditions that evoke these experiences. It is the observer who is happy, depressed, nervous or bored, and not the environmental stimulus although there could be an intrinsic quality which causes these effects. As such, these adjectives reveal primary information about internal personal interpretations and feelings and provide to a much lesser extent information about the objective qualities of the physical environment (Van Wegen, 1970, Steffen, 1972). The transformation process of experiencing the environment into valuing the environment is a complicated process (Hershberger, 1975). This process is influenced by both feelings and cognitive processes (Gifford et al, 2000) and is extra complicated by verbalisation processes (Zajonc, 1980). As a result, responses using traditional bipolar adjectives are a mix of external influences and internal feelings and beliefs. To be able to improve the physical environment, it is necessary to know in which way the features of the physical environment itself are valued, without influences of internal individual feelings and learned representations (Vonk, 2003). Therefore, using adjectives that primarily describe the features of the environment itself seems to be a better approach.

9.1.3 Senses
The current method of applying adjectives that directly refer to the environment in terms of a positive or negative appraisal, appears less useful to describe the experience value as it is difficult to find out what exactly in the environment elicits these experiences. If the observer experiences for instance arousal, it is not clear by which environmental cue this arousal is caused. Because the physical environment is experienced by means of the senses (Geldard, 1953; Gibson, 1966; Schneider, 1987; Ernst and Bülthoff, 2004), it seems appropriate to use the sensory information system to understand the mechanism between environmental cues (stimuli) and the observer’s experience (response). Earlier environmental studies already mentioned sensory information as an indicator of experiences, inter alia referring to the effect of synesthesia i.e. connecting experiences from different senses such as “hearing” or “smelling” colours (Hazzard, 1930; von Hornbostel, 1931; Zietz, 1931; Karwoski and Odbert, 1938; Odbert et al, 1942: Karwoski et al, 1942; Uhlich, 1957; Holt-Hansen; 1968; Luria, 1969; Rosenberg et al, 1969; Loveless et al, 1970). Osgood (1963), the founder of the semantic differential method, assumed that his three dimensions of the semantic space - evaluation, activity and potency - correspond with how the sensory
nervous system classifies environmental information. However, in his analysis he could not find any clear connections between dimension and type of sensory information. Other authors paid attention to particular senses such as taste and smell (Rozin, 1982; Korsmeyer, 2002; Shepherd, 2004; Shepherd, 2012), touch (Robles-De-La-Torre, 2006; Maheshwari and Saraf, 2008), a cluster of sound, sight, smell and touch (Sonneveld, 2007; Soars, 2009) or the five senses that were mentioned by Aristotle: touch, taste, smell, sight, hearing (Lindström, 2005). It can be concluded that many scientific researchers are convinced of a relationship between sensory information and environmental experience (Geldard, 1953; Osgood, 1963, Gibson, 1966; Ayres et al. 1980; Pennebaker and Brittingham, 1982; Schneider, 1987; Hillis et al. 2002; Ernst and Bülthoff, 2004; Soesman, 2005). However, in the environmental psychology connections between senses and environmental features have not been found.

9.2 Towards a new framework to assess the perceptual qualities of the built environment

In order to explore if it is possible to define and understand environmental experiences in a more clear way, two research activities have been conducted:

1. The development of a framework with adjectives that clearly defines the perceptual qualities of the physical environment (section § 9.2).
2. A pilot to test if this framework can be used in Post-Occupancy Evaluations (section § 9.3).

9.2.1 The twelve senses of Rudolf Steiner

The system of Rudolf Steiner (1909) that classifies twelve senses into three groups of affective, physical and cognitive senses could be an appropriate system that can be used to develop a practical framework (Kirn, 1989). Rudolf Steiner (1909) linked the physical senses to information about the physical human body, behaviour and acting, the affective senses to the human soul and feeling, and the cognitive senses to the provision of information about cognition that is related to thinking (Schneider, 1987; Soesman, 2005; Nordlund, 2006) (see Table 1).

This triad corresponds well with the tripartite view of attitude, known as the ABC-psychology, (ABC = Affect, Behaviour and Cognition, see for instance Allport, 1940; Rosenberg and Hovland, 1960; Hilgard, 1980; Arriaga and Agnew, 2001; Gerdes and Stromwall, 2008; Garg, 2012). Additional research supports this trichotomy (Ostrom, 1969; Breckler, 1984; Knopf, 1987; Fiedler, 1988; Polivy, 1998; Gabriel and Gardner, 1999; Thompson and Fine, 1999; Farley and Stasson, 2003; Stangor, 2013). There is also a clear parallel with the three functions of the soul as mentioned by Plato: feeling, acting and thinking (Van Schilfgaarde, 1938). Finally the triads seem to be comparable with the tripartite view on people’s experience of the built environment using the three dimensions pleasure, arousal and as proposed by Mehrabian and Russell (1974).

Table 1: Parallels between the three groups of senses according to Steiner (1909), the three functions of soul according to Plato, the ABC-model of attitude, the three dimensions of Osgood (1963) and the three dimensions of Mehrabian and Russell (1974).
9.2.2 Sensory information as a source of information about the physical environment

Table 2 shows the twelve senses that were mentioned by Rudolf Steiner, clustered into three groups. The affective senses give information about the affective quality of environmental aspects and are related to feelings. For instance the sense of taste provides information about the quality of composition. With the physical senses, people experience internal drivers how to act and how to behave. Physical senses concern the physical body and provide sensory information about physical features. For instance the sense of touch gives insight into the position, condition and boundaries of the physical human body (Steiner, 1909; Schneider, 1987; Soesman, 2005) and provides information about the textures of materials and the physical borders. Cognitive senses such as the sense of symbols provide people with information about meanings and are related to thinking. The group of cognitive senses is rather difficult to transform into environmental information, due to its focus on thinking. In his extensive research Schneider (1987) has shown how the four cognitive senses can be interpreted as an environmental sensory information system. Research of among others Dozi (1984), Scheuerle (1984), Schneider (1987), Berman (1998) and Pascha (2004) support his view on how the cognitive senses contribute to environmental experience. The classification of Rudolf Steiner shows which sense is responsible for which information and is therefore used as leading conceptual framework for the selection of adjectives.

<table>
<thead>
<tr>
<th>affective senses</th>
<th>cognitive senses</th>
<th>physical senses</th>
</tr>
</thead>
<tbody>
<tr>
<td>smell</td>
<td>proportion</td>
<td>touch</td>
</tr>
<tr>
<td>observing purity</td>
<td>recognising order</td>
<td>experiencing the bodily boundaries</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>taste</td>
<td>gestalt</td>
<td>life</td>
</tr>
<tr>
<td>experiencing modulation</td>
<td>recognising unities</td>
<td>experiencing the bodily constitution</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sight</td>
<td>symbol</td>
<td>movement</td>
</tr>
<tr>
<td>connecting sight and insight</td>
<td>recognising deeper values of unities</td>
<td>experiencing targeted movement</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>temperature</td>
<td>identity</td>
<td>balance</td>
</tr>
<tr>
<td>recognising the difference between sympathy and not sympathy</td>
<td>recognising others learning about one's own identity</td>
<td>searching for balance</td>
</tr>
</tbody>
</table>

9.2.3 Connection between the three groups of senses and three parts of the physical environment

To define a framework with appropriate adjectives that can be used to assess human experiences of environmental features, it is necessary to know which senses primarily interact with which parts of the built environment. As was shown before, the physical senses primarily provide information about the physical borders. Physical borders existing out of materials such as walls that create space, and physical connections such as stairs and corridors, enable us to act and to behave how we want. The affective senses provide feelings about the environment (Schneider, 1987) and as such primarily focus on the indoor climate (e.g. a ‘friendly’ climate) and atmosphere (e.g. a ‘cosy’ or ‘warm’ atmosphere or a ‘tastefully’ decorated home). The cognitive senses provide information about expression. We recognise a building as a church or a school. We recognise things in buildings such as the cross and the pulpit in a church or school desks and the black board in a school. This recognition is based on learnt meanings and is related to cognition.
Baker et al. (1992) made a distinction between design factors, ambient factors and social factors that shows similarities with the classification of Steiner and Schneider. Design factors are comparable with the physical qualities (e.g. materials). Ambient factors are comparable with the inner climate and atmosphere. Social factors are comparable with cultural qualities related to meaning and expression.

The relationships between groups of senses and environmental parts can be used to select appropriate adjectives and to classify them in three groups and twelve subgroups (see Table 3). Hard and soft are for instance adjectives that are related to the physical senses (sense of touch) and as such to the material part of the environment. Warm and cold are adjectives that are related to the affective senses (the sense of temperature) and as such to the atmosphere and the indoor climate. General and authentic are adjectives that are related to the cognitive senses and as such related to meaning or identity. By using the classification of 12 senses into three groups in connection to three related parts of the environment, adjectives can be chosen in a systematic way, to acquire a balanced representation of the environment. Using the lists of Schneider (1987), a shortlist of adjectives is being proposed (left part of Table 3). The adjectives are presented as a semantic differential and systematically categorised according to the three groups of senses (middle column) and the three parts of the physical environment (right column). The terms are arranged in such a way that adjectives that primarily describe the materials are combined with the physical senses, the adjectives that primarily describe the inner climate and atmosphere are combined with the affective senses, and the adjectives that primarily describe the meaning and expression are combined with the cognitive senses. As such a framework has been developed that can be used to describe environmental features and sensory information in order to assess and discuss the perceptual qualities of the built environment.
### Table 3: The new framework with all adjectives related to three groups of in total twelve senses and three parts of the physical environment

<table>
<thead>
<tr>
<th>Semantic Differential</th>
<th>Senses</th>
<th>Global list for observing elements objectively</th>
</tr>
</thead>
<tbody>
<tr>
<td>smooth</td>
<td>rough</td>
<td>Sense of touch</td>
</tr>
<tr>
<td>hard</td>
<td>soft</td>
<td></td>
</tr>
<tr>
<td>straight</td>
<td>curved/bent</td>
<td></td>
</tr>
<tr>
<td>blunt</td>
<td>pointed</td>
<td></td>
</tr>
<tr>
<td>crude</td>
<td>refined</td>
<td></td>
</tr>
<tr>
<td>closed</td>
<td>open</td>
<td></td>
</tr>
<tr>
<td>passive</td>
<td>active</td>
<td>Sense of live</td>
</tr>
<tr>
<td>deathlike</td>
<td>lively</td>
<td></td>
</tr>
<tr>
<td>weak</td>
<td>strong</td>
<td></td>
</tr>
<tr>
<td>artificial</td>
<td>natural</td>
<td></td>
</tr>
<tr>
<td>motionless</td>
<td>dynamic</td>
<td>Sense of movement</td>
</tr>
<tr>
<td>rigid</td>
<td>flexible</td>
<td></td>
</tr>
<tr>
<td>aimlessly</td>
<td>directed</td>
<td></td>
</tr>
<tr>
<td>massive</td>
<td>fragile</td>
<td>Sense of balance</td>
</tr>
<tr>
<td>skew</td>
<td>straight</td>
<td></td>
</tr>
<tr>
<td>labile</td>
<td>stable</td>
<td></td>
</tr>
<tr>
<td>chaotic</td>
<td>balanced</td>
<td></td>
</tr>
<tr>
<td>airless</td>
<td>fresh</td>
<td>Sense of smell</td>
</tr>
<tr>
<td>dirty</td>
<td>clean</td>
<td></td>
</tr>
<tr>
<td>not cozy</td>
<td>cozy</td>
<td>Sense of taste</td>
</tr>
<tr>
<td>not varied</td>
<td>nuanced</td>
<td></td>
</tr>
<tr>
<td>unstylish</td>
<td>stylish</td>
<td></td>
</tr>
<tr>
<td>messy</td>
<td>neatly</td>
<td>Sense of sight</td>
</tr>
<tr>
<td>colorless</td>
<td>colorful</td>
<td></td>
</tr>
<tr>
<td>dark</td>
<td>light</td>
<td></td>
</tr>
<tr>
<td>full of contrast</td>
<td>no contrast</td>
<td></td>
</tr>
<tr>
<td>unsaturated</td>
<td>saturated</td>
<td></td>
</tr>
<tr>
<td>cold</td>
<td>warm</td>
<td>Sense of temperature</td>
</tr>
<tr>
<td>repulsive</td>
<td>sympathetic</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>discordant</td>
<td>harmonic</td>
<td>Sense of proportion</td>
</tr>
<tr>
<td>noisy</td>
<td>silent</td>
<td></td>
</tr>
<tr>
<td>simple</td>
<td>complex</td>
<td></td>
</tr>
<tr>
<td>monotonous</td>
<td>varied</td>
<td></td>
</tr>
<tr>
<td>not proportionated</td>
<td>proportionated</td>
<td></td>
</tr>
<tr>
<td>divided</td>
<td>cohesive</td>
<td>Sense of gestalt</td>
</tr>
<tr>
<td>trivial</td>
<td>significant</td>
<td></td>
</tr>
<tr>
<td>functionless</td>
<td>functional</td>
<td></td>
</tr>
<tr>
<td>meaningless</td>
<td>meaningful</td>
<td>Sense of symbols</td>
</tr>
<tr>
<td>of former times</td>
<td>modern</td>
<td></td>
</tr>
<tr>
<td>fashion sensitive</td>
<td>timeless</td>
<td></td>
</tr>
<tr>
<td>modest</td>
<td>luxurious</td>
<td></td>
</tr>
<tr>
<td>indefinable</td>
<td>recognisable</td>
<td>Sense of identity</td>
</tr>
<tr>
<td>general</td>
<td>authentic</td>
<td></td>
</tr>
<tr>
<td>strange</td>
<td>familiar</td>
<td></td>
</tr>
<tr>
<td>no character</td>
<td>with character</td>
<td></td>
</tr>
<tr>
<td>standardized</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
9.3 Empirical test of the proposed framework

In order to test the framework on its applicability in practice and to test the list of adjectives on completeness and usefulness, an empirical study has been conducted. In six sessions with different groups of 6-8 people in total 45 respondents were asked to express their experience of a meeting room. The test process included a step-by-step procedure that fits with the way people experience their environment. Findings from environmental psychological research (Dijksterhuis, 2007; Vonk, 2003) show that people do not observe their physical environment carefully, and do not consciously realise which elements are present in the observed environment. However, though not being fully aware of the existing environmental elements, people entering a room immediately have a general feeling and perceive the space for instance as cosy or unpleasant. In order to be able to understand the experienced perceptual qualities of the meeting room all respondents were asked about their feelings and then asked to observe the present environmental features carefully to be able to define cause-effect relationships between stimuli and responses. The test process included five steps:

1. First all respondents were welcomed in a test room, and got an explanation of the trichotomy of twelve senses, its meanings and interactions.
2. Then the respondents were asked to enter the nearby meeting room and individually to write down their first impression in maximal three keywords.
3. After a short instruction in the test room, the respondents were asked to go back to the meeting room and to complete the list of adjectives of the semantic differential individually (left part of Table 3, presented on a separate form), in order to record people’s individual perceptions of the physical environment.
4. Again after a short instruction the respondents were asked to observe the meeting room individually by using a standard checklist of physical elements (right part of Table 3, presented on a separate form), to become aware of all elements of this environment;
5. Finally the respondents were asked to connect the list of adjectives with the observed elements, individually (both columns of Table 3), as input for a plenary discussion in search of a better understanding of which individual perceptions were evoked by which elements of the physical environment, and how to improve the test environment.

Two researchers observed and guided the process. Weather conditions such as daylight and temperature were quite similar in all 6 sessions.

9.3.1 Composition of the sample

The respondents included end users such as employees of care organisations (nurses, group leaders and therapists) and non-users such as consultants, architects and a researcher, see table 4.
Table 4: Characteristics of the study sample

<table>
<thead>
<tr>
<th></th>
<th>number</th>
<th>percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>users/non-users</td>
<td>18</td>
<td>40</td>
</tr>
<tr>
<td>users</td>
<td>27</td>
<td>60</td>
</tr>
<tr>
<td>total</td>
<td>45</td>
<td>100</td>
</tr>
<tr>
<td>gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>male</td>
<td>11</td>
<td>24</td>
</tr>
<tr>
<td>female</td>
<td>34</td>
<td>76</td>
</tr>
<tr>
<td>total</td>
<td>45</td>
<td>100</td>
</tr>
<tr>
<td>age range</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21 t/m 25</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>26 t/m 30</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>31 t/m 35</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>36 t/m 40</td>
<td>7</td>
<td>16</td>
</tr>
<tr>
<td>41 t/m 45</td>
<td>9</td>
<td>20</td>
</tr>
<tr>
<td>46 t/m 50</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>51 t/m 55</td>
<td>9</td>
<td>20</td>
</tr>
<tr>
<td>56 t/m 60</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>61 t/m 65</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>&gt; 65</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>total</td>
<td>45</td>
<td>100</td>
</tr>
<tr>
<td>education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>university level</td>
<td>14</td>
<td>31</td>
</tr>
<tr>
<td>higher vocational level</td>
<td>28</td>
<td>62</td>
</tr>
<tr>
<td>lower vocational level</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>total</td>
<td>45</td>
<td>100</td>
</tr>
</tbody>
</table>

9.3.2 Main findings
Figure 1 presents two examples of the semantic differential completed by two subjects. The lines show the connections between the chosen numbers in the scale. By means of this line it is easier for the participants to see differences between each other’s opinions.
Figure 1: example of the scores on the list of adjectives

Subjects were quite well able to express their experience of the meeting room by using the adjectives in step 2, but missed words such as loving. Words as saturated-unsaturated and labile-stable showed to be difficult to interpret. However, on a seven points Likert-scale subjects valued the list of adjectives as rather complete with a score of 5.84. 95% of the subjects agreed with the assumed relationships between adjectives and specified senses, for example ‘rough’ is connected to the sense of touch and ‘warm’ is connected to the sense of temperature.

In step 3 the subjects observed the environment more carefully by using form 2 i.e. the list of environmental features. 93% of the subjects admitted to have seen more elements than during step 1 and 2 without using a list of elements. Elements that were most frequently mentioned as not being observed (in step 1 and 2) were the heater, lighting and art.
In step 4 the participants tried to understand the relationship with their first impressions (step 1) and possible causes in connection to environmental cues. The mean score on a seven points Likert scale asking for the degree people got a better understanding of their feelings by observing carefully was 5.9. In the final step 4 the discussions among the participants contributed to a better understanding of the experience of the environment and interpretations of the adjectives. Also the impact of personal backgrounds of opinions became more clear. The mean score on a seven point Likert scale asking for the degree participants conceived the method as applicable to discuss opportunities for improvement was 6.0. Most subjects (82%) were positive about the effects of an increased awareness of the senses on the way they observed the test environment. 98% thought that an increased awareness of the senses generated more conscious information.

9.3.3 Impact of personal characteristics
Being a user or a non-user showed to affect how subjects value the method. Although in general all subjects are positive about the method, users are more positive than non-users. All users (100%) observed more physical features after completing form 2, while 89% of the non-users observed more elements than the users. The average score on the 7-point scale asking for “Experiencing the environment in a more consciousness way and as such a better understanding of one’s feelings” was 6.2 for the users and 5.7 for the non-users.

With a mean score of 6.2 on “applicability of the method”, female respondents were more positive than male subjects (mean score 5.4). Also the level of education evoked slightly different responses: participants with university level had a mean score of 6.1 on a seven-points scale concerning the applicability of the instrument, whereas respondents at higher vocational level had a mean score of 5.9. 100% of the subjects younger than 35 years experienced more conscious information of their environment being more conscious about their senses, while this percentage for the subjects with the age of over 56 years was 80%.

9.4 The framework related to knowledge productivity
The presented framework to select appropriate adjectives is a method to assess and value the physical environment as a whole. In connection to this thesis, it is an interesting question whether this framework can help to understand which characteristics of the existing environment in particular contribute to productivity. In Chapter 2 four key factors are described: structure, variety, psychological safety and identity. Although all senses cooperate together and peoples’ responses cannot 1:1 be linked to a particular sense, some accents can be mentioned referring to the three groups of the senses. Structure in a building is mainly experienced by means of the physical senses. The physical aspects are for instance boundaries and possibilities for movement. However, all subsequent choices for other aspects like furnishing and decoration contribute to the experience of structure. The second group of senses, the affective senses, mostly appeal to the feelings of psychological safety. The affective senses highly contribute to the experience of the atmosphere. The group of the cognitive senses mostly appeal to the fourth key factor, namely identity. These senses provide information about for instance meaning and uniqueness that both contribute to feelings of identity. The foundations to obtain variety are laid in the physical aspects of the building, just like structure. However, variety is strongly supported by both the affective and the cognitive group of senses. As such there is a certain connection between different groups of senses and the four key factors. The framework that is presented can be helpful to be able to focus on those elements that relatively high contribute to productivity.
9.5 Conclusion and discussion

Due to the positive responses on the explanation of the framework and the high scores on the evaluation form, it can be concluded that the proposed method is promising and can be used as a practical instrument to assess the experience of the physical environment and to make transparent connections between individual perceptions and objective environmental features. The scores on all seven-point Likert scales are high (means range from 5.8 till 6) and a high percentage of the answers to the evaluative questions were positive (ranging from 82% till 98%). However, the framework needs further testing on both its applicability, validity, and internal consistency, in different environments, with more respondents. A factor analysis is needed to examine whether the factor loadings reflect the tripartite view of Steiner and whether the adjectives within the same sense have a high load on the same factor and not on other factors.

This paper showed clear similarities between different concepts and views on people's experience of the built environment. Fifty years ago Osgood (1963) developed the differential method to measure responses to environmental stimuli by means of adjectives. Although Osgood was convinced that sensory information would be the basis to understand environmental experience, he could not find any clear system. More than fifty years earlier, Rudolf Steiner (1909) presented his sensory information system theory. Although this system is often judged as non-scientific, this system showed to correspond to the tripartite view on attitude (ABC psychology) and the frequently applied method of Mehrabian and Russell that links various adjectives to three dimensions: pleasure, arousal, and dominance. These insights appeared to be a useful basis for the proposed framework with clear adjectives to define the perceptual qualities of the physical environment. The distinction between affective, physical, and cognitive indicators showed to be applicable to defining environmental experience as these indicators are often used to describe perceptions, attitudes, experiences, and responses (Ostrom, 1969; Smith and Swinyar, 1982; Breckler, 1984; Tappan, 1990; Arriaga and Agnew, 2001; Back and Parks, 2003; Pike and Ryan, 2004; Da Silva and Alwi, 2006; Yuksel et al, 2010). The new framework connects experiences caused by the environment to particular environmental elements and as such enables to focus discussions, to improve transparency, and to facilitate decision-making regarding how to improve the physical environment. When used as a standard system it will be possible to compare the research findings from different researches in different environments.
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The sensory information provided by the twelve senses showed to be useful to assess the physical environment. At first sight this seemed to be a new way to look at the physical environment. However, the old theory of Plato concerning feeling, acting, and thinking, the three dimensions of Mehrabian and Russell pleasure, arousal, and dominance, and the insights of the ABC psychology with the three factors affect, behaviour, and conation all show likewise insights. The pilot test of the framework with well-argued adjectives showed that this framework provides concrete directions how to judge the key factors structure, variety, psychological safety and identify that are fundamental for knowledge productivity. In future research this framework should be tested and optimised further.
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A flowered Mathieu Weggeman sending tunes to the rosy future.
Uncovering the secrets of a productive work environment
Manual labour such as painting and climbing the scaffold stimulates the brain of the knowledge worker (Karel Luyben).

In the scientific world the ratio is placed on a high pedestal. However, the mechanism how the physical environment influences people is not founded on rational one to one relationships between stimulus and observer.
Chapter Ten
Reflection, conclusions and recommendations

10.1 Introduction
This PhD thesis concerns the relationship between the physical environment and productivity. As is argued in chapter 1 it is necessary to know how the physical environment affects productivity to create a physical environment that supports the productivity of knowledge workers in an optimal way. At least three elements play a role: the physical environment, people influenced by this environment, and the outcome: productivity. To understand the knowledge worker and his needs, new empirical research has been conducted in combination with a review of literature in search of scientific evidence, old and modern psychological views and ancient eastern insights.

Studying the whole physical environment is too complex. Therefore two components of the physical environment have been selected to assess the characteristics in depth: plants and colour. A critical review was carried out on the relationship between plants and productivity and an analysis of the relationship between colour and productivity was performed. This analysis consists of three steps. First, a test on the effects of colour on productivity in a real work environment was conducted. Second, realising that opinions of people about colour have a major influence on colour experience, colour preferences were analysed by setting up a comprehensive database concerning various types of colour preferences and human characteristics to be able to analyse significant relations. Third, due to the difficulties in getting clear insight into the way how colour influences people and their productivity an in-depth analysis of the experience of colour was carried out.

During the first phase of the study there were concerns about the reliability and validity of various research methods. Therefore, a study on possible pitfalls in using questionnaires was conducted on the data gathered in this PhD. Furthermore, a critical assessment has been carried out of the widely applied methods to measure people's experience of the built environment that were developed by Mehrabian and Russell in the seventies of the last century. Next a method was developed to define environmental experience in a more clear way, using appropriate adjectives. For this purpose a combination of formal scientific knowledge from different knowledge disciplines and the insights of Steiner and Goethe were used. Connecting knowledge from different disciplines has led to knowledge that can be applied to create a productive environment. This final chapter presents the main findings, some guidelines how to use these findings in practice and recommendations for future research.

10.2 Findings

Plants and nature
1 Plants have a universal and positive influence on knowledge productivity.
   Although research on the relationship between plants and productivity shows different findings and results are not comparable due to different research methods, research settings and context factors, a universal positive influence of plants on productivity came to the fore.

2 Worldwide people experience nature as harmonious because nature shows both structure and variety.
   All creatures in nature show structure i.e. characteristics that are helpful for recognition and in addition variety that contributes to uniqueness.
Colour
3 Colour can be conceived as a natural phenomenon, which manifests itself depending on its context.
   No one to one relation exists between colour and its influence on people. Being a natural phenomenon colour is dynamic and its influence depends on the context.

4 Humans perceive colour by means of their twelve senses which are fed by twelve specified colour contrasts.
   Colour manifests itself to people based on twelve colour contrasts. These twelve colour contrasts correspond to twelve colour characteristics by which colour manifests itself in nature. The senses are sensitive for these contrasts and all sensory information contributes to environmental experience.

5 No significant relations were found between colour and productivity. However, colour affects significantly people's mood.
   People's moods affect their performance. It is assumed that colour significantly influences productivity with mood as a mediating variable.

Experience of the built environment
6 People experience the environment as a whole. The various components of the physical environment, which together constitute the totality, influence each other.
   The physical environment consists of different components such as the spatial layout, colours and materials, indoor climate, facilities and art, that influence each other. The influence of a component depends on the appearance of that component, the appearances of adjacent other components, personal characteristics of the observer such as his mental representations, and contextual factors.
   People experience the totality.

7 People experience the environment mainly unconsciously.
   People primarily focus on the activities they are doing and are in standard circumstances mainly unconscious of the physical environment.

8 Internal representations have a major influence on how people experience the environment.
   People are thinking creatures. Their cognitive capacities have an overwhelming influence on the way they experience the physical environment. For this reason, people are inclined to create an environment they are accustomed to. This can lead to "conservative" and suboptimal solutions.

9 People experience their environment as optimal if that environment is harmonious and offers sufficient structure and variety.
   It is useful to state that people are part of nature and during human evolution they are influenced by nature and its characteristics. A large amount of evidence is available about the positive impact of nature on people. Basic characteristics of nature are the balance between structure and variety that are fundamental for harmony. It is hypothesised that people will flourish in an environment that shows structure and variety that are in balance. This hypothesis is supported by the polar operation of the senses such as warmth versus coldness or light versus darkness. In addition, senses provide relative information (related to the context) and give signals when stimuli are divergent from the way people are accustomed to.

10 People experience their environment with twelve senses.
   Aristotle mentioned in the ancient times five senses. Steiner developed in 1909 the sensory mechanism with twelve senses. These senses are divided into four physical senses, four affective senses and four cognitive senses. These twelve senses work closely together.
Research methods

11 **Research on the effects of plants on productivity needs improvement.**

In research into the impact of plants, next to methodological issues such as an unambiguous test process and controlling contextual factors, the characteristics of the plant itself like structure, leaf shape and colour need more attention. Standardisation of research methods regarding the test characteristics and clarity about the characteristics of the plants is needed to be able to compare research findings and to build an evidence based body of knowledge on the impact of plants on people in general and productivity in particular.

12 **The effect of colour on knowledge productivity during meetings in a real work environment cannot be measured by only using questionnaires.**

In real work situations employees focus primarily on the activities they are doing and mainly unconsciously experience the physical environment. Asking participants about topics such as the physical environment and colour using questionnaires, does not provide clear data about how they really experience the physical environment. The empirical test of the influence of a red or blue meeting room showed that responses completed in questionnaires were influenced by factors such as social desirability, cognitive dissonance and unconsciousness of the environment. Due to careful observations discrepancies were found between the answers completed in the questionnaires, observed behaviour and comments made during the meeting. In additional interviews causes were found for this discrepancies, reasons were analysed and factors were defined that muddle the process of completing questionnaires.

13 **Overall current research methods to assess the influences of the physical environment on people and knowledge productivity need improvement.**

Research findings are not comparable due to the use of different and often unclear conceptual frameworks, different contexts, different research methods, different research settings, and the huge variety of adjectives that are used to measure people’s experiences. The widely used dimensions arousal and pleasure – that were developed by Mehrabian and Russell in 1974 - are interpreted differently. The dominance dimension is usually erroneously omitted. For this reason a new conceptual framework has been developed in order to be able to measure stimulus-response interactions in a more valid and standardised way.

14 **The sensory information system with the twelve senses can be used as a mechanism to define environmental experience in its totality.**

Because people experience the physical environment with the senses, the sensory information system directly informs them about the characteristics of the physical environment. Using this information system, a selection has been made of appropriate adjectives with a minimal observer influence that can be applied in a semantic differential method to define environmental experience in a clear way. The selected adjectives that provide maximal objective information can be connected with particular components of the physical environment. This makes it possible to design and manage the physical environment.

15 **The commonly used definition of colour by the HSI-coding that is based on only three colour contrasts, requires the extension to twelve colour contrasts to be able to understand colour in its totality.**

Because colour in its totality can be defined by means of twelve colour contrasts, the HSI-coding of Hue, Saturation and Intensity is too limited. This HSI-coding is based on only three colour contrasts. Important colour information that is currently used such as warm and cold colours, or sweet and bitter colours cannot be defined by means of HSI-coding.
Productivity

16 A harmonious environment has a positive effect on knowledge productivity
In general people experience feelings of wellbeing in a harmonious environment that shows like nature a balance between structure and variety. In the short term, a disharmonious environment could have a positive effect because it causes arousal and wakefulness due to the deviation of expectations. However, in the long term, it causes distraction that negatively influences productivity. It is hypothesised that a harmonious environment with a balance between structure and variety contributes to (knowledge) productivity.

17 Four environmental characteristics determine the productive work environment: structure, variety, psychological safety and identity.
These four key factors are fundamental to optimise productivity and ask special attention during designing and creating a productive environment.

18 The productive environment needs to support four types of work mood: contemplation, awareness, collectiveness and social observation.
The knowledge worker has four types of work moods that need to be supported by the physical environment. Depending on his work mood – and taking into account organisational schedules and appointments with other knowledge workers- the knowledge worker should be able to choose a place that supports the activities he wants to do.

10.3 Conclusions: answering the research questions
What is the influence of colours and plants in the physical environment on knowledge productivity? Both the supply side, i.e. the physical environment, and the demand side, in this case the knowledge worker, are too complex to find simple cause-effect relationships. The physical environment shows an infinite number of variations in appearances and the way in which people experience the environment is highly heterogeneous as well. As a consequence no clear 1:1 relationships can be found between colour and productivity. However, plant research shows an overall positive effect on productivity, and it appears that the positive influence of nature is universal. Furthermore, by focusing on the deeper needs of the knowledge worker, it turned out to be possible to define some characteristics of the environment that are essential, i.e. structure and variety, psychological safety, and identity. These four characteristics are essential to create a work environment where knowledge workers can be productive. The activities of the knowledge worker can be connected to four basic work attitudes or work moods: contemplation, awareness, collectiveness and social observation. By connecting the four basic building characteristics to the four basic work attitudes it is possible to explore which environmental solutions fit best, depending on the context. People need an harmonious environment with a balance between structure and variety. The harmony within the environment is achieved through a balance between structure and variety, as nature shows. The application of colours can contribute to this harmony. Colour directly influences the mood that on its turn affects productivity.

Which research methods do lead to valid and reliable results?
The colour test that is conducted in a real work environment, showed that the often used method to use questionnaires is not in itself a valid and reliable method to be able to draw clear conclusions about the influence of colour on productivity under the chosen test circumstances. Next, an analysis of tests conducted in an artificial setting such as lab experiments showed that many methodological weaknesses exist. As a consequence it can be questioned whether research results are in accordance with the real world. A review of research in which physiological measurements are applied, showed weaknesses as well. In search for a
clear mechanism to define environmental experience this PhD research re-assessed the still widely applied method of Mehrabian and Russell (1974) using the dimensions pleasure, arousal and dominance and the semantic differential developed by Osgood et al (1957). It appeared that in environmental psychology research these dimensions are differently and also often wrongly interpreted and the dimension dominance is often not mentioned at all. Next, the applied adjectives to describe the environmental experience are a mix of personal feelings of the observer and information about the environment. Due to these incorrect adjectives research shows unclear results and research findings are not comparable. In search for a mechanism to understand the interaction between the observer and the physical environment in a more clear way, the sensory information system appeared to be an appropriate mechanism.

People experience the totality of the environment with all their senses. Because the senses are the only instrument with which people experience the environment, it makes sense to use sensory information to define environmental experience. In 1909, Rudolf Steiner appointed twelve senses, which are connected to body, soul and mind, and as such are connected to acting, feeling and thinking, the concept of Plato, and the ABC-model of attitude on Affect, Behaviour and Cognition. By completing the method of the semantic differential of Osgood with adjectives that correspond to the twelve senses, the totality of the experience of the environment can be defined.

The nowadays often used HSI-coding Hue, Saturation and Intensity to define colour showed to be too limited because it is linked to only three colour contrasts which are mainly detected by only three of the twelve senses. With the twelve senses people observe twelve colour contrasts by means of which colour presents itself in its totality in nature. A mechanism is proposed using knowledge of the twelve senses to appoint the colour experience of the environment in its totality.

10.4 Limitations of the research

Both the physical environment (stimulus) and the observer (response) are complex, dynamic and heterogeneous. To understand the mechanism of experiencing the physical environment simplification is needed. At the same time, simplification represents a major limitation as it is questionable whether the results correspond with reality. Because people experience the totality of the environment and components directly influence each other, it is difficult to isolate a particular stimulus. Colour for instance cannot be separated as it is an integrated cue that immediately communicates with its environment.

In addition, because human thinking plays a prominent role in human experiences and perceptions, cognition highly affects the test results because it is not the pure stimulus that affects people but the mental representation of this stimulus. It is difficult to learn from subjects about their environmental experience because subjects do not always tell the truth, responses are biased by their mental representations, people are often not conscious of the environment and subjects may complete questionnaires in a social desirable way or by reducing cognitive dissonance.

A limitation of the test on colour in the real work environment was that the subjects were accustomed to a white coloured governmental environment and the applied colours in the test rooms created an artificial setting. This could have influenced the results. Also, the meetings had so much content and very present chairmen that perhaps the colour effect could not be measured due to the overruling effects of these aspects. A limitation of the database of research into colour preferences was that subjects completed the questionnaire in different circumstances (at school, at home, in the work environment) and in different ways (completing the questionnaire crossing with a pencil or at the computer). In this research the focus was on the Netherlands with its own culture and its habits and it is obvious that the Dutch context has influenced the test results. Also, no longitudinal research on colours has been conducted and the influence of colours for instance or preferences for colours could possibly change over time. It can be concluded
that both the physical environment (stimulus) and the observers (giving responses) have a complicated character, which makes it difficult to define clear cause-effect relationships.

10.5 Recommendations for future research

In future research, the totality of the environment needs more attention. Topics should be examined in their broader context. This requires cooperation with professionals from various disciplines such as neurology, (neuro) physiology, psychology and philosophy. It is important that the stimulus i.e. the physical environment is objectively analysed. The phenomenological method of Goethe that learns to focus objectively on stimuli offers valuable suggestions for this purpose. As we experience the environment with our senses, for future research it is very interesting to focus carefully on sensory information by means of the twelve senses. Every sense provides the information for which that sense is sensitive. (Neuro) physiological research could be combined with environmental research to measure sensory information by methods such as the semantic differential or concepts such as pleasure, arousal and dominance. This could deepen our understanding of these concepts and causes of effects.

Concerning colour, this PhD research found that productivity can be linked to four work moods. For future research it is interesting to focus on delimited parts of productivity, i.e. the four mentioned moods. It is assumed that colour influences these delimited parts and as such it is possible that evidence can be found on the relationship between colour and work moods.

It is recommended to further explore the possibilities that art can offer. For instance, using the light and colour art of Turrell (see chapter 4) it might be possible to measure people’s experience of colour with a reduction of context complexity and a reduction of the intertwining of sensory influences. Next to art it could be interesting to conduct colour research with subjects with specified types of visual defects in order to assess the influence of colour on physiological processes and to reduce the influence of mental representations. With a reduction of the influence of mental representations the influences of colour itself can be shown.

10.6 Practical implications

Some practical recommendations can be given which can be useful for architects, designers, consultants, or other people who are in search of how to create a productive environment. Concerning the key factor structure, creating sightlines inside the building is important for providing the possibility to see other knowledge workers and to support interactions and collaboration and to make clear where someone is. Creating outside view provides contacts with nature as daylight, flying birds or swaying trees showing dynamics and movement that support wakefulness and also provides feelings where to be. Because walking can be inspiring as it stimulates creative thinking and interactions with others, a building needs a certain level of inefficiency; corridors and staircases ask for design that stimulates movement. Variety can be created by different spaces, from open spaces till places to withdraw, with different atmospheres, from cosy till industrial, different materials, artificial or natural. Psychological safety asks for environments in which people feel free and/or sheltered due to pleasant environmental proportions or enclosure. The atmosphere should not be too strictly organised so that people feel to have the ability to choose their own way doing their work. Identity asks for physical solutions to express the organisational culture or history, the character of products or the type of industry. The groups identity, asks for example for products or rewards of the group, or additionally things such as a punch bag or a football table game. In addition, people like to show something of their own identity by small things as own coffee mugs or pictures. Personal things invite to small talk that often is the beginning of enthusiastic talk about work and as such personal things can be a stimulus for productivity.
Individual differences.
Traditional office concept.
Hoofdstuk 1: Introductie
Deze dissertation gaat over de relatie tussen de fysieke omgeving en kennisproductiviteit. Om een optimale werkomgeving te creëren is het belangrijk goed te begrijpen wat de kenniswerker nodig heeft en welke kenmerken van de fysieke omgeving daarvoor van belang zijn. Twee componenten van de fysieke omgeving zijn onderzocht: planten en kleur. De effecten van planten op productiviteit zijn aan de hand van een literatuuronderzoek bestudeerd. Het effect van kleur is onderzocht aan de hand van een uitgebreid literatuuronderzoek en een test waarbij de effecten van een rode en een blauwe vergaderruimte zijn onderzocht. Daarnaast zijn verschillende soorten kleurvoorkeuren verzameld. De keuze voor planten is voortgekomen uit een persoonlijke interesse voor planten en kleur en omdat het relatief eenvoudig is om planten en kleur in werkelijke test omgevingen toe te voegen en weer te verwijderen. Naast het onderzoeken van de vraagzijde ofwel de behoeften van de kenniswerker en de aanbodzijde, namelijk het effect van planten en kleur op productiviteit, is ook gekeken naar de verschillende onderzoeksmethodes die worden benut in de omgevingspsychologie om de mechanismen te leren begrijpen achter de interacties tussen mensen, hun productiviteit en de omgeving die hen omringt. Gebaseerd op de ontstane inzichten is een nieuw raamwerk ontwikkeld waarmee mensen hun ervaring met de omgeving gestructureerd vast kunnen leggen.


Hoofdstuk 3 bevat een review gebaseerd op literatuuronderzoek over de effecten van planten op productiviteit. Naast onder andere effecten op de luchtwaardelijkheid en relatieve luchtvochtigheid, hebben planten in het algemeen een positief effect op productiviteit. De reacties van mensen kunnen fysiek/fysiologisch van aard zijn, affectief of cognitief. Gelet op de grote variatie van toegepaste onderzoeksmethodes en testsituaties zijn de onderzoeksresultaten niet vergelijkbaar. Om deze reden is een overzicht gemaakt van testkenmerken en plantkenmerken die gebruikt kunnen worden bij toekomstig onderzoek. In deze dissertation ligt de focus op de totaliteit van de omgeving. Na de review op een onderdeel van de omgeving dat eenvoudig geïsoleerd kan worden, zal gekeken worden naar een component die geïntegreerd is in zijn omgeving en alleen benaderd kan worden in zijn totaliteit.

Hoofdstuk 4 beschrijft de test waarbij tijdens vergaderingen in een reële werkomgeving het effect van verschillend gekleurde vergaderruimten (e een rode, een blauwe en een referentie ruimte) is beoordeeld aan de hand gerapporteerde meningen over productiviteit. Geen significante effecten zijn vastgesteld op
basis van de antwoorden die vermeld werden in vragenlijsten. Verondersteld wordt dat de deelnemers dermate in beslag waren genomen door de vergaderingen dat zij de kleuren in de ruimten niet bewust hebben ervaren. Een relatief groot deel van de deelnemers antwoordde dat volgens hen kleur in de ruimte geen effect had op productiviteit (65%), samenwerking (65%) of welzijn (33%).

**Hoofdstuk 5** biedt een overzicht van de kleurvoorkeuren die zijn verzameld aan de hand van een vragenlijst ingevuld door 1077 mensen uit Nederland. Geslacht, leeftijd en opleiding en een aantal persoonlijke eigenschappen zoals de mate waarin mensen zich technisch of emotioneel vinden hebben significante invloed. De lievelingskleur is over de totale groep blauw, hoewel blauw vooral de voorkeurskleur is van mannen. De algemene voorkeur voor kleding is zwart, maar vrouwen hebben een grotere voorkeur voor zwart dan mannen. De kleurvoorkeur voor het interieur is wit. Ook om rustig te kunnen zijn en zich te kunnen concentreren kiezen de meeste mensen voor wit. Een rode ruimte draagt volgens de meeste mensen bij om energiek te zijn, terwijl de meeste mensen geen kleurvoorkeur hebben om creatief te kunnen zijn. Het is opvallend dat zoveel mensen voor het interieur de kleur wit kiezen (30 tot 40%) en ook zoveel mensen geen voorkeur hebben (16 tot 22%). Op basis van deze analyse van kleurvoorkeuren blijkt dat mensen zich niet zoveel bezig houden met toepassing van kleuren in hun omgeving.

**Hoofdstuk 6** betreft een diepere analyse van kleurervaring om fysiek/fysiologisch, affectief en cognitief te verduidelijken hoe mensen kleur ervaren. Deze analyse is gebaseerd op theoretische kennis die in de literatuur is te vinden. Wetenschappers, filosofen, kunstenaars en architecten zijn sceptisch wat betreft het kunnen begrijpen van kleur vanuit een puur rationele en wetenschappelijke benadering. Theoretisch kunnen twaalf kleurkenmerken worden onderscheiden waarmee kleur zich in de natuur manifesteert. Deze kenmerken kunnen gekoppeld worden aan de twaalf zintuigen zoals die benoemd zijn door Rudolf Steiner en bovendien aan twaalf kleurcontrasten. Zowel in de praktijk als in de wetenschap wordt kleur gedefinieerd aan de hand van de HSI waarden (tint, verzadiging en intensiteit), een codering die beperkt tot slechts drie kleurcontrasten. Om kleurervaring echter in zijn totaliteit te benaderen, zal rekening moeten worden gehouden met alle twaalf de kleurcontrasten.

**Hoofdstuk 7** beschrijft de valkuilen die bestaan bij het uitvoeren van kleuronderzoek waarbij gebruik wordt gemaakt van vragenlijsten. Aan de hand van zorgvuldige observaties tijdens de vergaderingen tijdens de uitvoering van de test die beschreven is in hoofdstuk 4, bleek dat de antwoorden die vermeld stonden in de vragenlijsten niet altijd eenduidig te relateren waren aan de vraag en bovendien niet altijd exact de mening van de respondent weergaven. Een aantal respondenten is separaat geïnterviewd na de test. Het bleek dat contextuele, persoonlijke en psychologische factoren de antwoorden beïnvloed hadden, waaronder persoonlijke belangen, sociale wenselijkheid en reductie van cognitieve dissonantie.

**Hoofdstuk 8** reflecteert op de vaak toegepaste methode om de ervaring van de fysieke omgeving vast te stellen met de dimensies ‘arousal, pleasure en dominance’, zoals deze is ontwikkeld door Mehrabian en Russell (1974). De resultaten van vele studies over de interactie tussen mens en omgeving zijn moeilijk te vergelijken omdat de dimensies verschillend worden geïnterpreteerd en omdat er een groot aantal verschillende bijvoeglijke naamwoorden wordt gebruikt. In dit onderzoek is een poging gedaan te analyseren wat de drie dimensies exact betekenen, mede in relatie tot het ABC model van attitudes (met de factoren Affect (affect), Behaviour (gedrag) en Cognition (cognitie)) en de drie functies van de ziel, (voelen, handelen en denken) zoals benoemd door Plato. Geconcludeerd kan worden dat de oorspronkelijke betekenis zoals Mehrabian en Russell deze oorspronkelijk bedoeld hebben, passend zijn om de ervaring van de omgeving te beschrijven op voorwaarde dat de dimensies beschreven zijn met juiste bijvoeglijke naamwoorden. De dimensie ‘dominance’ verdient rehabilitatie.
Gebaseerd op de onjuistheden die in omgevingsonderzoeken zijn gevonden wat betreft de toepassing van de dimensies ‘pleasure, arousal en dominance’, toont hoofdstuk 9 een nieuw raamwerk met bipolaire bijvoeglijke naamwoorden om de ervaring van de omgeving in zijn totaliteit te beschrijven. Dit raamwerk is gebaseerd op de twaalf zintuigen zoals benoemd door Rudolf Steiner. Door sensorische informatie afkomstig van de twaalf zintuigen te linken aan specifieke delen van de fysieke omgeving, is het mogelijk om de ervaring van de fysieke omgeving eenduidig en meer objectief weer te geven. Het raamwerk is getest met huisvestingsdeskundigen, gebruikers afkomstig uit de zorgsector en architecten. Het bleek een bruikbaar instrument te zijn om de kwaliteiten van de omgeving te benoemen, te begrijpen waarom mensen verschillend reageren op hun omgeving en hoe gezamenlijk een oplossing kan worden gevonden voor een situatie die verbetering behoeft. Nader onderzoek is nodig met andere groepen mensen in andere testomgevingen om het raamwerk te valideren.

Hoofdstuk 10 vormt het slot van de dissertatie en biedt een overzicht van de belangrijkste conclusies en aanbevelingen, reflecteert op de beperkingen van het onderzoeken en benoemt de noodzakelijke toekomstige stappen. Dit onderzoek ontrafelde het complexe concept ‘productiviteit’ in vier werkinstellingen (sociale observatie, collectiviteit, contemplatie en bewustzijn). Het noemt vier belangrijke onderdelen van de fysieke omgeving die een belangrijke invloed hebben op productiviteit (structuur, variatie, psychologische veiligheid en identiteit). Het literatuuronderzoek met betrekking tot het effect van planten op productiviteit geeft aan dat planten in het algemeen een positief effect hebben. Het kleuronderzoek toont geen eenduidig effect aan van kleur op productiviteit mede gelet op de complexiteit van beide begrippen. Kleur heeft echter een significant effect op stemming. Omdat productiviteit kan worden beschouwd als een fenomeen dat uit vier werkhoudingen bestaat, kan in toekomstig onderzoek gerichter worden gekeken naar deze begrippen. Het ontwikkelde raamwerk kan behulpzaam zijn om de totaliteit van de omgeving eenduidig te kunnen benoemen.
When I look back at the PhD process, this makes me a happy person. Confidence, the space and the time I got were precious gifts. At first my husband Olaf gave me every opportunity and he accepted thick layers of dust and chaos in our home while I sat for hours at the computer. My supervisor Peter Vink and co-supervisor Theo van der Voordt also gave me confidence, space and time which are important conditions to develop insights. Along with the dog Door I spend a lot of time daydreaming at the pastures and I am convinced that musing is one of the main activities to achieve maximal knowledge productivity. What would it be great if musing will be a generally accepted activity within organisations. I am grateful for the tremendous help of Peter and Theo. Peter with his huge amount of humour and ideas and always seeing somewhere opportunities and Theo with a matchless perseverance, care, and open for ideas of a spiritual nature. Without Peter and Theo I had many times thrown in the towel. I am also glad that I was able to meet many enthusiastic people during my research, Robbert Dijkgraaff to Rinnooy Kan, Mathieu Weggeman, to Joseph Kessels. These people gave energy and brought new ideas and insights. I have also followed consistently recommendations of others to read specific books. Tony Gaillard for instance told me to read the books of Csikszentmihalyi, which were an enormous source of inspiration. Thanks to all these advices I ended up on paths that I otherwise never would have found. The collaboration with the painter Jan de Boon brought a huge deepening of knowledge. I'm afraid I would have continued the already paved paths of the ratio without him and then to collide against an enormous wall with an incredible amount of unruly data. Jan opened the doors from affect to collective consciousness, from the meaning of the senses to feelings, from Rudolf Steiner to Goethe. In this way, nature became an increasingly powerful force in the research and colour received the colour that it deserved.

My biggest struggle was the grandeur and beauty of our environment. Everything I touched turned to be a mirror palace with unexpected reflections with new doors that again were entrances to new mirror palaces. This caused a sense of reverence and respect, and at the same time a fear of not being able to approach things in a sufficient careful way. After the first year, I had the feeling to understand a little bit of something, but after a few years I was actually quite sure to understand nothing of everything. It is a quest how we can approach the incredibly complex reality. Environmental psychologists and other scientists are forced to make separations and simplify this complex world in order not to get lost in an overload of data. Quantum physicists like Einstein, Bohm and Bortoft and the scientist in organisational development, Senge highlight the connectedness and the importance of coherence. In essence, it is wrong to cut reality into pieces as stand-alone things, because the secrets of reality are hidden in the relationship, just like light colours appear in process and are not isolated elements.

The approach towards science is primarily by means of the ratio as ratio is concerned as managing actual and objective facts which are conceived as ‘true’. It is the question whether this approach is not too limited. It is noteworthy that ‘ ratio’ is based on the Latin ‘rerı’ that means ‘think or consider’, a purely human mental matter, which cannot be conceived as handling purely objective facts. Also the word ‘fact’ is based on the Latin ‘facere’ that means ‘what people make’. Ratio and fact are thus both based on human mental ideas, which may be skilled and knowledgeable, but neither are actually nor objective. The etymological meaning of ‘emotion’ shows the interesting link to the Latin term ‘emovere’ that means ‘actuate’ and the Latin ‘movere’ that means ‘move’. So emotion has to do with movement and is closely connected to the dynamics of reality. The experience of the brain expert Jill Bolte Taylor, who at the age of 37 years had a stroke shows clearly the important role of the emotional brain. When
her rational brain (the left hemisphere) completely failed, the right hemisphere, i.e. the emotional brain showed how beautiful everything is connected to wholeness. In scientific research emotion, feelings and intuition ask for an equivalent foundation and a respectful connection with the ratio.

Despite the growing awareness of ignorance, thanks to my research I started to see more. I now have a trained eye for seeing after-images, and I notice for example staying in the bathroom how often shampoo manufacturers apply complementary colours on their shampoo bottles to make them stand out. In the swimming pool, I see the phenomenon that Goethe discovered how the light turns bright blue and deep yellow hues along the black lines painted on the bottom of the pool. Beautiful colours that do not physically exist, but our eyes show these surprises. Thanks to the research one feels more guided by the phenomena that occur in nature, whether it happens in the bathroom or in the swimming pool or elsewhere. So one sees more and feels more, partly due to an in-depth study of the operation of the senses. It would be wonderful if we would more intensely use the advantages of nature in the design of the built environment.

What I hope is that science gradually - and there are many signs- will allow the less measurable phenomena as feelings, intuition and spirituality in a more respectful way and will try to build a fruitful bridge between the two insights of our two hemispheres. If something is not measurable, it does not mean it is not there. Next to the inspiring environment with all its secrets, I am wandered about the human spirit. I am convinced that Newton would even have invented his famous law of gravitation if he had lived in a meter box. The human mind is so sparkling that nothing can hinder, if only there is Sense. That sense is the driving force of all human beings. The physical environment supports this sense, encourages, challenges, shakes awake and calms. For this reason the physical environment deserves a sincere, careful and dedicated attention.
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In the first Email of Theo van der Voordt in June 2007, he warned me for the vulnerability and difficulty to prove theories of eastern wisdom, philosophies of Plato and insights of Steiner. He was right, but nevertheless these can be vital fundaments for modern western visions on the productive physical environment.
How can we create an environment for the productive knowledge worker? To answer this question, it is not only necessary to understand the knowledge worker. It is also necessary to know how to approach the totality of the work environment. This is difficult because both the knowledge worker is a versatile person, but also the environment shows a rich variety of characteristics. To understand the complexity of the physical environment a study is conducted on two aspects: plants and colour. Four features of the physical environment mainly support the productive environment. It turns out that the totality of the physical environment is approachable on the basis of a model-based ordering of sensory information.