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Abstract. Because of increasing computer speed and memory, the numerical solution of the incompressible Navier-Stokes equations by a fully coupled approach is an attractive and emerging trend in computational fluid dynamics (CFD) calculations. The main advantage of this approach is an increased robustness due to the implicit treatment of the pressure velocity coupling (Schneider and Raw, 1987; Deng et al., 2001).

Although the equations describing multiphase flows appear similar to single-phase flow equations, their nature is often much more difficult due to the presence of volume fractions, large source terms, and gradients of these as well as density. This makes the requirement for a robust solving approach even more desirable.

Almost all multiphase CFD solvers today are based upon standard decoupled approaches (e.g. SIMPLE, SIMPLER, PISO, fractional step, and other pressure projection methods (Ferziger and Peric, 2002)) and most often employ a staggered variable arrangement. In this paper, momentum weighted interpolation is used to determine analytical expressions for the cell face velocities which are employed in the multiphase continuity equation in a collocated variable arrangement. A special approach is adopted for the momentum weighted interpolation to handle large source terms, volume fractions, and gradients of these. The resulting linearized equations are solved in a fully coupled manner.

The fully coupled method is demonstrated on two practical multiphase cases. Firstly, the method is demonstrated simulating volume of fluid (VOF) computations of a gas-liquid flow case. Secondly, the method is demonstrated on solving the continuous part of an Euler-Lagrange gas-solid flow problem. The difficulties in the first case are large source terms and gradients of density, and in the second case the presence of volume fraction and gradients hereof, as well as source terms.

The results are in accordance with results from the staggered segregated approach. Moreover, due to the collocated variable arrangement, complex geometries can be easily handled. Both robustness and computational efficiency of this fully coupled approach are shown.
1 Introduction

There is no dispute that on Cartesian grids, computation of incompressible flow is best performed with the staggered scheme proposed by (Harlow and Welch, 1965). However when the grid is arbitrary, the use of collocated schemes is prevalent and more natural. One of the reasons for this, is that the generalization from Cartesian to a general case grid is quite straightforward. Staggered grids are much more complicated and often suffer from accuracy problems on non-uniform grids due to the use of Christoffel symbols (Aris, 1962) which are difficult to compute accurately on general grids (Wesseling et al., 1998). Although some researchers have proposed remedies to this, e.g. (Perot, 2000; Wenneker et al., 2003), the approach is still less natural than employing a collocated discretisation.

However, there are a number of drawbacks when employing collocated grids as well. A straightforward discretisation on a collocated grid results in pressure oscillations. To remedy this, the discretisation for the momentum convective velocity needs to differ from the continuity convection. Currently, there are two main approaches: the pressure-weighted interpolation (Rhie and Chow, 1983; Zwart, 1999) and the physical consistent interpolation (Schneider and Raw, 1987; Deng et al., 1994). Moreover, applying source terms and body forces in the equation also introduces problems, as they cannot be precisely matched by the discretisation of the pressure gradient stencil.

In the physical consistent interpolation, first proposed by (Schneider and Raw, 1987), the complete momentum equation is averaged to the cell faces. The resulting expression at the cell faces is then used to close the continuity equation. Although the method is very elegant, the major problem of the method is the interpolation of the viscous terms. Due to the size of the discretisation stencil of the viscous terms, their interpolated stencil becomes rather large (Deng et al., 1994) and may not perform well in near-wall regions. Moreover, the method is rather complex to code for a multiphase case, where care has to be taken with volume fractions and various kinds of source terms.

In pressure-weighted interpolation (Rhie and Chow, 1983; Zwart, 1999), the face velocity for the convective term in the continuity equation is determined by subtracting the difference between the pressure gradient and the interpolated pressure gradient from the linearly determined face velocity. Mathematically, this can be seen as a filter for the velocity and pressure, forcing the local pressure profile to be linear, without affecting the accuracy of the continuity equation. The drawback of this approach becomes clear in the presence of source terms and gradients of density and volume fraction, as the physical pressure profile is no longer locally linear. This is one of the subjects of the current article.

Another benefit of collocated grids is that its discretisation enables to fully couple the velocity and pressure equations, as will be shown in this article. Although coupling the velocity and pressure equations lead to an increase in memory usage, the large advantage is increased robustness due to the implicit and global treatment of the pressure-velocity coupling. Moreover, fully coupled methods are reported to have
an overall favourable computational cost when a suitable preconditioner and solver are employed (Ammara and Masson, 2004).

This article treats the derivation of a three dimensional fully coupled transient solver for viscous multiphase flows in the presence of large source terms and large gradients in density and volume-fraction. The abilities of the framework are shown on two practical multiphase cases, *i.e.* a volume of fluid (VOF) simulation of a droplet including surface tension, and an Euler-Lagrange simulation containing air mixed with spherical particles.

2 Numerical method

In incompressible flow calculations, straightforward discretisation of the Navier-Stokes equations leads to an ill-conditioned discretised problem as the diagonal for the continuity equation contains zeros, since pressure does not appear. There are a number of ways in dealing with this problem. Firstly, the most employed approach is to use segregated or projection methods (Patankar, 1980; Ferziger and Peric, 2002). In these frameworks, the momentum equations are solved with a guessed pressure, and thereafter the pressure is corrected, so the velocity field satisfies the continuity equation. This procedure is repeated until the velocity field nearly satisfies the momentum equation as well.

Secondly, the system can be solved coupled. This can be done with a penalty formulation (Vanka, 1985), or using a density based framework and, for instance, applying artificial compressibility (Wesseling, 2000). In the current paper, we employ an incompressible approach, in which the face velocities required for discretising the continuity equation are interpolated from the discretised momentum equations at cell centers (Rhie and Chow, 1983; Schneider and Raw, 1987; Deng et al., 2001). The extension to compressible flows is straightforward. For illustration, the method is explained for the single phase incompressible flow equations, and the extension to multiphase flow equations will be treated in the next section. Consider the single phase flow continuity equation,

\[ \frac{\partial}{\partial x^i} u^i = 0 \quad (1) \]

or in its first discretised form,

\[ \sum_{f=\text{faces}} M_f = \sum_{f=\text{faces}} u_f^i s_f^i = 0 \quad (2) \]

Hence, an expression for the face velocity, \( u_f^i \) needs to be obtained. This will be done from manipulating the momentum equations. The momentum equations of an incompressible single phase flow including source terms are

\[ \rho \frac{\partial u^j}{\partial t} + \rho \frac{\partial}{\partial x^i} (u^i u^j) = - \frac{\partial p}{\partial x^j} + \frac{\partial \tau_{ij}}{\partial x^i} - R u^j - S^j \quad (3) \]

where the first term indicates the transient contribution and the second the convective contribution. The source terms are given by \( S^j \), which is a general source term (not
linear in velocity) and a linearized source term, $R$, representing the part of the source term which is linear in velocity. The cell centered finite volume discretisation at $P$ of the velocity terms for one direction of the equation 3, is of the form

$$
\left[ \frac{\rho V_P}{\Delta t} + a^{(w)}_P + V_P R^{(w)}_P \right] u^i_P = \left[ \sum_{nb} a^{(w)}_{nb} u^i_{nb} \right]_P - V_P \left[ \sum_{nb} b^{(j)}_{nb} P_{nb} + S^w \right] + \left[ \frac{\rho V_P}{\Delta t} \right]_P u^{i,O}_P
$$

(4)

where $a$ and $b$ are coefficients obtained from the discretisation stencils, and $V_P$ is the volume of the computational cell surrounding point $P$. The net force driving the flow is given by $\left[ \frac{\partial p}{\partial x^j} + S^w \right]$, and is defined as

$$
\tilde{\frac{\partial p}{\partial x^j}} = \left[ \frac{\partial p}{\partial x^j} + S^w \right]
$$

(5)

It is important to treat the pressure gradient and the sources similar, as their sum is the contribution to accelerating the fluid. With this, Equation 4 becomes

$$
1 + \rho \frac{V_P}{\Delta t a^{(w)}_P + V_P R^{(w)}_P} \left[ \sum_{nb} a^{(w)}_{nb} u^i_{nb} \right]_P \left[ \frac{\partial p}{\partial x^j} \right]_P + \left[ \frac{\rho}{\Delta t} \right]_P \frac{V_P}{a^{(w)}_P + V_P R^{(w)}_P} u^{i,O}_P
$$

(6)

or, with the abbreviations,

$$
c = \frac{\rho}{\Delta t}
$$

(7)

$$
d^{(w)} = \frac{V_P}{a^{(w)}_P + V_P R^{(w)}_P}
$$

(8)

$$
\tilde{u}^i = \left[ \sum_{nb} a^{(w)}_{nb} u^j_{nb} \right]_P \left[ \frac{\partial p}{\partial x^j} \right]_P + \left[ \frac{\rho}{\Delta t} \right]_P \frac{V_P}{a^{(w)}_P + V_P R^{(w)}_P} u^{i,O}_P
$$

(9)

For cell $P$ equation 6 becomes

$$
1 + c_p d^{(w)}_P \tilde{u}^i_P = \tilde{u}^i_P - d^{(w)}_P \left[ \frac{\partial p}{\partial x^j} \right]_P + c_p d^{(w)}_P u^{i,O}_P
$$

(10)

A similar equation can be written for all cell centers, taking boundary conditions into account. Figure 1 shows two cell center nodes ($P$ and $E$) with a line connecting these two points. The point $e'$ is defined in such a way that it lies in the center of this line.
connecting the nodes $P$ and $E$. An analogous equation can be written down for the velocity at point $e'$,

$$
\left[1 + c e' d^{(u)}_{e'}\right] u^j_{e'} = \tilde{w}^j_{e'} - d^{(u)}_{e'} \left[\frac{\partial p}{\partial x^j}\right]_{e'} + c e' d^{(u)}_{e'} u^j_{e'}^{iO}
$$

(11)

and an expression for the velocity at point $e'$ is obtained by using the velocity expressions for points $E$ and $P$.

$$
u^j_{e'} = \frac{u^j_P + u^j_E}{2} - \frac{d^{(u)}_{e'} d^{(u)}_{e'}}{1 + c d^{(u)}_{e'}} \left(\frac{\partial p}{\partial x^j} - \frac{1}{2} \frac{\partial p}{\partial x^j}_P - \frac{1}{2} \frac{\partial p}{\partial x^j}_E\right)
$$

$$
+ \frac{c e' d^{(u)}_{e'}}{1 + c e' d^{(u)}_{e'}} \left(u^j_{e'}^{iO} - \frac{1}{2} u^j_{iO} - \frac{1}{2} u^j_{E}^{iO}\right)
$$

(12)

It is important to notice that the coefficients of the pressure gradient terms are $\frac{1}{2}$ and are not interpolated to point $e$, as is sometimes proposed (e.g. (Choi et al., 2003)), as the discretised pressure terms needs to be $\sim \Delta^2 \frac{\partial^3 p}{\partial x^3}$, hence acting as a filter on locally non-linearity. Moreover, the total pressure term is of second order accuracy. The expression for the face velocity in point $e'$, Equation 12, is used to obtain the cell face velocity at point $e$ by

$$\overline{u}^j_e = \overline{u}^j_{e'} + \frac{\partial u^j}{\partial x^j_{e'}} (x^i_{e'} - x^i_e)
$$

(13)

Equation 13 can be directly used to close the discretised continuity equation. Now, the continuity equation is dependent upon the pressure field, and a coupled formulation can be given as,

$$
\begin{pmatrix}
... & ... & ... & ... \\
... & ... & ... & ... \\
... & ... & ... & ... \\
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2 \\
u_3 \\
p
\end{pmatrix}
=
\begin{pmatrix}
RH_{u_1} \\
RH_{u_2} \\
RH_{u_3} \\
RH_{p}
\end{pmatrix}
$$

(14)

where the diagonals are non-zero. A problem consisting of $n_1n_2n_3$ computational cells, leads to a matrix size of $4n_1n_2n_3 \times 4n_1n_2n_3$. 

Figure 1: A two-dimensional boundary fitted cell ($P$) with its east neighbour ($E$). Halfway the line connecting points $P$ and $E$ is point $e'$. The center of the face between $P$ and $E$ is shown by point $e$, and the local normal at this point is given by $n^i$. 

2.1 Treatment of source terms

One of the most important features of multiphase flows, is the presence of source terms originating from closure models. These source terms are relatively large and have large gradients over the domain, due to the presence of interfaces (gas-liquid), drag forces (droplets, particles), and a varying gravity force due to density changes in the domain.

Although constant body forces, such as gravity for a constant density flow, can be fairly easily dealt with (Choi et al., 2003), this is generally not the case when the sources are varying, as in most multiphase flows. In these cases, it is important that the discretisation of the pressure gradient matches the representation of the local source terms. When the source terms are a function of a gradient, for instance the surface tension force, this is fairly natural, as the discretised gradient operator for the source terms should match the discretised gradient operator for the pressure. However, in a general case, the source terms should closely match the discretisation of the gradient operator applied for pressure. This operator should be applied on an integral form of the local source term,

\[ Q \approx \int_V S^i \, dx^i \] (15)

so that

\[ \tilde{S}^i \approx \frac{\partial Q}{\partial x^i} \] (16)

Although the formulation of \( Q \) is probably not unique, we have chosen to base \( Q \) upon the co-variant cell face vectors, employing weighting factors of \( \frac{1}{2} \) to determine the cell face source terms. With \( Q \) defined at the cell face center, an approximation of the gradient of \( Q \) can be made at the cell center,

\[ \tilde{S}_{iP} = \frac{1}{\Delta \Omega} \sum_{f=faces} Q_f s^i_f \] (18)

which is similar to the discretisation of the pressure gradient. This representation is employed in the discretised cell face velocity equation. Note that in some cases, the actual direction of the source terms is important, as in gravity, and the direction should be maintained in the procedure outlined above.

2.2 Boundary conditions

Special care needs to be taken regarding boundary conditions for the pressure. The pressure variable appears in two places, in the continuity equation and in the momentum equations. At boundaries where the velocity is specified (Dirichlet), no additional pressure terms are required in the cell face velocity interpolation. The remaining pressure terms, in the momentum equations, can be determined by extrapolation.
At boundaries where the pressure is directly specified, velocity is typically extrapolated. In this case, the boundary pressure can be directly specified in both the continuity equation as well as the momentum equation. An excellent discussion of the boundary conditions can be found in (Zwart, 1999).

3 Solving strategy

The coefficients in the discretized equations are determined from the discretization stencils from the individual terms. The convective terms are discretized using a higher order upwind scheme, the stress and pressure terms are discretized centrally (applying Gauss law), and the transient term is discretized with a second order backward scheme (trapezium rule).

The resulting system to be solved, Equation 14, results in a block-banded linear matrix with slightly less favourable coefficients than the systems in the segregated counterpart. For instance, if the whole pressure term discretisation, from Equation 12 is taken implicit, the resulting one dimensional coefficients for the continuity equation are \((\frac{1}{4} \quad -1 \quad \frac{3}{2} \quad -1 \quad \frac{1}{4})\) which is less favourable than the regular poisson stencil. Although applying deferred correction to the two central pressure gradients in Equation 12 improves the convergence, it does require outer iterations to be taken and leads to a loss in robustness. The main numerical bottleneck consists in limiting the effort devoted to the formation of a reliable preconditioner.

The parallel code developed is based upon the numerical libraries of PETSc (Portable Extensible Toolkit for Scientific computing) (Balay et al., 2006; Balay et al., 2004; Balay et al., 1997) which provide a large suite of parallel linear and non-linear equation solvers. In this work, a block-ILU preconditioner is employed with the BiCGSTAB Krylov subspace solver (Bruaset, 1995).

4 Multiphase Flow systems

In the present work, we study two types of multiphase flow systems. The first type is the Volume of Fluid (VOF), and the second type is the modeling of the interstitial fluid, the Eulerian phase, in a Lagrangian particle simulation. Both cases have varying source terms (surface tension force and gravity force) as well as gradients in density or volume fraction. The difficulties in modelling these are discussed below.

4.1 Volume of Fluid method

The VOF method is a powerful tool for modeling incompressible fluid flows which contain a free surface e.g. (Hirt and Nicholls, 1981). In the VOF method, the fluid location is recorded by employing a volume-of-fluid function, or color function, which is defined as unity within the fluid regions and zero elsewhere. In practical numerical simulations employing a VOF algorithm, this function is unity in computational cells occupied com-
pletely by fluid of phase 1, zero in regions occupied completely by phase 2, and a value between these limits in cells which contain a free surface. In the VOF algorithm, the color function is semi-discontinuous while in the closely related level-set algorithm, this function is completely continuous. The set of equations which are required to solve for this method are

\begin{align}
\frac{\partial}{\partial x^i} u^i &= 0 \\
\rho \frac{\partial u^j}{\partial t} + \rho \frac{\partial}{\partial x^i} (u^i u^j) &= -\frac{\partial}{\partial x^j} p + \frac{\partial}{\partial x^i} \tau_{ij} - S^j
\end{align}

(19) (20)

\begin{align}
\frac{\partial \xi}{\partial t} + \frac{\partial u^i \xi}{\partial x^i} &= 0
\end{align}

(21)

where \(\rho\) is the density of the local fluid, \(p\) the local pressure, \(S\) the surface tension, \(\tau\) the viscous stress tensor, \(\xi\) is the colorfunction, and \(u\) the velocity field of the local phase. The surface tension in the framework of the VOF method is usually applied in the form of the continuum framework (Brackbill et al., 1992),

\[ S^j = \sigma \kappa(x) n^j(x) \Gamma(x) \]

(22)

where \(\sigma\) is the surface tension and is assumed constant, \(\Gamma\) is an interface indicator function, and \(\kappa\) is the curvature of the interface. In the most popular continuum surface tension model, by (Brackbill et al., 1992), the interface indicator, the curvature of the interface, and the interface normal are directly related to the color function,

\[ \Gamma(x) = |\nabla \xi(x)| \]

(23)

\[ \kappa(x) = -\nabla \cdot \mathbf{n}(x) \]

(24)

where \(\mathbf{n}\) is defined as the normal at the gas-liquid interface. Solving the advection equation 21 for the color function using regular advection techniques tend to rapidly smear the interface over three or four mesh cells. Many algorithms have been designed to solve equation 21 such that a sharp interface is retained. In the present work flux-corrected transport (FCT) algorithm is used to track the interface.

FCT is based on the idea that a suitable combination of up and downwind fluxes can be formulated that eliminates both the diffusiveness of the upwind scheme and the instability of the downwind scheme. The idea of adjusting fluxes calculated with a higher order (non-monotonic) advection scheme to improve the monotonicity of the final result was introduced by (Boris and Book, 1973) and was generalized and extended to multidimensions by (Zalesak, 1979). The method involves several stages of calculation. First, an intermediate value of \(\xi(\xi^*)\) is determined using a lower order monotonic (and hence diffusive) advection scheme. The scheme for solving the one-dimensional version of equation 21 (for mesh cell \(i\)) is symbolically written as

\[ \xi_i^* = \xi_i^n - \frac{1}{\delta x} \left( F^L_{i+1/2} - F^L_{i-1/2} \right) , \]

(25)
where $F^L$ represents the lower order flux. Further an anti-diffusive flux ($F^A$) is defined that attempts to correct the numerical diffusion resulting from the lower order scheme. An estimate of the anti-diffusive fluxes is given by the difference between the higher and lower order flux approximations:

$$F^A_{i+1/2} = F^H_{i+1/2} - F^L_{i+1/2}. \quad (26)$$

Application of the entire anti-diffusive flux would simply result in the unstable higher order flux being used, thus correction factors $q$ are introduced that limit the anti-diffusive fluxes. The correction factors are calculated to ensure that no new extrema are introduced into the solution after application of the anti-diffusive fluxes. The minimum and maximum values allowed for a mesh cell $i$ are based on $\xi^n$ and $\xi^*$ in cell $i$ and its two neighbours, $i-1$ and $i+1$. Details of the procedure used to limit the fluxes are described in (Zalesak, 1979). The final step of flux-corrected transport algorithm is to apply the anti-diffusive fluxes with the correction factors and obtain the values of the color function at the new time:

$$\xi_i^{n+1} = \xi_i^* - \frac{(q_{i+1/2}F^A_{i+1/2} - q_{i-1/2}F^A_{i-1/2})}{\delta x}. \quad (27)$$

The above FCT algorithm is extended to multi-dimensions by direction-split implementation. Rudman (Rudman, 1997) has shown that the direction split FCT gives superior results compared to multidimensional extension proposed by (Zalesak, 1979). Unfortunately, the method does not work well for flows with vorticity; the method becomes quite diffusive in such cases.

The additional numerical difficulties arise in the discontinuous property of the local density as well as the large source terms and source term gradients near the interface due to the surface tension and gravity. Typically, near the interface, the densities are harmonically averaged to obtain their cell face value to prevent over-representation of one of the phases. The source term due to the surface tension is treated by noticing that the interface normal contains the gradient of the color function $\xi$, which can be split up in the same way as pressure when determining the values for face velocity. The terms in front of the interface normal are smoothed to avoid wiggles. The source term due to gravity is treated as outlined above, keeping in mind that the direction of gravity should remain constant, independent upon the formulation of the function $Q$.

### 4.2 Eulerian-Lagrangian fluid-particle method

Due to increasing computer power, discrete particle models, or Lagrangian models, have become a very useful and versatile tool to study the hydrodynamic behavior of particulate flows. Next to the continuous phase equations, the Newtonian equations of motion are solved for each individual particle, and a collision model is applied to handle particle encounters. In the numerical framework, we consider both the behavior of the particles (which details are not treated in this article) as well as the behavior of the interstitial
The motion of the gas-phase is calculated from the volume averaged gas-phase governing equations as put forward by (Jackson, 1997), with the continuity equation

\[ \frac{\partial \alpha \rho}{\partial t} + \frac{\partial}{\partial x^i} (\alpha \rho u^i) = 0 \quad (28) \]

where \( \alpha \) represents the volume fraction of the fluid, \( \rho \) the intrinsic density of the fluid, and \( u^i \) the velocity field of the fluid. The volume fraction is given by the location and number of particles from the Lagrangian calculations. The momentum equations are given by

\[ \frac{\partial \alpha \rho u^j}{\partial t} + \frac{\partial}{\partial x^i} (\alpha \rho u^i u^j) = \frac{\partial}{\partial x^i} \alpha \tau_{ij} - \alpha \frac{\partial}{\partial x^j} p + S_{ij} + T_j \quad (29) \]

where \( \tau_{ij} \) represents the stress tensor of the fluid, \( p \) represents the pressure, and \( S \) and \( T \) represent the source terms due to interphase momentum transfer from the fluid phase to the particle phase.

The behaviour of the particles is resolved with a Lagrangian model (van Wachem et al., 2001; Hoomans et al., 1996; Lees and Edwards, 1972; Ladd and Walton, 1989; Walton, 1993) in which the particle interactions are dealt with a soft-sphere particle interaction model. Details of this approach can be found in the above references.

The additional numerical difficulties arise in the presence of the additional volume fraction \( \alpha \), as well as the large source terms and terms linear in velocity, and gradients of both, caused by the drag of the particles and gravity upon the gasphase. This is resolved with the source term projection method outlined above, where care should be taken that the direction of the gravity remains unaffected by the representation of \( Q \). Compared to the single phase continuity equation, an additional term is added.

5 Results

Relatively simple cases were set-up to compare the outlined coupled approach to our earlier work employing a staggered segregated approach for the two types of multiphase flow.

5.1 VOF method

In the VOF method, the coupled approach was compared to the staggered segregated approach described in (van Wachem and Schouten, 2002). The approach from (van Wachem and Schouten, 2002) employed a novel piecewise linear Lagrangian framework to compute the evolution of the colorfunction, where in this work the FCT scheme is employed, which has a more diffusive nature and does not perform well in flows containing vorticity.

Two test-cases have been run with the coupled approach, both starting with a
square block of water, $\rho = 1000 \text{ kgm}^{-3}; \nu = 1.0 \cdot 10^{-3} \text{ Nsm}^{-2}$, in a 10 cm wide column filled with air, $\rho = 1.28 \text{ kgm}^{-3}; \nu = 1.8 \cdot 10^{-5} \text{ Nsm}^{-2}$. In both cases, surface tension is applied to the interface, $\sigma = 0.070 \text{ Nm}^{-1}$. In the first case, no gravity is included. Figure 2 shows the values of the color function, red denoting water and blue denoting air. The interface starts to approach a spherical form, in the process it overshoots that form and goes back and forth until the viscosity dampens the oscillations and a stationary spherical form is obtained. The results are very similar to the results obtained with the staggered segregated approach. The total computational cost is about 10 % lower compared to the segregated approach, which is not very much. This is due to the harmonic averaging of the density terms surrounding the interface, which makes the coefficient lay-out and magnitude difficult. The main numerical bottleneck consists in a reliable preconditioner and solver, and choosing a balance between coupled and deferred correction. At this time, we have not optimized this.

The second case is similar to the first case, but including gravity. Figure 3 shows the values of the color function for this case, red denoting water and blue denoting air. Next to the droplet becoming more spherical due to the surface tension, it also moves downward and deforms due to the interaction with air. Although the results for small time values ($t < 0.05s$) are similar to the segregated approach, the later results deviate due to the nature of the FCT scheme: it does not appropriately deal with vorticity. Similar to the previous case, the computational cost is somewhat lower than the segregated approach, but not as much as expected due to the values of the density at the cell faces.

5.2 Eulerian-Lagrangian method

For the Eulerian-Lagrangian method, we have compared the results to our earlier work in this field (van Wachem et al., 2001), in which we employed a staggered segregated
approach coupled to a Lagrangian particle phase. In the current simulation 31,000 particles \((d_p = 1.54mm, \rho_p = 1150kgm^{-3})\) are simulated in a fully 3 dimensional set-up, see Figure 4(a). The set-up is a fluidized bed (van Wachem et al., 2001) with a uniform inlet of air, and additionally contains an air jet in the bottom region. Initially, the particles are placed in a square region just above the jet, see Figure 4(b).

Figure 4(c) shows the location of the particles and the velocity of the particles, denoted by their color, after 1.00 s of real time. Figure 4(d) shows a close-up of the bottom region of the fluidized bed. Although the results obtained in (van Wachem et al., 2001) are only two-dimensional, the over-all behaviour matches well with what is seen in practice. Moreover, a relatively grid-independent solution is obtained, which is often a problem in Eulerian-Lagrangian simulations.

In this case, the fully coupled solver for the gas-phase performs much faster and more robust than the segregated approach described in (van Wachem et al., 2001). The computational cost of solving the gas phase is almost three times less with the fully coupled approach. Moreover, the treatment of source terms as outlined earlier, makes this approach more robust as its segregated counterpart. Unfortunately, the computational cost for solving the gas phase is only a fraction of the computational cost for solving the paths of all the particles.

6 Conclusions

A fully coupled method has been proposed and employed for solving two types of multiphase flows, i.e. a volume of fluid (VOF) method, and a Eulerian-Lagrangian particle method. Momentum weighted interpolation of the discretized momentum equations by finite volumes is used to determine analytical expressions for the cell face velocities. These are employed in the finite volume discretisation of the multiphase continuity equation in a collocated variable arrangement, which leads to a fully coupled
matrix with the velocities and pressure as the unknown variables. A special approach is adopted for the momentum weighted interpolation to handle large source terms, volume fractions, densities, and gradients of these.

For the VOF method employed in this work, two cases are compared with a segregated solver. Although there is an increase in robustness, and a decrease in computational
cost compared to the staggered segregated approach, the decrease is relatively small
due to the magnitude of some of the discretised coefficients. In the Eulerian-Lagrangian
approach, one case is shown and a large increase in robustness and a large decrease in
computational cost compared to the staggered segregated approach is reported.

The global and implicit treatment of the pressure-velocity coupling and the special
treatment of source terms and volume fraction and density gradients in the main
reason for the increased robustness. Currently, the limitation of the fully coupled
approach is a computationally efficient and robust preconditioner and linear solver.

*Remark:* For the sake of brevity, some elements (discretisation, algorithms, meshes,
configurations) that the reader may find interesting have not been shown here, but are
available upon request of the authors.
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