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Chapter 1

Introduction

Computer systems have been revolutionising our world ever since they have come into existence, both at work and in our private lives. Nowadays, some people even consider the Internet as a necessity of life. Many younger people can’t even imagine a world without e-mail and instant messaging, although these services have come into existence only recently. These and similar developments daily progress and are likely to keep changing our way of thinking, communicating and living in the many years to come.

Also in business processes, computer systems have become of increasing importance. Most—if not all—companies use computers for administrative purposes, and many stores offer their goods online, often using a shipping service for home delivery. Other businesses offer services, ranging from non-automated (e.g., chess tutoring) via semi-automated (e.g., stock-trading advice) to fully-automated services (e.g., search engines). Also for these businesses, a tendency can be observed of moving towards offering automated services online. Moreover, we see organisations being structured as sets of services, such as universities where persons, departments, and physical assets are interconnected by a computer network.

With computer systems becoming more and more sophisticated, it does not take much imagination to realise that at some time we will have computer systems that are acting and providing composite services by themselves. These systems, called agents, must be able to interact and cooperate with other systems, while guaranteeing that their joint behaviour is desirable. Currently, we already see developments in this direction with agents given goals of increasing complexity and importance to pursue (e.g., air-traffic control (Léauté and Williams, 2005) and disaster rescue (Harrauld, 2006)).

In order to achieve their goals, such agents need to make all kinds of decisions. It is common to make a distinction between three levels of decision making: strategic, tactical, and operational. There, decision problems need to be solved, which requires increasing levels of temporal detail.

On the strategic level, planning problems need to be solved that specify how to achieve a certain goal, called the plan, while leaving out unnecessary (temporal) details. For example, assume a company wants to sell motorcycles in various locations
across Europe. The company needs to decide where to produce them and how they will be transported to the European market. In partial fulfilment of this goal, it can be decided to use a factory based in Chongqing, China that has a maximum production capacity of 36 motorcycles weekly, and to transport them by ship to North-West Europe. Additionally, a plan for transportation is needed which requires a seaport in China (e.g., Guangzhou, or Hong Kong) and a seaport in North-West Europe (e.g., Rotterdam, or Antwerp) to be chosen, and how transportation will take place to and from these harbours (e.g., by train or truck). The plan is constructed to transport the motorcycles by truck to Guangzhou, where they are shipped onto a container ship which transports them to the Port of Rotterdam, from where they are loaded onto trucks for delivery at their destinations. In addition, three truck rides are made available for each week, and a contract is signed with a shipping company that provides a monthly container-shipping service between Guangzhou and Rotterdam.

On the tactical level, scheduling problems need to be solved that also result in plans but then with temporal information (e.g., setting task deadlines and task durations). For solving these problems, some choices need to be made beforehand, such as the number of motorcycles to produce. In constructing such a schedule, the focus is on cost-related issues, such as resource allocation (e.g., number of machines), resource utilisation, and robustness against operational disruptions. Continuing with the example, it is decided to produce 24 motorcycles and to transport them in two sea containers each week. In Guangzhou, the containers are stacked, until they can be loaded onto a container ship that leaves every first Monday of the month for a journey of approximately four weeks to the Port of Rotterdam.

On the operational level, the problem is to keep the execution of actions according to the constructed schedule, specifying exactly when the tasks must be executed (i.e., a dispatching). Given the factory’s production capacity, it is decided to produce four motorcycles every working day which requires all kinds of additional decisions (e.g., staffing). A sea container filled with 12 motorcycles is then loaded onto a truck on Wednesday and Saturday evenings and is driven to the harbour where it arrives two days later in the morning. Then, on the first Monday of the month, the container ship is loaded with the stacked containers together with the morning arrival, and leaves in the afternoon for Rotterdam.

Although it can be debated which problems need to be solved in which of these three levels of decision making, the types of problems that need to be solved are not disputed. Therefore, we will use the distinction between a planning, scheduling,
and dispatching phase as shown in Figure 1.1. Here, *planning* involves selecting and ordering actions that achieve a goal using *qualitative*-temporal constraints, while *scheduling* adds *quantitative*-temporal constraints (e.g., deadlines) for completing the plan (Ghallab et al., 2004). Then, execution needs to take place according to the schedule (i.e., within the constraints of the schedule). This requires a *dispatching* to be constructed for the schedule, which is a specification of the exact starting times of all tasks that satisfies all planning and scheduling constraints. The results of both the planning and scheduling phase need to be such that a dispatching is guaranteed to exist (i.e., that the constructed plans and schedules can be executed).

Although these problems are already difficult when considering a single agent, new problems arise when dealing with multiple agents. A *multi-agent system* (MAS) consists of a set of agents, each with its own capabilities (Weiß, 1999; Wooldridge, 2002).

*Autonomy* is considered a distinctive agent property (Jennings, 1996; Wooldridge and Jennings, 1995), which needs to be adjustable such that the agents are able to take up roles ranging from being obedient to requiring self-interested (i.e., fully-autonomous) behaviour (Barber and Martin, 2002; Sellner et al., 2006; van der Vecht et al., 2006). Obedient agents have no autonomy, which means that even in the dispatching phase no decision is made by themselves. Self-interested agents, on the other hand, want to make decisions in all of the above mentioned phases. It is necessary that the agents are guaranteed to exhibit desired behaviour at every level of autonomy. We consider this desired behaviour to involve achieving a (common) goal which is specified as a *task network* (i.e., a set of tasks together with some constraints) that has to be completed.

Agents might have a common planning/scheduling goal which cannot be achieved by any single agent alone. For example, in multi-modal logistics, transporting a package might require both a truck and a ship. Here, agents need to cooperate while remaining autonomous to some extent. When multiple agents need to work together to achieve such a goal, they become *dependent* on each other. These dependencies must be taken into account in the decision making of the planning, scheduling, and dispatching phase.

The central problem then becomes how to reconcile the autonomy of the agents with satisfying the task dependencies. This thesis considers MASs that have to achieve a goal, specified as the completion of a task network (i.e., a constrained set of tasks), which requires a set of services that are distributed over the agents. Because each agent is able to offer only a limited number of services, multiple agents need to cooperate in constructing plans and schedules for the services of each of the agents to achieve the goal. Self-interested agents, however, want to solve their own local planning and scheduling problems independently from the other agents. As we will show, independently-constructed plans and schedules together might be inconsistent (i.e., that a dispatching might not exists that satisfies all planning or scheduling constraints), even when all these independently-constructed plans and schedules are *locally consistent* (i.e., a dispatching exists that satisfies all local planning or scheduling constraints).
The goal of this thesis is to enable a set of autonomous agents to construct a global solution for a planning or scheduling problem by coordinating among the agents such that the independently constructed locally-consistent plans or schedules together form such a global plan or schedule.

While coordination problems can be solved for agents at different levels of autonomy, the most challenging coordination problems are those for self-interested agents. Because these agents maintain the highest level of autonomy, they pose the hardest constraints on solving the coordination problems. When a coordination mechanism is acceptable for self-interested agents, then it is—from an autonomy point of view—acceptable for agents at any level of autonomy. Therefore, in this thesis, we focus on the most challenging type of agents, self-interested agents.

1.1 Example Scenarios

To illustrate the concepts and ideas of the previous section, we describe two example scenarios in which multiple self-interested agents together provide a certain service. Although we describe only two scenarios, multi-agent systems are studied in a wide variety of domains. Application domains include multi-modal transportation (Aronson et al., 2002; Chiu et al., 2005), hospital patient scheduling (Paulussen et al., 2003; Zöller et al., 2006), search and rescue (Koes et al., 2006), aircraft ground handling (Neiman and Lesser, 1996; van Leeuwen et al., 2007), space exploration (Sellner et al., 2006), and crisis response (Harald, 2006; van Veelen et al., 2008; Wagner et al., 2004). The goal of this section is to get some feeling for the kind of problems we have in mind, and some intuition on the coordination problems that can arise.

1.1.1 Aircraft Ground Handling

Aircraft ground handling involves the servicing of an aircraft while it is on the ground and (usually) parked at a terminal gate of an airport. Ground handling includes the many service requirements of a passenger aircraft between the time it arrives at a terminal gate and the time it departs for its next flight. In Figure 1.2, two such aircraft ground-handling services are depicted as examples. Speed, efficiency, and accuracy are important in order to minimise this turnaround time. Some important ground-handling services are cabin cleaning, catering, refuelling, lavatory drainage, luggage (un)loading, and staffing of the different counters for departure and arrival. When such a service is needed, it can be considered a task which needs to be completed.

Example 1.1. Consider the cabin-cleaning service, which involves both cleaning and replenishment of toiletries, pillows, and blankets. Providing this service for a certain plane can be described as multiple tasks that need to be completed. For instance, we could define a task for the cleaning of the cabin, and three tasks for the replenishment of toiletries, pillows, and blankets. If desirable, finer-grained tasks...
1.1. EXAMPLE SCENARIOS

(a) A tug pulling a plane (Adrian Pingstone).

(b) Lavatory drainage.

Figure 1.2: Impressions of aircraft ground handling (source: Wikipedia).

can be defined to describe the cleaning of different sections of the cabin, and the cleaning and replenishment of toiletries for the different toilets separately.

For each task, an agent is needed that is capable of completing it (i.e., offers the required service) during the time that the plane is parked on the ground. Each of the ground-handling services could be offered by multiple agents, and each agent might be able to offer multiple services. Instead of finding an agent for each single service each time, most airlines have contracts with specific companies (i.e., agents) for providing the required services. Therefore, for each plane of some airline, the assignment of tasks to the service-providing agents is determined by these contracts.

Let us now focus on a specific airport. Amsterdam Airport Schiphol is the Netherlands’ main international airport and an important European hub. In 2011, with a total of 49,680,625 passengers handled, it ranked as Europe’s 4th busiest by overall passenger volume (CBSstatline, 2012). In the same year, Schiphol handled 1,523,803 tons of cargo, ranking it as Europe’s 4th largest in cargo tonnage.

The control tower is responsible for constructing plans and schedules for the safe arrival and departure of each plane. These assigned time windows for arrival and departure of each plane constrain the total execution time of providing all ground-handling services together.

Example 1.2. Consider the situation of a plane for which the control tower has decided that it is allowed to land at 13:40 and may take off again at 15:20. Because it has been assigned to the Polderbaan, which is the runway farthest away from the terminals, for both landing and take off, taxiing takes exactly 20 minutes single ride. Therefore, all ground-handling tasks have to be completed in the time window [14:00, 15:00].
At Schiphol, most ground-handling services are offered by multiple agents. For instance, there are 3 fuelling companies and 6 companies that offer catering services (i.e., the unloading of unused and loading of fresh food). For each arriving plane, the required ground-handling services are assigned as tasks to the agents. Despite the fact that the agents represent independent companies or organisations, they become dependent on each other when they are assigned tasks for servicing the same plane. All these agents need to construct plans and schedules for executing their tasks, such that the collective ground-handling service (i.e., all services together) is provided. These plans and schedules need to satisfy some constraints. First, they have to be in compliance with the time constraints set by the control tower. Second, additional constraints need to be met which are due to system specifications (e.g., the speed at which refuelling can take place), or safety regulations (e.g., the minimum amount of fuel for the plane’s next flight).

**Example 1.3.** Consider the task of refuelling (R) a plane, and the deboarding (D) and boarding (B) of passengers. Due to safety regulations, it is not allowed to do any refuelling whilst there are passengers on board the plane. Therefore, these tasks must be executed in the following order: \( D \) before \( R \), \( R \) before \( B \).

On average, approximately 600 planes arrive and depart at Schiphol on one day. Before a plane can depart, it requires some ground-handling services (e.g., refuelling). The types of services depend on the plane and type of flight (e.g., passenger or cargo).

In this ground-handling scenario, we have seen that a vast number of tasks needs to be completed every day. Moreover, execution of these tasks is constrained in a number of ways (e.g., execution intervals and ordering constraints). Although the agents represent independent companies, they become dependent when they are involved in servicing the same plane. Therefore, carefully-constructed plans and schedules are needed such that these dependencies are satisfied.

In the following example, we show how conflicts might arise when agents independently construct schedules.

**Example 1.4.** Consider the plane arriving at 14:00 and departing at 15:00, and that it requires refuelling (R) and to change passengers, which involves deboarding (D) and boarding (B). As described in Example 1.3, the following ordering constraints need to be satisfied for safety reasons: \( D \) before \( R \) and \( R \) before \( B \). Moreover, deboarding and boarding will both last between 10 and 15 minutes, while the refuelling task requires 10 to 20 minutes for completion.

There are two agents that are responsible for the (de)boarding and refuelling task, respectively, that need to be completed in the time window \([14:00, 15:00]\). While the (de)boarding agent needs to schedule its tasks \( D, B \) in such a way that \( D \) before \( B \) is satisfied, the refuelling agent does not have any local ordering constraints on its task \( R \). Note that none of the agents is responsible for satisfying the ordering constraints \( D \) before \( R \) and \( R \) before \( B \).

Now consider the schedules as depicted in Figures 1.3(a) and 1.3(b). In both situations, the (de)boarding agent has scheduled its deboarding task to be executed...
between 14:10 and 14:25, and boarding to be executed between 14:35 and 14:50 (both tasks have a duration of at most 15 minutes). Clearly, this schedule is locally consistent because it allows the dispatching of starting the deboarding task at 14:10 and the boarding task at 14:35, which satisfies both the ordering constraint D before B and the quantitative constraints (i.e., both scheduling constraints and the time window [14:00, 15:00]). The refuelling agent has scheduled its task (i) between 14:20 and 14:35 (in Figure 1.3(a)), and (ii) between 14:25 and 14:35 (in Figure 1.3(b)), respectively. Again, these schedules are locally consistent because they allow dispatchings where the refuelling task is started at the earliest starting time (i.e., 14:20 or 14:25), which leaves (just) enough time to complete the task (i.e., 15 and 10 minutes, respectively). These dispatchings satisfy all scheduling constraints (i.e., the tasks are started not earlier than their earliest starting times, and can be completed not later than the latest ending time) and the time window [14:00, 15:00].

In order to form a schedule for the complete ground-handling task, these locally-consistent schedules together also need to satisfy the remaining inter-agent constraints: D before R and R before B. While the latter constraint is satisfied in both situations (i.e., refuelling is completed before boarding starts), deboarding is not scheduled to be completed before starting refuelling in both situations. In Figure 1.3(a), the constraint D before R is not satisfied when deboarding (D) is scheduled to be finished at 14:25, and refuelling (R) to be started at 14:20 (i.e., 14:25 ≠ 14:20).

In this example, it was shown that a scheduling conflict can arise when agents independently construct their schedules. Although all constructed schedules were locally consistent, these schedules together did not satisfy an inter-agent constraint. Therefore, these inter-agent dependencies necessitate some management to take place, because they can cause conflicts when the agents schedule independently. We can prevent these conflicts by changing the agents’ local constraints such that the inter-agent dependencies are always satisfied.
1.1.2 Port Container Transshipment

The main service provided by a sea port is that of transshipment of bulk goods and containers. Transshipment is a means to increase transport efficiency and involves two main activities. First, we have inter-modal transshipment, which involves the changing of modality (i.e., type of transport), such as from water to rail or road transport. Second, transshipment can be used to combine multiple smaller shipments into one large shipment (e.g., from multiple river barges into a sea vessel) or vice versa.

For this example scenario, let us focus on the transshipment of containers at a container terminal. At such a terminal, different types of container cranes (e.g., the waterside cranes) are used for the transshipment of containers of different modalities. Irrespective of the type of transshipment, however, each container is unloaded off a container ship and transported to the stack. There, it is temporarily stored until it can be loaded onto its outgoing means of transport. The total container flow handled at a terminal is commonly expressed in twenty-foot equivalent units (TEU), because containers of different sizes exist. Most container cranes, or hoists, are capable of lifting only one container at a time, irrespective of its size measured in TEU. Therefore, the container flow does not necessarily reflect the number of processed containers by a terminal.

Example 1.5. Consider the Emma Mærsk container carrier arriving at Rotterdam, loaded with 10,000 TEU containers. At the terminal, where it will dock, four cranes need to unload all containers. Two freight trains are already waiting for 200 TEU of these arriving containers for their first transport, and five river barges are waiting for another 2,000 TEU. Here, an unloading task exists for each container and, depending on the container, it then needs to be loaded onto the waiting train or barge, or brought to the stack where it can be stored. Clearly, ordering constraints exist between the tasks that are concerned with each single container (e.g., it must be unloaded before it can be transported).

The Port of Rotterdam (see Figure 1.4 for some impressions) is the largest port in Europe.\(^1\) Covering 105 square kilometres, the Port of Rotterdam stretches over a distance of 40 kilometres, from Delfshaven (i.e., the city centre’s historic harbour area) to the reclaimed Maasvlakte. Furthermore, the Maasvlakte 2 is under construction, and is expected to service the first ships in 2013. From 1962 until 2004 Rotterdam was the world’s busiest port based on the annual cargo tonnage, but is now overtaken by Asian ports.

Transshipment of containers takes place among sea vessels, river barges, trains, and road trucks. The port is located in the Meuse and Rhine river delta at the North Sea shore, making it well reachable for large sea vessels. For barges, these rivers provide excellent access to the hinterland, and the Betuweroute provides a fast cargo railway connection into Germany.

\(^1\)Until 2004, Rotterdam was also the world’s largest port.
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Figure 1.4: Impressions from the Port of Rotterdam (source: Wikipedia).

Example 1.6. Due to regulations concerning freight transport by rail, the freight train mentioned in Example 1.5 should leave before 01:00. This can be done, but requires some 1,000 containers to be unloaded first, because they are stacked on top of the 200 containers designated for the first transports by train. Therefore, for meeting the mentioned deadline, it is preferred that some ordering constraints between the unloading of some containers are satisfied (i.e., besides the ordering constraints that are due to the stacking order).

Example 1.7. Due to the availability of a quay with a draft of 24 meters, Rotterdam is one of only two ports where the world’s largest bulk carrier, Berge Stahl, can dock. This bulk carrier has a draft of just over 23 meters, which leaves only 1 meter of under keel clearance when mooring at that quay. Therefore, it can only dock in a restricted tidal window.

On average, approximately 100 sea vessels require the transshipment of almost 30,000 TEU, each day. There are 9 container terminals available for container ships equipped with 103 container cranes in total.

In this container-transshipment scenario, we have seen that a vast number of tasks needs to be completed every day. It might be preferred or even required to impose constraints on the execution order or on the execution times, due to the combination of the physical dimensions of a ship and a dock. Finally, we saw that the number of terminals, and the number of available cranes that need to complete all these tasks, is limited even at a large port. Therefore, carefully-constructed plans and schedules for all agents together are needed for efficient container transshipment.

However, the agents are mostly interested in the costs of their own plans and schedules, because they represent separate companies. Constructing such efficient local plans might result in inefficiency in the overall plan, or deadlocks even, as illustrated in the following example.
Example 1.8. Consider a container ship where a container needs to be unloaded (U) and brought to the stack (T), and replaced by a container that needs to be brought from the stack (F) and loaded onto the ship (L). These pairs of tasks are constrained by $U \text{ before } T$ and $F \text{ before } L$. Here, two agents are involved in completing the tasks: a container-crane agent and a transport agent, responsible for container transport from and to the stack. The transport agent is involved in all tasks, while the container-crane agent is only involved in the (un)loading tasks $U, L$. This leads to the task assignment as depicted in Figure 1.5.

The container-crane agent wants to complete container transshipment in the shortest period of time (i.e., from the container ship’s point of view). Therefore, it prefers a plan where unloading the container precedes the loading of the other container in its place (i.e., $U \text{ before } L$). The transport agent, on the other hand, does not want to use two trucks for these tasks, nor does it want to drive twice. Consequently, this agent prefers the plan that the container is brought from the stack to the crane that loads it onto the ship, and then unloads the container that needs to be taken to the stack (i.e., $L \text{ before } U$).

Clearly, these plans are not compatible while they result in a deadlock, when the truck can carry only one container at a time.

In this example, it was shown that independent planning can result in a deadlock which means that no dispatching exists for it that satisfies all constraints (i.e., both $U \text{ before } L$ and $L \text{ before } U$). This conflict is caused by independent local planning and does not depend on the schedules constructed by the agents. Therefore, preventing such conflicts can be achieved by restricting the local plans that the agents are allowed to construct. We can restrict the local plans by adding (ordering) constraints to the agents’ local problems.

1.2 Coordinated Planning and Scheduling

In the previous section, we showed that inter-agent conflicts can arise when all agents independently construct plans and schedules for their assigned sets of tasks, even when all local task dependencies are satisfied. These independently constructed plans and schedules together must also satisfy all dependencies between tasks that
are assigned to different agents. Because such inter-agent dependencies are not considered by any of the agents, they might not be satisfied in the joint plan or schedule. Problem instances where such inter-agent conflicts can arise are called uncoordinated.

**Example 1.9.** Continuing Example 1.4, consider a (de)boarding agent and a refuelling agent that need to service two planes of flights NW231 and NW142 between 14:00 and 15:00. For each flight, a deboarding (D), refuelling (R), and a boarding (B) task need to be completed, each requiring exactly 10 minutes, and have the following ordering dependencies: \( D \) before \( R \) before \( B \). In total, six tasks need to be completed (i.e., three for each flight), with the refuelling agent being assigned 2 tasks and the (de)boarding agent 4 tasks.

In this situation, a deadlock arises when the refuelling agent prefers completing the refuelling task of flight NW231 before that of NW142, and the (de)boarding agent prefers completing the tasks for flight NW142 before servicing NW231.

In order to resolve these inter-agent conflicts, agents need to coordinate among themselves, which involves “managing dependencies between activities” (Malone and Crowston, 1994). Considering agents to be rational, it can be assumed that they are able to manage the dependencies among their local activities. Therefore, the coordination problem is to guarantee the satisfaction of the inter-agent dependencies, such that the agents can independently construct plans and schedules for their local sets of tasks. Because some autonomous agents (i.e., self-interested agents) might not want their constructed plans and schedules to be altered, they need to coordinate before constructing their plans and schedules. We call such a form of coordination a-priori coordination.

In the literature, two a-priori coordination approaches have been studied: one for planning, called plan coordination (Valk, 2005), and one for scheduling, called temporal decoupling (Hunsberger, 2002). In both these coordination approaches constraints are added such that the inter-agent dependencies are guaranteed to be satisfied. While this involves adding ordering constraints for plan coordination, the temporal-decoupling problem is solved by tightening the time windows in which tasks must be scheduled.

**Example 1.10.** Consider the coordination problem of Example 1.9. Those tasks can be completed by executing tasks concurrently (i.e., using multiple resources) or sequentially as shown in Figures 1.6(a) and 1.6(b).

A temporal-decoupling solution to this problem could be to constrain the refuelling tasks to be executed between 14:10 and 14:20, and adapt the time windows of the other tasks accordingly. Such a tightening of the time windows of the refuelling tasks might lead to the schedule as depicted in Figure 1.6(a). This decoupling solution allows the schedule with the shortest execution, but makes the longest execution of Figure 1.6(b) infeasible (i.e., it would violate the constraints imposed by the temporal-decoupling solution).

Another temporal-decoupling solution is to constrain the deboarding tasks to the time window \([14:00, 14:20]\), the refuelling tasks to \([14:20, 14:40]\), and the boarding
tasks to [14:40, 15:00]. This allows the agents to execute their tasks either in parallel or in sequence. When both agents prefer executing their tasks in sequence, the schedule depicted in Figure 1.6(b) results. When the agents prefer executing their tasks in parallel, idle time is introduced into the system (i.e., time in which none of the tasks is being executed).

Remark 1.11. Note that agents can prefer executing their tasks either in parallel or in sequence. A preference for either one is a strategic decision. This decision determines the ordering constraints that are added between tasks during planning. In Example 1.10, we showed that a temporal-decoupling solution may rule out a possible execution order of the tasks, or introduce system idle time.

In this example, we used temporal decoupling for achieving coordination among the agents. In fact, plan coordination could not be used, because it cannot deal with problem instances featuring time windows (i.e., it can coordinate task networks with ordering constraints only).

Temporal decoupling is dispatching preserving in the sense that all local dispatchings can be merged together to form a joint dispatching (i.e., a dispatching for the complete problem). Temporal decoupling can be applied in the dispatching phase to coordinate the agents such that they can independently construct their local dispatchings for completing their sets of tasks.

When no time windows are given (e.g., problems with qualitative-temporal constraints only), constructing a temporal decoupling for it would require arbitrary choices to be made for restricting the tasks to time windows. The local dispatchings allowed that result may not comply with the agents’ planning or scheduling preferences (i.e., preferences based on the uncoordinated situation, and not considering potential conflicts). Considering self-interested agents, the coordination mechanism
cannot be adapted to take the agents’ preferences into account, because these agents are unwilling to share their local preferences. These agents, however, do wish to add planning and scheduling constraints (reflecting their plan and schedule preferences) independently from the other agents, and they do not want these specified preference constraints to be altered. Therefore, an a-priori coordination mechanism is needed that is preference preserving in the sense that it allows the agents to specify their preference constraints and guarantees that there exists a dispatching that satisfies all preference constraints (i.e., no preferences need to be altered). Our goal is to provide such a preference-preserving coordination mechanism.

In order to achieve this goal, we have two separate phases for adding plan and schedule preferences. The agents are allowed to independently add qualitative-temporal constraints (i.e., reflecting their plan preferences) and quantitative-temporal constraints (i.e., reflecting their schedule preferences) in the planning and scheduling phase, respectively. In each phase, a coordination problem arises that needs to be solved prior to letting the agents add their local constraints. We will solve these coordination problems for the planning and scheduling phase by applying plan decoupling and schedule decoupling, respectively, as shown in Figure 1.7. By applying plan and schedule decoupling previous to autonomous planning and scheduling, we guarantee that there exists a dispatching that also satisfies all constraints added by the agents (i.e., if all agents construct local plans and schedules for which a local dispatching exists).

Example 1.12. Reconsider the coordination problem of Example 1.9. An plan-decoupling solution to this problem could be to add ordering constraints such that all deboarding tasks need to be planned before the boarding tasks. Because deboarding and boarding of the same flight are already constrained (i.e., \( D(NW142) \) before \( B(NW142) \) and \( D(NW231) \) before \( B(NW231) \)), this requires two additional ordering constraints: \( D(NW231) \) before \( B(NW142) \) and \( D(NW142) \) before \( B(NW231) \). Note, that both the shortest and longest execution of Figure 1.6 are still possible.

Our approach generalises both plan coordination and temporal decoupling. On the one hand, we extend the applicability of plan coordination to frameworks that allow richer types of constraints to be used, besides ordering constraints. On the other hand, temporal decoupling is generalised such that the agents are allowed to add a less restrictive type of scheduling constraints.
1.3 Contributions and Thesis Outline

Autonomous agents need to be able to coordinate among themselves at every level of autonomy, and at every level of decision making. Most importantly, coordination mechanisms are needed for self-interested (i.e., fully-autonomous) planning and scheduling agents. As we will show, this topic is insufficiently addressed in the available literature. The remainder of this thesis is organised as follows.

- In Chapter 2, we discuss the relevant literature on plan and schedule coordination for multi-agent systems. It turns out that the a-priori coordination-by-design approach, which we call decoupling, is the most suitable approach for coordinating self-interested agents. Finally, we point out some problems that are not studied in the available literature on decoupling.

- In Chapter 3, we define a framework for specifying sets of qualitatively-constrained tasks that are assigned to agents. This framework allows ordering and synchronisation constraints among the tasks to be specified. In this framework, we define the plan-decoupling problem. Because this problem turns out to be intractable in general, we identify two factors that influence this complexity, and determine the complexity of some subclasses by bounding either one. Finally, we provide a heuristic polynomial-time algorithm for constructing a plan-decoupling solution. This chapter is based on the following published material.


- In Chapter 4, we define a framework for specifying sets of quantitatively-constrained tasks that are assigned to agents. This framework subsumes the qualitative framework of Chapter 3, and allows time windows on tasks, temporal distances between tasks, and intervals on the task durations to be specified. We extend the definition of the plan-decoupling problem to this framework and study its complexity. Thereafter, we define the schedule-decoupling problem,
and show its strong relation with the temporal-decoupling problem (Hunsberger, 2002). This chapter is based on the following published material.


J.R. Steenhuisen and C. Witteveen. Plan coordination for durative tasks. In M.A. Salido, A. Garrido, and R. Barták, editors, Proceedings of the Workshop on Constraint Satisfaction Techniques for Planning and Scheduling Problems (COPLAS), pages 73-80, September 2007. (This paper was also presented at the 5th European Workshop on Multi-Agent Systems (EUMAS), December 2007)

• In Chapter 5, we make a shift from our theoretical approach to studying the practical consequences of using decoupling. In contrast with the previous two chapters, we do not study the size of the coordination sets themselves nor the construction time required by a plan-decoupling mechanism. Instead, we focus on the effect of using plan decoupling on the plan-execution costs and plan-construction times for the agents, both for all agents together (i.e., system perspective) and for an individual agent (i.e., agent perspective). The rationale for this shift is that self-interested agents need an estimate on the costs involved with participating in a plan-decoupling mechanism. We conduct experiments in two problems for which we consider both sequential and parallel planning variants (i.e., on qualitative and quantitative task networks). This chapter is based on the following published material.


• In Chapter 6, we conclude by giving a brief summary of the contributions of this thesis, discuss the implications for situations like the example scenario’s (i.e., ground handling at Schiphol, and container transshipment in the Port of Rotterdam), and provide directions for future work.
Chapter 2

Coordinating Autonomous Planners and Schedulers

In the previous chapter, we looked at two scenario’s in which self-interested agents needed to construct plans and schedules for their local task networks (i.e., their assigned sets of tasks). We showed that, due to task dependencies, inter-agent conflicts can arise when these agents construct their plans or schedules independently from each other. We also showed two ways of coordinating the agents: By tightening the time windows within which tasks must be executed, and by adding ordering constraints among the tasks.

The goal of this chapter is twofold. First, we discuss the necessary context and background on plan and schedule coordination of a set of agents at different levels of autonomy. Second, we identify a gap in the available literature: Available coordination mechanisms for self-interested planning and scheduling agents are either defined in a too restricted framework or result in too restrictive solutions.

Although plan and schedule construction are related, they focus on different aspects. While planning is concerned with selecting and ordering a set of actions that achieve a constrained set of tasks, scheduling concentrates on time and resource allocation for completing the plan (Ghallab et al., 2004; Horling et al., 2006; Smith et al., 2000; Srivastava et al., 2001). A schedule is a refinement of a plan that meets all constraints and results in the completion of the tasks when executed, such that the goal is achieved.

In this thesis, we are interested in the coordination problems that arise when autonomous agents need to construct a joint plan or a joint schedule for achieving a joint goal. Although there exists a vast body of literature on planning and scheduling techniques, both are beyond the scope of this thesis and will therefore not be discussed here. We allow the agents to use the planning or scheduling technology of their preference. The coordination problems are studied on the abstract plans and schedules (e.g., the partial ordering of tasks) that result from the constructed concrete plans and schedules.

The remainder of this chapter is structured as follows. In Section 2.1, we provide the necessary background information on multi-agent task-based planning and
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scheduling, and illustrate the coordination problems that arise. In Section 2.2, we provide an overview of the approaches available in the literature for coordinating autonomous planners and schedulers. In Section 2.3, we describe the available literature for coordinating self-interested agents in detail. In Section 2.4, we discuss how the available coordination approaches can be used to enable autonomous agents to specify their preferred planning and scheduling constraints. Finally, we identify a gap in the relevant literature on coordinating self-interested planning and scheduling agents, and lay out a road map for partially bridging that gap.

2.1 Multi-Agent Task-Based Planning and Scheduling

An agent can offer a limited number of services (i.e., its set of capabilities), which enables it to complete certain tasks (by executing the required actions). When achieving a goal requires a set of capabilities that is not available to any single agent, the joint effort of multiple autonomous agents together is needed. In multi-agent systems, multiple autonomous agents have decided to collectively pursue a joint goal at a certain level of autonomy (Buzing et al., 2006; Cao et al., 1997; Wooldridge, 2002).

In order to achieve their joint goal, the goal first needs to be decomposed (Castillo et al., 2005; Erol et al., 1994) into a constrained set of tasks (see box on this page on goal decomposition) which tasks are assigned to the agents such that each agent has the required capabilities for completing its local task network (i.e., its assigned set of tasks). After such an assignment is obtained, a joint plan and joint schedule need to be constructed for completing the task network, such that the agents achieve their joint goal.

**Goal decomposition** One approach to solving a task-based planning problem is by decomposition. One of the best known frameworks for achieving this is HTN planning where a decomposition relation among tasks is specified by means of a hierarchical task network (HTN) (Clement et al., 2007; Erol et al., 1994). Here, the basic problem is to construct a plan, consisting of a constrained set of primitive tasks, that achieves the goal (Ghallab et al., 2004).

An HTN is specified by a set of methods and a set of actions, called operators. The methods define the decomposition relation of the goal, or task, into a constrained set of tasks, where each task can either be primitive or non-primitive. Each non-primitive task can be decomposed further, while primitive tasks can be completed directly by actions.

An extension to HTNs is the TÆMS framework (Boddy et al., 2008; Horling et al., 2006, 1999), which allows a rich set of constraints to be used, the capabilities to be specified which are required for completing a primitive task, and a probability density function to be defined on the duration of each task.
One way of constructing such a joint plan or schedule is by letting a single party construct these, which we call the *centralised* approach. Although such a centralised approach might be acceptable for some agents, it is not when dealing with autonomous agents in general. Such situations arise in military applications, when legislation prohibits all required information to be available in one place, and when dealing with self-interested agents. Therefore, a *decentralised* approach needs to be available that enables local plans and schedules to be constructed independently.

In a multi-agent system, each agent is responsible for constructing a *local plan* and *local schedule* for completing its local task network. Additionally, all agents together are responsible for constructing a joint plan and joint schedule for achieving the joint goal. Such joint plan and schedule need to be *globally consistent* (i.e., that the task network can be completed such that all planning and scheduling constraints are satisfied). Therefore, letting each agent independently construct its local plan and local schedule sets some requirements. Clearly, the local plans and schedules at least need to be *locally consistent*, which means that each local task network can be completed according to the constructed plan/schedule such that all constraints among the tasks are satisfied. Otherwise the joint plan or schedule is guaranteed to be inconsistent, which means that it does not achieve the joint goal.

**Example 2.1.** Continuing with aircraft ground handling, consider two planes for which only passenger deboarding and refuelling need to be carried out. This situation can be specified as an HTN as shown in Figure 2.1(a). The goal can be decomposed into two non-primitive tasks for servicing each plane ($P_1, P_2$). Both these non-primitive tasks $P_i$ can be decomposed into a deboarding ($D_i$) and a refuelling ($R_i$) task. From Example 1.3, we know that an ordering constraint exists between these primitive tasks ($D$ before $R$) which is represented by an arrow between the deboarding and refuelling tasks for servicing one plane.

In this example, a deboarding and a refuelling agent are needed for completing the task network. Here, the task assignment is straightforward (i.e., each task can be assigned to only one agent), and leads to the situation depicted in Figure 2.1(b).

In this thesis, we assume a decomposition of a joint goal to be available, together with an assignment of the task network to the agents. In the remainder of this section, we will describe multi-agent task-based planning and scheduling. Because the resulting plans and schedules of all agents together also need to be consistent, we will describe the possible conflicts that can arise. How to solve these conflicts is the topic of Section 2.2.

### 2.1.1 Multi-Agent Task-Based Planning

In this section, we deal with the multi-agent task-based planning problem, which is to construct a joint plan for completing a given task network together with a task assignment to the agents. Here, each agent is responsible for constructing a local plan for its local task network. Not only must these local plans be locally consistent,
all these local plans of the different agents together must also be globally consistent such that the task network can be completed by executing this joint plan.

Each agent needs to construct a local plan for its assigned local task network, called autonomous planning, and is required to solve a local planning problem. Thereafter, these constructed local plans together need to be transformed into a joint plan through a process of plan merging (de Weerdt, 2003; Ephrati and Rosen-schein, 1993; Foulser et al., 1992; Georgeff, 1983). In Figure 2.2, a sketch is given of multi-agent planning.
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Intuitively, a plan forms a specification of how an agent intends to complete its assigned set of tasks. While planning is concerned with selecting and ordering of actions for completing a (local) task network, task-based planning focuses on execution ordering at the task level. Therefore, in task-based planning, a plan represents the agent’s preference on the execution order of the tasks.

Qualitative-temporal formalisms

In order to restrict the execution order of tasks, qualitative-temporal constraints can be used. Seven (or thirteen when also counting their inverse) basic qualitative-temporal constraints can be formulated between any pair of tasks (Allen, 1983): before, overlaps, during, meets, starts, finishes, and equals.

One formalism for qualitatively constraining tasks is the interval algebra (IA) (Allen, 1983). In this framework, every pair of tasks is constrained by a disjunction of the basic constraints (e.g., \( \tau_1 \{ \text{before, after} \} \tau_2 \)).

Another formalism for specifying qualitative-temporal constraints is the point algebra (PA) (Vilain and Kautz, 1986). Here, the constraints are specified between time-point variables (i.e., instead of tasks), and are a disjunction of three basic constraints: <, =, and >. In PA, each pair of time-point variables is constrained by a disjunction of these basic constraints (e.g., \( t_1 \{ <, > \} t_2 \)).

For any given task network, an important question is: What qualitative constraints can still be added while maintaining consistency? To answer this question, we need to determine the minimal network, in which all basic constraints that cannot be satisfied are removed from the disjunctions between the tasks or time-point variables. It turns out that deciding consistency in the IA is an NP-complete problem (Allen, 1983). In the PA formalism, the minimal network can be determined in polynomial time (Vilain and Kautz, 1986).

It is well-known that the basic qualitative-temporal constraints on tasks can be expressed in the PA, as shown in Figure 2.3. Due to the intractability of IA and the tractability of the PA, the focus in this thesis is on the latter.

A plan can be represented as a set of constraints among the tasks in the task network (Ghallab et al., 2004), similar to the way the constraints in the task network itself are defined (see box on this page on qualitative-temporal formalisms). More formally, a task network can be represented as a partially-ordered set \( \langle T, \rho \rangle \), where \( T \) is a set of tasks and \( \rho \) is a binary relation on \( T \), for which the following properties hold:

- (reflexivity) \( \forall a \in T : a \rho a \),
- (antisymmetry) \( \forall a, b \in T : a \rho b \land b \rho a \rightarrow a = b \), and
- (transitivity) \( \forall a, b, c \in T : a \rho b \land b \rho c \rightarrow a \rho c \).

When a plan is consistent, its set of constraints can be added to the set of constraints of the task network such that this result can again be represented as a partially-ordered set \( \langle T, \rho' \rangle \) (Valk, 2005). Here, the partial-order relation \( \rho' \) resulting after planning extends the relation \( \rho \) in the task network (i.e., \( \rho' \supseteq \rho \)).
(a) \( \tau_1 \) before \( \tau_2 \) (\( \tau_2 \) after \( \tau_1 \)).

(b) \( \tau_1 \) overlaps \( \tau_2 \)

(\( \tau_2 \) overlapped by \( \tau_1 \)).

(c) \( \tau_1 \) during \( \tau_2 \) (\( \tau_2 \) contains \( \tau_1 \)).

(d) \( \tau_1 \) meets \( \tau_2 \) (\( \tau_2 \) met by \( \tau_1 \)).

(e) \( \tau_1 \) starts \( \tau_2 \) (\( \tau_2 \) started by \( \tau_1 \)).

(f) \( \tau_1 \) finishes \( \tau_2 \)

(\( \tau_2 \) finished by \( \tau_1 \)).

(g) \( \tau_1 \) equals \( \tau_2 \).

Figure 2.3: Representation of the basic qualitative-temporal constraints.
Such a partially-ordered set $\langle T, \rho \rangle$ can be represented as a directed acyclic graph (DAG) $\langle V, A \rangle$. Basically, all elements $a, b \in T$ have a corresponding vertex $v_a, v_b \in V$, and every relation $a \rho b$ is represented by a directed arc $v_a \rightarrow v_b$. Representing all binary relations in $\rho$, however, would cause an abundance of arcs to be drawn in the DAG representation. Therefore, we only draw the arcs associated with a transitive reduction$^1$ $\rho^-$ of the partial-order relation $\rho$.

After the agents have constructed their local plans, these plans need to be merged into a joint plan for the original task network. Simply merging these local plans without any changes to the constructed plans does not necessarily result in a joint plan that is consistent. In fact, even when each constructed local plan is locally consistent, some constraints in the task network that were not considered by any of the agents might be violated by the joint plan.

![Figure 2.4: A plan-uncoordinated task network.](image)

**Example 2.2.** Consider the simple example depicted in Figure 2.4. In Figure 2.4(a), two agents $A_1, A_2$ are assigned two tasks each, $\tau_1, \tau_4$ and $\tau_2, \tau_3$, represented by the vertices. Furthermore, there are two ordering constraints $\tau_1$ before $\tau_2$ and $\tau_3$ before $\tau_4$, represented by arcs.

Here, an inconsistent joint plan can result even though both agents construct locally-consistent plans, as is illustrated in Figure 2.4(b). This situation occurs when agent $A_1$ constructs a plan that can be represented as $\tau_4$ before $\tau_1$, and agent $A_2$ constructs the plan $\tau_2$ before $\tau_3$. Clearly, both plans are locally consistent, but are jointly inconsistent because this would require $\tau_1$ to precede $\tau_2$, but also vice versa.

As illustrated by Example 2.2, the joint plan can become inconsistent due to an interaction of the local plans through the inter-agent constraints that cannot be satisfied (i.e., a cyclic ordering). Although such an inconsistent joint plan is not guaranteed to result from independent planning, we call a task network plan uncoordinated when there exists a combination of local plans that together result

---

$^1$Given a binary relation $\rho$ on a set $\chi$. The transitive closure $\rho^+$ of $\rho$ is the transitive relation on set $\chi$ that contains $\rho$ and is minimal. The transitive reduction $\rho^-$ of $\rho$ is a minimal relation on $\chi$ such that the transitive closure of $\rho^-$ is the same as the transitive closure of $\rho$. 

in an inconsistent joint plan. For constructing a consistent joint plan, some form of plan coordination is needed that manages the inter-agent dependencies: guarantees the satisfiability of the joint plan.

In this section, we have looked at multi-agent planning. Specifically, we looked at multi-agent systems where the agents employ autonomous planning. We saw that decentralised plan construction, in which each agent independently constructs a locally-consistent plan for its local task network, might result in conflicts among these plans. The question we need to answer is how such independently constructed plans can be merged into a globally-consistent joint plan.

For now, assume that this problem has been solved and the agents successfully constructed a consistent joint plan. In Section 2.2, we will look at how the plan-coordination problem has been addressed in the literature.

![Diagram of multi-agent task-based scheduling](image)

**Figure 2.5:** Multi-agent task-based scheduling.

### 2.1.2 Multi-Agent Task-Based Scheduling

In the previous section, we discussed multi-agent task-based planning and the problem of plan coordination. After the agents succeeded in constructing a consistent joint plan, a scheduling problem needs to be solved before starting with the dispatching phase. In this section, we deal with this multi-agent task-based scheduling problem, which is to construct a joint schedule for completing the task network according to the constructed joint plan.
2.1. MULTI-AGENT TASK-BASED PLANNING AND SCHEDULING

Again, each agent is responsible for constructing a local schedule for its local task network, that also needs to satisfy the constructed local plan. After this autonomous scheduling by the agents, the joint schedule can be constructed by merging all local schedules (Tsamardinos et al., 2000). An overview of this multi-agent task-based scheduling scenario is given in Figure 2.5.

Intuitively, a schedule specifies when an agent intends to execute its assigned set of tasks (i.e., when execution may start and when it should be completed). Such a schedule represents the agent’s preference on the execution time and is a refinement of its plan, in the sense that all constraints in the plan should be satisfied.

Quantitative-temporal reasoning Quantitative-temporal constraints allow the temporal distance between events (i.e., time-point variables) to be restricted. In the general temporal constraint networks, used in the formulation of a temporal constraint satisfaction problem (TCSP) (Dechter et al., 1991), the temporal distance between any pair of time-point variables can be constrained by a union of allowed intervals. For instance, two time-point variables $t_1, t_2$ can be constrained such that $t_2 - t_1 \in [1,4] \cup [6,7]$ must hold (i.e., $t_2$ takes place after $t_1$ with a certain distance). Similar to the situation in IA, determining the minimal network for task networks that use these types of constraints requires solving an NP-complete problem (Dechter et al., 1991).

Contrary to the representation of plans, schedules cannot be represented by qualitative constraints, because the scheduling constraints involve absolute moments in time. Clearly, the qualitative-temporal formalisms for planning do not suffice for scheduling, and a quantitative-temporal formalism is needed for representing a task network (see box on this page on quantitative-temporal reasoning).

Due to the intractability of TCSP, a tractable subclass is often used instead: Simple Temporal Networks (STN) (Dechter et al., 1991).

Definition 2.3 (Simple Temporal Networks). A Simple Temporal Network $\mathcal{S}$ is a tuple $(T, \mathcal{C})$, where $T$ is a set of time-point variables $\{t_1, t_2, \ldots, t_n\}$, and $\mathcal{C}$ is a finite set of binary constraints $\{c_1, c_2, \ldots, c_m\}$ on the variables in $T$ with each constraint $c_i \in \mathcal{C}$ having the form $t - t' \leq \delta_i$, for some number $\delta_i \in \mathbb{R}$.

In such STNs, every pair of time-point variables $t_i, t_j$ is constrained by a single interval $-\delta_{ji} \leq t_j - t_i \leq \delta_{ij}$ (i.e., a lower bound $t_i - t_j \leq \delta_{ji}$ and an upper bound $t_j - t_i \leq \delta_{ij}$ on the temporal distance). Note that all these constraints are relative to other time-point variables. Adding absolute constraints, called time windows, for constraining the values is commonly done by introducing a fixed-reference point $z$ which is fixed to a certain value (e.g., $z = 0$), such that each absolute constraint $t \in [a, b]$ can be translated to relative constraint $t - z \in [a, b]$. Instead of representing an STN as a set of inequalities, it can be represented as a distance-interval graph (see Figure 2.6(a)) or as an distance graph (see Figure 2.6(b)). Although both representations are equivalent, as shown in the next example, the compact distance-interval-graph representation will be used in this thesis.
Example 2.4. Consider an STN with two time-point variables \(t_1, t_2\), which are constrained by \(t_2 - t_1 \in [1, 4]\), and absolute time windows \(t_1 \in [1, 5]\) and \(t_2 \in [2, 9]\). This STN can straightforwardly be represented as the distance-interval graph shown in Figure 2.6(a). In the distance graph, all arcs are labelled with a single value, which is the upper bound on the temporal distance. For instance, the constraint \(t_2 - t_1 \in [1, 4]\) between the two time-point variables becomes \(t_1 - t_2 \leq -1\) and \(t_2 - t_1 \leq 4\) which result is shown in Figure 2.6(b). To represent the absolute time windows on \(t_1, t_2\), we introduce the fixed-reference point \(z = 0\) and translate the time-window constraints accordingly.

Let us move on from schedule representation to schedule construction. Given a consistent joint plan, a schedule needs to be constructed for executing the tasks somewhere in time and according to the plan. Efficient schedules are likely to be preferred that, for instance, minimise the shortest time from start to finish, called *makespan*.

In the literature, two types of scheduling can be found: *dispatch scheduling* (or dispatching) and *partial-order scheduling*. In dispatch scheduling (Garey and Johnson, 1979), the constructed schedule specifies fixed starting times for each task. In partial-order scheduling (Policella et al., 2007), the schedule does not necessarily fix the starting times for each task, but specifies a *time window* in which a task needs to be started. By only fixing the starting times of the tasks on the critical path, such a schedule is more *flexible* without increasing the makespan.

After the agents have constructed their local schedules, the joint schedule for executing the joint plan for completing the task network can be constructed by merging the local schedules. Obviously, the local schedules constructed by the agents need to be locally consistent. However, similar to multi-agent planning, the joint schedule may become inconsistent due to an interaction of the local schedules with the inter-agent constraints.

To illustrate this, consider the simple example depicted in Figure 2.7(a). Here, two agents \(A_1, A_2\) are assigned two time-point variables, \(t_1\) and \(t_2\), where time point \(t_1\) needs to be executed in the time interval \([1, 5]\), time point \(t_2\) in \([2, 9]\), and time point \(t_2\) needs to be executed at least 1 and at most 4 time units after \(t_1\) (i.e., \(t_2 - t_1 \in [1, 4]\)).
2.2 Coordinating Agents’ Plans and Schedules

In the previous section, we looked at multi-agent planning and scheduling where each agent independently constructs a plan or schedule for its assigned set of tasks. While the constructed plans and schedules are locally consistent, the agents’ plans and schedules together also need to be consistent (i.e., globally consistent). The question that remains to be answered is

“How can independently constructed plans and schedules be merged into a globally-consistent joint plan and schedule, respectively?”

We saw that the basic answer to this question is that a coordination problem needs to be solved, that manages the inter-agent constraints (Malone and Crowston, 1994). For solving such coordination problems, a coordination mechanism is needed (Christodoulou et al., 2004).

While each coordination mechanism solves some coordination problem, the autonomous nature of the agents might label a mechanism as unacceptable (Jennings, 1996; Wooldridge and Jennings, 1995). In fact, this acceptability depends on the agent’s level of autonomy (Barber and Martin, 2002) which can be either obedient, cooperative, or self interested (Sellner et al., 2006; van der Vecht et al., 2006). Obedient agents accept all changes made by the mechanism to its constructed plans or schedules without considering alternatives. Cooperative agents truthfully share their decisions with and trust all information from the mechanism, and are willing to adapt their individual decisions, but not necessarily accepting the changes proposed.
by the mechanism. Finally, agents can be self interested in the sense that they are unwilling to revise their independently-constructed plans and schedules.

Hence, self-interested agents need to be coordinated before they construct their local plans and schedules, while cooperative agents also allow coordination during planning and scheduling (i.e., cooperative problem solving). Obedient agents even accept that their constructed plans and schedules are coordinated afterwards by replacing it by a new solution (e.g., constructed with the centralised approach). Therefore, we classify the coordination mechanisms based on the moment at which the coordination problem is solved.

In the following three sections, we look at the available coordination mechanisms for solving the coordination problems a posteriori, a interiori, and a priori with respect to the independent planning or scheduling by the agents.

2.2.1 A-Posteriori Coordination

One coordination approach is to let the agents construct local plans and schedules and then apply a coordination mechanism that resolves all conflicts (i.e., when there are any conflicts at all) by revising the constructed plans or schedules. Such a mechanism can additionally be used to increase efficiency by exploiting positive interactions between the anticipated actions of the agents. From a computational point of view, this a-posteriori approach is preferred when conflicts are (very) unlikely to occur and coordination verification is relatively cheap. This approach is called merging, and has been studied widely (de Weerd, 2003; Ephrati et al., 1995; Georgeff, 1983; Tsamardinos et al., 2000; von Martial, 1992).

In plan merging, the combination of the independently-constructed (partial) plans is considered. One approach then is to resolve conflicts and other negative interactions by adapting the joint plan, or even improving the joint plan by exploiting positive interactions (von Martial, 1992). In a related approach (Foulser et al., 1992; Yang et al., 1992), restrictions are added to the local plans such that efficient merging is guaranteed. Improving on this work, an iterative approach to repairing an inconsistent multi-agent partial-order plan was proposed that significantly reduces the computation time (Cox and Durfee, 2005). These approaches require that the agents communicate (abstractions of) their constructed plans to some central authority, and comply to the changes it proposes.

In schedule merging, the combination of independently-constructed schedules is considered. To identify conflicts, an algorithm has been developed (Tsamardinos et al., 2000) that merges these independently-constructed schedules into a conditional STNs (i.e., an extension of simple temporal networks). This algorithm gives a set of constraints (i.e., on the conditions in the conditional STN) that needs to be satisfied in the joint schedule.

These merging approaches suffer at least from the following two disadvantages. First, the agents need to (be willing to) share their plans/schedules with the coordination mechanism. Second, the agents must (be willing to) revise their constructed solutions according to the proposition of the coordination mechanism. These re-
requirements might be unacceptable for the participating agents. For instance, cooperative agents might not be willing to revise their plans or schedules according to the mechanism’s proposition.

### 2.2.2 Interleaved Coordination

Instead of separating the local planning and scheduling from the coordination thereof, we could interleave these processes.

In plan-combination search (Ephrati and Rosenschein, 1994), agents iteratively propose the changes to the world they can make with a single action from their partial plans (i.e., the set of all consistent plans that reach the goals). These sets of proposed agent actions are ranked using a heuristic from which the best candidate set is chosen. A variant of this iterative plan-merging approach, where no central authority is used, is to let the agents vote on their joint actions (Ephrati et al., 1995).

In HTNs, independent planning and plan merging can be done at different levels in the hierarchy, and extending the plans iteratively (Corkill, 1979). In this approach, conflicts are resolved by taking choices on ordering and synchronisation at abstract levels, which unfortunately can lead to unresolvable conflicts at a more detailed level such that backtracking is needed. In order to circumvent this backtracking problem, possible plan interferences must be detected before fully extending these plans. This can be achieved by having the agents communicate plan summaries from the hierarchical plan operators, when using HTN planners (Clement and Durfee, 1999).

Instead of only resolving conflicts, positive interactions between agents can also be exploited (i.e., improving plan quality). Using HTNs, some work has been done in this direction by determining how agents can help each other achieving their goals (von Martial, 1992). Here, the agents exchange their individually-constructed plans at increasing levels of detail. In this way, agents can help each other while pursuing their own goals, thereby reducing plan inefficiencies. By letting the agents communicate with others directly, each agent can construct a partial global plan (i.e., an agent’s partial plan merged with that of others). Based on these partial global plans, the agents can iteratively adapt their local plan and communicate it again (des Jardins et al., 2000; Durfee and Lesser, 1991; Lesser et al., 2004).

For schedule coordination of tasks with precedence constraints, a coordination mechanism has been presented that is capable of producing high-quality solutions for real-time job-shop scheduling (Liu and Sycara, 2003). For coordinating teams of agents with tasks that also require coordination in the dispatching phase (i.e., during execution), a market-based approach was used for which good performance was reported (Kalra et al., 2006, 2004).

These interleaved coordination approaches suffer from similar disadvantages as the merging approaches (i.e., they require sharing and revising their local plans or schedules). For the interleaved approaches, communication costs are even higher because the plans and schedules are communicated multiple times (Clement and
These disadvantages might be unacceptable for the participating agents. In a competitive environment, for example, self-interested agents are unlikely to be willing to share their constructed plans with others, let alone to revise them.

### 2.2.3 A-Priori Coordination

In the previous coordination approaches, the merging step was used for detecting conflicts which were then solved by changing the constructed plans. Although these approaches are guaranteed to result in consistent joint plans and schedules, they require changes to be made to the local plans and schedules. Taking an a-priori coordination approach, on the other hand, solves the coordination problem before the agents individually construct their local plans or schedules. Instead of resolving problems, all potential conflicts are prevented such that merging does not require any revisions to be made.

This a-priori coordination approach can be further divided into three categories.

1. **Social laws**: Construct rules to prevent all possible conflicts by specifying the allowed actions for all possible situations.

2. **Task assignment**: Assign the tasks to the agents such that the dependencies among the agents guarantee that no conflicts can arise.

3. **Coordination by design**: Add constraints to a given task assignment such that no conflicts can arise among the agents in the adapted problem.

In the following sections, we will describe these three categories in more detail.

### Social Laws

Probably the most commonly used a-priori coordination approach in practice is that of social laws (Shoham and Tennenholtz, 1995). In the traffic domain, for example, one such a collection of social laws is the set of traffic rules, in which it is, among other things, regulated on which side of the road to drive. In general, when such social laws exist in a certain environment, they constrain the agents in that environment and eliminate all potential conflicts (i.e., assuming all agents adhere to these social laws).

Besides the application in traffic management, social laws have been successfully used in other domains. In distributed delivery (Goldman and Rosenschein, 1994), for instance, where coordinated behaviour results from helping others complete their tasks by picking up goods and bringing them closer to their destination, or to the route of the responsible transporting agent.

Social laws provide *domain-dependent solutions* to coordination problems that are applicable to multiple problems. Not only do social laws guarantee coordination before the agents start planning or scheduling, they even guarantee coordination before the agents know the exact problem. Because these social laws are domain-dependent—and not problem dependent—rules for preventing conflicts, they have
to guarantee conflict-free solutions for all problems in a certain domain. Therefore, this approach may constrain the agents too much in certain specific instances of problems.

**Task Assignment**

By constructing *problem-dependent solutions* for plan and schedule coordination (cf. domain-dependent solutions), more efficient coordination solutions can be achieved. One such problem-dependent coordination approach is by solving the *task-assignment problem* such that no further coordination problem needs to be solved (i.e., the task assignment ensures coordination). Here, the fact is used that the necessity for coordinating an instance is based on the inter-agent dependencies induced by the task assignment. When no such inter-agent dependencies exist, then no further coordination is needed.

Therefore, the basic problem is to find a task assignment to agents in which there are no inter-agent constraints. If there are no constraints among the tasks that are assigned to different (teams of cooperating) agents, we call these agents to be a set of *loosely-coupled agents*. Deciding whether there exists a task assignment that results in a set of loosely-coupled agents turns out to be NP-complete, also when the tasks are constrained with only precedence relations (Shehory and Kraus, 1996, 1998).

Although coordination can be achieved through task assignment for some instances, it requires solving a computationally hard problem. However, the existence of a coordinated task assignment is not guaranteed, and therefore, a coordination problem remains to be solved. The following classification can be made based on the degree to which further coordination is needed among the agents, based on the inter-agent constraints resulting from the task assignment (Zlot and Stentz, 2003, 2006).

- **Loosely-coupled agents**: No coordination problem remains to be solved when no agent is assigned a task with a dependency with some task assigned to another agent.

- **Moderately-coupled agents**: Coordination in the planning phase is needed when the task assignment of a partially-ordered set of tasks results in inter-agent dependencies (i.e., precedence constraints).

- **Tightly-coupled agents**: Coordination in both the planning and the scheduling phase is needed when the inter-agent dependencies resulting from the task assignment include synchronisation constraints.

**Coordination by Design**

When task assignment does not result in a set of coordinated agents (i.e., they are moderately- or tightly coupled), a coordination problem remains to be solved. Instead of coming up with a domain-dependent solution for the coordination problem, we can construct problem-dependent coordination mechanisms. An advantage
of constructing such coordination mechanisms is that it results in instance-specific solutions, comprising fewer constraints for the agents compared to solutions from domain-dependent mechanisms. A coordination-by-design (ter Mors et al., 2009) approach does exactly this: solving a coordination problem for a given instance by posing additional constraints on the agents.

For planning, plan coordination (Valk, 2005) has been studied on task networks with precedence constraints among the tasks. The defined and studied plan-coordination problems take a partitioned set of tasks with precedence constraints among them as their input. Then, a set of coordination constraints is added to the instance, such that it becomes plan coordinated. Although the decision variant of the cardinal-minimal plan-coordination problem is proven to be intractable in general, a polynomial-time algorithm is provided for constructing a sufficient coordination set.

For scheduling, temporal decoupling (Hunsberger, 2002) has been defined and studied for dispatch scheduling, using simple temporal networks (STNs). In such STNs, the distance between each pair of time-point variables is constrained by a lower and an upper bound. For solving these instances, the intervals of dispatch values are changed (i.e., tightened) for all time-point variables involved in an inter-agent constraint, such that this constraint is guaranteed to be satisfied with the tightened intervals. A polynomial-time algorithm is provided, which constructs a subset-minimal solution such that the agents are coordinated for independent dispatching.

Contrary to the other coordination approaches discussed in this section, coordination by design is applicable to sets of autonomous agents at any level of autonomy (i.e., even for self-interested agents). Moreover, coordination is guaranteed to be achieved with this approach, with a coordination set that is specific for the instance at hand. Due to the general applicability, these coordination-by-design mechanisms can be used when there is no other—more specific—coordination mechanism available. As such, these plan and schedule coordination mechanisms enable planning and scheduling agents at any level of autonomy. Therefore, we will take a closer look at plan coordination and temporal decoupling in the following section.

2.3 A-Priori Coordination of Autonomous Planners and Schedulers

While coordination problems can be solved for agents at different levels of autonomy, the most challenging coordination problems are for self-interested agents. These agents maintain the highest level of autonomy, and pose the hardest constraints on solving the coordination problems. The a-priori coordination-by-design approach is acceptable for coordinating self-interested planning and scheduling agents.

In the remainder of this section, we will describe two such a-priori coordination-by-design approaches for planning and scheduling agents in detail.
2.3.1 Plan Coordination

Plan Coordination (Valk, 2005) prevents planning conflicts in task networks, where tasks can be constrained by precedence relations. We saw that, when dealing with such task networks, consistent local plans can result in a directed inter-agent cycle (see Section 2.1.1). The approach taken here is to reduce the planning freedom of the agents such that all conflicts are prevented, by adding a set of intra-agent precedence constraints, called the coordination set. Although this restricts the individual planning freedom, it does provide the agents with the guarantee that their constructed plans do not need to be revised (i.e., assuming all agents construct plans that are not in conflict with the given constraints).

Example 2.5. Reconsider the plan-uncoordinated task network of Example 2.2 (also shown in Figure 2.8(a)). Here, an uncoordinated task network is shown with two agents $A_1, A_2$, each assigned two tasks, $\tau_1, \tau_4$ and $\tau_2, \tau_3$, respectively, that are constrained by the precedence constraints $\tau_1 \prec \tau_2$ and $\tau_3 \prec \tau_4$, which are represented by the solid arcs. In Example 2.2, we showed that one potential conflict exists, being the directed inter-agent cycle $\langle \tau_1, \tau_2, \tau_3, \tau_4, \tau_1 \rangle$. Now, this plan-coordination problem can be solved by adding the single coordination constraint $\tau_1 \prec \tau_4$ as shown in Figure 2.8(b).

When dealing with self-interested planning agents, the plan-coordination problem should be solved by reducing the planning freedom in a minimal way. Although a reduction in planning freedom due to plan coordination is unavoidable, some optimisation criterion is needed for finding the desired coordination set.

Example 2.6. Reconsider the situation of Example 2.5 with agent $A_1$ being assigned an additional task $\tau_5$ which is constrained by $\tau_4 \prec \tau_5$. Now, compare the following two equally-sized coordination sets: $\Gamma_1 = \{\tau_1 \prec \tau_4\}$ and $\Gamma_2 = \{\tau_3 \prec \tau_2\}$. When the agents are coordinated by coordination set $\Gamma_1$, agent $A_1$ has no planning freedom left because its tasks are totally ordered, and agent $A_2$ can still plan either $\tau_3 \prec \tau_2$ or $\tau_2 \prec \tau_3$ (i.e., there are 2 possible plans). When coordination set $\Gamma_2$ is used, agent $A_2$
has no planning freedom left, while agent $A_1$ can choose either $\{\tau_1 \prec \tau_4\}$, $\{\tau_5 \prec \tau_1\}$, and $\{\tau_4 \prec \tau_1, \tau_1 \prec \tau_5\}$ (i.e., there are 3 possible plans). Clearly, the coordination sets result in different reductions in planning freedom.

We are interested in the plan-coordination variant that minimises the size of the coordination set. For this minimal criterion, there are multiple measures available, the applicability of which depends on the problem considered. For instance, the plan-coordination mechanism can construct a cardinal-minimal coordination set (i.e., smallest set of additional constraints), or a coordination set which is subset minimal in the sense that leaving one constraint out results in an uncoordinated situation. While a cardinal-minimal coordination set necessarily is subset minimal, the reverse relation does not hold as illustrated by the following example.

![Figure 2.9: A plan-uncoordinated task network.](image)

**Example 2.7.** Consider the plan-uncoordinated task network depicted in Figure 2.9. Here, three agents $A_1, A_2, A_3$ are assigned two tasks each, where each agent has one task with only incoming precedence constraints and one task with only outgoing precedence constraints. Because the task network is plan uncoordinated a coordination set for it consists of at least one constraint. Now, consider the following two coordination sets: $\Gamma_1 = \{\tau_1 \prec \tau_6, \tau_4 \prec \tau_3\}$ and $\Gamma_2 = \{\tau_5 \prec \tau_2\}$. It can easily be shown that both coordination sets are subset minimal, because leaving either constraint from $\Gamma_1$ allows a directed inter-agent cycle (and coordination set $\Gamma_2$ already has minimum cardinality).

The computational complexity of the plan-coordination problem with minimum cardinality has been studied (Valk, 2005). It turns out that deciding whether an instance is plan decoupled already is coNP-complete (Valk, 2005). When the original task network is consistent (i.e., there are no directed inter-agent cycles), then the existence of a coordination set consisting of precedence constraints is guaranteed. The decision variant of the cardinal-minimal plan-coordination problem is $\Sigma_p^2$-complete (Valk, 2005).

Because this cardinal-minimal plan-coordination problem is intractable, we should look for polynomial-time approximation algorithms for solving it instead. Concerning the approximability, it was shown that this plan-coordination problem is APX-hard (Valk, 2005).
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There exists a simple polynomial-time heuristic that succeeds in finding a sufficient—but not necessarily minimum—coordination set (Valk, 2005). This algorithm uses the fact that the tasks are partially ordered by a precedence relation, which is necessarily acyclic. Therefore, there exists a task that is pre-requisite free (i.e., does not have any tasks that must be completed previously) such that it can be executed first. After completing this task, other tasks might become pre-requisite free such that we can continue iteratively until all tasks have been completed.

The performance was empirically studied in terms of the plan cost and the plan-construction time. Using a planning problem called LOGISTICS (Bacchus, 2001), the performance achieved on solving the instances after plan coordination was compared with solving them centralised (i.e., without plan coordination). It turned out that the plan-coordinated planners clearly outperformed all centralised planners used (Valk, 2005).

**Remark 2.8.** Note that, during both plan coordination and local planning, no schedules nor dispatchings are considered for the tasks. Instead, the agents are interested in the ordering of the tasks, with the only restriction that the task network can still be completed (i.e., remains consistent) with these additional ordering constraints.

In the literature, plan coordination is studied for instances where the agents have been assigned a set of tasks with precedence constraints among them. Therefore, it provides an a-priori coordination solution only for loosely and moderately-coupled agents. However, agents can easily become tightly coupled, when they are assigned a task network which contains other types of constraints (e.g., synchronisation constraints). Then, existing plan-coordination techniques are not sufficient for coordinating such tightly-coupled agents.

2.3.2 Temporal Decoupling

*Temporal decoupling* (Hunsberger, 2002) prevents dispatching (dispatch scheduling) conflicts such that merging any set of local dispatchings results in a joint dispatching, using simple temporal networks (STNs). We saw that a set of locally-feasible dispatchings can jointly be infeasible due to an interaction through the inter-agent constraints (see Section 2.1.2). The approach taken here is to reduce the dispatching flexibility of the agents such that all dispatching conflicts are prevented. Although this restricts the dispatching flexibility, it does provide the agents with the guarantee that their constructed dispatchings for their sub-STNs do not need to be revised.

The temporal-decoupling problem considers each inter-agent constraint and adapts the time windows of the involved time-point variables in such a way that the constraint under consideration is guaranteed to be satisfied. The margins by which the time windows need to be tightened can be determined easily by considering the lower and upper bound of the inter-agent constraints separately. Now, the time windows of both time-point variables must be adapted in such a way that their tightenings together should at least equal the determined margin. The next example might help in understanding this approach.
Example 2.9. In Figure 2.10(a), an uncoordinated STN is depicted. There exist two potential conflicts, in the sense that dispatchings can violate either the lower or the upper bound of the inter-agent constraint $t_2 - t_1 \in [1, 4]$. Consider the upper bound $t_2 - t_1 \leq 4$, which must be guaranteed to be satisfied even when the earliest dispatching for $t_1 \in [1, 5]$ and latest for $t_2 \in [2, 9]$ are chosen. While this is not guaranteed initially (i.e., because $9 - 1 \not\leq 4$), we can calculate the margins $m_1, m_2$ by which the time windows need to be adjusted by solving $(9 - m_2) - (1 + m_1) \leq 4$, which can be rewritten into $4 \leq m_1 + m_2$. For instance, using margins $m_1 = 1, m_2 = 3$ satisfies this inequality and can result in the tightening of the time windows $t_1 \in [1 + m_1, 5] = [2, 5]$ and $t_2 \in [2, 9 - m_2] = [2, 6]$. The potential conflict with the lower bound $1 \leq t_2 - t_1$ can be solved similarly, such that the time windows are tightened as shown in Figure 2.10(b). Note that now any combination of local dispatchings chosen by agents $A_1$ and $A_2$ satisfies the inter-agent constraint.

When dealing with self-interested agents, the temporal-decoupling problem should be solved by reducing the dispatching freedom in a minimal way. A smaller coordination set does not necessarily result in a smaller reduction in dispatching freedom. Nevertheless, we are interested in the temporal-decoupling variant that minimises the size of the coordination set. However, for this minimality criterion, there are again multiple measures available, the applicability of which depends on the problem considered. For instance, a temporal-decoupling mechanism can construct a tightening which has minimum cardinality (i.e., smallest sum of constraint tightenings), or one that is subset minimal in the sense that loosening one constraint results in an uncoordinated situation.

The subset-minimal temporal-decoupling problem has been studied and polynomial-time algorithms have been described (Hunsberger, 2002). Concerning the experimental evaluation of the developed algorithms for finding solutions to the temporal-decoupling problem, different strategies were compared. In these experiments, the required computation times and the loss of flexibility (i.e., the sum of all constraint tightenings) were measured. One strategy turned out to be able to find solutions that hardly reduced the flexibility.

The cardinal-minimal temporal-decoupling problem is also polynomially solvable. This result is a consequence of the proof given by Planken et al. (2010) that the–more generalised–optimal temporal-decoupling problem (which minimises the summed loss
2.4 DISCUSSION

of flexibility, and is NP-hard in general) can be formulated as a linear-programming (LP) problem (Dantzig and Thapa, 2003) when the performance metric is linear. Because the performance metric of the cardinal-minimal temporal-decoupling problem is linear (i.e., the sum of the amount by which the constraints are tightened), the problem can be formulated as an LP problem and solved in polynomial time (Khachiyan, 1979, 1980).

Temporal decoupling assumes that every solution to the partitioned STN (i.e., a dispatching that satisfies all temporal constraints) satisfies all constraints of the scheduling problem. Specifically, it is assumed that each solution satisfies all resource constraints (i.e., the STN is assumed to be resource consistent). Often, no resource-consistent STN is available for multi-agent scheduling problems with limited resources, because the resource constraints are an important part of the scheduling problem. In those cases, before temporal decoupling can be applied, a scheduling problem needs to be solved that constructs the required resource-consistent STN.

Note that, scheduling agents can construct schedules that specify exact starting times of tasks, which is satisfied by only one dispatching. These agents require that such constructed dispatchings do not conflict with those constructed by other agents. This requirement differs from the requirement set by the planning agents, where only the consistency of the joint plan was required.

Finally, note that temporal decoupling requires time windows to be specified for every task, while such time windows are not allowed in the framework used for plan decoupling. Hence, temporal decoupling is not suitable for achieving plan decoupling.

2.4 Discussion

In this chapter, we considered sets of autonomous agents that need to construct plans and schedules for achieving a joint goal which they decided to pursue. We described how this joint goal can be decomposed into a constrained set of tasks, called a task network, such that completing all tasks—satisfying all constraints—achieves the joint goal. We assume such a decomposition to be given together with a task assignment such that each agent is capable of and responsible for completing its set of tasks.

Given such a task network together with an assignment thereof to the agents, a joint plan and joint schedule need to be constructed for completing it. Because each agent is responsible for completing its assigned local task network, it needs to construct a local plan and local schedule for it. Of course, these local plans and schedules must be locally consistent. Furthermore, all these constructed local plans and schedules (of the different agents) together must also be globally consistent. The task network can be completed as planned and scheduled if and only if both local and global consistency hold.

Because independently constructed local plans and schedules together might be globally inconsistent (i.e., even when they all are locally consistent), coordina-
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tion problems need to be solved. In the literature, many coordination mechanisms are available that solve plan or schedule-coordination problems either a-priori, a-interiori, or a-posteriori with respect to local plan or schedule construction.

While coordination problems can be solved for agents at different levels of autonomy, the most challenging coordination problems are those for self-interested agents. Because these agents maintain the highest level of autonomy, they pose the hardest constraints on solving the coordination problems. When a coordination mechanism is acceptable for self-interested agents, then it is—from an autonomy point of view—acceptable for agents at any level of autonomy. Therefore, this thesis focuses on self-interested planning and scheduling agents.

The goal of this thesis is to enable a set of self-interested agents to specify their planning and scheduling preferences as represented in Figure 2.11. We will represent these planning and scheduling preferences as qualitative- and quantitative-temporal constraints, respectively. Self-interested agents require that they can specify such local preferences independently from the other agents, and that they do not need to alter their preferences. Hence, preference-preserving plan and schedule-coordination mechanisms are needed in the sense that they allow the agents to specify their preference constraints and guarantee the existence of a dispatching that satisfies all preference constraints (i.e., no preferences need to be altered).

Because self-interested agents do not want to revise their constructed plans or schedules, only a-priori coordination-by-design approaches are acceptable. In the previous section, two such approaches were described: plan coordination (Valk, 2005) and temporal decoupling (Hunsberger, 2002). Both approaches achieve coordination by casting a set of additional constraints, called a coordination set, onto the task network.

By adding a coordination set to the task network, agents can be coordinated for independent planning and scheduling. This means that the agents are decoupled, in the sense that the coupling among the agents with respect to their planning or scheduling constraints is eliminated.

In the remainder of this thesis, we will use plan decoupling and schedule decoupling to denote the preference-preserving coordination mechanisms for the planning and scheduling phase, respectively. The relation to the literature is best described as follows. Plan coordination (Valk, 2005) is plan decoupling when considering task networks that is constrained by precedence constraints only; We include synchronisation constraints. Temporal decoupling (Hunsberger, 2002) is schedule decoupling when the agents are allowed to specify one dispatching only (i.e., exact starting times of all tasks); We take into account that agents want to specify intervals of dispatchings.

Eventually, the agents need a joint dispatching that specifies the exact starting times of each task. For this purpose, temporal decoupling (Hunsberger, 2002) can be used to enable self-interested agents to construct local dispatchings independently.
Figure 2.11: Coordinated planning and scheduling by self-interested agents.
2.5 Research Questions and Thesis Outline

In the previous section, we presented the goal of this thesis: Enabling self-interested agents to specify their planning and scheduling preferences. We argued that only plan and schedule decoupling are suitable coordination mechanisms for this purpose, because these are—from an autonomy point of view—acceptable for agents at any level of autonomy. In Section 2.3, we described the available mechanisms for plan and schedule decoupling (i.e., plan coordination and temporal decoupling). In this section, we will identify a gap in the literature on plan and schedule decoupling, formulate research questions, and provide an outline for the remainder of this thesis to (partially) bridge this gap.

Plan and schedule decoupling have much in common, but also have many differences. First, the frameworks in which they have been studied differ: While plan decoupling has been studied for task networks without time windows (i.e., precedence constraints only), schedule decoupling requires time windows to be specified for each task. Second, plan decoupling allows the agents to impose ordering constraints on their tasks, while temporal decoupling allows the agents to construct a dispatching for their tasks (i.e., fixing the starting time of each task).

We have come to a gap in the existing literature concerning coordination mechanisms for self-interested planning and scheduling agents. On the one hand, plan decoupling cannot yet be applied when tasks are constrained by constraints other than precedence constraints (e.g., synchronisation constraints and time windows). Schedule decoupling, on the other hand, cannot yet be used for a less restrictive type of scheduling than dispatching (i.e., dispatching preserving instead of preference preserving).

For bridging this gap, we formulate the following research questions. First, we want to extend the applicability of plan decoupling to task networks with richer qualitative- and quantitative-temporal constraints, and allowing richer types of qualitative-temporal constraints to be added.

**Research question 1**

Is it possible to extend the applicability of plan decoupling to more expressive frameworks with other temporal constraints, besides simple precedence constraints?

Expanding the possibilities of applying plan decoupling to richer temporal frameworks requires us to revisit the computational complexity of its associated problems.

**Research question 2**

For plan decoupling, what are the consequences in terms of the computational complexity of adding different types of temporal constraints to the framework?

A task network with qualitative-temporal constraints (e.g., precedence constraints) can be embedded in a task network with quantitative-temporal constraints (e.g., a simple temporal network). By using this relation, we can compare plan and schedule decoupling and address the following questions.
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Research question 3
What is the difference between plan and schedule decoupling (in a quantitative framework)?

If there is a difference between these two preference-preserving approaches, we are interested in the difference in computational complexity.

Research question 4
How does the computational complexity of plan decoupling compare to that of schedule decoupling (in a quantitative framework)?

While the questions above are mostly theoretically motivated, the effects of decoupling on the agents’ performance need to be studied as well. After all, it must be in the agent’s interest to apply a decoupling approach (i.e., the costs should not outweigh the benefits), when the agents are self interested. Here, we make a distinction between the effects of using plan decoupling for all agents together and the effect for an agent individually.

Research question 5
What is the effect of using plan decoupling on the plan-execution costs and plan-construction times for all agents together?

Research question 6
What is the effect of using plan decoupling on the plan-execution costs and plan-construction times for the agents individually?

In the remainder of this thesis, we will address the research questions above as follows. In Chapter 3, we extend the applicability of plan decoupling to a rich qualitative-temporal framework (Research question 1) and study the changes in complexity (Research question 2). In Chapter 4, we consider task networks with quantitative-temporal constraints that extend the task networks with qualitative-temporal constraints. We define plan and schedule decoupling in this quantitative-temporal framework (Research questions 1 and 3), and study their complexity (Research questions 2 and 4). In Chapter 5, we take a more practical point of view and conduct experiments to determine the effect of using plan decoupling on the plan-execution costs and plan-construction times for the agents, both for all agents together (Research question 5) and for an individual agent (Research question 6).

In this thesis, we study coordination problems for self-interested agents that prefer coordination at the lowest possible cost. For this purpose, we will minimise the size of the coordination set (i.e., the number of coordination constraints). It remains to be seen whether the size of the coordination set accurately reflects the additional costs for the agents.
Chapter 3

Decoupling Qualitative Task Networks

In many real-life situations, agents need to solve task-based planning problems. Often, a set of tasks simply needs to be completed without constraints on their completion time (i.e., although earlier completion might be preferred, no deadlines exist). Such situation can be described as a set of tasks that are constrained with qualitative-temporal constraints only.

One such problem that needs to be solved is that of port container transshipment discussed in Section 1.1.2. There, container ships are unloaded by multiple container cranes, which can handle a single container at a time. Because these containers are stacked, a precedence ordering exists on the unloading tasks for these containers (e.g., when container conA is stacked on top of container conB then unload(conA) before unload(conB) must hold). Furthermore, the task sequence for container transshipment (e.g., from the container crane via trucks to the stack) requires synchronisation among the transport agents. For instance, when a container needs to be loaded onto a truck, synchronisation is required between the crane and truck agent for finishing their task together (i.e., craneTask finishes truckTask).

If these agents are self-interested planners, they want to construct plans for completing their sets of tasks independently from the others (i.e., using their own planning tools). In Chapter 2, we have seen that such independent planning gives rise to a coordination problem that needs to be solved. We solve this coordination problem by taking an a-priori coordination-by-design approach, which is called plan decoupling. Here, the idea is to change the original problem instance by adding a set of constraints, called a coordination set, such that the joint plan is guaranteed to be consistent (i.e., the joint plan can be executed without violating any constraint). The advantage of plan decoupling is twofold: (i) it is an acceptable approach for agents at any level of autonomy because it does not require plan revision, and (ii) it constructs an instance-specific coordination set.

We assume that only coordination sets that impose a minimum set of additional constraints are acceptable, when dealing with self-interested agents. For that purpose, we solve the plan-decoupling problem by constructing a coordination set with
The goal of this chapter is to study plan decoupling of a qualitative task network that allows qualitative-temporal constraints to be specified. We represent each task by means of its end points and allow precedence and synchronisation constraints to be defined among the end points of the tasks. In this way, the allowed constraints subsume the basic qualitative-temporal constraints as known from Allen’s interval algebra (Allen, 1983).

Previous work by Valk (2005) studies the cardinal-minimal plan-decoupling problem. However, the framework in which he studied this problem featured only one single type of qualitative-temporal constraint among tasks: sequential ordering ($A$ before $B$). Although this work can be used in problems where only precedence orderings are allowed among the tasks, it is not expressive enough to solve coordination problems for task-based planning problems that allow other qualitative-temporal constraints. Most notably, it lacks the ability to solve the coordination problem when the plans require synchronisation among the agents.

Therefore, the remainder of this chapter is organised as follows. In Section 3.1, we present a framework for describing task networks in which all basic qualitative-temporal constraints can be expressed. We conclude this section with the identification of the plan-coordination problem that can arise in such problem instances. In Section 3.2, we take a plan-decoupling approach to solving this plan-coordination problem for which we define two variants, and study their complexity. These variants of the plan-decoupling problem, in which the planning freedom is reduced in some minimal way, turn out to be intractable. Therefore, we attempt to identify subclasses that are easier to solve from a complexity point of view, and finally formulate a polynomial-time heuristic for constructing a plan decoupling. In Section 3.3, we reflect on the decoupling problem for qualitative networks by looking at the applicability to practical problems.

### 3.1 Qualitative Task Networks

We consider task networks $(\mathcal{T}, \mathcal{C})$ consisting of a set of elementary tasks $\mathcal{T} = \{\tau_1, \tau_2, \ldots, \tau_k\}$ that are constrained by a set of constraints $\mathcal{C}$. One such a framework described in the literature (Buzing et al., 2006; Valk, 2005) consists of a set of ordering constraints between a set of elementary tasks. Such an ordering constraint $\tau$ before $\tau'$ specifies that task $\tau$ must be completed before task $\tau'$ can start. Together, these constraints induce a partial ordering on $\mathcal{T}$.

We represent each task $\tau_i$ as an ordered pair of time-point variables $(t^i_s, t^i_e)$, with $t^i_s$ being the start and $t^i_e$ being the end of the execution of the task $\tau_i$. On the set of time-point variables $T$, we allow a precedence relation $\prec \subseteq T \times T$ and a synchronisation relation $\equiv \subseteq T \times T$ to be defined.

From the relations defined on the time-point variables, we are able to retrieve the qualitative-temporal constraints that are defined on the tasks. In this formalism, all basic qualitative-temporal constraints known from interval algebra (Allen, 1983;
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Dechter, 2003) can be represented, as was shown in Chapter 2.

Note that for every task \( \tau_i \), the associated end points are constrained by \( t^e_i < t^e_i \), and that the relations \( < \) and \( \equiv \) together are assumed to satisfy the following natural properties:

1. \((< \circ \equiv) \subseteq < \) and \((\equiv \circ <) \subseteq < \), that is, \((t < t') \land (t' \equiv t'')\) implies \((t < t'')\), and

2. \((< \cap \equiv) = \emptyset\), that is, \(< \) and \(\equiv\) are orthogonal relations.

Such a network of qualitatively-constrained sets of tasks will be referred to as a qualitative task network, or task network for short. We represent such a qualitative task network as a tuple \( \langle T, <, \equiv \rangle \), where the set of tasks \( T \) is represented by the set of its time-point variables \( T = \{ t^e_\tau, t^c_\tau \mid \tau \in T \} \).

3.1.1 Agents and Task Assignments

We consider a set of agents \( A = \{ A_1, A_2, \ldots, A_n \} \) that are jointly capable of completing the set \( T \) of elementary tasks. Because all tasks are assumed to be elementary (i.e., can be assigned to an agent that is capable of completing it), each task \( \tau \in T \) is assigned to exactly one agent \( A_i \) such that all tasks can be completed.\(^1\) When a task is not elementary, it must be decomposed in a set of elementary tasks and have appropriate precedence and synchronisation constraints set between their end points.

Example 3.1. The non-elementary task of simultaneously lifting a table with two agents can be decomposed in two elementary tasks that both have to start and end at the same time (i.e., decompose task \( \tau \) into elementary tasks \( \tau_1, \tau_2 \) and add the constraint \( \tau_1 \text{ equals } \tau_2 \)). The task \( \tau \) of conducting a certain experiment three times becomes three elementary tasks \( \tau_1, \tau_2, \tau_3 \) without any additional constraints.

Therefore, an assignment of tasks to agents can be conceived as a partitioning \( \{ T_i \}_{i=1}^n \) of the set of tasks \( T \), where \( T_i \) is the set of tasks assigned to agent \( A_i \). As a consequence of this task partitioning, the precedence constraints \(<\) and synchronisation constraints \(\equiv\) are partitioned similarly. For each partition \( T_i \), we get local sets of constraints \( <_i = (\prec \cap (T_i \times T_i)) \) and \( \equiv_i = (\equiv \cap (T_i \times T_i)) \), where \( T_i \) is the set of time-point variables corresponding to the tasks in \( T_i \). We represent such a partition of elementary tasks and its associated constraints as a tuple \( \langle T_i, <_i, \equiv_i \rangle \), where the set of time-point variables \( T_i \) from now on represents the set of tasks \( T_i \).

Note that the original constraints \(<\) and \(\equiv\) are partitioned into the sets of constraints between time-point variables assigned to a single agent, and those constraining time-point variables assigned to different agents. We refer to the former sets of constraints as the intra-agent constraints \(<_i\) and \(\equiv_i\) of agent \( A_i \), respectively, and

\(^1\)How to find a suitable assignment for a set of agents is a separate problem (Shehory and Kraus, 1998; Zlot and Stentz, 2006), and is beyond the scope of this thesis.
refer to the latter set of constraints as the *inter*-agent constraints $\prec_{\text{inter}}, \equiv_{\text{inter}}$. Together, the sets of inter and intra-agent constraints make up the complete sets of constraints, i.e., $\prec = (\prec_{\text{inter}} \cup \bigcup_{i=1}^{n} \prec_{i}, \equiv_{\text{inter}} \cup \bigcup_{i=1}^{n} \equiv_{i})$.

![Figure 3.1: A qualitative task network.](image)

**Example 3.2.** In Figure 3.1, an example is shown of a partitioned and assigned qualitative task network. There are two agents $A_1, A_2$, which have been assigned two tasks each, $\tau_1, \tau_4$ and $\tau_2, \tau_3$, respectively. Each task $\tau_i$ is represented by its start $t_i^s$ and end $t_i^e$ and a precedence ordering $t_i^s \prec t_i^e$ (directed arc) such that the starting time must precede the ending time. There are no further intra-agent constraints defined. There are two inter-agent constraints $\tau_1$ before $\tau_2$ and $\tau_3$ meets $\tau_4$, that are represented by $t_1^e \prec t_2^s$ and $t_3^e \equiv t_4^s$ (semi-dashed edge), respectively.

Instead of representing a partitioned qualitative task network as a tuple $\langle \{T_i\}_{i=1}^{n}, \prec_{\text{inter}} \cup \bigcup_{i=1}^{n} \prec_{i}, \equiv_{\text{inter}} \cup \bigcup_{i=1}^{n} \equiv_{i} \rangle$, we will use the abbreviated notation $\langle \{T_i\}_{i=1}^{n}, \prec_{i}, \equiv_{i} \rangle$ and refer to it as a task network. We will refer to $\langle T_i, \prec_{i}, \equiv_{i} \rangle$ as a sub-task network.

Furthermore, we assume that each agent is aware of all (implied) constraints on its local time-point variables, that can be determined by taking the transitive closure over the sets of constraints. It should hold that $\prec_{i} = (\prec_{i}^+ \cap (T_i \times T_i))$ and similarly for $\equiv_{i}$, where $\rho^+$ is the transitive closure of $\rho$. For a succinct representation of a sub-task network, we take the transitive reduction $\rho^-$ over the sets of local constraints $\prec_{i}$ and $\equiv_{i}$.

### 3.1.2 Agent Plans

In order to complete its sub-task network $\langle T_i, \prec_{i}, \equiv_{i} \rangle$, agent $A_i$ has to construct a plan $\pi_i$ for it which can be executed. Intuitively, such a plan specifies the partial order in which the tasks are to be executed. Therefore, we define an agent’s plan as follows.

**Definition 3.3 (Plan).** A plan $\pi_i$ for a task network $\langle T_i, \prec_{i}, \equiv_{i} \rangle$ is a set of ordering constraints $\langle \pi_i^\prec, \pi_i^\equiv \rangle$ where $\pi_i^\prec$ and $\pi_i^\equiv$ are extensions of $\prec_{i}$ and $\equiv_{i}$, respectively.

**Remark 3.4.** This definition of a plan sets minimal requirements on the planning tools used. The only requirement is that each solution can be represented as a refined...
sub-task network \( \langle T_i, \prec_i, \equiv_i \rangle \), where the relations \( \prec_i \) and \( \equiv_i \) are induced by the constructed solution. Then, we obtain the constructed plan \( \pi_i = \langle \pi_i^\prec, \pi_i^\equiv \rangle = \langle \prec_i^1, \equiv_i^1 \rangle \). Therefore, the plan \( \pi_i \) might be conceived as a qualitative abstraction of the concrete plan constructed.

Example 3.5. Consider the plan for transporting a sea container filled with 12 motorcycles from a factory in Chongqing to the seaport Guangzhou (i.e., task \( \tau_1 \)), and bringing an empty sea container from the seaport to the factory (i.e., task \( \tau_2 \)). The specific planner used for this transportation problem specifies when and where the tasks need to be done, which resources to use, the paperwork that needs to be signed, and by whom. In this framework, we are not interested in the details for executing the tasks, but only in the execution order. Therefore, we use an abstraction of the concrete plan, which in this case might be \( \tau_1 \) before \( \tau_2 \).

A plan that is constructed for a given sub-task network needs to be executable. Because no execution times are specified in the plan \( \pi_i \), a value assignment \( \nu_i \) remains to be constructed that satisfies all ordering constraints specified in the plan. Such a value assignment is called a dispatching (i.e., a dispatch schedule) and can formally be defined as follows.

Definition 3.6 (Dispatching). A dispatching \( \nu_i \) for a task network \( \langle T_i, \prec_i, \equiv_i \rangle \) is a function \( \nu_i : T_i \rightarrow \mathbb{Q} \) such that:

1. \( \forall t, t' \in T_i : t \prec_i t' \implies \nu_i(t) < \nu_i(t') \), and
2. \( \forall t, t' \in T_i : t \equiv_i t' \implies \nu_i(t) = \nu_i(t') \).

Definition 3.7 (Plan Consistency). A plan \( \pi_i = \langle \pi_i^\prec, \pi_i^\equiv \rangle \) for a task network \( \langle T_i, \prec_i, \equiv_i \rangle \) is called consistent if there exists a dispatching \( \nu_i \) for the network \( \langle T_i, \pi_i^\prec, \pi_i^\equiv \rangle \) that results after adding the planning constraints to the original task network.

Similar to planning, an agent \( A_i \) might want to construct a dispatching \( \nu_i \) for its own sub-task network \( \langle T_i, \prec_i, \equiv_i \rangle \). That topic will be discussed in the following chapter.

3.1.3 Plan Coordination

In the previous section, we described the plans that need to be constructed for completing a task network, and the conditions that make these plans consistent. Our approach for solving a given task network is to decompose it into sub-task networks that can be solved by different agents independently. In this section, we define the plan-coordination problem that arises when taking this decomposition approach, and identify the necessary conditions for the consistency of the independently-constructed plans together.

We assume that each local plan \( \pi_i = \langle \pi_i^\prec, \pi_i^\equiv \rangle \) for sub-task network \( \langle T_i, \prec_i, \equiv_i \rangle \) is consistent. The merge of these (locally-consistent) plans together is called the joint
plan \( \pi = \{\pi_i\}_{i=1}^n = \{\{\pi_i^n\}_{i=1}^n, \{\pi_i^{\equiv}\}_{i=1}^n\} \) for task network \( \{\{T_i\}_{i=1}^n, \prec, \equiv\} \). As a result of this joint plan, we get the refined task network \( \{\{T_i\}_{i=1}^n, \prec_{\text{inter}} \cup \{\pi_i^n\}_{i=1}^n, \equiv_{\text{inter}} \cup \{\pi_i^{\equiv}\}_{i=1}^n\} \). Although each local plan \( \pi_i \) is consistent, it is not guaranteed that the joint plan \( \pi \) can be executed without violating any constraint as illustrated by the following example.

![Diagram](image)

Figure 3.2: A plan-uncoordinated qualitative task network with inter-agent precedence constraints.

**Example 3.8.** In Figure 3.2(a), two agents are shown where agents \( A_1 \) and \( A_2 \) have the freedom of planning \( t_2^1 \prec t_1^1 \) and \( t_2^2 \prec t_3^2 \), respectively. But when these plans are joined, a cycle \( \langle t_1^1, t_2^2, t_3^2, t_4^2, t_1^2 \rangle \) is introduced (see Figure 3.2(b)). Such a cycle indicates an inconsistent joint plan, since it implies that \( t_1^1 \) precedes \( t_3^2 \), but also vice versa.

A joint plan needs to be executable, in the sense that a joint dispatching \( \nu = \{\nu_i\}_{i=1}^n \) must exist that satisfies all constraints specified in the independently-constructed plans. This joint dispatching needs to satisfy not only all intra-agent constraints, but also the inter-agent constraints that are not part of any sub-task network.

**Definition 3.9 (Joint Dispatching).** A joint dispatching \( \nu = \{\nu_i\}_{i=1}^n \) for a task network \( \{\{T_i\}_{i=1}^n, \prec, \equiv\} \) is a function \( \nu : T \rightarrow \mathbb{Q} \) such that:

1. \( \nu_i \) is a dispatching for \( \langle T_i, \prec_i, \equiv_i \rangle \),
2. \( \forall t \in T : t \in T_i \) implies \( \nu(t) = \nu_i(t) \),
3. \( \forall t \in T_i, t' \in T_j : t \prec t' \) implies \( \nu(t) < \nu(t') \), and
4. \( \forall t \in T_i, t' \in T_j : t \equiv t' \) implies \( \nu(t) = \nu(t') \).

**Definition 3.10 (Joint Plan Consistency).** A joint plan \( \langle\{\pi_i^n\}_{i=1}^n, \{\pi_i^{\equiv}\}_{i=1}^n\rangle \) for task network \( \{\{T_i\}_{i=1}^n, \prec, \equiv\} \) is called consistent if there exists a joint dispatching \( \nu \) for \( \{\{T_i\}_{i=1}^n, \prec_{\text{inter}} \cup \{\pi_i^n\}_{i=1}^n, \equiv_{\text{inter}} \cup \{\pi_i^{\equiv}\}_{i=1}^n\} \).
Having defined the consistency of a joint plan, we can focus on the construction thereof by a set of agents. Consider the joint plan \( \pi = \{\pi_i\}_{i=1}^n \) for a task network \( \langle \{T_i\}_{i=1}^n, \prec_{\text{inter}} \cup \bigcup_{i=1}^n \prec_{\text{intra}} \cup \bigcup_{i=1}^n \equiv_{\text{intra}} \rangle \). Under the assumption of local plan consistency, all intra-agent constraints are satisfied. Therefore, the question is whether this joint plan also meets all inter-agent constraints \( \prec_{\text{inter}} \) and \( \equiv_{\text{inter}} \). As illustrated by Example 3.8, it is not guaranteed that such a joint plan is consistent, even when all local plans are consistent. Therefore, a coordination problem needs to be solved, which is to guarantee plan coordination (i.e., consistency of the joint plan).

**Definition 3.11** (Plan Coordination). A task network \( \langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle \) is called plan coordinated when the joint plan \( \pi = \{\pi_i\}_{i=1}^n \) is consistent, for every set \( \{\pi_i\}_{i=1}^n \) of locally-consistent plans \( \pi_i \).

The only conflicts that can arise, under the assumption of local plan consistency, in task networks with precedence constraints (i.e., no synchronisation constraints) are directed inter-agent cycles (Buzing et al., 2006; Valk, 2005). Such a cycle might arise due to a combination of constraints in (consistent) local plans and the inter-agent constraints, because the inter-agent constraints are not considered by the agents during planning. If the precedence relation contains a cycle, the partial ordering is broken which makes the plan inconsistent. The task networks we consider, however, can also contain synchronisation constraints, which gives rise to additional potential conflicts that need to be prevented. In fact, the presence of synchronisation constraints might result in a partially-directed cycle.

**Definition 3.12** (Partially-Directed Path). A partially-directed path \( p = (t_1, t_2, \ldots, t_n) \) in a task network \( \langle T, \prec, \equiv \rangle \) is an ordered set of time-point variables such that

1. \( \exists i \in \{1, 2, \ldots, n-1\} : t_i \prec t_{i+1} \), and
2. \( \forall i \in \{1, 2, \ldots, n-1\} : (t_i \prec t_{i+1}) \lor (t_i \equiv t_{i+1}) \).

**Definition 3.13** (Partially-Directed Cycle). A partially-directed cycle \( c = (t_1, t_2, \ldots, t_n, t_{n+1}) \) in a task network \( \langle T, \prec, \equiv \rangle \) is a partially-directed path with \( t_1 = t_{n+1} \).

**Example 3.14.** In Figure 3.3, an example is depicted of two agents with four time-point variables each. There are two pairs of synchronised time-point variables: \( \{t_1^s, t_2^s\} \) and \( \{t_3^s, t_4^s\} \). Note that independent planning might violate these synchronisation constraints even if no directed inter-agent cycles are created. In Figure 3.3(b), time-point variable \( t_1^s \) is planned to occur before \( t_4^s \), while \( t_3^s \) is planned before \( t_2^s \). This clearly violates the given synchronisation constraints \( t_1^s \equiv t_2^s \) and \( t_3^s \equiv t_4^s \), since every valuations satisfying the precedence constraints have \( \nu(t_1^s) < \nu(t_4^s) \) and \( \nu(t_3^s) < \nu(t_2^s) \). However, satisfying the synchronisation constraint \( t_1^s \equiv t_2^s \) requires \( \nu(t_1^s) = \nu(t_2^s) \), which implies \( \nu(t_3^s) < \nu(t_4^s) \) and thereby violates \( t_3^s \equiv t_4^s \).
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Figure 3.3: An uncoordinated qualitative task network with inter-agent synchronisation constraints.

Remark 3.15. Note that these synchronisation constraints cannot simply be interpreted as bidirectional ordering constraints, because cycles consisting only of synchronisation constraints do not form a conflict. For instance, adding the synchronisation constraints $t^1_s \equiv t^4_s$ and $t^2_s \equiv t^3_s$ to the task network of Figure 3.3(a) merely synchronises the starting times of all four tasks.

In summary, we presented a framework for describing qualitative task networks that is richer than the precedence graphs used by Valk (2005). In the defined task networks, a distinction is made between the start and end points of a task. By allowing both precedence and synchronisation constraints, we allow all seven basic qualitative constraints to be specified between the tasks (cf. Valk only allowed ordering of tasks). We showed that the addition of the synchronisations introduces new potential conflicts that need to be dealt with during plan coordination. Therefore, we will study this new plan-coordination framework in the remainder of this chapter.

3.2 Plan Decoupling

In the previous section, a framework was presented for describing qualitative task networks that are assigned to a set of agents. We showed that a plan-coordination problem may arise when these agents construct plans for their sub-task networks, even when all plans are locally consistent.

This plan-coordination problem can be solved by adding constraints $\Gamma^\prec \subseteq \bigcup_{i=1}^n (T_i \times T_i)$ and $\Gamma^\equiv \subseteq \bigcup_{i=1}^n (T_i \times T_i)$ to the sub-task networks that are assigned to the agents. Then, the joint plan is guaranteed to be conflict free, whatever locally-consistent plans the agents construct. In this section, we study this approach called plan decoupling.
3.2. PLAN DECOUPLING

Definition 3.16 (Time Point Depth). In a task network \( \langle T, \prec^*, \equiv^* \rangle \) where \( \prec^* \) is right- and left-closed under composition with \( \equiv^* \) (see Section 3.1), the depth \( \text{depth}(t) \) of a time-point variable \( t \) is defined inductively as follows:

\[
\text{depth}(t) \begin{cases} 
  1 & \text{if } \not\exists t' \in T : t' < t, \\
  1 + \max\{\text{depth}(t') \mid t' < t\} & \text{otherwise}.
\end{cases}
\]

Lemma 3.17. A task network \( \langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle \) is plan coordinated if, and only if, there exists no joint plan \( \pi = \{\pi_i\}_{i=1}^n = \langle \{\pi_i^*\}_{i=1}^n, \{\pi_i^\equiv\}_{i=1}^n \rangle \) of locally-consistent plans \( \pi_i \) for \( \langle T_i, \prec_i, \equiv_i \rangle \), such that the refined task network \( \langle \{T_i\}_{i=1}^n, \prec_{\text{inter}} \cup \{\pi_i^*\}_{i=1}^n, \equiv_{\text{inter}} \cup \{\pi_i^\equiv\}_{i=1}^n \rangle \) contains a partially-directed cycle.

Proof. (\( \Rightarrow \)) By definition, a task network is plan coordinated when, for every joint plan \( \pi = \{\pi_i\}_{i=1}^n \) of locally-consistent plans \( \pi_i \), there exists a joint dispatching \( \nu \). Such a joint dispatching is an assignment \( \nu : T \to \mathbb{Q} \) of values to time-point variables that satisfy all constraints in the refined task network \( \langle \{T_i\}_{i=1}^n, \prec_{\text{inter}} \cup \{\pi_i^*\}_{i=1}^n, \equiv_{\text{inter}} \cup \{\pi_i^\equiv\}_{i=1}^n \rangle \). This immediately excludes the occurrence of any partially-directed cycle \( c = \langle t_1, t_2, \ldots, t_{n+1} \rangle \) where \( t_1 = t_{n+1} = t \), because \( c \) requires \( t_i < t_{i+1} \) to occur at least once, thus requiring \( \nu(t) < \nu(t) \).

(\( \Leftarrow \)) If no joint plan contains a partially-directed cycle, a dispatching \( \nu \) can easily be constructed for the joint plan \( \pi \) by determining the depth of each time-point variable \( t \) in the graph associated with \( \langle \{T_i\}_{i=1}^n, \prec_{\text{inter}} \cup \{\pi_i^*\}_{i=1}^n, \equiv_{\text{inter}} \cup \{\pi_i^\equiv\}_{i=1}^n \rangle \). Since there is no partially-directed cycle, \( \text{depth}(\cdot) \) is well-defined. For each sub-task network \( \langle T_i, \prec_i, \equiv_i \rangle \), the local dispatching \( \nu_i \), defined by \( \nu_i(t) = \text{depth}(t) \) for all \( t \in T_i \), is a dispatching satisfying all local constraints. Clearly, the joint dispatching \( \nu = \{\nu_i\}_{i=1}^n \) is a dispatching satisfying all constraints (i.e., also the inter-agent constraints).

Let us start by defining this notion of a plan decoupling formally, and look at some illustrative examples.

Definition 3.18 (Plan Decoupling). A plan decoupling of a task network \( \langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle \) is formed by adding a set of constraints \( \Gamma = \Gamma^\prec \cup \Gamma^\equiv \) such that the resulting task network \( \langle \{T_i\}_{i=1}^n, \prec \cup \Gamma^\prec \cup \equiv \cup \Gamma^\equiv \rangle \) is plan coordinated.

Example 3.19. In Figure 3.4, we show plan decouplings for task networks for some basic settings with 2 agents, where the dashed arcs are coordination constraints. In Figure 3.4(a), a plan decoupling of the task network is achieved by the coordination set \( \Gamma^\prec = \{t_1^* < t_4^*, t_4^* < t_1^*, t_3^* < t_2^*\} \). Here, a (partially-)directed inter-agent path \( \langle t_3^*, t_4^*, t_1^*, t_2^* \rangle \) exists. Agent 2 cannot extend this into a (partially-)directed cycle by adding \( t_2^* < t_3^* \), because this would make its local plan inconsistent. In Figure 3.4(b), the coordination set \( \Gamma^\prec = \{t_1^* < t_4^*\} \) achieves a plan decoupling, because—without the constraints in \( \Gamma^\prec \)—a partially-directed inter-agent path through agent 1 exists with a consistent local plan \( \pi_1 \). In Figures 3.4(c) and 3.4(d), similar remarks can be made, despite the fact that these task networks differ slightly from the previous two. Clearly, no inter-agent planning conflicts can occur in any of these instances after adding the constraints in \( \Gamma^\prec \).
Figure 3.4: Example plan decouplings.

Although a plan decoupling might result directly from task allocation, in general, a task network needs to be changed into a plan decoupling by adding a set $\Gamma = \Gamma_\prec \cup \Gamma_\equiv$. Such a set of additional constraints is called a *coordination set*. First, we need to address the question whether it is always possible to make this change by adding a set of constraints. It is not difficult to show that for every task network there exists a coordination set that changes it into a plan decoupling when added to it, which consists of *intra*-agent precedence and/or synchronisation constraints. The idea is to extend the set of local constraints to form a total ordering on the time-point variables $T_i$ in such a way that their union, together with the inter-agent constraints, constitutes a partial order (i.e., does not contain a partially-directed cycle).

**Proposition 3.20.** For every consistent task network $\langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle$, there exists a coordination set $\Gamma = \Gamma_\prec \cup \Gamma_\equiv$ such that $\langle \{T_i\}_{i=1}^n, \prec \cup \Gamma_\prec, \equiv \cup \Gamma_\equiv \rangle$ forms a plan decoupling.

**Proof.** Consider a task network $\langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle$. Since $\prec \cup \equiv$ is acyclic, there exists a total order $\prec^* \cup \equiv^*$ on the set of time-point variables $\{T_i\}_{i=1}^n$, where $\prec^*$ and $\equiv^*$ are extensions of $\prec$ and $\equiv$, respectively.

Consider the refined sub-task networks $\langle T_i, \prec_i^*, \equiv_i^* \rangle$, where $\prec_i^* = (\prec^* \cap (T_i \times T_i))$ and $\equiv_i^* = (\equiv^* \cap (T_i \times T_i))$. Clearly, $\prec_i^*$ and $\equiv_i^*$ are extensions of $\prec_i$ and $\equiv_i$, respectively.
respectively, and \( \prec_i \cup \equiv_i \) is a total-order relation on \( T_i \). Because no further refinements of these sub-task networks are possible (it is a total order), each agent \( A_i \) constructs the locally-consistent plan \( \pi_i = \langle \prec_i, \equiv_i \rangle \). Thus, the joint plan \( \pi = \langle \bigcup_{i=1}^n \prec_i, \bigcup_{i=1}^n \equiv_i \rangle \) is consistent.

The coordination set \( \Gamma = \Gamma^\prec \cup \Gamma^\equiv \) can then be constructed as \( \Gamma = \bigcup_{i=1}^n \Gamma^\prec_i \cup \bigcup_{i=1}^n \Gamma^\equiv_i \), with \( \Gamma^\prec_i = \prec_i \setminus \prec_i \) and \( \Gamma^\equiv_i = \equiv_i \setminus \equiv_i \).

Now we can define the Plan-Decoupling Problem (PDP) of finding such a coordination set:

**Plan-Decoupling Problem (PDP)**

Find a coordination set \( \Gamma = \bigcup_{i=1}^n \Gamma^\prec_i \cup \bigcup_{i=1}^n \Gamma^\equiv_i \) for a task network \( \langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle \), such that \( \langle \{T_i\}_{i=1}^n, \prec \cup \Gamma^\prec, \equiv \cup \Gamma^\equiv \rangle \) is plan coordinated.

Note here that this problem is to construct an arbitrary coordination set, without setting any quality guarantees of the constructed solution (i.e., the coordination set is of arbitrary size). As a direct consequence of the construction used in the proof of Proposition 3.20, constructing such a coordination set can be done in polynomial time.

**Corollary 3.21.** PDP can be solved in polynomial time.

Instead of constructing a coordination set of arbitrary quality, we are also interested in constructing one with some desirable property. Therefore, consider the plan decouplings in Figure 3.4. In the Figures 3.4(a) and 3.4(b), two plan decouplings are shown for the same task network, with the coordination sets containing 3 and 1 constraints, respectively. Clearly, self-interested agents will prefer the plan-decoupling problem to be solved with the latter coordination set.

Recall that the agents want to become plan coordinated at a lowest cost (i.e., a minimal reduction in the planning freedom of the agents). Because this notion of minimality can be defined as a local or a global property, we define two variants of the PDP with a minimal reduction in the planning freedom. The first variant is to find a subset-minimal coordination set that, from a local perspective, reduces the planning freedom in a minimal way (i.e., removing any constraint from any coordination subset results in the task network being plan uncoordinated):

**Subset-Minimal Plan-Decoupling Problem (sMPDP)**

Find a subset-minimal coordination set \( \Gamma = \bigcup_{i=1}^n \Gamma^\prec_i \cup \bigcup_{i=1}^n \Gamma^\equiv_i \) for a task network \( \langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle \), such that \( \langle \{T_i\}_{i=1}^n, \prec \cup \Gamma^\prec, \equiv \cup \Gamma^\equiv \rangle \) is plan coordinated.

Because this problem does not guarantee a globally-minimal coordination set, we define a second variant which is to find a cardinal-minimal coordination set:

**Cardinal-Minimal Plan-Decoupling Problem (cMPDP)**

Find a cardinal-minimal coordination set \( \Gamma = \bigcup_{i=1}^n \Gamma^\prec_i \cup \bigcup_{i=1}^n \Gamma^\equiv_i \) for a task network \( \langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle \), such that \( \langle \{T_i\}_{i=1}^n, \prec \cup \Gamma^\prec, \equiv \cup \Gamma^\equiv \rangle \) is plan coordinated.
3.2.1 Complexity

In this section, we study the complexity of three decision problems related to plan decoupling. First, we will determine the complexity of the Plan-Decoupling Recognition Problem (PDRP), which decides whether or not a set of constraints results in a plan decoupling when added to the task network. We start with this problem, because it is the basic problem that needs to be solved by the other two plan-decoupling problems. Second, we study the complexity of the decision variants of the subset-minimal, and, finally, the cardinal-minimal plan-decoupling problem defined above.

Plan-Decoupling Recognition Problem (PDRP)

INSTANCE: A task network \( \langle \{ T_i \}_{i=1}^n, \prec, \equiv \rangle \) and a set of constraints \( \Gamma = \Gamma^\prec \cup \Gamma^\equiv \).

QUESTION: Is \( \langle \{ T_i \}_{i=1}^n, \prec \cup \Gamma^\prec, \equiv \cup \Gamma^\equiv \rangle \) plan coordinated?

Proposition 3.22. PDRP is \( \text{coNP-complete} \).

Proof. Membership is proven by the fact that a no-certificate can be verified in polynomial time. Recall that verifying whether a task network is plan coordinated can be accomplished by verifying the condition stated in Lemma 3.17. Thus, such a no-certificate consists of a set of locally-consistent plans \( \{ \pi_i \}_{i=1}^n = \{ \{ \pi_i^\prec \}_{i=1}^n, \{ \pi_i^\equiv \}_{i=1}^n \} \) for the sub-task networks in task network \( \langle \{ T_i \}_{i=1}^n, \prec \cup \bigcup_{i=1}^n \pi_i^\prec, \equiv \cup \bigcup_{i=1}^n \pi_i^\equiv \rangle \) such that \( \langle \{ T_i \}_{i=1}^n, \prec \cup \bigcup_{i=1}^n \pi_i^\prec, \equiv \cup \bigcup_{i=1}^n \pi_i^\equiv \rangle \) contains a partially-directed cycle. Verification can be done in polynomial time by applying Topological-Sort (Cormen et al., 1990) to verify local consistency of each plan \( \pi_i \), and to verify the existence of a partially-directed cycle in \( \{ \pi_i \}_{i=1}^n \).

Hardness for this class can be proven by the fact that the PDRP for task networks with only precedence constraints is subsumed. Because this contained problem is known to be coNP-complete (Valk, 2005), it follows that the more general PDRP is coNP-hard.

Now we turn to the plan-decoupling problem itself, for which we study the subset-minimal and cardinal-minimal variant. We start with the subset-minimal plan-decoupling problem, for which we define the decision variant as follows.

Decision variant of sMPDP

INSTANCE: A task network \( \langle \{ T_i \}_{i=1}^n, \prec, \equiv \rangle \), a coordination set \( \hat{\Gamma} = \hat{\Gamma}^\prec \cup \hat{\Gamma}^\equiv \), and a positive integer \( K \).

QUESTION: Does there exist a coordination set \( \Gamma = \Gamma^\prec \cup \Gamma^\equiv \), with \( \Gamma^\prec \subseteq \hat{\Gamma}^\prec \), \( \Gamma^\equiv \subseteq \hat{\Gamma}^\equiv \), and \( |\Gamma| \leq K \), such that \( \langle \{ T_i \}_{i=1}^n, \prec \cup \Gamma^\prec, \equiv \cup \Gamma^\equiv \rangle \) is plan coordinated?

Based on Proposition 3.22 and Corollary 3.21, we get the following two propositions on the complexity of sMPDP.
Proposition 3.23. **sMPDP is coNP-hard.**

*Proof.* Hardness is proven by the fact that for $K = 0$, the sMPDP reduces to the PDRP.

Proposition 3.24. **sMPDP $\in \Delta^p_2$.**

*Proof.* Membership is shown by the fact that a coordination set can be constructed in polynomial time (see Corollary 3.21). Then iteratively check for every element in this coordination set whether it can be removed without the resulting task network becoming plan uncoordinated using a PDRP oracle. Because the coordination set has a size polynomial in the input, a PDRP-oracle needs to be consulted a polynomial number of times. Due to the PDRP-oracle being coNP-complete (see Proposition 3.22), the corollary follows.

Unfortunately, this leaves open the exact complexity of sMPDP.

Next, we study the complexity of the cardinal-minimal plan-decoupling problem. To determine the complexity of the cMPDP we formulate the following decision variant.

**Decision variant of cMPDP**

**INSTANCE:** A task network $\langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle$ and a positive integer $K$.

**QUESTION:** Does there exist a coordination set $\Gamma = \Gamma^\prec \cup \Gamma^\equiv = \bigcup_{i=1}^n \Gamma^\prec_i \cup \bigcup_{i=1}^n \Gamma^\equiv_i$ with $|\Gamma| \leq K$, such that $\langle \{T_i\}_{i=1}^n, \prec \cup \Gamma^\prec, \equiv \cup \Gamma^\equiv \rangle$ is plan coordinated?

Proposition 3.25. **cMPDP is $\Sigma^p_2$-complete.**

*Proof.* Membership is proven by the fact that a yes-certificate can be verified in nondeterministic polynomial time. After guessing a coordination set $\Gamma = \bigcup_{i=1}^n \Gamma^\prec_i \cup \bigcup_{i=1}^n \Gamma^\equiv_i$, verifying whether $\langle \{T_i\}_{i=1}^n, \prec \cup \Gamma^\prec, \equiv \cup \Gamma^\equiv \rangle$ is plan coordinated is exactly the PDRP (see Proposition 3.22). Because checking whether $|\Gamma| \leq K$ can be done polynomial time, we have that cMPDP $\in \text{NP}^{\text{coNP}} = \Sigma^p_2$.

Hardness for this class can be proven by the fact that the cMPDP for task networks with only precedence constraints is subsumed. Because this contained problem is known to be $\Sigma^p_2$-complete (Valk, 2005), it follows that the more general cMPDP is $\Sigma^p_2$-hard.

3.2.2 **Factors Influencing the Complexity of Plan-Decoupling Problems**

The complexity of different problems related to plan decoupling shows that we are left with highly-intractable problems, in general. Because such complexity results are based on the hardest problem instances, it might well be that—possibly large—subclasses exist for which the complexity is lower.
All plan-decoupling problems take a task network as input. The (maximum) size of such a task network \( \langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle \) depends on the number of agents and the number of tasks per agent. Note that the number of (allowed) precedence and synchronisation constraints depends on these variables. Therefore, the number of tasks per agent and the number of agents are expected to be sources of complexity. In the following paragraphs, we study the complexity of some subclasses of plan-decoupling problems where either the number of tasks per agent, or the number of agents is limited.

**Limited Number of Tasks per Agent**  It seems reasonable to assume that one source of complexity is the number of tasks assigned to each agent, and the complexity of the single-agent planning problems that results. However, the proof for the coNP-completeness of PDRP uses task networks with at most 2 tasks per agent (i.e., \( \forall i : |T_i| \leq 2 \)).

**Corollary 3.26.** PDRP with \( \forall i : |T_i| \leq c \), with \( c \geq 2 \), is coNP-complete.

**Proof.** Membership is proven by the fact that PDRP is coNP-complete (see Proposition 3.22).

Hardness is due to the construction used in the proof for coNP-hardness of verifying whether a task network with only precedence constraints is plan coordinated (see Theorem 4.8, pp. 78 (Valk, 2005)). In that reduction, task networks \( \langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle \) with \( \equiv = \emptyset \) are used with \( \forall i : |T_i| \leq 2 \). □

Additionally, task networks with at most 4 tasks per agent (i.e., \( \forall i : |T_i| \leq 4 \)) are used in the proof of the \( \Sigma^p_2 \)-completeness of cMPDP.

**Corollary 3.27.** cMPDP with \( \forall i : |T_i| \leq c \), with \( c \geq 4 \), is \( \Sigma^p_2 \)-complete.

**Proof.** Membership is proven by the fact that cMPDP is \( \Sigma^p_2 \)-complete (see Proposition 3.25).

Hardness is due to the reduction used in the proof for \( \Sigma^p_2 \)-hardness of deciding whether a coordination set of size at most \( K \) exists for a task network with only precedence constraints (see Theorem 4.13, pp. 81 (Valk, 2005)). In that reduction, task networks \( \langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle \) with \( \equiv = \emptyset \) are used with \( \forall i : |T_i| \leq 4 \).

Hence, the problem remains difficult even with few number of tasks per agents. In Table 3.1, we summarise the complexity results for these subclasses. Notice that it remains an open problem whether cMPDP is \( \Sigma^p_2 \)-hard for task network with at most 2, or at most 3 tasks assigned to each agent.

**Limited Number of Agents**  Another source of complexity might be the number of agents involved. Indeed, if we limit the number of agents, it can be shown that the PDRP is in P for any fixed number of agents. This can be proven by reducing the problem to inter-agent cycle-testing, which can be done in polynomial time (Cormen et al., 1990).
| $|T_i|$ | $\leq 2$ | $|T_i| \geq 4$ |
|---|---|---|
| PDRP | coNP-complete | coNP-complete |
| cMPDP | $\Sigma_2^p$-complete | $\Sigma_2^p$-complete |

Table 3.1: Complexity of PDRP and cMPDP with limited number of tasks per agent.

**Definition 3.28** (Simple Oriented Cycle). A sequence of arcs $\langle (v_1, v_2), \ldots, (v_n, v_{n+1}) \rangle$ in a directed graph $G = \langle V, A \rangle$ is called a simple oriented cycle of length $n$ if all $(v_i, v_{i+1}) \in A$, all $v_1, v_2, \ldots, v_n$ are distinct, and $v_1 = v_{n+1}$.

**Lemma 3.29.** PDRP with fixed $|A| \in \mathbb{P}$.

*Proof.* Consider the translation of a task network $\langle \{T_i\}_{i=1}^\alpha, \prec \rangle$ with a fixed number of agents $|A| = \alpha$ to a directed graph $G = \langle V, A \rangle$ with $V = \bigcup_{i=1}^\alpha V_i$ defined as follows.

1. $V_i = \{ v \mid t \in T_i \}$
2. $A = (V_i \times V_i) \setminus \{(v_k, v_j) \mid t_j \prec t_k \in \prec^+\} \cup \{(v_j, v_k) \mid t_j \prec t_k \in \prec\}$

It is clear that the above transformation gives a directed graph and a partitioning of its vertices. Note that no simple oriented cycles are formed from the transitive closure $\prec^+$, but that such cycles are formed inside the partitions.

A no-certificate for PDRP on a task network $\langle \{T_i\}_{i=1}^\alpha, \prec \rangle$ with fixed $|A| = \alpha$ is a set of locally-consistent plans $\{\pi_i\}_{i=1}^\alpha = \{\langle T_i, \prec_i^\alpha \rangle\}_{i=1}^\alpha$ such that $\langle \{T_i\}_{i=1}^\alpha, \prec_{\text{inter}} \cup \bigcup_{i=1}^\alpha \prec_i^\alpha \rangle$ contains a partially-directed cycle. Clearly, this cycle passes through at least 2 and at most $\alpha$ partitions, because each plan $\pi_i$ is consistent (i.e., does not contain a partially-directed cycle).

Such a no-certificate implies the existence of a simple oriented cycle in $G = \langle V, A \rangle$ of length at most $2\alpha$. Moreover, a cycle contains at least 2 arcs $(t, u), (v, w)$ where vertices $u, v$ belong to one partition and $t, w$ do not, possibly with $u = v$. Additionally, a cycle needs at most 2 vertices from each partition and needs each partition at most once, because $(u, v)$ and $(v, u)$ cannot both be arcs in an acyclic partition.

A simple oriented cycle $c = \langle (v_1, v_2), \ldots, (v_{\alpha}, v_{\alpha+1}) \rangle$ of length $2\alpha$ in $G$ maps to a no-certificate for PDRP on a task network $\langle \{T_i\}_{i=1}^\alpha, \prec \rangle$ with fixed $|A| = \alpha$ by: $\pi_i = \langle T_i, \prec \cup \{t_j \prec t_k \mid v_j, v_k \in V_i \wedge (v_j, v_k) \in c\} \rangle$

Hence, the PDRP problem equals the checking of the existence of a simple oriented cycle of length at most $2\alpha$, which can be done in polynomial time. $\square$
As a consequence, the associated cMPDP-problems are in **NP**. The cMPDP are **NP**-complete for all fixed values \(|A| \geq 3\), which can be proven by reduction from **3-Partite Vertex Cover** (Poljak, 1974).²

### 3-Partite Vertex Cover

**INSTANCE:** Graph \( G = \langle V_1 \cup V_2 \cup V_3, E \rangle \) and a positive integer \( K \leq |V_1 \cup V_2 \cup V_3| \).

**QUESTION:** Is there a subset \( V' \subseteq V_1 \cup V_2 \cup V_3 \) with \(|V'| \leq K\) such that for each edge \( \{v_i, v_j\} \in E \) at least one of \( v_i \) and \( v_j \) belongs to \( V' \)?

**Lemma 3.30.** **3-Partite Vertex Cover** \( \propto \) **cMPDP** with fixed \(|A| = 3\).

**Proof.** Consider the following reduction from a **3-Partite Vertex Cover** instance \( G = \langle V_1 \cup V_2 \cup V_3, E \rangle \) to a task network with 3 agents \( \langle \{T_i\}_{i=1}^3, \prec \rangle \).

1. \( T_i = T_{i,1} \cup T_{i,2} \), with
   (a) \( T_{i,1} = \{ t_1 \mid v \in V_i \} \)
   (b) \( T_{i,2} = \{ t_2 \mid v \in V_i \} \)

2. \( \prec = \prec_{\text{inter}} \cup \bigcup_{i=1}^3 \prec_i \)
   (a) \( \prec_{\text{inter}} = \{ u_1 \prec v_2, v_1 \prec u_2 \mid \{u, v\} \in E \} \)
   (b) \( \prec_i = (T_{i,1} \times T_{i,2}) \setminus \{ (t_1, t_2) \mid t \in V_i \} \)

It is clear that the above transformation results in a task network with 3 agents.

A yes-certificate for **3-Partite Vertex Cover** on a graph \( G = \langle V_1 \cup V_2 \cup V_3, E \rangle \) and a positive integer \( K \) is a vertex cover \( V' \subseteq V_1 \cup V_2 \cup V_3 \) with \(|V'| \leq K\) such that for all edges \( \{v_i, v_j\} \in E \) it holds that \( v_i \in V' \) or \( v_j \in V' \).

A yes-certificate for **cMPDP** on a task network \( \langle \{T_i\}_{i=1}^3, \prec \rangle \) with fixed \( n = |A| = 3 \) and a positive integer \( K \), is a coordination set \( \Gamma \subseteq \bigcup_{i=1}^3 (T_i \times T_i) \) with \(|\Gamma| \leq K\) such that \( \langle \{T_i\}_{i=1}^3, \prec \cup \Gamma \rangle \) is plan coordinated.

A yes-certificate for **3-Partite Vertex Cover** is mapped to a yes-certificate for **cMPDP** with fixed \(|A| = 3\) by: \( \Gamma = \{ t_1 \prec t_2 \mid v \in V' \} \). It is easy to see that every selected vertex represents an arc that breaks such a cycle.

A yes-certificate for **cMPDP** on a task network \( \langle \{T_i\}_{i=1}^n, \prec \rangle \) with fixed \(|A| = 3\) is mapped to a yes-certificate for **3-Partite Vertex Cover** by: \( V' = \{ v \mid t_1 \prec t_2 \in \Gamma \} \). It is easy to see that \( V' \) is a vertex cover, because every edge represents a potential cycle and every selected vertex represents an arc that breaks such a cycle.

²The result that **3-Partite Vertex Cover** is **NP**-complete is due to the construction of the reduction given by Poljak (1974) from **Vertex Cover** (Garey and Johnson, 1979).
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Proposition 3.31. cMPDP with fixed $|\mathcal{A}| = c$, with $c \geq 3$, is NP-complete.

Proof. Membership is proven by the fact that a yes-certificate of an cMPDP on a task network $\langle \{T_i\}_{i=1}^n, \prec \rangle$ with fixed $|\mathcal{A}| \geq 3$ instance can be verified in polynomial time (see Lemma 3.29).

Hardness for this class follows from the fact that there exists a polynomial-time reduction from the NP-complete 3-PARTITE VERTEX COVER problem to this problem (see Lemma 3.30).

In Table 3.2, we summarise the complexity results for the subclasses of PDRP and cMPDP with limited number of agents. Notice that the hardness of cMPDP with $|\mathcal{A}| = 2$ remains an open question.

| $|\mathcal{A}|$ | PDRP | cMPDP |
|----------------|------|-------|
| 2              | P    | NP-complete |
| $\geq 3$       | P    |       |

Table 3.2: Complexity of PDRP and cMPDP with limited number of agents.

From this section, we can conclude that PDRP and cMPDP are intractable even when the problem instances are limited to consist of few agents, or tasks per agents.

3.2.3 A Heuristic for Constructing Coordination Sets

Because most subclasses of the plan-decoupling problems are intractable (see Section 3.2.2), we turn to approximation algorithms. However, from previous work (Valk, 2005), we know that the approximability of cMPDP for tasks networks with only precedence constraints is APX-hard. This means that it is unlikely that there exists a polynomial-time algorithm for it with a performance ratio that is bounded by a constant. Nevertheless, coordination sets need to be constructable in polynomial time in order to guarantee timely plan coordination. In this section, we formulate a polynomial-time heuristic for constructing coordination sets.

As far as we know, it is currently the best heuristic for constructing coordination sets for the plan-decoupling problem.

A Depth-Partitioning Heuristic

Now, we will describe a depth-partitioning algorithm for constructing a coordination set. This coordination set is sufficient, but not necessarily minimal. This algorithm constructs such a coordination set by assigning a depth value $\text{depth}(t)$ to each time-point variable, and adding precedence constraints between each pair of variables (belonging to the same agent) with a different depth value. Two time-point variables with a precedence constraint between them $t \prec t'$ must have different depth values $\text{depth}(t) < \text{depth}(t')$, while two synchronised time-point variables $t \equiv t'$ must have
Algorithm 1 Depth-Partitioning Algorithm.

1. Take the task \(\langle\{T_i\}_{i=1}^n, \prec, \equiv\rangle\) and construct the depth partitions \(T^d_i = \{t \in \bigcup_{i=1}^n T_i \mid \text{depth}(t) = d\}\) of time-point variables having the same depth. Here, the depth \(\text{depth}(t)\) is defined as: If \(t\) does not have any predecessors in \(\prec\) then \(\text{depth}(t) = 1\), else \(\text{depth}(t) = \max(1 + \max\{\text{depth}(t') \mid t' \prec t\}, \max\{\text{depth}(t') \mid t' \equiv t\})\).

2. For all \(i, d\), construct the partitions \(T^d_i = T^d \cap T_i\).

3. For all \(i\), construct the sequence \(\langle T^{d_1}_i, T^{d_2}_i, \ldots, T^{d_k}_i\rangle\) of all (non-empty) partitions \(T^{d_j}_i\) of \(T_i\) sorted in increasing values of the depth value \(d_j\).

4. For all \(i\), construct \(\Gamma^{\prec}_i = \bigcup_{j=1}^{k-1} (T^{d_j}_i \times T^{d_{j+1}}_i) \setminus \prec_i\) (i.e., add a precedence constraint between each pair of time-point variables from subsequent depth partitions, except those that were already constrained).

5. For all \(i\), construct \(\Gamma^{\equiv}_i = \bigcup_{j=1}^k (T^{d_j}_i \times T^{\equiv, d_j}_i) \setminus \equiv_i\) with \(T^{\equiv, d_j}_i = \{t \in T^{d_j}_i \mid \exists t' \not\in T_i : t \equiv t'\}\) (i.e., add a synchronisation constraint between each pair of time-point variable from the same depth partition that are involved in an inter-agent synchronisation constraint, except those that were already constrained).

6. Return \(\Gamma = \bigcup_{i=1}^n \Gamma^{\prec}_i \cup \bigcup_{i=1}^n \Gamma^{\equiv}_i\).

the same depth value \(\text{depth}(t) = \text{depth}(t')\). These relations are required by the inclusion properties of the composition of \(\prec\) and \(\equiv\) (see Section 3.1). We then partition the time-point variables based on their depth values into one partition for each depth value. By adding precedence constraints between the time-point variables from different partitions, all potential partially-directed cycles traversing through precedence constraints are prevented. Although this prevents all partially-directed inter-agent cycles through different partitions, potential conflicts remain that involve synchronisation constraints only. These remaining conflicts must reside within each depth partition (i.e., the involved time-point variables must have the same depth value). To prevent such conflicts, all time-point variables involved in a synchronisation constraint in the same partition are synchronised. This depth-partitioning algorithm for constructing a coordination set can be described as shown in Algorithm 1.

Example 3.32. Applying Algorithm 1 to the plan-uncoordinated qualitative task network depicted in Figure 3.3(a) gives the following. In step 1, the algorithm determines the depth value of each time-point variable, and partitions the time-point variables based on these depth value into the sets \(T^1 = \{t_1^s, t_2^s, t_3^s, t_4^s\}\) and \(T^2 = \{t_1^e, t_2^e, t_3^e, t_4^e\}\). In steps 2 and 3, the algorithm partitions each partition of time-point variables based on the agents they belong to, and orders all non-empty sets with increasing depth value. For agent \(A_1\), these steps result in \(\langle\{t_1^s, t_4^s\}, \{t_1^e, t_4^e\}\rangle\). In
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step 4, a precedence constraint is added between a pair of time-point variables from subsequent depth partitions when no such constraint exists in the task network. For agent $A_1$, this results in the set $\Gamma_1^\succ = \{ t_1^* < t_4^*, t_4^* < t_1^* \}$ (i.e., the dashed arcs). In step 5, the algorithm adds a synchronisation constraint between each pair of time-point variables in the same depth partition and that are involved in an inter-agent synchronisation constraint, except for those constraints that already exist in the task network. For agent $A_1$, this results in the set $\Gamma_1^\equiv = \{ t_1^* \equiv t_4^* \}$ (i.e., the dashed edge). Adding these constraints results in the situation depicted in Figure 3.5.

Figure 3.5: Plan decoupling two agents by depth partitioning.

**Remark 3.33.** In Example 3.32, using only those time-point variables that are involved in an inter-agent constraint (i.e., $t_1^*, t_2^*, t_3^*, t_4^*$), the algorithm would have constructed the coordination sets $\Gamma_1^\equiv = \{ t_1^* \equiv t_4^* \}$ and $\Gamma_2^\equiv = \{ t_2^* \equiv t_3^* \}$, which also results in the task network becoming plan coordinated.

In the following proposition, it is proven that generating a coordination set based on this algorithm results in a sufficient—not necessarily minimal—coordination set $\Gamma$.

**Proposition 3.34.** Given a task network $\langle \{ T_i \}_{i=1}^n, , \prec, \equiv \rangle$. Let $\Gamma = \Gamma^\prec \cup \Gamma^\equiv$ be the coordination set constructed according to Algorithm 1. Then the resulting $\langle \{ T_i \}_{i=1}^n, \prec \cup \Gamma^\prec, \equiv \cup \Gamma^\equiv \rangle$ is plan coordinated.

**Proof.** For the sake of contradiction, suppose that the resulting task network $\langle \{ T_i \}_{i=1}^n, \prec \cup \Gamma^\prec, \equiv \cup \Gamma^\equiv \rangle$ does not form a plan decoupling. Then, by Lemma 3.17, some partially-directed cycle $c = \langle t_1, t_2, \ldots, t_m, t_1 \rangle$ must exist. Such a cycle consists of subsequences of time-point variables belonging to a single agent (intra-agent paths) and subsequences of time-point variables belonging to different agents (inter-agent paths).

First, note that, due to the construction of every set $\Gamma_i$, for every subsequence $\langle t_h, t_{h+1} \rangle$ of an intra-agent path $\langle t_j, \ldots, t_k \rangle$ of agent $A_i$, it must hold that

$$\text{depth}(t_h) \leq \text{depth}(t_{h+1}). \quad (3.1)$$

Otherwise, $\text{depth}(t_h) > \text{depth}(t_{h+1})$ would imply that $t_{h+1} < t_h \in \Gamma_i^\succ$, and, therefore, together with either the planned $t_h \prec^* t_{h+1}$ or $t_h \equiv^* t_{h+1}$ would create a local partially-directed cycle.
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Second, for every inter-agent subsequence \(⟨t_h, t_{h+1}⟩\) of the partially-directed cycle \(c\), it must hold that either \(t_h \prec t_{h+1}\) or \(t_h \equiv t_{h+1}\). According to Algorithm 1, this must imply that \(\text{depth}(t_h) = \text{depth}(t_{h+1})\) or \(\text{depth}(t_h) < \text{depth}(t_{h+1})\), respectively.

Hence, we conclude that the depths \(\text{depth}(t_i)\) of the time points \(t_i\) in the partially-directed cycle \(c\) starting with \(\text{depth}(t_1)\) constitute a monotonically non-decreasing sequence. But this immediately implies that \(\text{depth}(t_1) = \text{depth}(t_2) = \cdots = \text{depth}(t_m)\). Therefore, since \(c\) is a partially-directed cycle, there must exist a subsequence \(⟨t_h, t_{h+1}⟩\) such that either \(t_h \prec_{\text{inter}} t_{h+1}\) or \(t_h \prec^* t_{h+1}\) such that \(\text{depth}(t_h) = \text{depth}(t_{h+1})\). Clearly, \(t_h \prec_{\text{inter}} t_{h+1}\) implies \(\text{depth}(t_h) < \text{depth}(t_{h+1})\) since \(\prec_{\text{inter}} \subseteq \prec\). Hence, there exists an agent plan \(π_i\) containing a tuple \(t_h \prec^* t_{h+1}\) such that \(\text{depth}(t_h) = \text{depth}(t_{h+1})\). Let \(⟨t_j, \ldots, t_h, t_{h+1}, \ldots, t_{j'}⟩\) be the maximal intra-agent path containing both \(t_h\) and \(t_{h+1}\). Then, by construction of the set \(Γ_i\), this implies that not both \(t_j\) and \(t_{j'}\) occur in \(T_i^{\equiv k}\) for any \(k\), since this would imply that the depth of all time-point variables in between them would be equal to \(k\) preventing \(t_h \prec^* t_{h+1}\). Hence, at least \(t_j\) has a \(\prec\)-predecessor \(t'_{j'}\) or \(t_{j'}\) has a \(\prec\)-successor \(t'_{j'}\). In both cases, \(c\) contains an occurrence of an inter-agent constraint \(\prec_{\text{inter}}\) implying that either \(\text{depth}(t'_{j'}) < \text{depth}(t_j)\) or \(\text{depth}(t_{j'}) < \text{depth}(t'_{j'})\), contradicting the fact that \(\text{depth}(t) = \text{depth}(t')\) should hold for every pair \(t, t'\) occurring in the cycle. Hence, such a partially-directed cycle cannot exist, and, therefore, the resulting task is plan coordinated.

Before constructing a coordination set for the problem instance, we can do some preprocessing to remove parts of the task network that cannot be part of any conflict requiring coordination. For instance, all those agents that cannot extend their sets of local constraints such that a partially-directed inter-agent cycle might result can be discarded. Besides agents that are not involved in any inter-agent constraints, this class includes two other types of agents: (i) those with only outgoing or only incoming precedence constraints, and (ii) those with only exactly one inter-agent synchronisation constraint. Note that removing these agents together with their inter-agent constraints might result in a new situation where other agents can be excluded, because they cannot construct part of a directed inter-agent cycle. Hence, removing such agents should be done iteratively until no agents can be removed again.

Furthermore, some time-point variables might be used to increase the length of a partially-directed inter-agent cycle. However, when the smaller cycle is prevented, it follows that the larger inter-agent cycle is also prevent. Hence, for achieving plan coordination, only those time-point variables need to be considered that are involved in an inter-agent constraint.

**Example 3.35.** Consider the task network depicted in Figure 3.6. Here, four agents are shown with multiple inter-agent constraints between them. However, agent \(A_4\) only has incoming precedence constraints, and does, therefore, not need to be considered. But then agent \(A_3\) can also be removed because it now has only incoming constraints. Therefore, there only is a real plan-coordination problem between agents \(A_1\) and \(A_2\).
Let us define a condensed task network as the network where the above, and possibly other, irrelevant parts are removed. Then a coordination set for the condensed task network also is a solution for that problem for the original task network. Note that this analysis is not meant to be exhaustive, nor did we strive to achieve this. Moreover, these remarks do not change any of the general complexity results above, but are more of a practical use.

3.3 Discussion

In this chapter, we studied plan decoupling of a set of tasks constrained by qualitative-temporal constraints, called a qualitative task network. First, we defined these qualitative task networks for representing an assigned set of primitive tasks. We represent each task by means of its start and end point, and allow these time-point variables to be constrained with precedence and synchronisation constraints.

In these qualitative task networks, we identified the plan-coordination problem that arises when allowing all agents to construct locally-consistent plans. We defined two variants of the plan-decoupling problem for constructing either a subset-minimal or a cardinal-minimal coordination set. In this framework, we gave proofs for the computational complexity of the plan-decoupling problems. It turned out that the decision problems for both variants are intractable in general. We showed that the complexity of the problems does not increase when also allowing synchronisation constraints compared with allowing precedence constraints only (see previous work by Valk (2005)). We also studied the complexity of subclasses where the number of agents or the number of tasks per agent is limited. These subclasses were shown to remain intractable. Finally, we were able to formulate a polynomial-time heuristic for constructing a plan decoupling, for which we provided a proof of correctness.

Plan decoupling guarantees the existence of a joint dispatching for executing the joint plan. However, it does not give any guarantees with respect to the quality of these joint dispatchings, nor on the quality of the dispatchings of the constructed local plans.

For future work, more involved variants of the plan-decoupling problems should be studied that guarantee other system properties besides plan coordination. For
instance, a coordinator might want to coordinate his agents in such a way that a joint dispatching is not only guaranteed to exist, but is guaranteed to have a minimum makespan (i.e., the time required for executing the plan). Such a variant is likely to be important for practical applicability, because a shorter makespan is likely to be desired by organisations.
Chapter 4

Decoupling Quantitative Task Networks

In the previous chapter, we studied plan decoupling as a plan-coordination mechanism that is acceptable for self-interested agents that have to complete a set of tasks with qualitative-temporal constraints. By decoupling such a qualitative task network, the agents are enabled to construct plans (i.e., add qualitative constraints) for their own parts of the task network independently from each other, while being guaranteed that their constructed plans are not in conflict with each other.

However, in many real-life situations, task-based planning problems need to be solved for completing a set of tasks that are also constrained by additional quantitative-temporal information, such as task durations and time windows. One problem in which such quantitative-temporal constraints are used is that of aircraft ground handling discussed in Section 1.1.1. There, aircraft need servicing agents to complete sets of ground-handling tasks (e.g., (de)boarding passengers and cabin cleaning) that are constrained by a precedence relation (e.g., deboarding before boarding). In addition, all ground-handling tasks for a certain aircraft have to be completed in a time window (e.g., between 05:30 and 07:20). Clearly, when such quantitative-temporal constraints are needed, the framework of the previous chapter does not suffice.

In order to complete the constrained set of tasks, the agents need to construct plans and schedules for it. As such, constructing plans and schedules can be regarded as adding qualitative- and quantitative-temporal constraints to the task network, respectively, similar to what we have seen in the previous chapter. For instance, consider a refuelling agent that has to complete two tasks $R(plane1), R(plane2)$ between 05:50 and 06:40, where each task requires 10 to 20 minutes to complete. The agent can construct a plan that adds the qualitative-temporal constraint $R(plane1)$ before $R(plane2)$. A schedule for it might be to execute task $R(plane1)$ between 05:55 and 06:10, and task $R(plane2)$ between 06:20 and 06:40 (i.e., the quantitative-temporal constraints to be satisfied). Like we have seen in the previous chapter, it must be guaranteed that the task network remains consistent after adding these qualitative- and quantitative-temporal constraints.
Here, two coordination problems arise, which we call the plan-coordination problem and the schedule-coordination problem. The plan-coordination problem arises when locally-consistent plans together might not allow a dispatching (e.g., when the precedence relation contains a cycle). The schedule-coordination problem arises when locally-consistent schedules might not be compatible with each other (i.e., there exists no dispatching that satisfies both). For instance, consider two tasks $\tau_1, \tau_2$ need to be completed between 05:50 and 06:40 by two agents $A_1, A_2$, where task $\tau_1$ is assigned to $A_1$ and task $\tau_2$ to $A_2$. When these tasks take 5 minutes each and need to be executed in the order $\tau_1$ before $\tau_2$, a conflict arises when $A_1$ constructs the schedule to execute task $\tau_1$ between 06:15 and 06:25 and agent $A_2$ schedules its task between 06:05 and 06:12.

For solving these coordination problems, we take an a-priori coordination-by-design approach. The idea is to achieve plan/schedule coordination by changing the original problem instance by adding a set of constraints, called a coordination set.

As we explained in Chapter 1, we propose a three-phase approach for completing a set of tasks. These phases are, in sequence, a (strategic) planning phase, a (tactical) scheduling phase, and an (operational) dispatching phase. In the planning phase, we enable agents to express their preferences on the execution order of their assigned tasks (i.e., they can add qualitative-temporal constraints). In the scheduling phase, we enable agents to add their preferences on the execution times of their assigned tasks (i.e., they can add quantitative-temporal constraints). Here, plan and schedule decoupling are used to coordinate at the beginning of the planning and scheduling phase, respectively. Finally, in the dispatching phase, the agents need to construct dispatchings that satisfy all expressed preferences (i.e., the qualitative- and quantitative-temporal constraints). To enable agents to independently construct dispatchings for their assigned tasks, temporal decoupling (Hunsberger, 2002) is available as an a-priori coordination-by-design approach (see Section 2.3.2).

The goal of this chapter is to study plan- and schedule-coordination problems for task networks with quantitative-temporal constraints. Here, we extend the applicability of plan decoupling to a more expressive framework (i.e., task networks with quantitative-temporal constraints), and extend the decoupling approach to allow agents to independently add more expressive constraints (i.e., quantitative-temporal constraints). More specifically, we are interested in comparing the computational complexity of plan decoupling in this quantitative-temporal framework (i) to schedule decoupling, and (ii) to plan decoupling in the qualitative-temporal framework of the previous chapter. Therefore, we require that the qualitative-temporal framework can be embedded in the quantitative-temporal framework used in this chapter. Finally, we want to determine the relation between the plan- and schedule-coordination problem.

This chapter is structured as follows. In Section 4.1, we define a framework for specifying sets of quantitatively-constrained tasks that are assigned to agents, which framework extends the qualitative task network of the previous chapter. In Section 4.2, we define and study plan decoupling as an a-priori coordination mechanism for independently adding qualitative-temporal constraints. In Section 4.3,
we study the schedule coordination that is needed when allowing agents to independently add quantitative-temporal constraints (subsuming qualitative-temporal constraints). In Section 4.4, we define dispatch coordination and study its relation to schedule coordination. In Section 4.5, we study the relation between plan and schedule coordination. We conclude this chapter by discussing the applicability of the described approach, and provide directions for future work in Section 4.6.

4.1 Quantitative Task Networks

In the previous chapter, we considered task networks consisting of qualitative-temporal constraints. In practice, however, a more expressive framework is needed that allows quantitative-temporal constraints to be used, such as

- **Time windows**
  Deadlines are often imposed before which tasks need to be completed, or intervals within which tasks need to be completed (e.g., between 09:00 and 17:00).

- **Task durations**
  Duration of a task can often be estimated (e.g., travelling time during rush hour), or is exactly known (e.g., boil the egg for 4 minutes).

- **Task separation times**
  Some tasks are not allowed to take place too close in time (e.g., minimum distance between ships loaded with inflammable chemicals).

Although other—more general—types of quantitative constraints can be thought of (e.g., disjunctions of time windows as used in temporal constraint satisfaction problems (Dechter et al., 1991)), we will focus on the listed types of constraints.

In this section, we will present a quantitative task network called the *simple temporal task network* (STTN), which extends the qualitative-task network formalism discussed in the previous chapter to allow time windows, task durations, and task separation times.

**Simple Temporal Task Networks**

We consider simple task networks \( T, C \) consisting of a set of elementary tasks \( T = \{ \tau_1, \tau_2, \ldots, \tau_k \} \) that are constrained by a set of temporal constraints \( C \). Each task \( \tau \in T \) is represented as an ordered pair of time-point variables \((t^s, t^e)\), with \( t^s \) being the start and \( t^e \) being the end of the execution of the task \( \tau \), and each set of tasks \( T \) is represented by its set of time-point variables \( T = \{ t^s, t^e \mid \tau \in T \} \).

In order to constrain the execution of a task to a time window, each time-point variable \( t \) is constrained to an interval \( I(t) = [lb(t), ub(t)] \), with \( lb(t) \leq ub(t) \), \( lb(t) \in \mathbb{Q} \cup \{-\infty\} \) and \( ub(t) \in \mathbb{Q} \cup \{\infty\} \). The most relaxed interval \((-\infty, \infty)\) is called the *universal time window*. 
In order to constrain task duration and task separation times, a function $C : T \times T \rightarrow \mathbb{Q} \cup \{\infty\}$ is defined that specifies an upper bound on the temporal distance for every ordered pair of time-point variables. For any ordered pair of time points $t_i, t_j$, the constraint $t_j - t_i \leq \delta_{ij}^+$ specifies an upper bound on the temporal distance between the time-point variables. A lower bound constraint $\delta_{ij}^\leq t_j - t_i$ on the temporal distance between any ordered pair of time points $t_i, t_j$ can be specified as an upper bound constraint on the reversed order $t_i - t_j \leq \delta_{ji}^+$. To improve readability, we write $t_j - t_i \in [\delta_{ij}^-, \delta_{ij}^+]$ for the constraint on the distance from $t_i$ to $t_j$.

**Example 4.1.** Consider two tasks $\tau_1, \tau_2$ that each require between 20 and 30 minutes. Furthermore, these tasks need to be executed in sequence $\tau_1$ before $\tau_2$ in the time window 06:00 and 07:15, where the tasks have a minimum separation time of 5 minutes (i.e., task $\tau_2$ must start at least 5 minutes after the completion of task $\tau_1$).

This situation can be represented as an STTN as follows. The durations of tasks $\tau_1 = (t_1^\tau, t_2^\tau)$ and task $\tau_2 = (t_1^\nu, t_2^\nu)$ are constrained by $t_1^\tau - t_1^\nu \in [20, 30]$ and $t_2^\nu - t_2^\tau \in [20, 30]$, respectively. We represent the minimum separation time by the constraint $t_2^\nu - t_1^\tau \in [5, \infty]$ (i.e., $t_1^\tau - t_2^\nu \leq -5$). The temporal distance of all other ordered pairs of time-point variables $(t_i, t_{ij})$ is constrained by $t_j - t_i \in [-\infty, \infty]$. Finally, we constrain the execution times of all time-point variables by $\forall t \in \{t_1^\tau, t_2^\nu, t_1^\nu, t_2^\tau\} : I(t) = [0, 75]$, representing 06:00 by the value 0.

Furthermore, we assume the set of tasks to be partitioned $T = \{T_i\}_{i=1}^n$ such that each partition $T_i$ is assigned to agent $A_i$. Now, each agent $A_i$ is responsible for completing its sub-task network $(T_i, C_i, I_i)$ induced by the task allocation, while it is the agents’ joint responsibility to meet the inter-agent constraints $C_{inter}$.

The STTN can thus be represented as the tuple $\langle\{\langle T_i, C_i, I_i \rangle\}_{i=1}^n, C_{inter}\rangle$.

Similar to Definition 3.6, we define a solution to an STTN, which we refer to as a dispatching, as a value assignment $\nu$ for all time-point variables that satisfies all constraints.

**Definition 4.2 (Dispatching).** A dispatching $\nu$ for an STTN $S = \langle T, C, I \rangle$ is a function $\nu : T \rightarrow \mathbb{Q}$ such that:

1. $\forall t \in T : \nu(t) \in I(t)$, and

2. $\forall t_i, t_j \in T : c_{ij} : t_j - t_i \leq \delta_{ij} \in C$ implies $\nu(t_j) - \nu(t_i) \leq \delta_{ij}$.

An STTN is called consistent, when there exists at least one dispatching $\nu$ for it. In order to check the consistency of an STTN, we can make use of the relation with the STN (Dechter et al., 1991) formalism.\footnote{It is well known (Dechter et al., 1991) that an STN is consistent if, and only if, its associated distance graph does not have any negative cycles. Moreover, there exist polynomial-time procedures for deciding the consistency and finding a dispatching $\nu$ for an STN (Dechter et al., 1991).}

An unpartitioned STTN $\langle T, C, I \rangle$ can be translated into an STN\footnote{Despite the fact that STTNS are subsumed by STNs, we prefer using STTN notation due to the similarity with the notation used in the framework for qualitative-temporal task networks.} $\langle T', C' \rangle$ by adding a fixed-reference point $z$ to the set of time-point variables (i.e., $T' = T \cup \{z\}$),
and translating each time window $I(t) = [lb(t), ub(t)]$ to constraints between $z$ and $t$ (i.e., $z - t \leq -lb(t)$ and $t - z \leq ub(t)$). Hence, the available techniques and results from the STN literature can be used for STTNs.

An STTN $\langle \{T_i\}_{i=1}^n, C, I \rangle$ can be represented as a partitioned labelled directed graph $G = (\{T_i\}_{i=1}^n, A)$. Here, each vertex $t_i$ is a direct representative of the corresponding time-point variable, and a (directed) arc $(t_i, t_j)$ is labelled $[\delta_{ij}^-, \delta_{ij}^+]$ to represent the constraint $t_j - t_i \in [\delta_{ij}^-, \delta_{ij}^+]$. Furthermore, each vertex $t_i$ is labelled with the time window $I(t_i)$ of the time-point variable it represents.

A similar representation can be obtained by first translating the STN to an STN, which can then be represented as a labelled directed graph, which is called the distance graph (Dechter, 2003). In this representation, each vertex represents a time-point variable, and a (directed) arc $(t_i, t_j)$ is labelled $\delta_{ij}^+$ for the constraint $t_j - t_i \leq \delta_{ij}^+$. Although this distance-graph representation is commonly used in the STN-related literature, we prefer the former interval notation for STTNs because it requires fewer arcs.

In the remainder of this thesis, we assume that all constraints in the STTN are the strongest implied constraints. In the STN literature, such a network is called a minimal network in which each pair of time-point variables is constrained by the strongest implied constraint (Dechter, 2003). It is well known that such a minimal network can be obtained by applying an all-pair shortest-path (APSP) algorithm to the distance graph (Cormen et al., 1990; Dechter et al., 1991). For more information, we refer the reader to the cited literature. In the remainder, we assume the constraints in each STTN to be the strongest implied constraints, which can be obtained by translating the STTN into an STN, apply an APSP algorithm, and updating the STTN based on the STN’s minimal network.

### 4.1.1 Plans in STTNs

Agents need to construct (temporal) plans for executing their assigned sets of tasks. Planning is the act of imposing ordering constraints (i.e., qualitative constraints) on tasks compatible with the existing constraints. Therefore, in the previous chapter, we defined plans for qualitative task networks as extensions of the existing precedence and synchronisation relations. This idea will also be used to define plans in quantitative-temporal networks.

First, we show how a qualitative task network of the previous chapter is translated into an STTN. Thereafter, we define a plan for an STTN and show that this extends the definition of a plan for a qualitative task network.

Given a qualitative task network $\langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle$, we can construct an equivalent STTN $\langle \{T_i\}_{i=1}^n, C, I \rangle$. Here, we assume an $\epsilon > 0$ to be available that represents the smallest temporal difference possible between two time-point variables in the system used.

1. The partitioned set of time-point variables $\{T_i\}_{i=1}^n$ coincides with that of the qualitative task network.
2. To encode the ordering relations $\prec$, $\equiv$, we define the temporal-distance function $\mathcal{C}$ for every ordered pair $(t_i, t_j)$ as follows:

(a) $c_{ij} : t_j - t_i \leq -\epsilon$ if $t_j < t_i$,
(b) $c_{ij} : t_j - t_i \leq 0$ if $t_j \equiv t_i$,
(c) $c_{ij} : t_j - t_i \leq \infty$ otherwise.

3. Because no earliest starting time or deadline restrictions are imposed on the time-point variables, we only have universal time windows: $\forall t \in T_i : I(t) = (-\infty, \infty)$.

Because planning involves adding ordering and synchronisation constraints, we need to define what it means to add such a constraint to an STTN. For this purpose, we consider a single temporal-distance constraint $c_{ij}$ for an ordered pair $(t_i, t_j)$. Recall that, in an STTN, there exists a temporal-distance constraint $c_{ij} : t_j - t_i \leq \delta_{ij}$ for every ordered pair of time-point variables $(t_i, t_j)$. In an STTN, adding a qualitative-temporal constraint between time-point variables $t_i, t_j$ is achieved by tightening the constraint $c_{ij}$, called a qualitative refinement, as follows.

Imposing a qualitative-temporal constraint $t_j \prec t_i$ or $t_j \equiv t_i$ corresponds to the following qualitative refinements.

1. $t_j \prec t_i$ corresponds to $c_{ij} : t_j - t_i \leq -\epsilon$, and
2. $t_j \equiv t_i$ corresponds to $c_{ij} : t_j - t_i \leq 0$ and $c_{ji} : t_i - t_j \leq 0$.

**Definition 4.3 (Qualitative refinement).** A qualitative refinement of a constraint $c_{ij} : t_j - t_i \leq \delta_{ij} \in \mathcal{C}$ in an STTN $\mathcal{S} = \langle T, \mathcal{C}, I \rangle$ is a tightening $c'_{ij} : t_j - t_i \leq \delta'_{ij}$, with $\delta'_{ij} \in \{-\epsilon, 0\}$ and $\delta'_{ij} < \delta_{ij}$.

A qualitative refinement of an STTN $\mathcal{S} = \langle T, \mathcal{C}, I \rangle$ is an STTN $\mathcal{S}' = \langle T, \mathcal{C}', I \rangle$ such that each constraint $c'_{ij} \in \mathcal{C}'$ is either equal to the original constraint $c_{ij} \in \mathcal{C}$, or is a qualitative refinement thereof. Note that making such a qualitative refinement is similar to adding qualitative constraints in a qualitative task network of the previous chapter (i.e., constructing a plan). Therefore, we define a plan $\mathcal{C}^\pi$ for an STTN $\mathcal{S}$ as follows.

**Definition 4.4 (Plan).** A plan $\mathcal{C}^\pi$ for an STTN $\mathcal{S} = \langle T, \mathcal{C}, I \rangle$ is a set of constraints for which it holds that each constraint $c'_{ij} \in \mathcal{C}^\pi$ is either equal to the original constraint $c_{ij} \in \mathcal{C}$, or $c'_{ij}$ is a qualitative refinement of the constraint $c_{ij} \in \mathcal{C}$.

A plan $\mathcal{C}^\pi$ for an STTN $\mathcal{S} = \langle T, \mathcal{C}, I \rangle$ is consistent, when there exists a dispatching for the STTN $\mathcal{S}^\pi = \langle T, \mathcal{C}^\pi, I \rangle$. When such a dispatching does not exist, the plan is inconsistent.

**Remark 4.5.** Of course, it is not always possible to qualitatively refine a constraint. While qualitative-temporal constraints can be added only when no constraint exists between two time-point variables in a qualitative task network, the qualitative-temporal constraints that can be added to an STTN depend on the values of $\delta_{ij}$. For
instance, the constraint \( t_j - t_i \in [-50, 50] \) allows \( t_i < t_j \), \( t_j < t_i \), and \( t_j \equiv t_i \), while the constraint \( t_j - t_i \in [0, 50] \) allows only \( t_i < t_j \) and \( t_j \equiv t_i \).

### 4.1.2 Plan Coordination

In the previous section, we have described what plans can be constructed for completing a quantitative task network. When multiple agents are involved, the tasks are partitioned and assigned to agents such that each agent is capable of completing its set of tasks. However, like in planning for qualitative task networks, this local consistency does not guarantee the consistency of these plans together.
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(a) Example STTN
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(b) Planning conflict

Figure 4.1: Independent planning can result in a conflict.

**Example 4.6.** Consider the STTN depicted in Figure 4.1(a). There are two agents \( A_1 \) and \( A_2 \), each having to complete two quantitatively-constrained tasks. Suppose that each agent decides to construct plans that correspond with adding the precedence constraints as indicated by dashed arrows in Figure 4.1(b), and each agent normalises its set of constraints accordingly. Since the precedence constraints are cyclic, it is not difficult to see that there cannot exist a feasible joint dispatching for this task network.

Note that the conflict given in the example above is closely related to the inter-agent directed cycles that needed to be prevented in the previous chapter. A coordination problem must be solved for ensuring that for each possible *joint plan* \( C^* = \{C^*_i\}^n_{i=1} \), consisting of locally-consistent plans, there exists a *joint dispatching* that also satisfies all constraints in \( C_{\text{inter}} \).

**Definition 4.7 (Joint Dispatching).** A joint dispatching \( \nu = \{\nu_i\}^n_{i=1} \) for an STTN \( \langle \{T_i, C_i, I_i\}^n_{i=1}, C_{\text{inter}} \rangle \) is a function \( \nu : T \rightarrow \mathbb{Q} \) such that:

1. \( \nu_i \) is a dispatching for \( \langle T_i, C_i, I_i \rangle \),
2. \( \forall t : t \in T_i \) implies \( \nu(t) = \nu_i(t) \), and
3. \( \forall t_i \in T_i, t_j \in T_{j \neq i} : c_{ij} : t_j - t_i \leq \delta_{ij} \in C_{\text{inter}} \) implies \( \nu(t_j) - \nu(t_i) \leq \delta_{ij} \).
Similar to joint plan consistency in qualitative task networks, we define a joint plan to be consistent when there exists a joint dispatching for it (cf. Definition 3.10).

**Definition 4.8 (Joint Plan Consistency).** A joint plan \( \{C^\pi_i\}_{i=1}^n \) for STTN \( \langle\{(T_i, C_i, I_i)\}_{i=1}^n, C_{inter}\rangle \) is called consistent if there exists a joint dispatching \( \nu \) for \( \langle\{(T_i, C^\pi_i, I_i)\}_{i=1}^n, C_{inter}\rangle \).

Similar to plan coordination in qualitative task networks, we call an STTN \( S \) to be plan coordinated when the joint plan consistency is guaranteed for every combination of locally-consistent plans (cf. Definition 3.11).

**Definition 4.9 (Plan Coordination).** An STTN \( S = \langle\{(T_i, C_i, I_i)\}_{i=1}^n, C_{inter}\rangle \) is called plan coordinated when the joint plan \( C^\pi = \{C^\pi_i\}_{i=1}^n \) is consistent, for every set \( \{C^\pi_i\}_{i=1}^n \) of locally-consistent plans \( C^\pi_i \).

### 4.2 Plan Decoupling in STTNs

In the previous section, a framework was presented for describing quantitative task networks (i.e., STTNs) that are assigned to a set of agents. We showed that a plan-coordination problem may arise when these agents construct plans for their sets of tasks, even when all plans are locally consistent. We solve this plan-coordination problem by constructing a plan decoupling of the task network.

**Definition 4.10 (Plan Decoupling).** A plan decoupling for an STTN \( \langle\{(T_i, C_i, I_i)\}_{i=1}^n, C_{inter}\rangle \) is an STTN \( \langle\{(T_i, C'_i, I_i)\}_{i=1}^n, C_{inter}\rangle \), such that

1. each \( (T_i, C'_i, I_i) \) is a qualitative-refined sub-task network of \( (T_i, C_i, I_i) \), and
2. the STTN \( \langle\{(T_i, C'_i, I_i)\}_{i=1}^n, C_{inter}\rangle \) is plan coordinated.

Like plan decoupling of qualitative task networks, we intend to achieve a plan decoupling of an STTN by adding a coordination set \( \Gamma = \bigcup_{t=1}^n \Gamma_t^\prec \cup \bigcup_{t=1}^n \Gamma_t^\equiv \), with \( \Gamma_t^\prec \subseteq T_t \times T_t \) and \( \Gamma_t^\equiv \subseteq T_t \times T_t \). For each sub-task network \( (T_i, C_i, I_i) \), adding the set of constraints \( \Gamma_i = \Gamma_i^\prec \cup \Gamma_i^\equiv \) results in the qualitatively-refined sub-task network \( \langle T_i, C'_i, I_i \rangle \), where each constraint in \( \Gamma_t \) is used in a qualitative refinement in \( C'_i \).

Such a coordination set is guaranteed to exist for every consistent STTN.

**Proposition 4.11.** For every consistent STTN \( S = \langle\{(T_i, C_i, I_i)\}_{i=1}^n, C_{inter}\rangle \), there exists a coordination set \( \Gamma = \bigcup_{t=1}^n \Gamma_t^\prec \cup \bigcup_{t=1}^n \Gamma_t^\equiv \) such that \( \langle\{(T_i, C'_i, I_i)\}_{i=1}^n, C_{inter}\rangle \) forms a plan decoupling.

**Proof.** Consider an STTN \( S = \langle\{(T_i, C_i, I_i)\}_{i=1}^n, C_{inter}\rangle \). Since \( S \) is consistent, there exists at least one dispatching \( \nu \) for it. Let us define the sets

- \( \prec^* = \{ t - t' \leq -\epsilon \mid \nu(t) < \nu(t') \} \), and
- \( \equiv^* = \{ t - t' \leq 0 \mid \nu(t) = \nu(t') \} \).
4.2. PLAN DECOUPLING IN STTNs

Here, $\prec^* \cup \equiv^*$ defines a total ordering on the set of time-point variables $\{T_i\}_{i=1}^n$ (i.e., between each pair of time-point variables there exists a constraint in either $\prec^*$ or $\equiv^*$).

Consider the qualitatively-refined sub-task network $S'_i = \langle T_i, C'_i, I_i \rangle$ of sub-task network $S_i$, where the following sets of qualitative constraints are used in the qualitative refinements in $C'_i$.

- $\prec^*_i = (\prec^* \cap (T_i \times T_i))$, and
- $\equiv^*_i = (\equiv^* \cap (T_i \times T_i))$.

Because $\prec^*_i \cup \equiv^*_i$ defines a total ordering on the set of time-point variables $T_i$, $C'_i$ defines a total ordering on $T_i$. Hence, there are no further qualitative refinements in any sub-task network possible, such that agent $A_i$ constructs the plan $C_i^\pi = C'_i$.

Clearly, the joint plan $C^\pi = \{C'_i\}_{i=1}^n$ is consistent, since it allows the dispatching $\nu$.

The coordination set can now be constructed as $\Gamma = \bigcup_{i=1}^n \Gamma^\prec_i \cup \bigcup_{i=1}^n \Gamma^\equiv_i$, with $\Gamma^\prec_i = \prec^*_i$ and $\Gamma^\equiv_i = \equiv^*_i$.

Now that we are guaranteed that there always exists a coordination set that plan decouples an STTN, we can define the STTN PLAN-DECOUPLING PROBLEM (STTN-PDP) which is the problem of finding such a set.

**STTN Plan-Decoupling Problem (STTN-PDP)**

Find a coordination set $\Gamma = \bigcup_{i=1}^n \Gamma^\prec_i \cup \bigcup_{i=1}^n \Gamma^\equiv_i$ for an STTN $\langle\{\langle T_i, C_i, I_i \rangle\}_{i=1}^n, C_{inter} \rangle$, such that $\langle\{\langle T_i, C_i^\Gamma, I_i \rangle\}_{i=1}^n, C_{inter} \rangle$ is a plan decoupling.

**Corollary 4.12.** STTN-PDP can be solved in polynomial time.

*Proof.* For any consistent STTN $S$, a dispatching $\nu$ can be found in polynomial time by translating it to an equivalent STN for which a solution can be found in polynomial time. Then, a coordination set can be found by following the construction used in the proof of Proposition 4.11. Because this construction is done in polynomial time, the corollary follows.

Now that we know that an arbitrary coordination set can be found in polynomial time, we continue with studying the complexity of the variant where the coordination set must consist of a minimum number of constraints.

We will define and study a recognition and a construction variant for plan decoupling in STTNs. These problems for STTN are related to their counterparts for qualitative task networks, which we defined and studied in Section 3.2.1. The first variant is the recognition variant of plan decoupling in STTNs, called STTN PLAN-DECOUPLING RECOGNITION PROBLEM (STTN-PDRP), which is defined formally as follows.
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STTN Plan-Decoupling Recognition Problem (STTN-PDRP)

INSTANCE: An STTN \( \langle \{ (T_i, C_i, I_i) \}^{n}_{i=1}, C_{\text{inter}} \rangle \) and a set of constraints \( \Gamma = \bigcup_{i=1}^{n} \Gamma_i^{\prec} \cup \bigcup_{i=1}^{n} \Gamma_i^{\equiv} \).

QUESTION: Does it hold that the qualitatively-refined STTN \( \langle \{ (T_i, C_i^\Gamma_i, I_i) \}^{n}_{i=1}, C_{\text{inter}} \rangle \) is plan coordinated?

Proposition 4.13. STTN-PDRP is coNP-complete.

Proof. Membership is due to the fact that a no-certificate can be verified in polynomial time. Such a no-certificate consists of a set of qualitative refinements that can be added to the STTN \( S' = \langle \{ (T_i, C_i^\Gamma_i, I_i) \}^{n}_{i=1}, C_{\text{inter}} \rangle \) in polynomial time such that each qualitatively-refined sub-task network \( S_i^\Gamma \) of agent \( A_i \) remains consistent while the qualitatively-refined STTN \( S'' \) of STTN \( S' \) has become inconsistent. Checking the consistency of each refined sub-task network \( S_i^\Gamma \) as well as the inconsistency of the STTN \( S'' \) can be done in polynomial time (Dechter, 2003).

Hardness is due to qualitative task networks (discussed in Chapter 3) being subsumed by STTNs, and that the plan-recognition problem for the former has been proven to be coNP-complete (see Proposition 3.22).

In general, a plan-decoupling problem remains to be solved for an STTN \( S \). Here, we want to achieve a plan decoupling by finding a coordination set \( \Gamma = \bigcup_{i=1}^{n} \Gamma_i^{\prec} \cup \bigcup_{i=1}^{n} \Gamma_i^{\equiv} \) with a minimum number of constraints. The constraints in this coordination set are used to determine the qualitatively-refined task network \( S' = \langle \{ (T_i, C_i^\Gamma_i, I_i) \}^{n}_{i=1}, C_{\text{inter}} \rangle \) which is plan coordinated. The problem of finding such a smallest coordination set is called the STTN CARDINAL-MINIMAL PLAN-DECOUPLING PROBLEM (STTN-cMPDP), for which we define the decision variant as follows.

Decision variant of the STTN-cMPDP

INSTANCE: An STTN \( \langle \{ (T_i, C_i, I_i) \}^{n}_{i=1}, C_{\text{inter}} \rangle \) and a positive integer \( K \).

QUESTION: Does there exist a coordination set \( \Gamma = \bigcup_{i=1}^{n} \Gamma_i^{\prec} \cup \bigcup_{i=1}^{n} \Gamma_i^{\equiv} \) with \( |\Gamma| \leq K \) such that the qualitatively-refined STTN \( \langle \{ (T_i, C_i^\Gamma_i, I_i) \}^{n}_{i=1}, C_{\text{inter}} \rangle \) is plan coordinated?

Proposition 4.14. STTN-cMPDP is \( \Sigma_2^p \)-complete.

Proof. Membership is due to the fact that a yes-certificate can be verified in non deterministic polynomial time: Given an instance \( S = \langle \{ (T_i, C_i, I_i) \}^{n}_{i=1}, C_{\text{inter}} \rangle \). Non-deterministically choose a coordination set \( \Gamma \) of at most \( K \) qualitative refinements and check (in polynomial time) that the STTN \( S' \) resulting from qualitatively refining \( C \) with this coordination set is consistent. Now, verify in polynomial time whether \( S' = \langle \{ (T_i, C_i^\Gamma_i, I_i) \}^{n}_{i=1}, C_{\text{inter}} \rangle \) is an STTN-PDRP yes-instance using an STTN-PDRP-oracle. Since such an oracle is a coNP-oracle, the problem is in \( \text{NP}^{\text{coNP}} = \Sigma_2^p \).
Hardness is due to qualitative task networks being subsumed by STTNs, hence, the cardinal-minimal plan-decoupling problem for qualitative task networks is a special case of the STTN-cMPDP. Therefore, the problem is $\Sigma_2^p$-complete (see Proposition 3.25).

In this section, we extended the applicability of plan decoupling to STTNs. We have shown that, despite the added expressiveness of the task network, the plan-decoupling problems do not increase in terms of computational complexity in comparison with their counterparts for qualitative task networks.

### 4.3 Schedule Coordination

In the previous section, we studied plan decoupling in STTNs. Plan decoupling an STTN allows the agents to independently construct locally-consistent plans, while being guaranteed that their joint plan is consistent. Besides independent planning, self-interested agents want to construct schedules for completing their sets of tasks. Similar to the plan-coordination problem, we need to guarantee the consistency of every combination of locally-consistent schedules. In this section, we define the schedule-coordination problem that needs to be solved when allowing agents to independently construct their local schedules.

First, let us define a schedule in an STTN. Recall that planning allows agents to qualitatively refine the constraints on their tasks (i.e., their local STTNs). For constructing schedules, we allow agents to quantitatively refine the constraints on their tasks. We define these quantitative refinements as follows.

**Definition 4.15 (Quantitative refinement).** A quantitative refinement of a constraint in an STTN $S = \langle T, C, I \rangle$ is

- a tightening $c'_{ij} : t_j - t_i \leq \delta'_{ij}$ of a constraint $c_{ij} \in C$, with $\delta'_{ij} < \delta_{ij}$, or
- a tightening $I'(t) = [lb'(t), ub'(t)]$ of a time window $I(t) = [lb(t), ub(t)]$, with $lb(t) < lb'(t)$ or $ub'(t) < ub(t)$.

A quantitative refinement of an STTN $S = \langle T, C, I \rangle$ is an STTN $S' = \langle T, C', I \rangle$ such that each constraint $c'_{ij} \in C'$ is either equal to the original constraint $c_{ij} \in C$, or is a quantitative refinement thereof. We associate these quantitative refinements with the construction of schedules, and, therefore, define a schedule $C^\sigma$ for an STTN $S$ as follows.

**Definition 4.16 (Schedule).** A schedule $C^\sigma$ for an STTN $S = \langle T, C, I \rangle$ is a set of constraints for which it holds that each constraint $c'_{ij} \in C^\sigma$ is either equal to the original constraint $c_{ij} \in C$, or $c'_{ij}$ is a quantitative refinement of the constraint $c_{ij} \in C$. 
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Given an STTN $S = \langle T, C, I \rangle$ and a schedule $C^\sigma$ for it, adding the scheduling constraints $C^\sigma$ to the STTN $S$ results in the updated STTN $C^\sigma = \langle T, C^\sigma, I \rangle$. Clearly, it holds that a dispatching for the updated STTN $C^\sigma$ also is a dispatching for the STTN $S$.

Now, we call a schedule $C^\sigma$ for an STTN $S = \langle T, C, I \rangle$ to be consistent, when there exists a dispatching for the STTN $C^\sigma = \langle T, C^\sigma, I \rangle$. When such a dispatching does not exist, the schedule is inconsistent.

**Remark 4.17.** Note that we differentiate between a schedule and a dispatching. While a dispatching is a fixed assignment of values to the time-point variables, a schedule allows multiple dispatchings. Furthermore, these schedules don’t need to specify absolute moments in time, but constrain the execution of tasks relative to each other.

**Example 4.18.** Consider the container transshipment for a large container ship. The agent that is responsible for the transshipment is typically rewarded based on the amount of time between mooring and the completion of the transshipment. In order to receive the highest reward, a plan is constructed that allows the transshipment to be completed in the shortest amount of time, measured from start to finish. To guarantee that this plan will also be executed in the shortest amount of time, the agent constructs a schedule that achieves this (by tightening the constraints as little as possible). This schedule was constructed relative to the mooring of the ship. When the ship is finally moored, a dispatching for the constructed schedule can be determined which all result in the highest reward for the agent.

Next, consider the situation for scheduling by a set of agents, that construct locally-consistent schedules. Because these agents want to construct their schedules independently from the other agents, a coordination problem may arise. Although all constructed schedules are locally consistent, the consistency of these schedules together is not guaranteed on beforehand. Clearly, a coordination mechanism is required to guarantee the consistency of such locally-consistent schedules together, as illustrated by the following example.

**Example 4.19.** Consider the example in Figure 4.2(a), together with the following value assignments as quantitative refinements. Agent $A_1$ might come up with $\nu_1(t^*_1) = 20$, $\nu_1(t^*_2) = 30$, $\nu_1(t^*_3) = 10$, and $\nu_1(t^*_4) = 20$. Agent $A_2$, on the other hand, has decided upon $\nu_2(t^*_1) = 23$, $\nu_2(t^*_2) = 24$, $\nu_2(t^*_3) = 12$, and $\nu_2(t^*_4) = 16$. Both quantitative refinements are dispatchings because they satisfy the local constraints on the time-points of their sub-task networks. However, they do not constitute a joint dispatching for the complete task as they obviously violate the inter-agent constraint $t^*_4 - t^*_3 \in [0, 0]$ (i.e., $\nu_1(t^*_4) - \nu_2(t^*_3) = 10 - 16 = -6 \notin [0, 0]$).

Because each agent $A_i$ constructs a local schedule $C^\sigma_i$ that is consistent with its intra-agent constraints $C_i$, the inconsistency of the joint schedule $\{C^\sigma_i\}_{i=1}^n$ has to be due to the violation of (a combination of) inter-agent constraints. Similar to plan
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4.4.1 Schedule Coordination

In the previous section, we discussed schedule coordination. When an STTN is schedule coordinated, the agents are enabled to quantitatively refine their local task networks without any restrictions on those refinements (i.e., the set of quantitative refinements only needs to be locally consistent). A variant of this schedule-coordination problem is to restrict the quantitative refinements that the agents are allowed to make to the tightest quantitative refinements only (i.e., dispatchings). In this section, we define and study the variant, called dispatch coordination, in which each agent must refine all constraints in its local task network with such tightest refinements, and study its relation to schedule coordination of the previous section.

Definition 4.20 (Schedule Coordination). An STTN $S = \langle\{\langle T_i, C_i, I_i \rangle\}_{i=1}^{n}, C_{\text{inter}}\rangle$ is called schedule coordinated when, for every set of locally-consistent schedules $\{C_i^\sigma\}_{i=1}^{n}$, there exists a joint dispatching $\{\nu_i\}_{i=1}^{n}$ for $S^\sigma = \langle\{\langle T_i, C_i^\sigma, I_i \rangle\}_{i=1}^{n}, C_{\text{inter}}\rangle$.

4.4 Dispatch Coordination

In dispatch coordination, it must be guaranteed that the merge of all local dispatchings together must be such a joint dispatching. Note that this guarantee is much stronger than only the existence of a joint dispatching (cf. Definition 4.20).

Definition 4.21 (Dispatch Coordination). An STTN $S = \langle\{\langle T_i, C_i, I_i \rangle\}_{i=1}^{n}, C_{\text{inter}}\rangle$ is called dispatch coordinated when every set of local dispatchings $\{\nu_i\}_{i=1}^{n}$ is a joint dispatching for $S$.

Proposition 4.22. Dispatch coordination can be achieved by temporal decoupling.

Proof. In temporal decoupling Hunsberger (2002), it is guaranteed that merging any set of local solutions results in a joint solution. There, a solution is a value coordination (see Definition 4.9), schedule coordination is achieved when the inter-agent constraints are satisfied for all combinations of locally-consistent refinements. This requires that the existence of a joint dispatching $\{\nu_i\}_{i=1}^{n}$ for the quantitatively-refined STTN is guaranteed.

Definition 4.20 (Schedule Coordination). An STTN $S = \langle\{\langle T_i, C_i, I_i \rangle\}_{i=1}^{n}, C_{\text{inter}}\rangle$ is called schedule coordinated when, for every set of locally-consistent schedules $\{C_i^\sigma\}_{i=1}^{n}$, there exists a joint dispatching $\{\nu_i\}_{i=1}^{n}$ for $S^\sigma = \langle\{\langle T_i, C_i^\sigma, I_i \rangle\}_{i=1}^{n}, C_{\text{inter}}\rangle$.

4.4 Dispatch Coordination

In the previous section, we discussed schedule coordination. When an STTN is schedule coordinated, the agents are enabled to quantitatively refine their local task networks without any restrictions on those refinements (i.e., the set of quantitative refinements only needs to be locally consistent). A variant of this schedule-coordination problem is to restrict the quantitative refinements that the agents are allowed to make to the tightest quantitative refinements only (i.e., dispatchings). In this section, we define and study the variant, called dispatch coordination, in which each agent must refine all constraints in its local task network with such tightest refinements, and study its relation to schedule coordination of the previous section.

Definition 4.21 (Dispatch Coordination). An STTN $S = \langle\{\langle T_i, C_i, I_i \rangle\}_{i=1}^{n}, C_{\text{inter}}\rangle$ is called dispatch coordinated when every set of local dispatchings $\{\nu_i\}_{i=1}^{n}$ is a joint dispatching for $S$.

Proposition 4.22. Dispatch coordination can be achieved by temporal decoupling.

Proof. In temporal decoupling Hunsberger (2002), it is guaranteed that merging any set of local solutions results in a joint solution. There, a solution is a value
assignment to all time-point variables, which we call a dispatching. Because an STTN can also be translated into an STN, the proposition follows.

In a dispatching $\nu$ for an STTN $S$, each time-point variable $t$ is assigned a single value $\nu(t)$. Now, there exists a quantitatively-refined STTN $S'$ of STTN $S$ for which there exists only one dispatching, which is the dispatching $\nu$. In this STTN $S'$, all time-window constraints are $[lb(t), ub(t)]$ with $lb(t) = ub(t) = \nu(t)$, and the temporal-distance constraints are determined accordingly. As such, the STTN $S'$ consists of tightest quantitative refinements of the constraints in STTN $S$. The above shows that a quantitatively-refined STTN $S'$ can be constructed for an STTN $S$ such that dispatching $\nu$ is the only dispatching, based on any dispatching $\nu$ for STTN $S$.

When STTN $S$ is schedule coordinated, it allows any set of locally-consistent schedules to be constructed while guaranteeing that there exists a joint dispatching for the joint schedule. Because a dispatching is a locally-consistent schedule, every set of local dispatchings is guaranteed to have a joint dispatching. In fact, this joint dispatching is the merge of all these local dispatchings together. Hence, schedule coordination implies dispatch coordination.

Now, consider the situation in which STTN $S$ is dispatch coordinated. Dispatch coordination allows any set of local dispatchings to be constructed, that together form a joint dispatching. A local schedule reduces the set of local dispatchings such that at least one local dispatching remains. All sets of local dispatchings that also satisfy the local schedules form a joint dispatching for STTN $S$, because $S$ is dispatch coordinated. Hence, dispatch coordination implies schedule coordination, such that following proposition results.

**Proposition 4.23.** An STTN is schedule coordinated if, and only if, it is dispatch coordinated.

Because STTNs can be translated into an STN (see Section 4.1), temporal decoupling can be used for dispatch coordinating an STTN. Due to Proposition 4.23, we get the following corollary.

**Corollary 4.24.** A temporal-decoupling mechanism can be used for solving the schedule-coordination problem for STTNs.

**Example 4.25.** Consider the STTN in Figure 4.3(a), for which we will construct a temporal decoupling. As an example, consider the constraint $t_2 - t_1 \in [1, 14]$, where it must hold that $t_1 \in [20, 30]$ and $t_2 \in [21, 34]$. Clearly, it always holds that $t_2 - t_1 \leq 34 - 20 = 14 \in [1, 14]$. However, the lower bound given in the inter-agent constraint is not implied: $t_2 - t_1 \geq 21 - 30 = -9 \notin [1, 14]$. To guarantee this inter-agent constraint to hold, we must tighten the time windows of these time-point variables. In Figure 4.3(b), such a possible tightening is given in which the time windows are changed to $I(t_1) = [20, 25]$ and $I(t_2) = [26, 34]$. 

4.5 Relation Plan and Schedule Coordination

In the previous section, we showed that schedule coordination can be achieved with a temporal-decoupling mechanism. In this section, we will consider the relation between plan and schedule coordination.

In the next proposition, we show that plan coordination is implied when an STTN is schedule coordinated.

**Proposition 4.26.** If an STTN is schedule coordinated, then it is also plan coordinated.

**Proof.** When an STTN is schedule coordinated it guarantees that all sets of locally-consistent quantitative refinements together allow a joint dispatching. A qualitative refinement (see Definition 4.3) is a special type of quantitative refinement (see Definition 4.15). Because plan coordination requires the existence of a joint dispatching for a set of locally-consistent qualitative refinements, the proposition follows.

Therefore, the question arises if the plan-coordination problem should be solved separately at all. Can we not just apply a temporal-decoupling mechanism to solve all these coordination problems at once?

Recall from Chapter 1, that the agents need to make strategic and tactical decisions on the execution of their assigned sets of tasks. These levels of decision making require them to solve planning and scheduling problems, respectively. Based on the constructed plans and schedules, the agents want to impose preferences on the execution of their sets of tasks. The tactical decisions are reflected by the preferences on the time intervals in which the tasks are to be executed. The strategic decisions are expressed by the agents’ preferences on the execution order that stem from the constructed plans.

While plan coordination can be achieved by solving the schedule-coordination problem, this results in overconstrained solutions to the plan-coordination problem. In the next two examples, we illustrate such overconstrained schedule-coordination solutions. First, we consider an STTN in which sequential execution becomes impossible due to the schedule-coordination solution.
Example 4.27. Reconsider the example given in Figure 4.3(a), and suppose that agent $A_1$ prefers executing tasks $\tau_1$ and $\tau_4$ sequentially (i.e., either $\tau_1$ before $\tau_4$ or $\tau_4$ before $\tau_1$). With this in mind, consider the schedule-coordination solution given in Figure 4.3(b). In this solution, agent $A_1$ is unable to execute its tasks $\tau_1, \tau_4$ sequentially, because neither execution order allows a dispatching. However, in the initial situation both execution orders were allowed.

In the following example, the agents need to complete set of tasks that are constrained by qualitative-temporal constraints only. In these STTNS, all time windows are universal time windows. A schedule-coordination mechanism could arbitrarily choose time-window constraints that require each agent to execute all of its tasks in parallel (i.e., no ordering constraints among the tasks), as illustrated in the following example.

Example 4.28. Consider a supply chain of $n$ agents, where each agent $A_i$ needs to complete its task $\tau_{f_i}$ which is part of a sequence $s_f = \tau_{f_1} \text{ before } \tau_{f_2} \ldots \tau_{f_n}$. Assume that the task network consists of $m$ sequences $s_1, s_2, \ldots s_m$ of tasks that need to be completed.

A schedule-coordination solution might be to have $n$ non-overlapping time windows, such that each agent has to complete all its tasks within its time window before the next agent can start. Clearly, this is not a situation preferred in a supply chain.

The examples clearly show that applying a temporal-decoupling mechanism to achieve schedule coordination can result in an overconstrained solution to the plan-coordination problem. Therefore, we propose a two-phase approach that separates making the planning decisions (i.e., planning phase) from making the scheduling decisions (i.e., the scheduling phase). In each phase, we solve the plan and schedule-coordination problems a-priori in the respective phases. Then, each agent is allowed to add qualitative-temporal constraints associated with its planning preferences (or strategic decisions) in the planning phase, and to add quantitative-temporal constraints which are associated with its scheduling preferences (or tactical decisions) in the scheduling phase. The plan and schedule-coordination solutions guarantee that the added preferences will be satisfied without being revised—under the restriction of local consistency. As such, the a-priori plan and schedule-coordination mechanisms have become preference preserving.

4.6 Discussion

In this chapter, we studied plan- and schedule decoupling for a task network with quantitative-temporal constraints, called simple temporal task network (STTN). In these STTNS, quantitative-temporal constraints can be specified (e.g., time windows and task durations), thereby extending the qualitative task networks of Chapter 3. In this chapter, we presented the following three main contributions.
First, we studied the computational complexity of plan decoupling which is an a-priori coordination mechanism that enables agents to independently add qualitative-temporal constraints with the guarantee that no conflicts arise among the agents. We showed that the plan-decoupling recognition problem in an STTN and the cardinal-minimal plan-decoupling problem are both intractable. However, despite the added expressiveness of the task network, the computational complexity for the plan-decoupling problems do not increase in comparison with their counterparts for qualitative task networks.

Second, we extended the coordination approach used for planning (i.e., to guarantee the existence of a joint dispatching) to multi-agent task-based scheduling. For that purpose, we defined schedule coordination that enables agents to independently construct local schedules (i.e., to add quantitative-temporal constraints) with the guarantee that no conflicts arise among the agents. Additionally, we defined dispatch coordination that enables agents to independently construct local dispatchings with the guarantee that their local dispatchings together is a joint dispatching (i.e., forms a solution to the problem). We found that an STTN is schedule coordinated when it is dispatch coordinated, and vice versa. Therefore, temporal decoupling (Hunsberger, 2002) can be applied (i.e., a coordination mechanism that guarantees that merging the local dispatchings forms a joint dispatching) such that the agents can construct dispatchings for executing their assigned sets of tasks.

Third, we proposed a two-phase approach of autonomous planning followed by autonomous scheduling to enable self-interested agents to separately add planning and scheduling preferences on the execution of the tasks. Here, qualitative-temporal constraints are associated with the planning preferences (or strategic decisions), and the quantitative-temporal constraints are associated with the scheduling preferences (or tactical decisions) of the agents. The a-priori plan and schedule-coordination mechanisms have thus become preference preserving in the sense that (i) the imposed preference constraints do not need to be revised afterwards and (ii) the dispatching satisfies the preference constraints. Because the agents are enabled to make certain non-preferred dispatchings unavailable as a solution for completing the task network, this two-phase approach results in dispatchings that are more highly preferred than a one-shot approach using temporal decoupling.

For future work, it would be interesting to study plan decoupling for certain subclasses of STTNs. First, the factors influencing the computational complexity of plan-decoupling problems in STTNs can be studied (similar to Section 3.2.2). Second, we would like to identify subclasses of STTNs for which the plan-decoupling mechanisms developed for qualitative task networks suffice. This question can be stated as “When is quantitative-temporal really quantitative?” and is related to the work by Cushing et al. (2007) on the question “When is temporal planning really temporal?” Preliminary research (Steenhuisen and Witteveen, 2007a,b) indicates that plan-decoupling mechanisms can be used when only time windows are added to the qualitative task networks, but that this is not possible when task durations are specified as well.
Chapter 5

Empirical Evaluation of using Plan Decoupling

In Chapters 3 and 4, we took a theoretical approach to enabling self-interested agents to independently construct plans and schedules for their own sets of tasks. We assumed that self-interested agents prefer coordination mechanisms that impose a minimum set of additional constraints. The variants of the plan-decoupling problem with minimum coordination sets turned out to be intractable. Therefore, polynomial-time heuristics are needed for constructing—not necessarily minimal—coordination sets, which were shown to exist.

In this chapter, we study the practical consequences for self-interested agents when using decoupling. We do not study the size of the coordination sets themselves nor the construction time required by a decoupling mechanism. For schedule decoupling, we expect self-interested agents to be interested in the effect on the schedule flexibility. This flexibility, however, depends on the (minimal) makespan for completing the task network, which depends on the plan constructed for it. For plan decoupling, self-interested agents will be interested in the effect on the (minimal) makespan itself. Therefore, we will study plan decoupling, and not study schedule decoupling (which has also been studied by Hunsberger (2002)). We focus on two aspects of plan construction by the self-interested planners.

- What is the effect of plan decoupling on the plan-execution cost?
- What is the effect of plan decoupling on the plan-construction time?

We consider two perspectives on these effects of using plan decoupling: the system perspective and the agent perspective. From the system perspective, we are interested in the consequences of using plan decoupling for all agents together. When the system is assumed to have a choice between obedient agents and self-interested agents (that accepted the responsibility for completing their assigned task networks), the following question needs to be answered.

*Given a joint planning task, what are the effects of using plan decoupling for all agents together?*
In particular, we are interested in the price of autonomy (i.e., the ratio of the plan-execution cost with and without plan decoupling) and the speedup (i.e., the ratio of the plan-construction time without and with plan decoupling). In order to quantify these, we compare the performance after applying plan decoupling to the performance achieved by a central planner that constructs a plan for all agents together. For the remainder of this chapter, we will refer to this latter approach as the centralised approach, and to the approach using plan decoupling as the decentralised approach.

From the agent perspective, we are interested in the consequences of using plan decoupling for the agents individually. Here, the agents are assumed to be self interested to start with and, therefore, need to be incentivised to coordinate among each other. These agents need an answer to the following question.

*Given a joint planning task, what are the effects of using plan decoupling for the agents individually?*

For this perspective, we must estimate the price of coordination (i.e., the ratio of the plan-execution cost with and without a coordination mechanism) and the effect of plan decoupling on the plan-construction time. We compare the performance after adding the coordination constraints to the performance achieved with planning without coordination constraints for the uncoordinated subproblem. In fact, these results provide us with upper bounds on the price of coordination, because the joint plans (of all local plans together) constructed without coordination constraints might be inconsistent.

Finally, we consider two types of planning agents: agents that construct sequential plans and agents that construct parallel plans. The plan-execution costs that are minimised by these agents are the total cost (i.e., the sum of all action durations occurring in the plan) and the makespan (i.e., the minimum duration needed for executing the plan), respectively. Therefore, we study the effect of plan decoupling on both metrics.

The outline of this chapter is as follows. In Section 5.1, we consider the system perspective by formulating our hypotheses and giving a detailed description of our experiments, and we present our results in Section 5.2. Thereafter, we shift to the agent perspective for which we give hypotheses and details on the experimental setup in Section 5.3, and we present the results in Section 5.4. In Section 5.5, we conclude by addressing the research questions of this introduction.

## 5.1 Experiments using Plan Decoupling: System Perspective

In this section, we describe our experiments on the costs and benefits of using plan decoupling from a system perspective. In Section 5.1.1, we formulate our hypotheses with regard to the outcome of the experiments. In Section 5.1.2, we present the design of experiments that will be used, and discuss all its dependent
and independent variables. In Section 5.1.3, we present our experimental setup in which we describe the variable instantiations used in the experiments.

5.1.1 Expectations

In this section, we present our hypotheses on the effect of using plan decoupling on the plan-execution cost and on the plan-construction time.

The effect of plan decoupling on plan-execution cost

We consider planning agents that prefer plans with minimal plan-execution cost. In the following hypothesis, we state our expectation on the ratio of the plan-execution cost of the decentralised and centralised approach. For this purpose, we define the price of autonomy as

\[
\text{price of autonomy} = \frac{\text{decentralised plan execution cost}}{\text{centralised plan execution cost}}. \tag{5.1}
\]

In the centralised approach, the planner constructs a joint plan for which it prefers plans with minimal plan-execution cost. A plan-decoupling mechanism does not take the effects on the plan-execution cost into account during the construction of a coordination set. Now, the constructed coordination set is at best compatible with a joint plan of minimal cost. Therefore, in the decentralised approach, the plan-execution cost for an instance is either equal or larger, irrespective of the metric used for plan-execution cost.

**Hypothesis 1.** The price of autonomy is larger than or equal to 1, independent of (i) the size of the problem instance, and (ii) the metric used for plan-execution cost.

The effect of plan decoupling on plan-construction time

Let us start by considering the fact that the problem instances are decomposable into subproblems (i.e., one for each agent). By applying a plan-decoupling mechanism to these decomposed subproblems, these subproblems can be solved independently. Because plan decoupling allows plan construction to be parallelised, we will study the speedup.

\[
\text{speedup} = \frac{\text{centralised plan construction time}}{\text{decentralised plan construction time}}. \tag{5.2}
\]

Suppose that problem instances of size \( n \) have exponential work complexity (i.e., summed plan-construction times of all agents) \( W(n) \approx c^n \) for some \( c > 1 \) in the centralised approach, and that problems are decomposed into \( k > 1 \) equally-sized subproblems. Let us assume that the coordination set has limited size compared to \( n \). Then, the work complexity for the decentralised approach is \( k \cdot W\left(\frac{n}{k}\right) \approx k \cdot c^{\frac{n}{k}} \). Because the exponential term dominates the constant term \( k \) for large values of \( n \), for larger \( n \) we have \( k \cdot c^{\frac{n}{k}} < c^n \).
Hypothesis 2. *Speedup increases with the problem size if the number of subproblems is kept constant.*

We expect speedups larger than 1. However, we might see speedups smaller than 1 for smaller instances, when the reduction plan-construction time does not outweigh the additional cost of the multiple start-up times of all planners together. Differences among the planners can be expected due to implementation details and planning methods, such as start-up times and times spent on pre-processing. In spite of differences among the planners, we are interested in the speedups in plan construction that can be expected.

Continuing the above arithmetic, we can determine the expected speedup by

\[
\frac{W(n)}{W(n/k)} \approx \frac{c^n}{k^{c^2/k}} = \frac{1}{k} c^{(1-\frac{1}{k})n}.
\]

This result shows that exponential speedups can be expected when increasing the instance size, when \(c > 1\) and \(k > 1\) are constant. For smaller values of \(n\) (i.e., smaller problem instances), however, the \(\frac{1}{k}\) term might dominate the exponential term which might result in slowdowns instead.

Hypothesis 3. *When the plan-construction time grows exponentially, the speedup of taking the decentralised approach also grows exponentially.*

Note that both hypotheses above are based on the assumption that the time spent by the planners on the subproblems increases similarly to the work required for constructing a plan for the complete problem. Also note that the problem instance might not always be decomposable into \(k \geq 1\) equally-sized subproblems.

### 5.1.2 Design of Experiments

In multi-agent task-based planning, the problem is to construct a *joint plan* for a given *planning problem instance* as input. This experiment is designed for comparing the *centralised approach* and the *decentralised approach* for solving such planning problems.

For each planning problem instance, we take both the centralised and decentralised approach to constructing a joint plan for it. In the centralised approach, the planning problem instances are solved by letting a single planning agent construct a joint plan from which the plans for each individual agent can be extracted. In the decentralised approach, the planning problem instances are first decomposed into subproblems for each agent, and to which a plan-decoupling mechanism is applied. Thereafter, the plan-decoupled subproblems are given to the individual agents that independently construct plans for these subproblems that can be merged to form the joint plan. In both approaches the same planner is used: by the planning agent in the centralised approach, and by all individual agents in the decentralised approach.

The variables that can be altered in this experiment, called the independent variables, are the following.

**planning problem**

This is the multi-agent task-based planning problem.
number of tasks, number of constraints, and number of agents

For a certain planning problem, these input variables define the task network of the planning problem instance.

plan-decoupling mechanism

This is the mechanism used for plan decoupling the planning problem instance.

planner

This is the software tool used for constructing plans.

The variables that will be measured in this experiment, called the dependent variables, are the following.

plan-construction time

This is the amount of time taken for plan construction by the (planning) agents. In the decentralised, we differentiate work complexity (i.e., summed plan-construction times of all agents) and time complexity (i.e., maximum plan-construction time of all agents).

plan-execution cost

This is the cost required for executing the plan. Here, we differentiate total cost (i.e., the sum of all action durations) and makespan (i.e., the minimum duration needed for executing the plan).

These variables need to be measured. The plan-execution cost can be determined based on the constructed joint plan itself (i.e., offline after the plan has been constructed). The plan-construction time, however, needs to be measured during plan construction (i.e., online during plan construction). Here, special care should be taken that all planners are timed in the same way, and that the same type of time is measured: either the number of CPU cycles used, or the wall clock time.

In Figure 5.1, a sketch is given of the experimental design with its variables. There, the variables are all in italics, with the independent variables having the filled dots and the dependent variables having the open dots.

5.1.3 Experimental Setup

In order to test the hypotheses of Section 5.1.1, we conducted more than 3,000 experiments. We let 11 planners solve 278 planning-problem instances each using the centralised approach, and solving them using the decentralised approach. In each experiment, we measured both the plan-construction time needed by the planner and the plan-execution cost of the constructed joint plan.

We consider two planning problems that have been used in the international planning competition (IPC): Logistics and Depot. The reason for using these problems is that they allow plan decoupling. Both problems are transportation problems, featuring an infrastructure, transportation vehicles, and packages to transport. We use the following sets of planning-problem instances (see Appendix B for a detailed description of the materials and methods).
Logistics-1998
This set has been used in the IPC of 1998 and consists of 30 instances that feature little regularity with respect to the number of tasks, constraints and agents. The number of packages that need to be transported ranges from 4 to 57. Each package requires three tasks $\tau_1, \tau_2, \tau_3$ to be completed in sequence: $\tau_1 \text{ before } \tau_2 \text{ before } \tau_3$. The number of agents ranges from 4 to 48. Here, the number of agents and packages are modified independently, and so do the infrastructure and the number of transportation vehicles used by the agents. For a detailed description of this set, we refer the reader to Table C.1 in Appendix C.

Logistics-2000
This set features 198 instances among which there is much more regularity, based on the number of packages $|O|$ (transportation orders) which ranges from 4 to 100. The number of tasks is $3|O|$ and the number of constraints $2|O|$ having the same task sequences as in Logistics-1998. There are $1 + \lceil \frac{|O|}{3} \rceil$ agents, where the infrastructure and number of transportation vehicles changes only one agent (i.e., increases linearly in $|O|$).

Depot-2010
This set consists of 50 instances with the same infrastructure and number of transportation vehicles, and the number of agents fixed to 23. The number of packages ranges from 1 to 50. The transportation order for each package can be represented by three tasks and two constraints: $\tau_1 \text{ meets } \tau_2 \text{ meets } \tau_3$. 

Figure 5.1: An overview of the experimental design with its variables.
### 5.1. SYSTEM PERSPECTIVE

For each problem, we use a problem-specific plan-decoupling mechanism that is inspired by our Algorithm 1. Our experiments can be classified as either sequential or parallel planning, which differ in the optimisation metric used for the plan-execution costs. While sequential planning minimises the cost of executing the actions, the plans constructed specify a sequence of actions. Because the makespan of a sequential plan is the sum of all action durations, such plans are not used in practise. Therefore, we also use parallel planning in which the planners minimise the makespan.

#### Sequential planning

In these experiments, the plan-execution cost is measured in terms of the *total cost*. For solving the planning problem instances, we use the available planners that competed in the sequential-planning track of the IPC. In Table 5.1, we list the planners used together with the year of participation and rank achieved. Due to the complexity of the problem instances, we do not use optimal planners.

#### Parallel planning

In these experiments, the plan-execution cost is measured in terms of the *makespan*. For solving the planning problem instances, we use the available planners that competed in the so-called temporal-planning track of the IPC. In Table 5.2, we list the planners used together with the year of participation and rank achieved.

<table>
<thead>
<tr>
<th>Name</th>
<th>IPC (rank)</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>C3</td>
<td>2008 (4)</td>
<td>Ramírez et al. (2008)</td>
</tr>
<tr>
<td>FF v2.3</td>
<td>2000</td>
<td>Hoffmann (2001)</td>
</tr>
<tr>
<td>FF($h_a$)</td>
<td>2008 (3)</td>
<td>Keyder and Geffner (2008)</td>
</tr>
<tr>
<td>FF($h_{sa}$)</td>
<td>2008 (2)</td>
<td>Keyder and Geffner (2008)</td>
</tr>
<tr>
<td>LPG-td v1.0</td>
<td>2004 (2)</td>
<td></td>
</tr>
<tr>
<td>SGPlan v5</td>
<td>2006 (1)</td>
<td>Chen et al. (2006)</td>
</tr>
<tr>
<td>YAHSP v1.1</td>
<td>2004 (2)</td>
<td>Vidal (2002)</td>
</tr>
</tbody>
</table>

Table 5.1: The planners used for sequential planning.

<table>
<thead>
<tr>
<th>Name</th>
<th>IPC (rank)</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGPlan v5</td>
<td>2006 (1)</td>
<td>Chen et al. (2006)</td>
</tr>
<tr>
<td>SGPlan v6</td>
<td>2008 (1)</td>
<td>Hsu and Wah (2008)</td>
</tr>
</tbody>
</table>

Table 5.2: The planners used for parallel planning.
5.2 Results using Plan Decoupling: System Perspective

In this section, we present the results for the experiments performed. In Section 5.2.1, we give the experimental results on the effect of using plan decoupling on plan-execution cost. In Section 5.2.2, we show our findings with respect to the effect of using plan decoupling on plan-construction time.

5.2.1 The effect of plan decoupling on plan-execution cost

Regarding the effect of using plan decoupling on the plan-execution cost, we expect that the price of autonomy is larger than or equal to 1, independent of (i) the size of the problem instance, and (ii) the metric used for plan-execution cost (Hypothesis 1). We measured the plan-execution cost for each constructed joint plan and calculated the price of autonomy according to Equation 5.1. To investigate this hypothesis, we present the prices of autonomy for problem instances of increasing size (i.e., sets Logistics-2000 and Depot-2010), for which both sequential and parallel plans were constructed.

Sequential planning

In Figure 5.2, the results are presented for the price of autonomy for sequential planning. Here, the price of autonomy is based on the total cost as the performance metric for plan-execution costs.

For both Logistics-2000 and Depot-2010, the prices of autonomy are bound by a horizontal range from 0.75 to 1.10 for most planners (see Figures 5.2(a) and 5.2(b)).

For Logistics-2000, only the C3 planner (see Figure D.2) has an increasing price of autonomy (i.e., up to 1.60) which is caused by the high-cost plans constructed for the air-traffic subproblems. For Depot-2010, only YAHSP (see Figure D.3) has a decreasing price of autonomy (i.e., down to 0.55), which is explained by the high-cost plans constructed in the centralised approach.

Parallel planning

In Figure 5.3, the changes in plan costs are shown as the price of autonomy for parallel planning. Here, the price of autonomy is based on the makespan as the performance metric for plan-execution costs.

For both sets of problem instances, the prices of autonomy are bound by a horizontal range. This horizontal range seems to be from 0.65 to 1.10 for Logistics-2000 (see Figures 5.3(a)), while being from 0.35 to 1.20 for Depot-2010 (see Figure 5.3(b)).

For Logistics-2000, the results are identical for the two planners used, which can be explained by the fact that these are two subsequent versions of the same planner (i.e., SGPlan). For Depot-2010, SGPlan v5 profits more from using plan decoupling than its successor SGPlan v6. In fact, the plan-execution costs were identical in the centralised approach, but the SGPlan v5 constructed cheaper plans in the decentralised approach.
Figure 5.2: Price of autonomy for sequential planning for increasing number of transportation orders.
Figure 5.3: Price of autonomy for parallel planning for increasing number of transportation orders.
Table 5.3: Price of autonomy (average and standard deviation) for sequential and parallel planning for SGPlan v5 for the sets of problem instances.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>total cost</td>
<td>0.96 (0.04)</td>
<td>0.89 (0.04)</td>
<td>0.94 (0.07)</td>
</tr>
<tr>
<td>makespan</td>
<td>1.07 (0.28)</td>
<td>0.84 (0.14)</td>
<td>0.60 (0.23)</td>
</tr>
</tbody>
</table>

Discussion Concerning Hypothesis 1, the results do not show that the price of autonomy is larger than or equal to 1. In fact, we found that the price of autonomy is planner specific and is often smaller than 1 instead (see Table 5.3). A notable difference between the sequential and parallel planning is the large difference in standard deviation. This difference might be caused by the potentially large effect of the added ordering constraints on the makespan, while this effect is much smaller in terms of the total cost.

One explanation for the results not supporting the hypothesis is based on the type of planners and the plan-decoupling mechanisms used. Assume heuristic planners construct closer-to-optimal plans for the (smaller) subproblem instances than they do for the whole problem instances. Also assume that the plan-decoupling mechanisms used are good heuristics (i.e., for the planning problems considered), that cause the plan-execution cost of the optimal plan not to increase at all (or very little). Under these assumptions, the price of autonomy could actually become smaller than 1 instead. The argument for the hypothesis was based on optimal planners instead of heuristic planners.

5.2.2 The effect of plan decoupling on plan-construction time

In this section, we present our experimental results on the effect of using plan decoupling on the plan-construction time. For this purpose, we measured the plan-construction times required for each joint plan in both centralised and decentralised approach, and calculated the speedup (see Equation 5.2).

We expect that using plan decoupling results in a speedup that increases with the problem size if the number of subproblems is kept constant (Hypothesis 2). Furthermore, we expect that when the plan-construction time grows exponentially, the speedup of taking the decentralised approach also grows exponentially (Hypothesis 3). To investigate these hypotheses, we conducted experiments for problem instances of increasing size (i.e., sets Logistics-2000 and Depot-2010), for which both sequential and parallel plans were constructed.

Sequential planning In Figure 5.4, the results are presented for the speedups for sequential planning on the Logistics-2000 and Depot-2010 problem sets. For Logistics-2000, the speedups seem to converge to planner-specific constants when increasing the number of transportation orders (see Figure 5.4(a)). Although all
planners eventually have speedups larger than 1, some planners (e.g., SGPlan v6) require up to 8 times more time for the smaller instances. These slowdowns are probably caused by the multiple start-up times required in the decentralised approach.

For Depot-2010, the speedups increase rapidly with increasing problem instances, but this increase tapers off (see Figure 5.4(b)). Many planners (e.g., LAMA and SGPlan v6), however, had difficulty solving the problem instances in the decentralised approach. For instance, LAMA already had troubles with small truck subproblems and was not able to solve at least one of the site subproblems for almost all instances, while it outperformed most planners in the centralised approach. The LPG-td planner (see Figure D.1) did not solve any problem larger than 21 transportation orders, and SGPlan v2 (see Figure D.1) already failed at 6 orders.

**Parallel planning** In Figure 5.5, the results are presented for the speedups for parallel planning on the Logistics-2000 and Depot-2010 problem sets.

For Logistics-2000, the plan-construction times are almost identical to their counterparts for sequential planning (see Figure 5.5(a)). Consequently, the speedup graphs are almost identical to those for sequential planning, and seem to converge to a constant.

For Depot-2010, the plan-construction times in the decentralised approach differ, while the results of the centralised do not differ from those for sequential planning. The speedups of both planners seem to converge to constants, which are approximately 10 for SGPlan v5 and 0.01 for SGPlan v6. SGPlan v6 requires much more time in the decentralised approach for problem instances with more than 18 orders, because it kept resetting itself when planning for the truck problems.

**Discussion** Concerning Hypothesis 2, the results do not support that using plan decoupling results in a speedup that increases with the problem size if the number of subproblems is kept constant. Although speedup increases initially, the results for both sequential and parallel planning suggest that the speedups decrease or converge to planner and problem-specific constants. In spite of our efforts, we did not succeed in finding a suitable explanation for these results.

Concerning Hypothesis 3, the results do not support that using plan decoupling in a speedup that grows exponentially, when the plan-construction time grows exponentially. Instead, the results suggest that speedup can converge to planner and problem-specific constants, as in Logistics-2000. Moreover, we saw that keeping the number of subproblems constant might even not result in an increasing speedup at all, as in parallel planning for Depot-2010.

Because both these results are not in line with our expectations, we need to find an explanation. On closer inspection, we discovered that the premise of the hypothesis (that the problem instances are decomposed into $k > 1$ equally-sized subproblems) does not hold for Depot-2010, despite the fact that the number of subproblems was kept constant. We looked at the ratio of time and work complexity (see Fig-
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Figure 5.4: Speedup for sequential planning for increasing number of transportation orders.
Figure 5.5: Speedup for parallel planning for increasing number of transportation orders.
ures D.4 and D.5) and found out that both Logistics-2000 and Depot-2010 have one subproblem that dominates the other subproblems in terms of plan-construction time. Therefore, we conducted additional experiments in which no such dominating subproblem exists.

In Logistics-1998, no such dominating subproblem exists (see Figure D.6). In Figure 5.6, the speedup results are shown for the sequential planners on the Logistics-1998 instances. Here, the size of the problem instance on the horizontal axis is taken as the logarithm of the required plan-construction time of centralised approach, because the instances of this problem set do not scale in a single dimension. Despite the limited data (i.e., 30 instances), the results suggest a linear relation between the problem size and the logarithm of the speedup. This means that the speedup grows exponentially in the size of the problem.

In conclusion, we found supporting evidence that using plan decoupling results in an exponentially-growing speedup, when the plan-construction times of at least two subproblems grow exponentially (Hypothesis 3).
5.3 Experiments using Plan Decoupling: Agent Perspective

In the previous sections, we looked at the consequences of using plan decoupling from a system perspective. Instead, self-interested agents are more likely to be interested in the consequences of using plan decoupling from their local agent perspective. In this section, we describe how we intend to answer the research questions related to the consequences of using plan decoupling from an agent perspective.

5.3.1 Expectations

We consider self-interested agents that have been assigned a constrained set of tasks. In order to complete their tasks, each agent needs to construct a plan for it. When constructing such local plans independently, the local plans can be in conflict with each other (i.e., the agents are uncoordinated). To guarantee that their independently-constructed plans will result in the completion of their assigned tasks, the agents can coordinate among each other (i.e., using a plan-decoupling mechanism). To study the consequences of using plan decoupling from an agent perspective, we compare uncoordinated and coordinated plan construction performance.

The effect of plan decoupling on plan-execution cost

We consider self-interested planning agents that prefer plans with minimal plan-execution cost. In the following hypotheses, we compare the plan-execution cost of uncoordinated and coordinated planning. For this purpose, we define the price of coordination as

\[
price \text{ of coordination} = \frac{\text{coordinated plan execution cost}}{\text{uncoordinated plan execution cost}}.
\]  

(5.3)

Note that this price of coordination provides us with an upper bound, because the uncoordinated plan-execution cost might be based on local plans of which the joint plan is inconsistent. Because the effect on plan costs is not taken into account when constructing the coordination sets, the coordination constraints might conflict with previous optimal plans (i.e., the optimal plans might not be plans for the coordinated task networks anymore).

Hypothesis 4. The price of coordination is larger than or equal to 1.

However, a difference here can be expected between total cost and makespan, based on the relation between the ordering constraints and the plan-execution cost. Recall that the total cost is defined as the (weighted) sum of all actions, and the makespan is defined as the (minimum) time required for executing the partially-ordered actions. While the ordering constraints of the coordination set have a direct—potentially negative—impact on the makespan, the ordering of the actions
is not relevant when the total cost is considered. The total cost only increases when the ordering constraints require additional actions. Hence, we get the following hypothesis.

**Hypothesis 5.** *The addition of coordination constraints results in a larger increase in costs in terms of makespan than in terms of total cost.*

The effect of plan decoupling on plan-construction time

We consider consistent planning-problem instances for which there exists a plan that satisfies all constraints. After the addition of the set of coordination constraints, the coordinated instances remain consistent. Therefore, plans can be constructed for both the uncoordinated and coordinated subproblems, such that the speedup can be calculated.

\[
\text{speedup} = \frac{\text{uncoordinated plan construction time}}{\text{coordinated plan construction time}}.
\] (5.4)

From the literature (Mitchell et al., 1992), we know that adding constraints can lead to both speedups and slowdowns for 3SAT. There, speedups were reported for adding constraints (clauses) to an instance that already was unsatisfiable. However, adding constraints to a satisfiable instance, such that the instance remains satisfiable, was shown never to result in a speedup and often in a slowdown.

Planning-problem instances can be translated into 3SAT-problem instances. Because we consider consistent planning-problem instances (i.e., there exists a plan for it), they can be translated into a satisfiable 3SAT-problem instance. Plan decoupling the planning-problem instance results in a set of coordination constraints being added to the consistent task network (associated with the planning-problem instance), such that the task network remains consistent. In fact, these coordination constraints are added to the agents’ sub-task networks. Therefore, we expect similar results for plan decoupling as those reported for adding constraints to satisfiable 3SAT instances: That planning after plan decoupling requires more plan-construction time compared to uncoordinated planning.

**Hypothesis 6.** *From an agent perspective, plan decoupling results in speedup values smaller than or equal to 1, independent of (i) the size of the problem instance, and (ii) the metric used for plan-execution cost.*

### 5.3.2 Design of Experiments

In multi-agent task-based planning, a *planning problem instance* is decomposed such that each *agent* is assigned its own *subproblem*. Now, each agent is responsible for constructing a *local plan* for its subproblem.

We decompose each planning problem instance into subproblems for the agents. For each subproblem, we consider both the *uncoordinated* (i.e., without coordination constraints) and the *coordinated* (i.e., after plan decoupling) task networks. Then,
we let each agent independently construct a local plan for their subproblem both with and without coordination constraints (i.e., compare performance on the coordinated versus their uncoordinated counterparts).

In Figure 5.7, a visual overview is given of the variables and methods used of this experiment. The independent and dependent variables are equal to those described in Section 5.1.2 for the experiments on using plan decoupling from a system perspective.

![Figure 5.7: An overview of the variables and methods.](image)

### 5.3.3 Experimental Setup

In order to test the hypotheses of Section 5.3.1, we conducted more than 4,000 experiments using the design of experiments of Section 5.3.2. We let 14 planners solve 308 subproblems, each using the uncoordinated and the coordinated variants. In each experiment, we measured both the plan-construction time needed by the planner and the plan-execution cost of the constructed joint plan.

The subproblems are based on 30 instances from the Logistics planning problem (see Section 5.1.3), which is a transportation problem. Specifically, we use the following set of planning problem instances.

**Logistics-1998**

This set has been used in the IPC of 1998 and consists of 30 instances, involve 4 to 48 agents, that need to construct plans for transporting 4 to 57 packages. Decomposing these 30 instances results in 308 subproblems. Because all ordering constraints among the tasks are inter-agent constraints, there are no ordering constraints in the uncoordinated subproblems. In each subproblem,
the infrastructure interconnects the locations in a city by means of an all-to-all network. For a detailed description of this set, we refer the reader to Table C.1 in Appendix C.

For plan decoupling, we used the same problem-specific plan-decoupling mechanism as used in Section 5.1.3 for Logistics. We conduct the following two experiments.

**Sequential planning** In this experiment, the plan-execution cost is measured in terms of the total cost. In addition to the planners listed in Table 5.1, we used the planners listed in Table 5.4.

**Parallel planning** In this experiment, the plan-execution cost is measured in terms of the makespan. We used the same set of planners as used in the experiments on the consequences on using plan decoupling from a system perspective (see Table 5.2).

### 5.4 Results using Plan Decoupling: Agent Perspective

In this section, we present the results for the experiments performed. In Section 5.4.1, we give the experimental results on the effect of using plan decoupling on plan-execution cost. In Section 5.4.2, we show our findings with respect to the effect of using plan decoupling on plan-construction time.

#### 5.4.1 The effect of plan decoupling on plan-execution cost

Regarding the effect of using plan decoupling on the plan-execution cost, we expect the price of coordination to be larger than or equal to 1 (Hypothesis 4). We conducted experiments with both sequential and parallel planning for which we found the following results. Comparing these types of planning, we expect the price of coordination to be higher in terms of makespan than in terms of total cost (Hypothesis 5).

In order to investigate these hypotheses, we measured the plan-execution cost for each constructed joint plan and calculated the price of coordination according to Equation 5.3. We present the prices of coordination relative to the plan-execution cost of the plan constructed with uncoordinated planning.

<table>
<thead>
<tr>
<th>Name</th>
<th>IPC (rank)</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTG-Plan</td>
<td>2008 (6)</td>
<td>Huang et al. (2008)</td>
</tr>
<tr>
<td>HSPF</td>
<td>2008 (2)</td>
<td>Haslum (2008)</td>
</tr>
<tr>
<td>HSP0</td>
<td>2008 (3)</td>
<td>Haslum (2008)</td>
</tr>
</tbody>
</table>

Table 5.4: Overview of additional planners used.
Sequential planning  In Figure 5.8, the results are shown of the price of coordination for sequential planning on the subproblems for the city agents of the Logistics-1998 set. Here, the price of coordination is based on the total cost as the performance metric for plan-execution costs.

From the results for the optimal planner HSPF, it can be observed that the plan-execution cost of the optimal plan increases for a few instances. Moreover, the largest increase in plan-execution cost involved only one additional action, which occurred only once. In fact, the optimal plan of only 5 (out of 308) subproblem instances increased.

Concerning the heuristic planners, the price of coordination differs among the planners with prices that can be smaller and larger than 1. On the one hand, SGPlan v6 and LPG-td speed (see Figure D.7) constructed plans with much lower plan-execution costs when using plan decoupling. These results are explained by the fact that these planners construct plans with relatively high plan-execution costs for the uncoordinated instances. On the other hand, SGPlan v5 and YAHSP v1.1 already constructed plans with low plan-execution costs for the uncoordinated instances. For these planners, using plan decoupling results in an increase in the plan-execution costs.
Parallel planning In Figure 5.9, the results are given for the price of coordination for parallel planning on the subproblems for the city agents of the Logistics-1998 set. Here, the price of coordination is based on the makespan as the performance metric for plan-execution costs.

![Figure 5.9: Price of coordination for parallel planning, relative to the plan-execution cost resulting from uncoordinated planning.](image)

The results are identical for the two planners used, which can be explained by the fact that these are two subsequent versions of the same planner (i.e., SGPlan). The price of coordination is in the range 0.50 to 2.50. The plan-execution cost decreased for only 8 out of 308 problem instances, when using plan decoupling.

Discussion Concerning Hypothesis 4, the results suggest that the price of coordination is larger than or equal to 1 for parallel planning and optimal sequential planning, as expected. However, both decreasing and increasing plan-execution costs were found for the heuristic planners used for sequential planning. The planners with a price of coordination that is smaller than 1 construct plans with relatively high plan-execution costs for the uncoordinated instances, while constructing plans with costs that are similar to the other planners when using plan decoupling. Therefore, it seems that the plan-decoupling mechanism is a good heuristic for Logistics.

Concerning Hypothesis 5, the results (i.e., comparing the price of coordination for sequential and parallel planning) seem to suggest that the plan-execution cost in terms of makespan is larger than that in terms of total cost, as expected. However, only two planners were used for parallel planning. Therefore, additional experiments are needed (i.e., for parallel planning) for investigating this hypothesis.
5.4.2 The effect of plan decoupling on plan-construction time

In this section, we present our experimental results on the effect of using plan decoupling on the plan-construction time. We expect that coordinated planning (using plan decoupling) requires more plan-construction time compared to uncoordinated planning (Hypothesis 6). To investigate this hypothesis, we measured the plan-construction times required for each plan for both uncoordinated and coordinated planning, and calculated the speedup (see Equation 5.4).

**Sequential planning** In Figure 5.10, the speedup results are presented for sequential planning on the subproblems for the city agents of the Logistics-1998 set. These results show a neutral effect (i.e., a speedup close to 1) for the optimal planner HSPF, while another optimal planner HSP0 (see Figure D.8) showed some speedup. The results show speedups for heuristic planners such as FF v2.3 and SGPlan v5.

**Parallel planning** For parallel planning, the speedup results (see Figure D.9) are neutral (i.e., a speedup close to 1) for the tested problem instances and planners. But, it should again be noted that data from only two planners was available (i.e., SGPlan v5 and v6) for parallel planning.
Discussion The results do not support Hypothesis 6. In fact, the results even seem to suggest the opposite, which is that coordinated planning requires less plan-construction time compared to uncoordinated planning. Moreover, the results for neither optimal nor for heuristic planners support Hypothesis 6.

The reasoning behind Hypothesis 6 was based on the possibility of translating a planning-problem instance into a 3SAT instance. We assumed that adding constraints to the planning-problem instance would have the same effect as adding constraints to the related 3SAT instance. This assumption does not seem to hold. A possible explanation to this is that the coordinated planning-problem instance is not translated into the same 3SAT instance with some additional clauses, but into a different 3SAT instance instead.

5.5 Summary and Conclusion

In this chapter, we wanted to quantify the costs and benefits for the agents of using plan decoupling. Instead of looking at (the construction of) the coordination sets, we focused on the effect of plan decoupling on the plan-execution cost and the plan-construction time. More specifically, we wanted to study these effects from both a system perspective and an agent perspective in order to estimate the potential costs and benefits when providing a set of agents with autonomy and coordinating with other agents.

From a system perspective, we found the price of autonomy to be close and often even smaller than 1 on average (i.e., the decentralised approach resulted in cheaper plans) for both sequential (i.e., total cost) and parallel planning (i.e., makespan), independent of the size of the problem instance. For the speedup, we found values larger than 1 that can converge to planner-specific constants or even increase exponentially, when increasing the size of the problem instance.

From an agent perspective, we found the price of coordination to be around 1 (i.e., both larger and smaller values) for (heuristic) sequential planning, and to be larger than or equal to 1 for (heuristic) parallel planning. These results seem to indicate that—from an agent perspective—the price of coordination for parallel planning is higher than for sequential planning. For the speedup, we found values larger than 1 for heuristic sequential planners, and values around 1 (i.e., both larger and smaller values) for optimal planners.

From our experiments, we learned that some of the results were better than expected. This difference is explained by the fact that our expectations were based on optimal planners, while we used heuristic planners in the experiments. When using an optimal planner, the joint plan of all constructed plans for all subproblems together cannot have a lower plan-execution cost than the plan constructed for the problem instance. However, it turns out that heuristic planners profit from decomposing a problem instance and letting them solve the set of subproblems, because they are able to construct closer-to-optimal plans when the problem instances are smaller.
In short, our experiments with (heuristic) sequential planners provide the following results. We found that using plan decoupling results in similar or smaller plan-execution cost from both system and agent perspective. Concerning the plan-construction time, we mainly found speedups larger than 1 from both system and agent perspective. Because we used only two planners in our experiments in (heuristic) parallel planning, our results are preliminary only.
Chapter 6

Conclusions and Research Directions

The goal of this thesis was to enable a set of autonomous agents to construct a global solution for a planning or scheduling problem by coordinating among the agents such that the independently constructed locally-consistent plans or schedules together form such a global solution. We focused on self-interested agents which are—from an autonomy point of view—the most challenging type of agents.

We considered the construction of plans and schedules separately in two consecutive phases. Then, we allowed the agents to add qualitative-temporal and quantitative-temporal constraints (i.e., reflecting their planning and scheduling preferences, respectively) independently from the other agents. Because self-interested agents do not want to revise their independently-constructed plans or schedules, we took an a-priori coordination-by-design approach, called decoupling. Self-interested agents prefer coordination at the lowest possible cost, which we assumed to be reflected by the size of the coordination set (i.e., the number of coordination constraints).

Our approach generalises the available literature on plan and schedule decoupling. First, it extends the applicability of plan decoupling to frameworks with richer types of qualitative-temporal constraints. Second, it generalises schedule decoupling such that the agents are allowed to add a less restrictive type of scheduling constraints. Finally, it provides an integrated approach to coordinated planning and scheduling for autonomous agents, because it combines both decoupling problems in a unifying framework (i.e., with qualitative and quantitative-temporal constraints).

6.1 Answer to Research Questions

In this section, we will evaluate the extent to which the contributions of this thesis provide answers to our research questions as posed in Section 2.5. Besides answering the question by briefly summarising our main results, we will provide directions for future work.
Research question 1
Is it possible to extend the applicability of plan decoupling to more expressive frameworks with other temporal constraints, besides simple precedence constraints?

We wanted to study plan-coordination problems in frameworks with rich types of planning constraints among a set of tasks: qualitative- and quantitative-temporal constraints. Here, we wanted to consider coordinated planning for sets of tasks with ordering and synchronisation constraints among them as the qualitative-temporal constraints. Concerning the quantitative-temporal constraints, we wanted to allow the duration of a task, the time window in which a task should start and/or finish, and to allow minimum and maximum separation times between the tasks to be specified. In Chapter 1, we already provided examples of the plan-coordination problems that arise when allowing such constraints.

To allow such rich types of planning constraints, we extended the existing plan-coordination framework (i.e., with precedence constraints only) in two ways. First, we defined a qualitative task network as an assigned set of tasks which end points are constrained by precedence and synchronisation relations. In these qualitative task networks, we identified the plan-coordination problem that arises (i.e., when allowing all agents to construct locally-consistent plans) and proved that this plan-coordination problem can be solved by plan decoupling. Second, we defined a quantitative task network that extends the qualitative-task network to allow time windows, task durations, and task separation times. Again, we identified the plan-coordination problem that arises and proved that this plan-coordination problem can be solved by plan decoupling. Hence, we increased the applicability of plan decoupling to task networks with richer qualitative-temporal constraints (e.g., synchronisation constraints), and quantitative-temporal constraints (e.g., time windows and task durations). We, thereby, have made plan decoupling available for problems that require these richer types of constraints.

This result demonstrates the flexibility of the framework for adding new types of constraints. For future work, we suggest to study decoupling in even more expressive frameworks with additional temporal and non-temporal constraints. For instance, the decoupling approach could be applied to distributed constraint systems in general (van der Hoek et al., 2011).

Research question 2
For plan decoupling, what are the consequences in terms of the computational complexity of adding different types of temporal constraints to the framework?

In answering this question, we studied the computational complexity of plan decoupling a framework with qualitative-temporal or quantitative-temporal constraints (i.e., the qualitative and quantitative task networks, respectively).

For qualitative task networks, we defined two variants of the plan-decoupling problem that either construct a subset-minimal or a cardinal-minimal coordination
set. We proved that both these variants are intractable in general. We showed that
the complexity of plan decoupling in qualitative task networks (i.e., with precedence
and synchronisation constraints) does not increase in comparison with plan decou-
pling for task networks with precedence constraints only. Moreover, we studied the
computational complexity of subclasses of the plan-decoupling problem where either
the number of agents or the number of tasks per agent is limited. We proved that
these subclasses remain intractable, even when the problem instances are limited to
consist of few agents, or tasks per agent.

For quantitative task networks, we defined and studied the cardinal-minimal
plan-decoupling problem. We proved this plan-decoupling problem to be intractable
in general. We showed that—from a complexity point of view—plan decoupling in
quantitative task networks is not harder than for qualitative task networks in spite
of the increased expressivity of the framework.

Hence, we proved that the computational complexity of the plan-decoupling
problem does not increase when adding synchronisation constraints, time windows,
task durations, and task separation times to the framework. As a consequence, we
can enable self-interested agents to construct their local plans independently from
the other agents in these richer frameworks without the plan-decoupling problem
becoming (computationally) harder.

The reason that the complexity of plan decoupling does not increase is that
neither the framework itself nor the interaction with the framework require more
complex problems to be solved. Both consistency checking and constraint propa-
gation can be done in polynomial time for both qualitative and quantitative task
networks. Therefore, the complexity of plan decoupling does not differ between
qualitative and quantitative task networks.

For future work, the influence of the underlying problems on the complexity of
plan decoupling itself should be studied. For instance, determining the effect of
the complexity of consistency checking on the complexity of plan decoupling would
enable us to determine which constraints can be added without increasing the com-
plexity of plan decoupling. A start could be to determine the effect of allowing
multiple time-window constraints (as used in temporal constraint satisfaction prob-
lems (Dechter et al., 1991)) which cause consistency checking to become intractable.
Furthermore, the complexity of other subclasses could be determined based on the
type of agent-dependency graph (e.g., line, star, or tree shaped). These studies gain
insight in the influence of the structure of the problem instances on the complexity
of plan-decoupling problems. We did some preliminary work on line and star-shaped
agent-dependency graphs (Steenhuisen et al., 2007, 2008).

Research question 3

What is the difference between plan and schedule decoupling (in a quantitative
framework)?

Both plan and schedule decoupling guarantee the existence of a joint dispatching
that satisfies all imposed preference constraints. However, these types of decoupling
differ in at least two ways.
First, plan and schedule decoupling differ in the types of constraints the agents are allowed to specify. In the planning phase, qualitative-temporal constraints are associated with the agents’ planning preferences (or strategic decisions). In the scheduling phase, quantitative-temporal constraints are associated with the scheduling preferences (or tactical decisions) of the agents. As such, plan and schedule decoupling coordinate among the agents at different levels of decision making (i.e., the strategic and tactical level, respectively).

Second, schedule decoupling is more restricting than plan decoupling. Schedule decoupling enables agents to add quantitative-temporal constraints, which constraints subsume the qualitative-temporal constraints. Therefore, the agents are also enabled to add qualitative-temporal constraints, which makes them plan coordinated. Hence, schedule coordination implies plan coordination, while the reverse does not hold.

This result demonstrates the possibility and advantage of having a separate planning and a scheduling phase. Our work generalises both plan coordination (Valk, 2005) and temporal decoupling (Hunsberger, 2002). On the one hand, we extended the applicability of the preference-preserving plan coordination to richer frameworks. On the other hand, we generalised dispatching-preserving temporal decoupling to allow the agents to add scheduling constraints (cf. constructing a dispatching).

For future work, the robustness of plan and schedule-decoupling solution should be studied in dynamic environments. In such environments, coordination is not guaranteed when changes occur (e.g., when new tasks are allocated or agents can violate constraints). For instance, when an agent fails to satisfy a scheduling constraint (i.e., possibly a schedule-coordination constraint), this does not necessarily violate a planning constraint as well. It should be studied when coordination sets can be repaired and when they must be newly constructed for maintaining plan and schedule coordination.

**Research question 4**

How does the computational complexity of plan decoupling compare to that of schedule decoupling (in a quantitative framework)?

We already proved plan decoupling to be intractable, and saw that plan and schedule decoupling are strongly related. In fact, we saw that plan coordination can be achieved by solving the schedule-decoupling problem. Therefore, we wanted to compare the complexity of plan decoupling with that of (preference-preserving) schedule decoupling.

First, we defined schedule and dispatch coordination for, respectively, the preference- and dispatching-preserving variants of schedule decoupling. Before determining the complexity, we studied the relation between these variants of schedule decoupling. We found that the dispatching-preserving schedule-decoupling problem coincides with dispatching-preserving schedule-decoupling problem, also called temporal decoupling (Hunsberger, 2002). Therefore, schedule coordination can be achieved by temporal decoupling (Hunsberger, 2002), of which the cardinal-minimal
variant is polynomially solvable (Planken et al., 2010). Hence, we found that the complexity of plan and schedule decoupling differs (i.e., intractable versus tractable).

As a consequence, we can derive heuristics for constructing a plan-coordination set from the algorithms for solving the schedule-decoupling problem. Such heuristics are needed due to the intractability of the plan-decoupling problem. The plan-coordination set can easily be constructed by determining the qualitative-temporal constraints implied by the schedule-coordination set.

The difference in complexity between plan and schedule decoupling can be attributed to the constraints that the agents might add. Note that these types of constraints determine the potential conflicts that can arise among the agents. Because the preference-preserving decoupling problems are to prevent these potential conflicts, their complexity depends on the constraints the agents are allowed to add.

For future work, the applicability of plan and schedule decoupling should be extended to a richer quantitative framework (e.g., to allow disjunctions of time-window constraints). In such richer frameworks, the complexity of basic problems (e.g., consistency checking) increases. We expect the differences in complexity between plan and schedule decoupling to decrease.

**Research question 5**

What is the effect of using plan decoupling on the plan-execution costs and plan-construction times for all agents together?

Because self-interested agents need an incentive for using a plan-decoupling mechanism, we wanted to estimate the practical consequences of using plan decoupling. When the system is assumed to have a choice between obedient agents and self-interested agents (that accepted the responsibility for completing their assigned task networks), we are interested in the consequences of using decoupling for all agents together. We did not want to focus on the effect of schedule decoupling, because the effect on schedule flexibility (which we expect the agents to be interested in) has already been studied by Hunsberger (2002) and depends on the makespan (i.e., the shortest time from start to finish). Instead, we expect self-interested agents to be interested in the effect on the (minimal) makespan itself, which depends on the constructed plans. Therefore, we focused on the consequences of plan decoupling on the plan-execution costs and plan-construction times.

Instead of studying the size of the coordination sets or the construction time required by the plan-decoupling mechanism, we studied the effect of plan decoupling on the plan-execution costs and plan-construction times for the agents. We considered two logistics planning problems, and used planners that either construct sequential or parallel plans. We determined the price of autonomy (i.e., the ratio of the plan-execution cost with and without plan decoupling) and the speedup (i.e., the ratio of the plan-construction time without and with plan decoupling).

We found the price of autonomy to be close to and often even smaller than 1 on average (i.e., lower plan-execution costs when using plan decoupling) for both sequential planning (i.e., total cost) and parallel planning (i.e., makespan), independent of the size of the problem instance. For the speedup, we found values larger
than 1 that can either converge to planner-specific constants or increase exponentially, when increasing the size of the problem instance.

From our experiments, we learned that the results for sequential planners were better than expected. This difference is explained by the fact that our expectations were based on optimal planners, while we used heuristic planners in the experiments. When using an optimal planner, the joint plan after plan decoupling (of all constructed plans for all subproblems together) cannot have a lower plan-execution cost than the plan constructed for the complete problem instance. However, it turns out that heuristic planners profit from plan decoupling a problem instance and letting them solve the set of subproblems, because they are able to construct closer-to-optimal plans when the problem instances are smaller.

**Research question 6**

What is the effect of using plan decoupling on the plan-execution costs and plan-construction times for the agents individually?

When all agents together are incentivised to use a plan-decoupling mechanism, there is still no guarantee that all agents individually are willing to participate. When dealing with self-interested agents, each agent individually needs an incentive. Therefore, we are interested in the consequences of using plan decoupling for the agents individually.

We studied the effects of the additional coordination constraints on the plan-execution costs and plan-construction times for the agents individually. We considered a logistics planning problem, and used planners that either construct sequential or parallel plans. We compared planning by a single agent after adding the coordination constraints to the performance achieved with planning without coordination constraints for the uncoordinated instances. For each run of the experiment, we determined the price of coordination (i.e., the ratio of the plan-execution cost with and without a coordination mechanism) and the speedup (i.e., the ratio of the plan-construction time without and with plan decoupling). In fact, these results provide us with upper bounds on the price of coordination, because the joint plans (of all local plans together) constructed without coordination constraints might be inconsistent.

We found the price of coordination mostly to be larger than or equal to 1 for both parallel planning and optimal sequential planning. For heuristic sequential planning, however, we also found the price of coordination to be smaller than 1 for some planners. These planners (with a price of coordination that is smaller than 1) construct plans with relatively high plan-execution costs for the uncoordinated instances, while constructing plans with costs that are similar to the other planners when using plan decoupling. Furthermore, the results seem to suggest that the plan-execution cost in terms of makespan is larger than that in terms of total cost. However, only two planners were used for parallel planning. Therefore, additional experiments are needed (i.e., for parallel planning) for investigating this hypothesis.

In the considered planning problems, sequential planning agents are incentivised to using plan decoupling both from a system and agent perspective. Although this
result is promising, it does not mean that this result can be translated to any other planning problem. It should, however, be noted that the heuristics used in these experiments were not optimised for any performance metric (i.e., nor for the number of actions, nor for the minimum makespan). Therefore, results might even improve by optimising the heuristic.

For parallel planners, the results gave no incentive for using plan decoupling. In relation to scheduling, however, the effect of plan decoupling on the allowed minimum-makespan schedules is important. Due to the limited number of parallel planners used, the results on the effect of plan decoupling on makespan are preliminary.

In future work, the effects of plan decoupling on parallel planning should be studied thoroughly. Here, the heuristic should be adapted to take efficiency of the allowed plans into account as well (i.e., instead of consistency only). In addition to the problem instances used for our experiments, problem instances should be used that constrain tasks with time windows. These issues are specifically important in ground handling and container transshipment (see Chapter 1).
Appendix A
Planning Preliminaries

Before moving on to the experiments themselves, we will provide some preliminaries on planning because it is used as the experimental environment. First, we will explain how planning problems and instances are specified. Thereafter, we will describe the different types of planners for solving these instances and two cost metrics for their constructed plans.

A.1 Planning Problems

In 1998, the first International Planning Competition (IPC) was organised, hosted by the International Conference on Artificial Intelligence Planning Systems (AIPS-1998), to provide a platform for empirical evaluation and comparison of automated problem-independent planners (Long et al., 2000). Since then, it has been organised every two years and has grown out to consist of three parts: (i) the deterministic part that considers deterministic and fully-observable environments (i.e., classical planning), (ii) the uncertainty part, which considers nondeterministic and probabilistic actions, and (iii) the learning part, where the planners are first allowed to construct problem-dependent knowledge in an offline training period. In our experiments, we look at problems from the deterministic part, and therefore continue with the description of that part only.

In the deterministic part, the participating planners need to solve a collection of instances in various problems which are specified in a formal language: the Planning Domain Definition Language (PDDL) (Ghallab et al., 1998). PDDL defines a planning problems in terms of predicates that define the states the world can be in, and the actions that define the possible state changes by means of value changes of a subset of predicates. Over time, the language evolved with a new version of PDDL with almost each IPC (Fox and Long, 2001, 2003, 2006; Gerivini and Long, 2006; Hoffmann and Edelkamp, 2005). These versions added expressiveness to the basic language, including durative actions and temporal constraints.

In Figure A.1, the PDDL specification is given of an example problem. Such a PDDL problem-specification consists of 5 parts:
(define (domain Depot)
  (:requirements :strips :typing)
  (:types place locatable - object
    depot distributor - place
    truck hoist surface - locatable
    pallet crate - surface)
  (:predicates (at ?x - locatable ?y - place)
    (on ?x - crate ?y - surface)
    (in ?x - crate ?y - truck)
    (lifting ?x - hoist ?y - crate)
    (available ?x - hoist)
    (clear ?x - surface))

  (:action LIFT
                   (on ?y ?z) (clear ?y))
    :effect (and (not (at ?y ?p)) (lifting ?x ?y) (not (clear ?y))
              (not (available ?x)) (clear ?z) (not (on ?y ?z)))
  )

  (:action DROP
    :effect (and (available ?x) (not (lifting ?x ?y)) (at ?y ?p)
              (not (clear ?z)) (clear ?y) (on ?y ?z))
  )

  (:action LOAD
    :effect (and (not (lifting ?x ?y)) (in ?y ?z) (available ?x))
  )

  (:action UNLOAD
    :effect (and (not (in ?y ?z)) (not (available ?x))
              (lifting ?x ?y))
  )

  (:action DRIVE
    :parameters (?x - truck ?y - place ?z - place)
    :precondition (and (at ?x ?y))
    :effect (and (not (at ?x ?y)) (at ?x ?z))
  )
)

Figure A.1: Specification of an example problem in PDDL.
domain
In this part, the problem name is specified for referencing purposes.

:requirements
Here, the features (e.g., :typing and :durative-actions) are listed that are used in this problem.

:types
This part gives a (hierarchical) set of types of which objects can be instantiated and used in the problem.

:predicates
This lists all predicates that can be specified on the different types of objects in the problem instances.

:action
In this part, actions are defined in terms of preconditions and effects (i.e., in terms of valuations of a set of predicates immediately before and after the execution of this action).

Example A.1. In Figure A.1, a description is given in PDDL of an example transportation problem called Depot. Consider the action DRIVE. Because the action involves driving a truck from one place to another (i.e., either a depot or a distributor), this action takes three parameters. The precondition states that the predicate (at ?x ?y) must be true, which represents that the truck ?x is at the starting place ?y. The effect of applying the action is that (not (at ?x ?y)) and (at ?x ?z) have become true, which means that truck ?x is not at place ?y but at place ?z.

A problem description specifies a planning problem, but not the instances themselves. In a problem instance, the terminology (i.e., :types and :predicates) is used from the problem description for specifying the initial state and the set of goals. Such a problem instance consists of 5 parts (e.g., see Figure A.2):

problem
Here, the name of this problem instance is given for referencing.

:domain
This specifies the problem of which this is an instance.

:objects
In this part, all objects are listed that are used, and are the only objects on which predicates can be defined in this instance.

:init
In this part, a list of all positive ground predicates is given. All other ground predicates are assumed to be false, resulting in a complete description of the initial state.

:goal
Here, a conjunction of predicates is given (both positive and negative ground predicates) which define the set of goal states.
A.2 Planners and Plan Costs

The competitors in the deterministic part of the IPC are so-called problem-independent planners, which are programmed for the purpose of competing in one (or more) of the three track categories: (i) sequential, (ii) temporal, and (iii) net benefit. For our experiments, we are interested in the former two categories. These categories differ in the requirements for the planners and in the performance metric (i.e., objective) by which the constructed plans are judged. Each track category has a satisficing and an optimisation track in which the planners can compete.

- **Sequential satisficing/optimisation**
  INSTANCE: A PDDL with action costs
  OBJECTIVE: minimise total cost

- **Temporal satisficing/optimisation**
  INSTANCE: A PDDL with durative actions
  OBJECTIVE: minimise makespan

The plan cost can be defined as the total cost, which is the sum of all action durations, or as the makespan, which is the total time needed for executing the plan. Note that, in the sequential tracks, it suffices to construct a plan that can be executed sequentially, because improving the plan’s makespan doesn’t change the total cost. In the temporal tracks, on the other hand, the (partially-)overlapping execution of multiple actions needs to be taken into account for constructing the
A.2. PLANNERS AND PLAN COSTS

plan with the shortest time from begin to end. Note that a shorter makespan might involve more actions (i.e., a more expensive plan in terms of the total cost).

We conclude by explaining the scoring system used, which is relevant because the planners are programmed for this competition. Each planner is given a limited amount of time (e.g., 30 minutes in IPC-2008) for each problem instance. The scoring is based on the plan costs (i.e., exact plan-construction time does not count towards scoring). For each solved problem instance, 1 point is awarded to the planner(s) with the best plan while the others get the ratio of the best plan costs to its plan cost. The difference between the satisficing and optimisation track is that planners in the optimisation track get no points for the complete problem (i.e., not just that problem instance) when reporting at least one sub-optimal plan.
Appendix B

Materials and Methods

In this section, we describe the material used for conducting the experiments. First, we describe the planning problems, the translation of a problem instance to its task-network representation, and illustrate the result of applying our plan-decoupling heuristic. Thereafter, the planners will briefly be described together with the specification of the computer systems they were run on.

B.1 Planning Problems

In the experiments, two planning problems are used as our experimental environments, called Logistics and Depot. These problems are chosen due to the applicability of our plan-decoupling approach. In fact, the Logistics problem was already used by Valk (2005) in his experiments on plan coordination. The choice for the Depot problem is due to its similarity to Logistics, and the fact that it requires synchronised actions by multiple agents. In this section, we describe both these planning problems.

B.1.1 Logistics Problem

The Logistics problem is a transportation problem in which packages must be transported from their initial locations to their respective destinations. For this transportation task, there are two modalities that can be used: trucks and aeroplanes. Both trucks and planes can carry any amount of packages.

The infrastructure consists of multiple cities, that are interconnected by air bridges. Each city $c_i$ consists of multiple locations $L_i = \{l_{i,j} \mid j = 1, 2, \ldots, m_i\}$ that are connected by a fully-connected graph of roads. These roads can only be traversed by trucks, which makes them responsible for all intra-city transport. In each city $c_i$, one location $l_{i,1}$ is an airport which is connected to the other airports in other cities by a fully-connected graph of air bridges. These air bridges can only be used by the planes, which makes them responsible for all inter-city transport.

The set of transportation orders is given by $O \subseteq L \times L$ with $L = \bigcup_{i=1}^{n} L_i$ being the set of all locations of all cities. A transportation order $o = (l, l')$ specifies that
a package is initially located at some location $l$ and needs to be transported to its destination location $l'$. In the given infrastructure, this results in two types of transportation orders: An intra-city order is an order when both locations are in the same city, and an inter-city order when the locations are in different cities.

**Example B.1.** In Figure B.1, an instance is shown of the Logistics problem. There are 3 cities $cty1$, $cty2$, and $cty3$, consisting of respectively 2, 3, and 4 locations with one truck in $cty2$ and $cty3$, both located at the respective airports, and 2 trucks in $cty1$ that are both not located at the airport. There are 2 aeroplanes: one is located in $cty1$ and another in $cty3$. In this infrastructure, 4 transportation orders must be completed: (i) pkg1 from 112 to 134, (ii) pkg2 from 134 to 132, (iii) pkg3 from 121 to 112, and (iv) pkg4 from 112 to 123.

The Logistics problem has been used in the international planning competition in both 1998 and 2000. In Appendix C, the PDDL specification of this problem is given. From that description, we see that the Logistics problem instances need to be solved by selecting and ordering the actions LOAD, UNLOAD, and MOVE for both trucks and planes.

**B.1.2 Depot Problem**

The Depot problem is a transportation problem in which crates must be moved between sites (i.e., depots and distributors) while these crates are stacked at those sites. Besides transporting crates between the sites, stacking problems need to be solved at these sites. In fact, this Depot problem is a combination of the Logistics problem with the well-known BlocksWorld problem.
Remark B.2. The BlocksWorld problem is a classical planning problem, where the problem is to achieve a specified stacking of the blocks from an initial situation. This can be achieved by unstacking the blocks to the table or stacking them on top of each other, using a given number of arms (i.e., with a hand that can at most hold a single block at a time).

The transportation infrastructure consists of an interconnected set of sites \( S = \{s_1, s_2, \ldots, s_n\} \), where each site \( s_i \) has a non-empty set \( P_i = \{p_{i,j} \mid j = 1, 2, \ldots, m_i\} \) of pallets. At each site \( s_i \), there is a non-zero number of hoists \( h_i \) and a possibly-empty set of trucks. Each hoist can (un)stack crates on one of the \( m_i \) stacks available (i.e., a crate can only be stacked on a pallet or on top of another crate), and load/unload crates onto/from a truck when present. There is no stacking limit (i.e., stacks of crates can be of arbitrary height), and all stacks and trucks are directly reachable for all hoists. The sites are connected by a fully-connected graph of roads over which the trucks can move, which makes them responsible for inter-site transportation. While the trucks can carry any amount of crates, the hoists can only lift one crate at a time.

A transportation order specifies a crate to be moved from its initial place in a stack at a site, to a position in a stack at some site. Similar to the orders in the Logistics problem, we differentiate intra and inter-site orders depending on whether the initial and destination site differ.

Example B.3. In Figure B.2, an instance is shown of the Depot problem. There are 3 sites \( \text{dpt0} \), \( \text{dst0} \), and \( \text{dst1} \), each having one pallet and one hoist available. There are 2 trucks which are both located at site \( \text{dpt0} \). Furthermore, there are 4 crates: each pallet has one crate stacked onto it, except for the pallet at \( \text{dst1} \) which has a stack of 2 crates. In fact, the depicted situation is the initial state of the example instance of Figure A.2.

This Depot problem was used in the international planning competition of 2002. Therefore, a PDDL specification is available for this problem, which in fact was already given in Figure A.1. From that problem definition, we read, besides the...
self-explanatory types and predicates, that there are 5 actions \textsc{Lift}, \textsc{Drop}, \textsc{Load}, \textsc{Unload}, and \textsc{Drive} for changing the initial state into a goal state. It is up to the planners to select and order these actions.

\section*{B.2 Task Network Representation}

The problem instances are described in PDDL, which is in terms of states (i.e., as sets of literals) and operators (i.e., actions) for transforming one state into another. This representation is not a task-network formulation (as used in this thesis) which is required for applying plan decoupling. Therefore, we need to translate these instances from their PDDL description into their task-network representation such that we can apply plan decoupling. This requires us to address the following issues: (i) What are the tasks? (ii) What are the constraints? (iii) What are the agents? and (iv) What is the task assignment?

Here, we will describe how these problem instances can be represented as task networks by using the problem descriptions given in the previous section. The basic idea is to decompose each transportation order into a task chain (i.e., a sequence of tasks) and to assign each task to an agent that is capable of completing it with its vehicles. In Logistics, for instance, these orders can be decomposed into tasks for transportation by either truck or plane. Then, by choosing the agents in such a way that they plan for the sets of vehicles that are given tasks to complete, the task assignment is trivially solved (e.g., one agent per city).

\subsection*{B.2.1 Logistics Problem}

A Logistics problem instance \((L, O)\) can be translated into its task-network representation as follows. An intra-city order can be translated into a single elementary task that can be completed by a single agent (i.e., an agent responsible for transportation within a single city). Because an inter-city order \(o = (l_{i,p}, l_{j,d}) \in O\) requires transportation by multiple agents, we need to consider how such an inter-city order can be decomposed. Due to the infrastructure, each inter-city transportation order \(o\) consists of a sequence \(o^{\text{pre}} \text{ before } o^{\text{in}} \text{ before } o^{\text{post}}\) of intra and inter-city sub orders.

Recall from the problem description that both cities \(c_i, c_j\) have one airport (i.e., locations \(l_{i,1}\) and \(l_{j,1}\), respectively). Therefore, these sub orders can all be specified as the transportation orders \(o^{\text{pre}} = (l_{i,p}, l_{i,1}), o^{\text{in}} = (l_{i,1}, l_{j,1}), \) and \(o^{\text{post}} = (l_{j,1}, l_{j,d})\). By associating tasks with these sub orders, we construct a task sequence \(\tau^{\text{pre}} \text{ before } \tau^{\text{in}} \text{ before } \tau^{\text{post}}\) for completing each inter-city transportation order.\footnote{Note that the intra-city parts of an inter-city transportation order can be trivial (e.g., when a package is initially located at the airport). For every such trivial intra-city order, we also define a task \(\tau\) for it.}

Now, we need to define what the agents are in Logistics. We define an agent for each region in which it has a set of vehicles (i.e., trucks or planes). We do not...
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Figure B.3: Task-network representation of a Logistics instance.

have a separate agent for each vehicle, because then their individual responsibilities would be unclear due to the remaining task-assignment problem of tasks over these vehicle agents. Hence, we define an agent for each region (i.e., for each city and one for air traffic) such that each elementary task (i.e., the intra or inter-city part of a task) can only be assigned to one agent. Now, all tasks $\tau_{\text{pre}}$, $\tau_{\text{post}}$ are assigned to city agents $A_i$ together with the intra-city tasks $\tau$, and all tasks $\tau_{\text{in}}$ are assigned to the air-traffic agent. In Figure B.3, the task-network representation is given for the problem instance of Example B.1.

B.2.2 Depot Problem

The Depot instances can be translated to their task-network representations in a similar way as the Logistics instances. Similarly, the transportation orders can be decomposed into a sequence of intra and inter-site orders.

For completing those orders, we define three types of elementary tasks: a task $\tau_{c_{\text{pre}}}$ for the loading of a crate $c$ onto a truck, a task $\tau_{c_{\text{in}}}$ for transporting this crate from its pickup site to its destination site, and a task $\tau_{c_{\text{post}}}$ for stacking this crate as specified in the goal. Note here that this Depot problem requires synchronisation due to the (un)loading of the trucks by the hoists being a synchronised activity. Therefore, we get the following task chains $\tau_{c_{\text{pre}}} \text{ meets } \tau_{c_{\text{in}}} \text{ meets } \tau_{c_{\text{post}}}$. Further note that additional constraints might hold among the task chains due to the crates being stacked. For instance, when two crates are stacked on top of each other, the crate at the bottom of the stack can only be lifted when the top crate has been lifted previously.

Finally, we define agents for each site (i.e., depot or distributor) and one that plans for the inter-site transportation tasks. In this way, the hoists and trucks have become the resources that are available to the agent to complete its tasks. Due to this choice of the agents, the task-assignment problem has become trivial, because there is only one possible assignment of tasks to agents. Now, we can represent the problem instance of Figure A.2 as the task network shown in Figure B.4.

Note the similarity of the task network in Figure B.4 with the task network of
the Logistics instance in Figure B.3. The main difference is that the inter-agent constraints are precedence constraints in the Logistics problem, while the Depot problem requires the use of synchronisation constraints.

B.3 Plan decoupling

Given the example task-network representation of the problem instances, it is easy to see that the joint plans are not guaranteed to be feasible when local plans are constructed by the agents independently. Therefore, we will use the depth-partitioning algorithm (see Algorithm 1) for plan decoupling these instances. In this section, we describe the set of additional precedence constraints due to plan decoupling, and how we specify them in PDDL. The problem with PDDL is that it does not allow precedence constraints to be defined directly.

B.3.1 Logistics Problem

In Logistics, the depth-partitioning algorithm assigns a depth \( d = 1 \) to all pre-flight transportation tasks, and sets all post-flight transportation tasks to depth \( d = 3 \). As a consequence, an ordering constraint \( \tau_i^{\text{pre}} \text{ before } \tau_j^{\text{post}} \) is added for every pair of tasks that are assigned to the same agent and belong to different orders \( o_i, o_j \). For the air-traffic agent, all tasks get depth \( d = 2 \) which results in no constraints being added. The depth-partitioning algorithm now guarantees that all plans constructed by the city agents and air-traffic agent can be joined together to constitute a feasible joint plan for the task network and, thus, the original planning problem.

Example B.4. Consider the situation at city cty1 in Figure B.3. Here, the depth-partitioning algorithm has added the following constraints: \( t_{\text{pkg1}}^{\text{pre}} \prec t_{\text{pkg3}}^{\text{post}} \) and \( t_{\text{pkg4}}^{\text{pre}} \prec t_{\text{pkg3}}^{\text{post}} \).

Let us now turn to representing these precedence constraints in PDDL. In Logistics, the coordination constraints enforce that each city agent completes its set
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Example B.5. Consider the precedence constraints added to the agent of city \textit{cty}1 in Figure B.3, as described in Example B.4. The constraints $t_{\text{pre},crt2}^{\text{pre}} < t_{\text{post},crt0}^{\text{post}}$ and $t_{\text{pre},crt1}^{\text{pre}} < t_{\text{post},crt0}^{\text{post}}$ are encoded in the action \textsc{LOAD-UNLOAD} by means of its preconditions and effects, as shown in Figure B.5.

B.3.2 Depot Problem

In Depot, applying the depth-partitioning algorithm results in a plan decoupling that closely resembles the situation in Logistics. All tasks of loading outgoing crates into trucks must precede all the tasks of unloading incoming crates, which corresponds to the ordering of pre and post-flight tasks. Because the (un)loading tasks require synchronisation between the site and truck agent, every set of synchronised activities between any pair of agents needs to be totally ordered. As a heuristic, we construct the coordination sets based on the order in which the crates are stacked (i.e., for loading tasks) and need to be stacked (i.e., for unloading tasks). Note that this heuristic is specific for this problem.

Example B.6. Consider the situation at distributor \textit{dst}1 in Figure B.4, where there are two loading tasks for \textit{crt}1 and \textit{crt}2. Due to \textit{crt}2 being stacked on \textit{crt}1 (see Figure A.2), the constraint that forces \textit{crt}2 to be loaded before \textit{crt}1 seems to be much more intuitive than the other one. The described heuristic results in the following constraints: $t_{\text{pre},crt2}^{\text{pre}} < t_{\text{pre},crt1}^{\text{pre}} < t_{\text{post},crt0}^{\text{post}}$. 

\begin{verbatim}
{:action LOAD-UNLOAD
 :parameters (?y - plane ?z - airport)
 :precondition (and (not (used DoneLoadUnload)) (at ?y ?z)
 (at pkg1 ?z) (at pkg4 ?z) (in pkg3 ?y))
 :effect (and (used DoneLoadUnload) (not (at pkg1 ?z)) (in pkg1 ?y)
 (not (at pkg4 ?z)) (in pkg4 ?y)
 (not (in pkg3 ?y)) (at pkg3 ?z))
}
\end{verbatim}

Figure B.5: Action for guaranteeing the coordination constraints on the pre and post-flight tasks at city1.

of pre-flight tasks before starting any of its post-flight tasks. Instead of translating each precedence constraint separately, we will encode the ordering of these two sets of tasks. We add an action \textsc{LOAD-UNLOAD} to the problem description which has the precondition that these pre-flight tasks are completed (i.e., the involved packages are at the airport), and has the effect that the packages involved in the post-flight tasks are at their initial location (i.e., the airport). To guarantee that this action has its desired effect we add a literal \textit{DoneLoadUnload} at each city that needs to be made true. This literal can only be made true by means of this action, and can only be executed once because it also requires \textit{DoneLoadUnload} to be false. The only way to get the packages of the post-flight tasks at their initial locations is through the use of this \textsc{Load-Unload} action (i.e., we removed the actions related to planes).
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(:action LOAD-UNLOAD
 :parameters (?z - truck ?p - place)
 (on crt2 IOPallet) (on crt1 crt2) (clear crt1) (in crt0 ?z)))
 :effect (and (used DoneLoadUnload) (not (at crt2 ?p)) (in crt2 ?z)
 (not (at crt1 ?p)) (in crt1 ?z) (not (on crt2 IOPallet))
 (not (on crt1 crt2)) (not (clear crt1)) (not (in crt0 ?z))
 (at crt0 ?p) (on crt0 IOPallet) (clear crt0))
)

Figure B.6: Action for guaranteeing the coordination constraints on the load and unload tasks at distributor1.

Let us now turn to representing these precedence constraints in PDDL. For Depot, the approach taken for the Logistics problem (i.e., constraining one set of tasks to precede another set) is insufficient, because a total ordering needs to be specified on the set of synchronised tasks per pair of agents. To encode this total ordering, we add an action LOAD-UNLOAD with the preconditions and effects that encode the coordination constraints. Here, we make use of the fact that a specific stack of crates can only be achieved by stacking them in that specific order (i.e., a precedence order). To this end, we introduce an IOPallet at each site which will be used for encoding the total ordering of load and unload tasks. This pallet is initially empty and is used to mimic the loading and unloading of crates, the order of which can be defined by means of the stacking of the crates on this pallet.

Example B.7. Consider the precedence constraints added to the agent of distributor dst1 in Figure B.4, as described in Example B.6. The coordination constraints \( t^\text{pre.e}_{crt2} < t^\text{pre.e}_{crt1} < t^\text{post.s}_{crt0} \) are encoded by mimicking the (un)loading of crates through the (un)stacking of these crates on an IOPallet. To force that crt2 is loaded before crt1, we require that crt2 is stacked onto IOPallet before crt1 (i.e., stack crt1 on top of crt2). This prerequisite is encoded in the LOAD-UNLOAD by means of its preconditions, as shown in Figure B.6. In the effect of this action, the unload task becomes available by replacing all loaded crates by crate crt0 which needs to be unloaded.

Parallel-planning instances

In the planning problem instances considered so far no task durations were specified. While this specification suffices for sequential planning, it does not for parallel planning. However, these problem instances can be used for parallel planning by specifying durations for the actions the problem file (e.g., :duration (= ?duration 10)).

For Logistics, we let (un)loading for both trucks and planes take 1, driving takes 2 time units, and flying has a duration of 3. For Depot, we defined lift and drop to take 1, loading to take 3, unloading to take 4 time units, and driving to have a duration of 10 units.
B.4 Measuring Methods

Finally, we need to describe our measuring methods and the runtime environment. As described in Section 5.1, we are interested in the plan costs and the (total) plan-construction time.

Concerning the plan costs, we use the number of actions and the makespan for the sequential and parallel planning-problem instances, respectively. These performance metrics are well defined, such that the plan costs of each constructed plan can be determined unambiguously afterwards by analysing the output files.

Although the planners also report a plan-construction time, it is unclear what exactly is timed and whether these values are unbiased. Therefore, we use the `time` command-line tool for measuring the time used by the invoked planner, while all experiments ran on identical machines and under the same conditions (e.g., same hardware and operating system).

Unfortunately, this approach could not be applied to the anytime planners (i.e., DAE, DTG, LAMA, and TFD), because they do not stop after they have constructed their plan. Anytime planners keep constructing plans of decreasing plan costs, until they are stopped or cannot improve on the best constructed plan. Therefore, we use their first constructed plan.

We set the time limit to 20 hours, which is the maximum plan-construction time to be used by the planners for any problem instance. However, we did stop some planners earlier when they took much longer than what was reasonably to be expected. This was when they took orders of magnitude longer than expected based on the results of other planners (e.g., after 10 hours while all other planners took at most 10 seconds), at which point they were assumed not to output any plan.

B.4.1 Runtime Environment

All experiments ran on otherwise-idle Fedora Linux workstations in our labrooms, which are all identical and contain two quad-core Intel® Xeon® CPUs running at 2.33 GHz, having 4 MByte of cache, 16 GByte of RAM, and 50 GByte available disk space. We did not restrict the planners in making use of the available resources of the machine.

\(^2\)This planner is partially-based on evolutionary algorithms, with their own stopping criterion. However, it does construct multiple plans and overwrites the previous result when it finds an improved plan. As such, we qualify it as an anytime planner.
Appendix C

Benchmark Set Details

(define (problem example) (:domain Logistics)
    (:objects cty1 cty2 cty3 - city
     l12 l22 l23 l32 l33 l34 - location
     l11 l21 l31 - airport
     trk1 trk2 trk3 trk4 - truck
     pln1 pln2 - airplane
     pkg1 pkg2 pkg3 pkg4 - package)

    (:init
     (in-city l11 cty1) (in-city l12 cty1)
     (in-city l12 cty2) (in-city l22 cty2) (in-city l23 cty2)
     (in-city l31 cty3) (in-city l32 cty3) (in-city l33 cty3) (in-city l34 cty3)
     (at trk1 l12) (at trk2 l12) (at trk3 l21) (at trk4 l31)
     (at pln1 l11) (at pln2 l31)
     (at pkg1 l12) (at pkg2 l34) (at pkg3 l21) (at pkg l12)
    )

    (:goal (and (at pkg1 l34)
                 (at pkg2 l32)
                 (at pkg3 l12))
           (at pkg4 l23))
)

Figure C.1: PDDL specification of the Logistics example instance.
Figure C.2: PDDL specification of the Logistics problem.
<table>
<thead>
<tr>
<th>instance</th>
<th>cities</th>
<th>locations per city</th>
<th>trucks</th>
<th>planes</th>
<th>packages</th>
</tr>
</thead>
<tbody>
<tr>
<td>prob1</td>
<td>6</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>prob2</td>
<td>10</td>
<td>2</td>
<td>10</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>prob3</td>
<td>14</td>
<td>3</td>
<td>14</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>prob4</td>
<td>13</td>
<td>4</td>
<td>23</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>prob5</td>
<td>9</td>
<td>2</td>
<td>11</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>prob6</td>
<td>18</td>
<td>4</td>
<td>26</td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>prob7</td>
<td>11</td>
<td>2</td>
<td>11</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>prob8</td>
<td>20</td>
<td>3</td>
<td>33</td>
<td>4</td>
<td>24</td>
</tr>
<tr>
<td>prob9</td>
<td>11</td>
<td>6</td>
<td>28</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>prob10</td>
<td>23</td>
<td>2</td>
<td>23</td>
<td>4</td>
<td>17</td>
</tr>
<tr>
<td>prob11</td>
<td>3</td>
<td>3</td>
<td>22</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>prob12</td>
<td>27</td>
<td>4</td>
<td>55</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>prob13</td>
<td>29</td>
<td>4</td>
<td>29</td>
<td>9</td>
<td>23</td>
</tr>
<tr>
<td>prob14</td>
<td>11</td>
<td>2</td>
<td>47</td>
<td>8</td>
<td>29</td>
</tr>
<tr>
<td>prob15</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>7</td>
<td>23</td>
</tr>
<tr>
<td>prob16</td>
<td>11</td>
<td>3</td>
<td>52</td>
<td>13</td>
<td>7</td>
</tr>
<tr>
<td>prob17</td>
<td>4</td>
<td>3</td>
<td>45</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>prob18</td>
<td>30</td>
<td>3</td>
<td>30</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>prob19</td>
<td>8</td>
<td>8</td>
<td>30</td>
<td>11</td>
<td>19</td>
</tr>
<tr>
<td>prob20</td>
<td>15</td>
<td>12</td>
<td>19</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>prob21</td>
<td>14</td>
<td>9</td>
<td>40</td>
<td>13</td>
<td>11</td>
</tr>
<tr>
<td>prob22</td>
<td>30</td>
<td>4</td>
<td>74</td>
<td>6</td>
<td>44</td>
</tr>
<tr>
<td>prob23</td>
<td>8</td>
<td>2</td>
<td>28</td>
<td>4</td>
<td>21</td>
</tr>
<tr>
<td>prob24</td>
<td>9</td>
<td>12</td>
<td>54</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>prob25</td>
<td>27</td>
<td>13</td>
<td>29</td>
<td>13</td>
<td>18</td>
</tr>
<tr>
<td>prob26</td>
<td>47</td>
<td>2</td>
<td>106</td>
<td>2</td>
<td>33</td>
</tr>
<tr>
<td>prob27</td>
<td>15</td>
<td>14</td>
<td>28</td>
<td>9</td>
<td>57</td>
</tr>
<tr>
<td>prob28</td>
<td>20</td>
<td>17</td>
<td>83</td>
<td>5</td>
<td>42</td>
</tr>
<tr>
<td>prob29</td>
<td>27</td>
<td>3</td>
<td>46</td>
<td>10</td>
<td>53</td>
</tr>
<tr>
<td>prob30</td>
<td>22</td>
<td>12</td>
<td>80</td>
<td>3</td>
<td>15</td>
</tr>
</tbody>
</table>

Table C.1: Detailed description of the Logistics-1998 instances.
Appendix D

Additional Figures

Figure D.1: Speedup for sequential planning for increasing number of transportation orders (Depot-2010).
Figure D.2: Price of autonomy for sequential planning for increasing number of transportation orders (Logistics-2000).

Figure D.3: Price of autonomy for sequential planning for increasing number of transportation orders (Depot-2010).
Figure D.4: Time complexity as a ratio of the work complexity for decentralised sequential planning, relative to the work complexity.
Figure D.5: Time complexity as a ratio of the work complexity for decentralised parallel planning, relative to the work complexity.
Figure D.6: Time complexity as a ratio of the work complexity for decentralised sequential planning on the Logistics-1998 instances, relative to the work complexity.

Figure D.7: Price of coordination for sequential planning, relative to the plan-execution cost resulting from uncoordinated planning (Logistics-1998).
Figure D.8: Speedup results for sequential planning, relative to the plan-construction time required for uncoordinated planning (Logistics-1998).

Figure D.9: Speedup results for parallel planning, relative to the plan-construction time required for uncoordinated planning (Logistics-1998).
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Summary

Coordinated Multi-Agent Planning and Scheduling

In this thesis, we study coordination problems that arise when autonomous agents need to construct a joint plan or a joint schedule for achieving a joint goal. These problems arise when a set of agents each with its own capabilities have a (common) goal, which goal cannot be achieved by any single agent alone. Here, plans and schedules need to be constructed for all agents that are not in conflict with each other, and together achieve the goal.

Application areas include—but are not limited to—disaster rescue, aircraft ground handling at airports and container transshipment at seaports.

Because the agents pursue a common goal, they dependent on each other due to constraints between the tasks assigned to different agents. These inter-agent dependencies must be taken into account when constructing plans and schedules, called coordinated planning and scheduling.

The central problem of this thesis is how to reconcile the autonomy of the agents with coordinated planning and scheduling.

In Chapter 1, we look at two scenarios where self-interested agents need to construct plans and schedules for their assigned sets of tasks. We illustrate the inter-agent conflicts that can arise when the agents construct their plans or schedules independently from each other. We also show two ways of coordinating the agents: By tightening the time windows within which tasks must be executed, and by adding ordering constraints among the tasks.

In Chapter 2, we describe how a joint goal can be decomposed into a constrained set of tasks, called a task network, such that completing all tasks—satisfying all constraints—achieves the joint goal. We assume such a decomposition to be given together with a task assignment such that each agent is capable of and responsible for completing its set of tasks. We describe the available coordination mechanisms that solve plan or schedule-coordination problems either a-priori, a-interiori, or a-posteriori with respect to local plan or schedule construction. Whether coordination at that moment is acceptable depends on the agent’s level of autonomy.

We focus on self-interested planning and scheduling agents, because these agents maintain the highest level of autonomy. When a coordination mechanism is ac-
ceptable for self-interested agents, then it is—from an autonomy point of view—acceptable for agents at any level of autonomy. Self-interested agents pose the hardest constraints on solving the coordination problems.

Self-interested agents require that they can specify their planning and scheduling preferences independently from the other agents, and that they do not need to alter these preferences. Hence, preference-preserving plan and schedule-coordination mechanisms are needed that allow agents to specify their preference constraints and guarantee the existence of a dispatching that satisfies all preference constraints. Therefore, only a-priori coordination-by-design approaches are acceptable.

By casting a set of additional constraints, called a coordination set, onto the task network, agents can be coordinated for independent planning and scheduling. We use plan decoupling and schedule decoupling to denote the preference-preserving coordination mechanisms for the planning and scheduling phase, respectively.

We found a gap in the existing literature concerning coordination mechanisms for self-interested planning and scheduling agents. On the one hand, plan decoupling cannot yet be applied when tasks are constrained by constraints other than precedence constraints (e.g., synchronisation constraints and time windows). Schedule decoupling, on the other hand, cannot yet be used for a less restrictive type of scheduling than dispatching (i.e., it is dispatching preserving instead of preference preserving). For bridging this gap, we formulate the following research questions.

**Research question 1:** Is it possible to extend the applicability of plan decoupling to more expressive frameworks with other temporal constraints, besides simple precedence constraints?

Expanding the possibilities of applying plan decoupling to richer temporal frameworks requires us to revisit the computational complexity of its associated problems.

**Research question 2:** For plan decoupling, what are the consequences in terms of the computational complexity of adding different types of temporal constraints to the framework?

A task network with qualitative-temporal constraints (e.g., precedence constraints) can be embedded in a task network with quantitative-temporal constraints (e.g., a simple temporal network). By using this relation, we can compare plan and schedule decoupling and address the following questions.

**Research question 3:** What is the difference between plan and schedule decoupling (in a quantitative framework)?

If there is a difference between these two preference-preserving approaches, we are interested in the difference in computational complexity.

**Research question 4:** How does the computational complexity of plan decoupling compare to that of schedule decoupling (in a quantitative framework)?
Besides the theoretically-motivated questions above, we are interested in the practical consequences of using decoupling. After all, it must be in the agent’s interest to apply a decoupling approach (i.e., the costs should not outweigh the benefits), when the agents are self interested. Here, we make a distinction between the effects of using plan decoupling for all agents together and the effect for an agent individually.

**Research question 5:** What is the effect of using plan decoupling on the plan-execution costs and plan-construction times for all agents together?

**Research question 6:** What is the effect of using plan decoupling on the plan-execution costs and plan-construction times for the agents individually?

In Chapter 3, we study plan decoupling of a set of tasks constrained by qualitative-temporal constraints, called a qualitative task network. We define these qualitative task networks for representing an assigned set of primitive tasks, being constrained by precedence and synchronisation constraints.

In these qualitative task networks, we show the plan-coordination problem that arises when allowing all agents to construct locally-consistent plans. Two variants of the plan-decoupling problem are defined for constructing either a subset-minimal or a cardinal-minimal coordination set. We prove that the decision problems for both variants are intractable in general. We show that the complexity of the problems does not increase when allowing synchronisation and precedence constraints in comparison with allowing only precedence constraints. We also study the complexity of subclasses where the number of agents or the number of tasks per agent is limited, and prove that these subclasses remain intractable. Finally, we were able to formulate a polynomial-time heuristic for constructing a plan decoupling, for which we provide a proof of correctness.

In Chapter 4, we extend the qualitative task networks of Chapter 3 such that quantitative-temporal constraints can be specified (e.g., time windows and task durations). In these simple temporal task networks (STTNs), two coordination problems arise, which we call the plan-coordination problem and the schedule-coordination problem. The plan-coordination problem arises when locally-consistent plans together might not allow a dispatching (e.g., when the precedence relation contains a cycle). The schedule-coordination problem arises when locally-consistent schedules might not be compatible with each other (i.e., there exists no dispatching that satisfies both). We study plan- and schedule decoupling for solving the coordination problems that arise.

First, we extend the definitions of plan-decoupling problems and study their computational complexity. We show that the plan-decoupling recognition problem in an STTN and the cardinal-minimal plan-decoupling problem are both intractable. Despite the added expressiveness of the task network, the computational complexity for the plan-decoupling problems do not increase in comparison with their counterparts for qualitative task networks.
Second, we extend the coordination approach used for planning (i.e., to guarantee the existence of a joint dispatching) to multi-agent task-based scheduling. For that purpose, we defined *schedule coordination* that enables agents to independently construct local schedules (i.e., to add quantitative-temporal constraints) with the guarantee that no conflicts arise among the agents. Additionally, we defined *dispatch coordination* that enables agents to independently construct local dispatchings with the guarantee that their local dispatchings together is a joint dispatching (i.e., forms a solution to the problem). We found that an STTN is schedule coordinated when it is dispatch coordinated, and vice versa. Therefore, temporal decoupling (Hunsberger, 2002) can be applied (i.e., a coordination mechanism that guarantees that merging the local dispatchings forms a joint dispatching) such that the agents can construct dispatchings for executing their assigned sets of tasks.

In Chapter 5, we study the practical consequences for self-interested agents when using decoupling. Instead of looking at (the construction of) the coordination sets, we focus on the effect of plan decoupling on the plan-execution cost and the plan-construction time. More specifically, we study these effects from both a *system perspective* and an *agent perspective* in order to estimate the potential costs and benefits when providing a set of agents with autonomy and coordinating with other agents.

From a system perspective, we found the *price of autonomy* (i.e., the ratio of the plan-execution cost with and without plan decoupling) to be close and often even smaller than 1 on average (i.e., the decentralised approach resulted in cheaper plans) for both sequential (i.e., total cost) and parallel planning (i.e., makespan), independent of the size of the problem instance. For the *speedup* (i.e., the ratio of the plan-construction time without and with plan decoupling), we found values larger than 1 that can converge to planner-specific constants or even increase exponentially, when increasing the size of the problem instance.

From an agent perspective, we found the *price of coordination* (i.e., the ratio of the plan-execution cost with and without a coordination mechanism) to be around 1 (i.e., both larger and smaller values) for (heuristic) sequential planning, and to be larger than or equal to 1 for (heuristic) parallel planning. These results seem to indicate that—from an agent perspective—the price of coordination for parallel planning is higher than for sequential planning. For the speedup, we found values larger than 1 for heuristic sequential planners, and values around 1 (i.e., both larger and smaller values) for optimal planners.

In Chapter 6, we present the main conclusions of this thesis. Research question 1 can be answered positively, since we extended the applicability of plan decoupling to task networks with richer qualitative-temporal constraints (e.g., synchronisation constraints), and quantitative-temporal constraints (e.g., time windows and task durations). This result demonstrates the flexibility of the framework for adding new types of constraints. The answer to research question 2 is that the computational complexity of plan decoupling does not change for the temporal constraints considered. Concerning research question 3, plan and schedule decoupling differ in the types of coordination problems they solve, because the potential conflicts differ when
adding planning or scheduling preferences (i.e., qualitative-temporal or quantitative-temporal constraints). Because schedule decoupling is more restricting than plan decoupling, schedule coordination implies plan coordination, while the reverse does not hold. For research question 4, we found that the complexity of plan and schedule decoupling differs (i.e., intractable versus tractable). Concerning the effect of using plan decoupling from a system perspective (research question 5), we found the price of autonomy to be close and often even smaller than 1 on average (i.e., the decentralised approach resulted in cheaper plans) for both sequential (i.e., total cost) and parallel planning (i.e., makespan), independent of the size of the problem instance. For the speedup, we found values larger than 1 that can converge to planner-specific constants or even increase exponentially, when increasing the size of the problem instance. Concerning the effect of using plan decoupling from an agent perspective (research question 6), we found the price of coordination mostly to be larger than or equal to 1 for (heuristic) sequential planning, and to be larger than or equal to 1 for (heuristic) parallel planning. For the speedup, we found values larger than 1 for heuristic sequential planners, and values around 1 (i.e., both larger and smaller values) for optimal planners.

In this thesis, we successfully used a two-phase approach of autonomous planning followed by autonomous scheduling to enable self-interested agents to separately add planning and scheduling preferences on the execution of the tasks. We associate qualitative-temporal constraints with the planning preferences (or strategic decisions), and quantitative-temporal constraints are associated with the scheduling preferences (or tactical decisions) of the agents. The a-priori plan and schedule-coordination mechanisms have thus become preference preserving in the sense that (i) the imposed preference constraints do not need to be revised afterwards and (ii) the dispatching satisfies the preference constraints.
Samenvatting

Gecoördineerd plannen en roosteren voor en door meerdere agenten

In dit proefschrift bestuderen we de coördinatie problemen die zich voordoen als 
autonome agenten een gezamenlijk plan of een gezamenlijk rooster moeten bouwen
voor het bereiken van een gezamenlijke doel. Deze problemen ontstaan wanneer
een aantal agenten, elk met zijn eigen mogelijkheden, een (gemeenschappelijke) doel
hebben, welk doel niet kan worden bereikt door één agent alleen. Dan moeten
plannen en roosters worden gebouwd voor alle agenten, die niet in strijd zijn met
elkaar en samen het doel bereiken.

De toepassingsgebieden omvatten—maar zijn niet beperkt tot—noodhulp,
grondafhandeling op luchthavens en containeroverslag in zeehavens.

Omdat de agenten een gemeenschappelijk doel nastreven zijn ze afhankelijk van
elkaar als gevolg van restricties tussen taken, die toegewezen zijn aan verschillende
agenten. Bij de bouw van plannen en roosters moet rekening gehouden worden met
deerse interagent afhankelijkheden, het zogeheten gecoördineerde plannen en roosteren.

Het centrale probleem van dit proefschrift is hoe de autonomie van de de agenten
met gecoördineerd plannen en roosteren te verzoenen.

In hoofdstuk 1 gaan we in op twee scenario’s waar zelfzuchtige agenten plannen
en roosters moeten bouwen voor de hun toegewezen sets van taken. We illustreren
de interagent conflicten die kunnen ontstaan als de agenten hun plannen of roosters
onafhankelijk van elkaar bouwen. We tonen ook twee manieren om de agenten te
coördineren: Door het verkleinen van de tijdsvensters waarbinnen taken uitgevoerd
moeten worden en door het toevoegen van volgorde restricties tussen de taken.

In hoofdstuk 2 beschrijven we hoe een gezamenlijk doel kan worden opgesplitst
in een aantal taken met restricties, een taaknetwerk, zodat met het voltooien van
al deze taken—binnen de gestelde restricties—het gezamenlijke doel bereikt wordt.
We beschouwen een dergelijke opsplitsing als gegeven samen met een toekenning van
deze taken aan agenten die elk in staat zijn tot en verantwoordelijk voor het voltooien
van deze taken. We beschrijven de beschikbare coördinatiemechanismen die plan-
of roostercoördinatieproblemen oplossen hetzij a-priori, a-interiori of a-posteriori
met betrekking tot het bouwen van de lokale plannen of roosters. Welke vorm van
coördinatie acceptabel is hangt af van het niveau van de agent van autonomie.
Wij richten ons op zelfzuchtig plannende en roosterende agenten, omdat deze agenten de hoogste mate van autonomie willen behouden. Wanneer een coördinatiemechanisme aanvaardbaar is voor zelfzuchtige agenten, dan is het—vanuit een autonomie oogpunt—aanvaardbaar voor agenten op elk niveau van autonomie. Zelfzuchtige agenten leggen de hoogste eisen op voor het oplossen van coördinatieproblemen.

Zelfzuchtige agenten vereisen dat ze hun voorkeuren voor plannen en roosters onafhankelijk van de andere agenten kunnen specificeren, en dat zij deze voorkeuren niet hoeven te veranderen. Vandaar dat voorkeur-behaven plan- en roostercoördinatiemechanismen nodig zijn, die toestaan dat agenten zelf hun voorkeuren specificeren en garanderen dat er een dispatching bestaat die voldoet aan alle gedefinieerde voorkeuren. Daarom zijn alleen a-priori coördinatie-via-ontwerp benaderingen acceptabel.

Door het opleggen van extra restricties aan het taaknetwerk, een zogenaamde coördinatie set, kunnen agenten worden gecoördineerd voor het onafhankelijke bouwen van plannen en roosters. We gebruiken planontkoppeling en roosterontkoppeling om, respectievelijk, de voorkeur-behandende coördinatiemechanismen voor de plannings- en roosterings fase mee aan te duiden.

We vonden een gat in de bestaande literatuur met betrekking tot coördinatiemechanismen voor zelfzuchtige planners en roosteraars. Enerzijds kon planontkoppeling nog niet worden toegepast wanneer andere restricties dan volgorde restricties gebruikt worden (bijvoorbeeld, synchronisatie restricties en tijdvensters). Rooster ontkoppeling, anderzijds, kon nog niet gebruikt worden voor een minder beperkte soort van roosteren dan dispatching (d.w.z., dispatch behoudend in plaats van voorkeur behoudend). Voor het overbruggen van deze kloof hebben we de volgende onderzoeksvragen geformuleerd.

Onderzoeksvraag 1: Is het mogelijk de toepasbaarheid van planontkoppeling uit te breiden naar expressievere raamwerken waarin andere temporele restricties toegestaan zijn, naast de volgorde restricties?

Het uitbreiden van de toepasbaarheid van planontkoppeling naar rijkere raamwerken met temporele restricties vereist dat we opnieuw de complexiteit van haar bijbehorende problemen bestuderen.

Onderzoeksvraag 2: Wat zijn de gevolgen voor planontkoppeling in termen van de complexiteit van het toevoegen van verschillende soorten temporele restricties aan het raamwerk?

Een taaknetwerk met kwalitatief-temporele restricties (bijvoorbeeld, volgorde restricties) kan worden ingebed in een taaknetwerk met kwantitatief-temporele restricties (bijvoorbeeld een eenvoudig temporeel netwerk). Door deze relatie kunnen we plan- en roosterontkoppeling vergelijken middels de volgende vragen.

Onderzoeksvraag 3: Wat is het verschil tussen plan- en roosterontkoppeling (in een kwantitatief raamwerk)?
Als er een verschil is tussen deze twee voorkeurs-behoudende benaderingen, zijn we geïnteresseerd in het verschil in de computationele complexiteit.

**Onderzoeksvraag 4:** Hoe verhoudt de complexiteit van planontkoppeling zich tot die van roosterontkoppeling (in kwantitatief raamwerk)?

Naast bovenstaande theoretisch gemotiveerde vragen, zijn wij geïnteresseerd in de praktische gevolgen van het gebruik van ontkoppeling. Het moet immers in het belang van de agent zijn om ontkoppeling toe te passen (d.w.z., de kosten mogen niet hoger zijn dan de baten), als de agenten zelfzuchtig zijn. Hier maken we een onderscheid tussen de gevolgen van het gebruik van planontkoppeling voor alle agenten gezamenlijk en het effect op een agent individueel.

**Onderzoeksvraag 5:** Wat is het effect van het gebruik van planontkoppeling op de plan-uitvoerings kosten en de plan-constructie tijden voor alle agenten gezamenlijk?

**Onderzoeksvraag 6:** Wat is het effect van het gebruik van planontkoppeling op de plan-uitvoerings kosten en de plan-constructie tijden voor de agenten individueel?

In hoofdstuk 3 bestuderen we planontkoppeling van een set taken beperkt door kwalitatief-temporele restricties, een zogenaamd kwalitatief taaknetwerk. We definiëren deze kwalitatieve taaknetwerken om een set van toegewezen primitieve taken te kunnen representeren, die worden beperkt door volgorde en synchronisatie restricties.

In deze kwalitatieve taaknetwerken illustreren we het plan-coördinatieprobleem dat ontstaat als alle agenten lokaal-consistente plannen mogen construeren. Twee varianten van het plan-ontkoppelings probleem zijn gedefinieerd voor de bouw van hetzij een subset-minimale ofwel een kardinaal-minimale coördinatie set. We bewijzen dat de beslissings problemen voor beide varianten in het algemeen ondoenlijk zijn. We zien dat de complexiteit van de problemen niet toeneemt als, naast volgorde restricties, ook synchronisatie restricties worden toegestaan. We bestuderen ook de complexiteit van subklassen waar of het aantal agenten of het aantal taken per agent beperkt is, en we bewijzen dat deze subklassen ondoenlijk zijn. Tenslotte formuleren we een heuristiek die in polynomiale tijd een planontkoppeling kan construeren, en geven een bewijs van correctheid.

In hoofdstuk 4 breiden we de kwalitatieve taaknetwerken van hoofdstuk 3 uit zodat kwantitatief-temporele restricties kunnen worden vermeld (zoals tijdsvensters en taakduren). In deze eenvoudige temporele taaknetwerken (STTNs) trekken we twee coördinatie problemen op die wij het plancoördinatieprobleem en het roostercoördinatieprobleem noemen. Het plan-coördinatieprobleem doet zich voor als voor lokaal consistent plannen samen mischien geen dispatching bestaat (bijv. als de volgorde restricties een cyclische afhankelijkheid bevat). Het roostercoördinatieprobleem doet zich voor als lokaal consistente roosters mogelijk niet
compatibel met elkaar zijn. Wij bestuderen plan- en roosterontkoppeling voor het oplossen van deze coördinatieproblemen.

Ten eerste breiden we de definities uit van de plan-ontkoppelings problemen en bestuderen hun complexiteit. We laten zien dat het plan-ontkoppeling erkenning probleem in een STTN en de kardinaal-minimal plan-ontkoppeling probleem beide ondoenlijk. De computacionele complexiteit van de plan-ontkoppelings problemen wordt niet groter in vergelijking met hun tegenhangers voor kwalitatieve taaknetwerken, ondanks de toegevoegde expressiviteit in het taaknetwerk.

Ten tweede breiden we de coördinatie aanpak uit voor de planning (d.w.z., om het bestaan van een gezamenlijke dispatching te garanderen) naar multi-agent taakgericht roosteren. Daarom hebben we roostercoördinatie gedefinieerd dat agenten toestaat om zelfstandig lokale roosters te construeren (d.w.z., kwantitatief-temporele restricties toe te voegen) met de garantie dat er geen conflict ontstaat tussen de agenten (d.w.z., dat er een gezamenlijke dispatching bestaat). Daarnaast hebben we dispatchcoördinatie gedefinieerd dat agenten toestaat om zelfstandig lokale dispatchings te construeren met de garantie dat hun lokale dispatchings samen een gezamenlijke dispatching vormen (d.w.z., vormt een oplossing voor het probleem). We ontdekten dat een STTN rooster gecoördineerd is als het dispatching gecoördineerd is, en vice versa. Daarom kan temporele ontkoppeling (Hunsberger, 2002) worden toegepast (d.w.z., een coördinatiemechanisme dat garandeert dat het samenvoegen van de lokale dispatchings een gezamenlijke dispatching vormt) zodat de agenten dispatchings kunnen construeren voor het uitvoeren van de toegewezen sets van taken.

In hoofdstuk 5 bestuderen we de praktische gevolgen als zelfzichtige agenten planontkoppeling gebruiken. In plaats van te kijken naar (de constructie van) de coördinatie set, richten we ons op het effect van planontkoppeling op de planuitvoerings kosten en de plan-constructie tijden. Meer specifiek bestuderen we deze effecten zowel vanuit een systeemperspectief als een agentperspectief om de potentiële kosten en baten te schatten als agenten hun autonomie behouden door met de andere agenten te coördineren.

Vanuit een systeemperspectief, vonden we dat de prijs van autonomie (d.w.z., de verhouding tussen de plan-uitvoerings kosten met en zonder planontkoppeling) gemiddeld dichtbij 1 te zijn en vaak zelfs kleiner (d.w.z., de aanpak met planontkoppeling resulteerde in goedkopere plannen) voor zowel de sequentiële (d.w.z., totale kosten) en parallelle planning (d.w.z. doorlooptijd), onafhankelijk van de grootte van de probleeminstantie. Voor de versnelling (d.w.z., de verhouding van het planconstructie tijd zonder en met planontkoppeling), vonden we waarden groter dan 1 die kunnen convergeren naar plannerspecifieke constanten of exponentieel kunnen groeien, bij het vergroten van de probleeminstantie.

Vanuit een agentperspectief, vonden we voor prijs van coördinatie (d.w.z., de verhouding tussen de plan-uitvoerings kosten met en zonder een coördinatiemechanisme) waarden zowel groter dan als kleiner dan 1 voor (heuristische) sequentiële planners, en groter dan of gelijk aan 1 voor (heuristische) parallel planning. Deze resultaten lijken erop te wijzen dat—vanuit een agentperspectief—
de prijs voor de coördinatie van parallelle planning hoger is dan voor sequentiële planning. Voor de versnelling vonden we waarden groter dan 1 voor heuristische sequentiële planners, en waarden zowel groter dan als kleiner dan 1 voor optimale planners.

In hoofdstuk 6 geven we de belangrijkste conclusies van dit proefschrift. Onderzoeksvraag 1 kan positief beantwoord worden, omdat we de toepasbaarheid van planontkoppeling hebben uitgebreid naar taaknetwerken met rijkere kwalitatief-temporele restricties (o.a. synchronisatie restricties) en kwantitatief-temporele restricties (o.a. tijdsvensters en taakduren). Dit resultaat toont de flexibiliteit van het raamwerk met betrekking tot de uitbreidbaarheid met nieuwe soorten restricties. Het antwoord op onderzoeksvraag 2 is dat de computationele complexiteit van planontkoppeling niet verandert voor het uitbreiden van het raamwerk met de beschouwde temporele restricties. Met betrekking tot onderzoeksvraag 3 kunnen we zeggen dat plan- en roosterontkoppeling verschillen in de soorten van coördinatie problemen die ze oplossen, omdat de potentiële conflicten verschillen bij het toevoegen van plannings of roosterings voorkeuren (d.w.z., kwalitatief-temporele of kwantitatief-temporele restricties). Omdat roosterontkoppeling meer restricties optingt dan planontkoppeling wordt plan van coördinatie geïmpliceerd door roostercoördinatie, terwijl het omgekeerde geen stand houdt. Voor onderzoeksvraag 4, vonden we dat de complexiteit van plan- en roosterontkoppeling verschilt (d.w.z., ondoenlijk versus doenlijk). Het betrekking tot het effect van het gebruik van planontkoppeling vanuit een systeemperspectief (onderzoeksvraag 5) vonden we dat de prijs van autonomie gemiddeld in de buurt en vaak zelfs kleiner dan 1 is (d.w.z., de gedecentraliseerde aanpak resulteerde in goedkopere plannen) voor zowel sequentiële planning (d.w.z., totale kosten) als parallel planning (d.w.z. doorlooptijd), onafhankelijk van de grootte van de probleeminstantie. Voor de versnelling vonden we waarden groter dan 1 die kunnen convergeren naar planner-specifieke constanten of exponentieel kunnen toenemen, bij het vergroten van de probleeminstantie. Met betrekking tot het effect van het gebruik van planontkoppeling vanuit een agentperspectief (onderzoeksvraag 6), vonden we dat de prijs van coördinatie meestal groter dan of gelijk aan 1 is voor (heuristische) sequentiële planning en groter dan of gelijk aan 1 voor (heuristische) parallel planning. Voor de versnelling vonden we waarden groter dan 1 voor heuristische sequentiële planners, en waarden zowel groter dan als kleiner dan 1 voor optimale planners.

In dit proefschrift hebben we met succes gebruik gemaakt van een aanpak in twee fasen met autonoom plannen, gevolgd door autonoom roosteren, om zelfzuchtige agenten in staat te stellen om onafhankelijk voorkeuren voor plannen en roosters op de uitvoering van de taken te specifiseren. We associëren kwalitatief-temporele restricties met de plannings voorkeuren (of strategische beslissingen), en associëren kwantitatief-temporele restricties met de roosterings voorkeuren (of tactische beslissingen) van de agenten. De bestudeerde a-priori plan- en roosterc-oördinatiemechanismen d.m.v. ontkoppeling zijn voorkeurs-behoudend geworden in de zin dat (i) de opgelegde voorkeursrestricties achteraf niet herzien hoeven te worden en (ii) de dispatching alle voorkeursrestricties honoreert.
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Nomenclature

\[ A \] set of agents
\[ A_i \] single agent
\[ T \] set of tasks
\[ \tau_i \] single task
\[ T \] set of time points
\[ t_i \] single time point
\[ < \] set of precedence constraints
\[ \equiv \] set of synchronisation constraints
\[ C \] set of temporal-distance constraints
\[ T \] set of time-window constraints
\[ \xi_{\text{inter}} \] set of inter-agent \( \xi \) constraints
\[ \langle \{ T_i \}_{i=1}^n, <, \equiv \rangle \] qualitative task network
\[ \langle \{ (T_i, C_i, I_i) \}_{i=1}^n, C_{\text{inter}} \rangle \] simple temporal task network
\[ \pi, C^\pi \] plan
\[ C^\sigma \] schedule
\[ \nu \] dispatching
\[ \Gamma \] coordination set
**Glossary**

**Definition D.1 (Plan).** A plan $\pi_i$ for a task network $\langle T_i, \prec_i, \equiv_i \rangle$ is a set of ordering constraints $\langle \pi_i^\prec, \pi_i^\equiv \rangle$ where $\pi_i^\prec$ and $\pi_i^\equiv$ are extensions of $\prec_i$ and $\equiv_i$, respectively.

**Definition D.2 (Dispatching).** A dispatching $\nu_i$ for a task network $\langle T_i, \prec_i, \equiv_i \rangle$ is a function $\nu_i : T_i \rightarrow Q$ such that:

1. $\forall t, t' \in T_i : t \prec_i t'$ implies $\nu_i(t) < \nu_i(t')$, and
2. $\forall t, t' \in T_i : t \equiv_i t'$ implies $\nu_i(t) = \nu_i(t')$.

**Definition D.3 (Plan Consistency).** A plan $\pi_i = \langle \pi_i^\prec, \pi_i^\equiv \rangle$ for a task network $\langle T_i, \prec_i, \equiv_i \rangle$ is called consistent if there exists a dispatching $\nu_i$ for the network $\langle T_i, \pi_i^\prec, \pi_i^\equiv \rangle$ that results after adding the planning constraints to the original task network.

**Definition D.4 (Joint Dispatching).** A joint dispatching $\nu = \{\nu_i\}_{i=1}^n$ for a task network $\langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle$ is a function $\nu : T \rightarrow Q$ such that:

1. $\nu_i$ is a dispatching for $\langle T_i, \prec_i, \equiv_i \rangle$,
2. $\forall t \in T : t \in T_i$ implies $\nu(t) = \nu_i(t)$,
3. $\forall t \in T_i, t' \in T_j : t < t'$ implies $\nu(t) < \nu(t')$, and
4. $\forall t \in T_i, t' \in T_j : t \equiv t'$ implies $\nu(t) = \nu(t')$.

**Definition D.5 (Joint Plan Consistency).** A joint plan $\{\{\pi_i^\prec\}_{i=1}^n, \{\pi_i^\equiv\}_{i=1}^n\}$ for task network $\langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle$ is called consistent if there exists a joint dispatching $\nu$ for $\langle \{T_i\}_{i=1}^n, \prec_{\text{inter}} \cup \{\pi_i^\prec\}_{i=1}^n, \equiv_{\text{inter}} \cup \{\pi_i^\equiv\}_{i=1}^n \rangle$.

**Definition D.6 (Plan Coordination).** A task network $\langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle$ is called plan coordinated when the joint plan $\pi = \{\pi_i\}_{i=1}^n$ is consistent, for every set $\{\pi_i\}_{i=1}^n$ of locally-consistent plans $\pi_i$.

**Definition D.7 (Plan Decoupling).** A plan decoupling of a task network $\langle \{T_i\}_{i=1}^n, \prec, \equiv \rangle$ is formed by adding a set of constraints $\Gamma = \Gamma^\prec \cup \Gamma^\equiv$ such that the resulting task network $\langle \{T_i\}_{i=1}^n, \prec \cup \Gamma^\prec, \equiv \cup \Gamma^\equiv \rangle$ is plan coordinated.
Definition D.8 (Dispatching). A dispatching $\nu$ for an STTN $\mathcal{S} = \langle T, \mathcal{C}, I \rangle$ is a function $\nu : T \rightarrow \mathbb{Q}$ such that:

1. $\forall t \in T : \nu(t) \in I(t)$, and
2. $\forall t, t' \in T : t' - t \leq \delta_{ij} \in \mathcal{C}$ implies $\nu(t') - \nu(t) \leq \delta_{ij}$.

Definition D.9 (Qualitative refinement). A qualitative refinement of a constraint $c_{ij} : t_j - t_i \leq \delta_{ij} \in \mathcal{C}$ in an STTN $\mathcal{S} = \langle T, \mathcal{C}, I \rangle$ is a tightening $c'_{ij} : t_j - t_i \leq \delta'_{ij}$, with $\delta'_{ij} \in \{-\epsilon, 0\}$ and $\delta'_{ij} < \delta_{ij}$.

Definition D.10 (Plan). A plan $\mathcal{C}^n$ for an STTN $\mathcal{S} = \langle T, \mathcal{C}, I \rangle$ is a set of constraints for which it holds that each constraint $c_{ij} \in \mathcal{C}$ is either equal to the original constraint $c_{ij} \in \mathcal{C}$, or $c'_{ij}$ is a qualitative refinement of the constraint $c_{ij} \in \mathcal{C}$.

Definition D.11 (Joint Dispatching). A joint dispatching $\nu = \{\nu_i\}_{i=1}^n$ for an STTN $\langle\{\langle T_i, \mathcal{C}_i, I_i \rangle\}_{i=1}^n, \mathcal{C}_{\text{inter}}\rangle$ is a function $\nu : T \rightarrow \mathbb{Q}$ such that:

1. $\nu_i$ is a dispatching for $\langle T_i, \mathcal{C}_i, I_i \rangle$,
2. $\forall t : t \in T_i$ implies $\nu(t) = \nu_i(t)$, and
3. $\forall t_i, t_j \in T_{j \neq i} : c_{ij} : t_j - t_i \leq \delta_{ij} \in \mathcal{C}_{\text{inter}}$ implies $\nu(t_j) - \nu(t_i) \leq \delta_{ij}$.

Definition D.12 (Joint Plan Consistency). A joint plan $\{\mathcal{C}^n_i\}_{i=1}^n$ for STTN $\langle\{\langle T_i, \mathcal{C}_i, I_i \rangle\}_{i=1}^n, \mathcal{C}_{\text{inter}}\rangle$ is called consistent if there exists a joint dispatching $\nu$ for $\langle\{\langle T_i, \mathcal{C}^n_i, I_i \rangle\}_{i=1}^n, \mathcal{C}_{\text{inter}}\rangle$.

Definition D.13 (Plan Coordination). An STTN $\mathcal{S} = \langle\{\langle T_i, \mathcal{C}_i, I_i \rangle\}_{i=1}^n, \mathcal{C}_{\text{inter}}\rangle$ is called plan coordinated when the joint plan $\mathcal{C}^n = \{\mathcal{C}^n_i\}_{i=1}^n$ is consistent, for every set $\{\mathcal{C}^n_i\}_{i=1}^n$ of locally-consistent plans $\mathcal{C}^n_i$.

Definition D.14 (Plan Decoupling). A plan decoupling for an STTN $\langle\{\langle T_i, \mathcal{C}_i, I_i \rangle\}_{i=1}^n, \mathcal{C}_{\text{inter}}\rangle$ is an STTN $\langle\{\langle T_i, \mathcal{C}'_i, I_i \rangle\}_{i=1}^n, \mathcal{C}_{\text{inter}}\rangle$, such that

1. each $\langle T_i, \mathcal{C}'_i, I_i \rangle$ is a qualitative-refined sub-task network of $\langle T_i, \mathcal{C}_i, I_i \rangle$, and
2. the STTN $\langle\{\langle T_i, \mathcal{C}'_i, I_i \rangle\}_{i=1}^n, \mathcal{C}_{\text{inter}}\rangle$ is plan coordinated.

Definition D.15 (Quantitative refinement). A quantitative refinement of a constraint in an STTN $\mathcal{S} = \langle T, \mathcal{C}, I \rangle$ is

- a tightening $c'_{ij} : t_j - t_i \leq \delta'_{ij}$ of a constraint $c_{ij} \in \mathcal{C}$, with $\delta'_{ij} < \delta_{ij}$, or
- a tightening $I'(t) = [lb'(t), ub'(t)]$ of a time window $I(t) = [lb(t), ub(t)]$, with $lb(t) < lb'(t)$ or $ub'(t) < ub(t)$. 
Definition D.16 (Schedule). A schedule $C^\sigma$ for an STTN $S = \langle T, C, I \rangle$ is a set of constraints for which it holds that each constraint $c'_{ij} \in C^\sigma$ is either equal to the original constraint $c_{ij} \in C$, or $c'_{ij}$ is a quantitative refinement of the constraint $c_{ij} \in C$.

Definition D.17 (Schedule Coordination). An STTN $S = \langle \{\langle T_i, C_i, I_i \rangle\}_{i=1}^n, C_{\text{inter}} \rangle$ is called schedule coordinated when, for every set of locally-consistent schedules $\{C_i^\sigma\}_{i=1}^n$, there exists a joint dispatching $\{\nu_i\}_{i=1}^n$ for $S^\sigma = \langle \{\langle T_i, C_i^\sigma, I_i \rangle\}_{i=1}^n, C_{\text{inter}} \rangle$.

Definition D.18 (Dispatch Coordination). An STTN $S = \langle \{\langle T_i, C_i, I_i \rangle\}_{i=1}^n, C_{\text{inter}} \rangle$ is called dispatch coordinated when every set of local dispatchings $\{\nu_i\}_{i=1}^n$ is a joint dispatching for $S$. 
List of Decision Problems

Plan-Decoupling Recognition Problem
INSTANCE: A task network \(\{T_i\}_{i=1}^n, \prec, \equiv\) and a set of constraints \(\Gamma = \Gamma^\prec \cup \Gamma^\equiv\).
QUESTION: Is \(\{T_i\}_{i=1}^n, \prec \cup \Gamma^\prec, \equiv \cup \Gamma^\equiv\) plan coordinated?

subset-Minimal Plan-Decoupling Problem
INSTANCE: A task network \(\{T_i\}_{i=1}^n, \prec, \equiv\), a coordination set \(\hat{\Gamma} = \hat{\Gamma}^\prec \cup \hat{\Gamma}^\equiv\), and a positive integer \(K\).
QUESTION: Does there exist a coordination set \(\Gamma = \Gamma^\prec \cup \Gamma^\equiv\), with \(\Gamma^\prec \subseteq \hat{\Gamma}^\prec\) and \(\Gamma^\equiv \subseteq \hat{\Gamma}^\equiv\), and \(|\Gamma| \leq K\), such that \(\{T_i\}_{i=1}^n, \prec \cup \Gamma^\prec, \equiv \cup \Gamma^\equiv\) is plan coordinated?

cardinal-Minimal Plan-Decoupling Problem
INSTANCE: A task network \(\{T_i\}_{i=1}^n, \prec, \equiv\) and a positive integer \(K\).
QUESTION: Does there exist a coordination set \(\Gamma = \bigcup_{i=1}^n \Gamma^\prec_i \cup \bigcup_{i=1}^n \Gamma^\equiv_i\) such that \(\{T_i\}_{i=1}^n, \prec \cup \bigcup_{i=1}^n \Gamma^\prec_i, \equiv \cup \bigcup_{i=1}^n \Gamma^\equiv_i\) is plan coordinated?

STTN Plan-Decoupling Recognition Problem
INSTANCE: An STTN \(\{\langle T_i, C_i, I_i \rangle\}_{i=1}^n, \Gamma_{\text{inter}}\) and a set of constraints \(\Gamma = \bigcup_{i=1}^n \Gamma^\prec_i \cup \bigcup_{i=1}^n \Gamma^\equiv_i\).
QUESTION: Does it hold that the qualitatively-refined STTN \(\{\langle T_i, C^\Gamma_i, I_i \rangle\}_{i=1}^n, \Gamma_{\text{inter}}\) is plan coordinated?

STTN cardinal-Minimal Plan-Decoupling Problem
INSTANCE: An STTN \(\{\langle T_i, C_i, I_i \rangle\}_{i=1}^n, \Gamma_{\text{inter}}\) and a positive integer \(K\).
QUESTION: Does there exist a coordination set \(\Gamma = \bigcup_{i=1}^n \Gamma^\prec_i \cup \bigcup_{i=1}^n \Gamma^\equiv_i\) with \(|\Gamma| \leq K\) such that the qualitatively-refined STTN \(\{\langle T_i, C^\Gamma_i, I_i \rangle\}_{i=1}^n, \Gamma_{\text{inter}}\) is plan coordinated?