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ABSTRACT

Induced seismicity in the north of the Netherlands has recently exposed unprepared, unreinforced masonry structures to considerable earthquake hazard. While the ultimate-limit state capacity of the structures is vital to assess the individual’s risk, their behaviour during more frequent, lighter earthquakes leading to ‘light damage’, has shown to be strongly linked to economical losses and societal unrest. To study the effect of these repeated light earthquakes, the behaviour of masonry structures, typical of the region, needs to be investigated when subjected to multiple small cycles. In particular, insight into the potential aggravation of the light damage is sought. Hence, shear walls of replicated clay brick masonry have been tested in the laboratory and exposed to a high number of low in-plane drift cycles. The experiments show, under inspection with high-resolution Digital Image Correlation, how stair-case, diagonal cracks initially distribute in multiple cracks running in joints at the centre of the walls, but later localise into a single, visible, wider crack. The tests are used to establish an interval over which light damage can be expected for these types of walls.

Furthermore, this initial distribution of strains in ‘bands’ and subsequent localisation, previously observed only with computational finite element models and which could not be verified experimentally, is compared and reproduced with improved models both at the composite continuum scale (macro-model) and the brick-to-brick micro scale. The models are calibrated based on the quasi-static, cyclic experimental results and later used for extrapolation in dynamic nonlinear settings to assess the influence of natural ground motion excitations.

1. Introduction

Human-induced earthquakes have become a hazard in the north of the Netherlands over the past decades. The extraction of natural gas from reservoirs underneath the ground has produced seismic events that have led to peak ground accelerations of approximately 0.1 g in some occasions, with many more events at lower vibration values [32,2,31]. These light but frequent earthquakes have raised concerns about the behaviour of structures in the region, lately especially in regard to the light damage or serviceability state of the structures, in many cases leading to economical losses and societal unrest [43,47,40]. In particular, the unreinforced masonry structures, ubiquitous in the province of Groningen, in the north of the Netherlands, seem to be vulnerable to displaying seismic damage [9,10]. In consequence, prior research has focused on characterising the ultimate limit state of the structures and determining their behaviour during anticipated, heavy seismic events; this has been done extensively as shown by, for instance: van Elk et al. [46], who detail the multiple steps between assessing seismicity and building fragility; Messali et al. [29], who present a multi-scale approach towards characterising the ultimate limit state of Dutch masonry structures; Esposito et al. [13], who performed quasi-static pushover tests on a full-scale clay masonry structure; or Grazioti et al. [18], who conducted dynamic tests of a similar structure. Moreover, literature comparable to the Dutch case is also extensive: a comprehensive review of such studies is performed by Morandi et al. [30], who gather an ample overview of masonry in-plane tests, some with material, loading, and boundaries similar to the walls tested herein.

Yet, to understand the initiation and propagation of light damage during the more commonly occurring (or occurred) seismic events, additional research is needed. This is because the existing literature observing the near-collapse state, while mentioning light damage as a side note, does not consider for instance, the propagation and accumulation of damage during repeated low vibrations nor does it measure...
the aesthetic importance of the damage (e.g. [14,20,45]).

Other literature which does characterise damage with cracks and looks at its categorisation considers material that differs from the one representative of Groningen masonry, or does not observe crack propagation in fine detail (e.g. [12,16,34]). A study similar to the one presented herein, detailed in Korswagen et al. [21,22], has looked into light damage with cracks propagating from the corner of windows and in walls that act mainly in flexure. However, the behaviour of walls without openings, which are common as division walls between and at the side of terraced houses (a.k.a. row-houses or townhouses) or as a part of detached houses, commonly denoted squat or shear walls, where cracks initiate at the centre of the walls and propagate outwards, has not yet been investigated with the propagation of small cracks as a focus. This is thus the priority of this article: to look into the cumulative propagation of narrow cracks in unreinforced clay masonry walls acting mainly in shear.

Testing and finite element modelling of double-clamped masonry shear walls with a view to damage is not new. Anthoine et al. [1] for example, performed cyclic laboratory experiments on such walls and successfully determined, both experimentally and numerically, that damage focuses at the edges and at the centre of the walls. Magenes and Calvi [27] conducted similar tests. Yet both studies were focused on the ultimate capacity of the walls and did not contemplate any cumulative light damage. Then, Bosiljko et al. [6] for instance, did look at the possible crack patterns in similar types of walls and set drift values for damage limitation (in some aspects comparable to light damage or damage state 1, DS1), but again, no cumulation was considered and the main focus was on the ultimate behaviour of the walls. Petry and Beyer [34] and Graziotto et al. [17] also tested squat walls and observed typical shear patterns, and Schreppers et al. [41] further referred to the computational implementation of these and similar tests. Still, the initiation of the cracks, from a wide band to the localisation into a single crack as observed in some early numerical studies [37], a phenomenon occurring at the start of the propagation of damage, has been seen experimentally in some recent studies on full-scale walls [34], but has not been reported to occur as a result of cumulative damage effects. This article considers the experimental testing of double-clamped masonry walls monitored with high-resolution digital image correlation (DIC) to detect the formation and cumulative propagation of cracks already at drift values below 0.05%, and their significance for the strength of the walls. DIC is a photogrammetry technique (see for example [4,8,24]), has been successfully used by many studies to observe the behaviour of masonry at various scales (eg. [44,11,12]), and is expanded herein to “high-resolution” for imperceptible cracks over a large area.

The article starts with a description of the tests in chapter 2, followed by their results and discussion in chapter 3. Later, chapter 4 delves into the finite element modelling of these walls, both with a constitutive macro-material model with a smeared cracking approach, and with a micro-model allowing for discrete cracks at the brick-mortar interfaces. Then, chapter 5 assesses damage on the walls using the calibrated model and a time-history analysis with seismic ground motion.

2. setup of laboratory tests

Two nominally-identical, full-scale walls (see Figs. 1 and 2) were tested in-plane under a pre-compression stress of 0.46 MPa and a displacement-controlled, cyclically-increasing lateral drift. The walls, denoted TUD-Comp47 and Comp48, were single-wythe (100 mm) and approximately 3.1 m in width and 2.7 m in height. Each wall was fixed to a bottom steel beam and to a top steel beam. The overburden value was chosen to mimic the load of ground-floor party walls of typical Dutch terrace houses, but slightly adjusted to guarantee stability of the experimental setup when maintaining the double-clamped condition. Two pairs of vertically oriented hydraulic jacks were configured such that the overburden was kept constant at the predefined value while the bottom and top beam were kept parallel (double-clamped boundary), thus only allowing for an in-plane, lateral translation of the top of the walls. Additional details about the experimental setup of the walls can be found in Messali and Rots [28]. The specimens were built to replicate baked clay-brick masonry as found in the Groningen area. A characterisation campaign was conducted to establish the material properties of the existing masonry and build laboratory equivalents of these, see Jafari et al. [19].

The DIC pattern on the wall, consisting of random speckles or dots, allowed for the monitoring of the full displacement field of the wall in a grid with a spacing of 2.6 × 2.6 mm and a precision of 20 μm, comprising over 1.2 million measurement (or grid) points. Images were taken at precise time-points throughout the test with a 51 Mpx DSLR camera and a 35 mm lens stopped down to f/9.0. Shots were illuminated with a flash at a speed of 1/63,000 s to produce even lighting conditions and eliminate image blur. The setup, in combination with the optimised speckle pattern and the DIC-algorithm developed for these kind of tests, allowed for the observation and, most importantly, the progression (in width and in length) of cracks invisible to the naked eye over the entire surface of the full-scale wall. This has herein been considered as high-resolution.

DIC was thus used to detect the propagation of cracks observing any increase in crack width. Since this implementation of DIC outputs the horizontal and vertical displacement of any measurement point, subtracting the displacement of neighbouring points in the horizontal and vertical directions results in the vertical and horizontal, closing or opening displacement between both points which is usually associated to cracks in the bed and head joints. The opening between two points can be considered a crack when it exceeds a given threshold, and is herein considered a visible crack when it exceeds 0.1 mm in width. This was done automatically for the millions of points surveyed, and neighbouring ‘cracked’ points were gathered into the notion of cracks.

Then, the crack pattern at a given instance during the test was characterised with a damage parameter that determines the damage intensity based on the number, width, and length of the cracks following Eq. (1). The damage parameter Psi (Ψ) is based on a scale that defines the ease of repair of the cracks adapted from [5], Burland et al. (1974), and, at its latest, [15]. Here, the total of visible cracks is expressed in one number such that the narrowest visible cracks with a width of 0.1 mm result in a value of around one (Ψ = 1), slightly larger cracks of close to 1 mm width correspond to two (Ψ = 2) and cracks of approximately 4 mm in width give a value of three (Ψ = 3). This range of visible cracks from Ψ = 1 to Ψ = 3 is herein described as light damage (DS1). Additional information regarding this damage parameter can be found in Korswagen et al. [21,22]. In this manner, Psi (Ψ) can be computed from both DIC and FEM data analogously: in the former by differentiating the displacement fields to obtain the crack width. Since this implementation of DIC outputs the opening displacement between both points which is usually associated to cracks in the bed and head joints. The opening between two points can be considered a crack when it exceeds a given threshold, and is herein considered a visible crack when it exceeds 0.1 mm in width. This was done automatically for the millions of points surveyed, and neighbouring ‘cracked’ points were gathered into the notion of cracks.

The DIC pattern on the wall, consisting of random speckles or dots, allowed for the monitoring of the full displacement field of the wall in a grid with a spacing of 2.6 × 2.6 mm and a precision of 20 μm, comprising over 1.2 million measurement (or grid) points. Images were taken at precise time-points throughout the test with a 51 Mpx DSLR camera and a 35 mm lens stopped down to f/9.0. Shots were illuminated with a flash at a speed of 1/63,000 s to produce even lighting conditions and eliminate image blur. The setup, in combination with the optimised speckle pattern and the DIC-algorithm developed for these kind of tests, allowed for the observation and, most importantly, the progression (in width and in length) of cracks invisible to the naked eye over the entire surface of the full-scale wall. This has herein been considered as high-resolution.

DIC was thus used to detect the propagation of cracks observing any increase in crack width. Since this implementation of DIC outputs the horizontal and vertical displacement of any measurement point, subtracting the displacement of neighbouring points in the horizontal and vertical directions results in the vertical and horizontal, closing or opening displacement between both points which is usually associated to cracks in the bed and head joints. The opening between two points can be considered a crack when it exceeds a given threshold, and is herein considered a visible crack when it exceeds 0.1 mm in width. This was done automatically for the millions of points surveyed, and neighbouring ‘cracked’ points were gathered into the notion of cracks.

Then, the crack pattern at a given instance during the test was characterised with a damage parameter that determines the damage intensity based on the number, width, and length of the cracks following Eq. (1). The damage parameter Psi (Ψ) is based on a scale that defines the ease of repair of the cracks adapted from [5], Burland et al. (1974), and, at its latest, [15]. Here, the total of visible cracks is expressed in one number such that the narrowest visible cracks with a width of 0.1 mm result in a value of around one (Ψ = 1), slightly larger cracks of close to 1 mm width correspond to two (Ψ = 2) and cracks of approximately 4 mm in width give a value of three (Ψ = 3). This range of visible cracks from Ψ = 1 to Ψ = 3 is herein described as light damage (DS1). Additional information regarding this damage parameter can be found in Korswagen et al. [21,22]. In this manner, Psi (Ψ) can be computed from both DIC and FEM data analogously: in the former by differentiating the displacement fields to obtain the crack width, and in the latter by employing the crack width data directly produced by finite element models with cracking material models (see later Section 4.1).

\[
Ψ = 2 \cdot \text{n}_c^{0.15} \cdot \text{c}_{\text{w}}^{0.3} \quad \text{with} \quad \text{c}_{\text{w}} = \frac{1}{\text{nc}} \sum_{i=1}^{\text{nc}} \frac{c_i^2}{\text{c}_\text{w,i}}
\]

where \( \text{n}_c \) is the number of cracks in the wall/specimen \( \tilde{c}_w \) is the width-weighted and length-averaged crack width (in mm) calculated with: \( c_w \), the maximum crack width along each crack in mm and \( c_i \), the crack length in mm. For \( \text{n}_c = 1, \tilde{c}_w = c_w \). In this expression, the crack width of each crack is measured at their widest point.

The walls were tested with a cyclically increasing lateral in-plane drift. However, the cycles were asymmetric, as the amplitude in the positive drift direction was twice as large as in the negative direction (see signs in Fig. 1). The asymmetry of the loading protocol was inspired by real earthquake ground motion as monitored for the Zeerijp 2018 earthquake and was purposely chosen to foster a detectable accumulation of damage. Moreover, a large number of identical cycles
was selected for each stepwise drift to be able to assess the propagation of damage under repeated loading. This is explained in Fig. 3.

First, the time series of the maximum rotated component of the horizontal acceleration as recorded at the station of Garsthuizen (BGAR) for the Zeerijp earthquake of the 8 of January of 2018 is plotted together with the parameter of Arias intensity (Fig. 3a). As can be observed, most of the energy is released in a short time (Fig. 3b). The ground displacement associated with this time span is shown then in Fig. 3c. Finally, considering that the inter-storey displacement seldom matches the ground displacement, Fig. 3d shows the approximated, chosen quasi-static drift profile. This asymmetric profile constitutes one cycle in the loading protocol and is then repeated 10 times per step, for a total of 6 incremental steps starting at 0.27‰ of maximum in-plane lateral drift, and increasing 0.065‰ every step until 0.69‰ (Fig. 3e).

The initial value of drift (0.27‰ or 2.7·10⁻⁴ which corresponds to 0.27 mm/m) was determined experimentally to correspond to the initiation of light damage defined to be in the range of 1 < Ψ < 3 for DS1. The first wall was displaced monotonically in increments of 0.025‰ and the crack initiation was evaluated live with DIC on the entire surface of the walls and at certain locations with linear potentiometers placed on the back of the wall. A rocking crack was detected at the top of the wall and the drift corresponding to a width of 0.1 mm (over a length of 100 mm) of this crack was applied as the initial value of drift for both walls (0.27‰), i.e. in step 1, and subsequently incremented up to 0.69‰ in step 6.

3. Results and discussion of laboratory tests

The force measured throughout the two tests was recorded and is plotted against the applied value of lateral, in-plane drift in Fig. 4 (parts a and c respectively). Additionally, the maximum force for each peak in the protocol is extracted and shown in Fig. 4b and d. Fig. 4a also shows an additional seventh step performed for specimen Comp47. First, Fig. 4a and c show that both walls behaved quite similarly, with excursions into the non-linear regime in the positive drift direction but remaining fairly linear in the negative direction; the hysteresis of the graphs is small, consistent with light damage, as is the limited softening post-peak. Yet, Fig. 4b and d show that there is also a consistent degradation in strength for every cycle, starting at the second step, but only in the positive direction. Even for the negative peaks reaching base shear forces higher than their positive peak counterparts, the degradation is minimal in contrast to the lower positive peaks that do display a slight degradation in strength. The degradation is in the order of 10% and reaches a maximum during the seventh extra step performed in the test of Comp47. Moreover, the reduction in strength was initially greater and stabilised towards the end of each step.

The deformation of the specimens as shown in Fig. 5 reveals a typical shear behaviour, mixed with crack openings in the core of the walls. Note that the walls seem to rotate but the top and bottom remain mostly parallel (as a result of the enforcing of the double-clamped condition). The drift is computed as the actual drift occurring on the
The opening of the cracks is interpreted and displayed in Fig. 7 for the entire tests. Here, continuous cracks are considered as a single crack, though the criterion employed is disputable: the entire crack in the body of the wall could also be considered to be one crack. Nevertheless, it is shown subdivided to better illustrate the width and propagation of the different sections of the crack. The graphs in Fig. 7 show that cracks propagate not only at the change of step when the maximum drift is increased, but also within a step when the drift remains the same. This is particularly the case towards the end of the two tests when the cracks grow in width and especially in length.

Both walls first exhibited a rocking crack at the top (crack 1) which remained the widest throughout both tests reaching a crack width value of 0.8 mm for Comp47 and 0.55 mm for Comp48, see Fig. 7. The second wall developed a second body crack (crack 2) which constrained the width and length of the rocking crack. Barring this dissimilitude, both walls exhibited a main shear cracking zone at an angle of 55° to the horizontal with a maximum width of 0.5 mm. Since the masonry joints allow for diagonal cracks at an angle of only 29°, the main body crack was formed by multiple shorter cracks which, during the light damage stage, did not interconnect through the bricks but remained parallel to each other albeit shifted to allow for the overall 55° inclination of the crack. The body crack was widest at its core (see crack 5 and crack 7 for the first and second wall, respectively) and narrowest at the extremes towards the top and bottom edges of the wall (see crack 6 of both walls, for example). The body crack became visible (with a width larger than 0.1 mm), at a drift of approximately 0.5‰ for the first wall and 0.4‰ for the second.

Since the wall was glued with epoxy to the steel beams, the potential rocking cracks had to occur at the first mortar interface as is shown in Fig. 6, yet no rocking crack was detected at the bottom. Fig. 6 shows a small crack, perhaps one brick in length, during the test of Comp47, but it did not extend further (see also Fig. 5). Presumably, the lack of a rocking crack at the bottom is due to the imperfect boundary conditions of the test setup, but this is not known for certain. The crack in the body of the wall, however, was well defined and followed a similar path in both walls. A force flow analysis, see Fig. 8, reveals that the path is consistent with the inclination of the force resultant on the wall comprised by the vertical and lateral loads. This poses the crack as a combination of shear and splitting. The crack is propagated incrementally over the multiple cycles and steps, and, because the negative drift achieves only half of the amplitude of the positive drift, the crack appears to never fully close, thus growing by incrementally
Fig. 4. Force-drift curves (a, c) and reduction of the maximum force attained during each cycle (b, d). (a, b) for the Comp47 test and (c, d) for the Comp48 test. Centre scheme shows subcycle notation of each subcycle, see also Fig. 3.

Fig. 5. Deformed shape magnified 500 times for the end of the sixth step as captured with DIC.
slipping open. In fact, the loading amplitudes in the negative direction do not trigger any crack directly attributable to them even though the base force reaches similar values in the positive and negative directions towards the end of the test (see Fig. 4). Fig. 9 shows that the negative drift utilises the existing cracks and while it does produce some diagonal cracks in the cross direction opposite to the main body crack, these
The lack of a bottom rocking crack is nonetheless not fully unexpected. In perfect shear deformation, only a body crack would be required, consisting of a diagonal stair-case crack developed fully from one side of the specimen to the other and allowing the entire drift to occur by sliding (and splitting) between the bricks; while, in perfect flexure (as could develop in a more slender pier), only two rocking cracks would suffice, and failure would ultimately occur as toe crushing. In this sense, the missing (anti)symmetry of the experiments corresponds to the imperfect boundary conditions and material properties which would never allow for perfect (anti)symmetry to occur.

Early experiments by Cornelissen et al. [7] on direct tension of concrete prisms showed that, while the theoretical solution presented a crack propagating from both extremes to the centre of the prism, all experiments had a crack which predominated and propagated pass the centre to reach the other side of the prism. This was later explored numerically by Rots and de Borst [35] to be able to compute also the non-symmetric solution. Similarly, concrete beams (designed to fail in shear) will always present shear failure close to one of the supports even when shear forces are theoretically the same on both sides; any incipient crack on the non-failing side unloads [42]. Such cases of non-symmetry have been recently analysed numerically by Rots et al. [38]. In this light, the experiments of the shear wall with small drift values seem to correspond to a non-symmetric solution.

In terms of damage, both tests take place between 1 < \( \Psi \) < 3 corresponding to the light damage range. The damage value follows mostly the increases in drift, but sees very small jumps as the cracks widen within a step. Fig. 10 displays damage against lateral in-plane drift and draws a linear fit for the values of positive drift, excluding...
zero-damage. This figure also shows that the walls remain damaged (residual damage) for values of zero drift. Even for values of negative drift, the damage corresponds to that previously caused by the positive displacements. Contemplating the one-standard deviations of the Theil-Sen linear fit pegs light damage between a drift of 0.25‰ and 1‰.

The character of the light damage falls well within the categories defined by Petry and Beyer [34], where the drift behaviour of masonry (shear) walls is studied. Here, the first appearance of a vertical crack through a brick (along the diagonals) is marked as the start of “Limit State 2”, or no longer light damage. This was observed in the tests herein only in the additional step (step 7), thus placing all previous steps in the regime of state 1. The limiting drift values for state 1 observed by Petry and Beyer [34,33] for their shear walls are also in the order of 0.1%. Furthermore, Godio et al. [16], who tested plastered stone masonry walls in two groups with a stark contrast in the number of cycles, concluded that while the capacity was not influenced by a larger number of cycles, the drift values at which to expect damage were extremely sensitive. Consequently, the aforementioned interval of 0.25–1‰ at which light damage can be expected, is most applicable for a large number of small cycles as tested in this study.

4. computational models

The full-scale walls described in the previous sections were modelled and analysed with the implicit finite-element software Diana FEA 10.3. Data of both experimental walls was used for the calibration and validation of the numerical models that are capable of reproducing the cracking behaviour of the masonry walls. The material characteristics were obtained from tests on smaller specimens. Moreover, two different modelling approaches were followed: a continuum macro-modelling and a micro-modelling. Where the former merges in one material the properties of brick and brick-mortar interface; in the latter, the two components are modelled separately. In the macro-models, the damage is spread in all elements (smeared), whereas in the micro-models, cracks localise in interface elements pre-placed at positions of joints and/or at the middle of bricks (see e.g. [37,25]), or in continuum elements used for mortar joints.

First, Section 4.1 presents the model of experimental walls, calibrated and validated with the macro-modelling approach. Then, in Section 4.2, the same walls are analysed with the micro-model.

4.1. Calibration of macro-model

The in-plane, full-scale, baked-clay masonry wall was modelled with 2D plane stress elements. The model was 3050 mm wide, 2700 mm high and 100 mm thick. Both top HEB-600 and bottom HEB-300 steel beams were modelled as elastic line beam elements (CL9BE). As during the experiments, a vertical pre-compression of 0.46 MPa was applied as a line load on the top beam, and double clamped boundaries were assigned to the model by fully fixing the bottom beam and by constraining the in-plane rotation of the top beam. In addition, equal rigid ties are applied to the vertical DoFs of the top beam such that the top edge may only move rigidly in the vertical direction. The in-plane drift was then applied in displacement control at the left node of the top beam. As element typology, quadrilateral 8-node quadratic elements (CQ16M) were employed for the masonry wall with a mesh size of 50 mm considering a full 3 × 3 Gauss integration scheme. A view of the model mesh is shown in Fig. 11.

The steel material of the beams was kept linear (ρ = 7.85 ton/m³, E = 210 GPa, ν = 0.3), and a non-linear material model was used to properly simulate the cracking behaviour of masonry. An orthotropic total-strain based masonry model (also called Engineering Masonry Model – EMM in Diana) was selected as constitutive model [36,41]. This model includes different values of inelastic and elastic properties for the two main directions: the local × parallel to bed-joints and local y aligned with the head-joints. The in-plane crack directions are four: two of them are located along the joints axis and the other two are diagonal, taking into account the masonry pattern by a parameter (predefined angle for diagonal cracking). As failure mechanisms, the material model includes tensile cracking with softening and secant nonlinear unloading/reloading behaviour, Coulomb friction with cohesion softening and elastic unloading/reloading, and compression crushing (in both horizontal and vertical directions) with mixed secant/elastic unloading and reloading behaviour. Multiple options for the head-joint failure can be considered in the material model. For the
calibration model, the “Friction based” option was selected. In this case, the tensile strength of the head-joint is calculated from the friction shear-stress in the bed-joint, though a minimum value of tensile strength in the head-joint must be provided. For robustness and simplicity, the Poisson’s ratio of the model was set to zero; this has an influence on the elastic behaviour of the model (see for example [48]), but since the focus of this study is on the non-linear behaviour (cracking) of the material, where Poisson’s ratio effectively diminishes to zero during softening, and for which the orthotropic EMM does link the two directions as discussed above, the assumption has been considered valid.

The material properties were partially selected from small companion tests such as bond-wrench tests, compression wallets, shear triplets and in-plane bending tests, and partially from the actual wall data. The calibrated values were varied within two standard deviations of the companion tests to assess their influence, but selected within one standard deviation to ensure a realistic set of properties. For example, the direct tensile strength, which is key for accurately determining the rocking and diagonal cracking behaviour, was varied between 0.1 and 0.2 MPa, ultimately selecting 0.16 MPa corresponding to the upper one standard deviation value from small scale tests. Additionally, the cohesion and friction angle, paramount in describing the behaviour of shear walls, are directly linked to a higher capacity and inversely proportional to the energy dissipation. The cohesion was studied in the range of 0.13–0.26 MPa with 0.17 MPa being the value selected; while the friction angle was observed within 0.68–0.71 rad. As a final example: the shear modulus G, which influences the initial stiffness of the shear walls, was calibrated in order to consider the wall stiffness of experiments Comp47-48 but also other similar clay specimens of the same campaign (not presented here, see [21]) as these were all built of the same material. The variations of G, having been studied in the range of 1450–1550 MPa, is shown in Fig. 12 with the selected value as a solid

<table>
<thead>
<tr>
<th>Material Properties Clay Masonry</th>
<th>1-Tested Value, 2-Estimated Value, 3-Computed value.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>1624 kg/m³</td>
</tr>
<tr>
<td>Elastic Modulus Perpendicular to Bed-Joints</td>
<td>3 571 MPa</td>
</tr>
<tr>
<td>Elastic Modulus Parallel to Bed-Joints</td>
<td>2 497 MPa</td>
</tr>
<tr>
<td>Elastic Shear Modulus</td>
<td>1 500 MPa</td>
</tr>
<tr>
<td>Bed-Joint Tensile Strength</td>
<td>0.16 MPa</td>
</tr>
<tr>
<td>Minimum Head-Joint Tensile Strength</td>
<td>0.16 MPa</td>
</tr>
<tr>
<td>Tensile Fracture Energy</td>
<td>11.30 N/m</td>
</tr>
<tr>
<td>Vertical/Horizontal Compressive Strength</td>
<td>12.93 MPa</td>
</tr>
<tr>
<td>Vertical/Horizontal Compressive Fracture Energy</td>
<td>35 590 N/m</td>
</tr>
<tr>
<td>Friction Angle (Friction Coefficient)</td>
<td>0.688 rad (0.82)</td>
</tr>
<tr>
<td>Cohesion</td>
<td>0.17 MPa</td>
</tr>
<tr>
<td>Shear Fracture Energy</td>
<td>209 N/m</td>
</tr>
<tr>
<td>Head Joint Failure Option</td>
<td>Friction Based</td>
</tr>
<tr>
<td>Predefined Angle for Diagonal Cracking</td>
<td>0.50 rad</td>
</tr>
</tbody>
</table>

Fig. 10. Damage parameter $\Psi$ against lateral, in-plane drift. Left, showing all data points; and right, showing only non-zero, positive data points used for a linear slope regression. The regression line is also drawn left for reference purposes.

Fig. 11. Finite element model of Comp47-48 using a quadrilateral mesh.

Fig. 12. Calibration of initial stiffness of Comp47-48 varying the G modulus of macro-model.
The average stiffness of the shear walls 47–48 was 110.4 kN/mm and the model with the selected value exhibits a lateral stiffness of 111.3 kN/mm. A list of the material properties employed for the baked-clay masonry is shown in Table 1.

Two phases were used in the model. In the first one, gravity and overburden were applied, and the displacement field, yet not the stress field, was cleared after this phase. In the second phase, the in-plane, displacement-controlled load was introduced in the model. The experimental protocol was employed (see Fig. 3), but, in order to optimise the computational time, only three of the ten cycles per step were considered. The load steps, iterative method, norms, and absolute tolerances adopted during the two phases of the analyses are summarised in Table 2. Both material and geometrical non-linearities were taken into account. For the entire analyses, the Parallel Direct Sparse method was used to solve the set of equations.

The strain-stress evolution of the model is depicted in Fig. 13. In this graph, vertical strain, shear strain and principal stress tensors at three different drift amplitudes are shown. When the first peak is reached, at a drift of 0.26‰, two rocking cracks appear at opposite corners, where the positive stress reaches the bed-joint tensile strength. The cracks appear (anti)symmetric. No unloading of neither of them is detected, thus a potential bifurcation or lowest equilibrium path may be missed, as the global stiffness matrix is based on local secant stiffness. If it was based on local tangent (negative softening), it would be possible to detect a stiffness bifurcation, introduced for instance, via local imperfections and thus steering the solution to the non-symmetric lowest equilibrium path [35,38]. This is however not implemented in this study and an antisymmetric initial failure is presented by the model.

The problem of mesh objectivity, also called mesh directional bias and mesh size bias, is still an open topic in the computational mechanics field (e.g. [39]). In addition, the constant strain formulation of the elements allows smoother crack localisation. One of the solutions to overcome the problem mentioned above, could be to use a smeared constitutive crack model with a local crack-tracking algorithm as suggested for instance by Pelà et al. (2014) or Slobbe et al. [42].

Both experiments also highlight rocking cracks as initial failure. During this phase, shear deformation is constant in the middle part of the wall and does not exceed the failure point (Fig. 13). Compression

<table>
<thead>
<tr>
<th>Analysis Phases</th>
<th>Applied Load Case</th>
<th>Load Step</th>
<th>Iterative Method</th>
<th>Norms</th>
<th>Tolerance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1</td>
<td>Gravity Load + Overburden</td>
<td>10% load/step</td>
<td>Secant BFGS (Quasi-Newton)</td>
<td>Force &amp; Displacement</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>Phase 2</td>
<td>Lateral Displacement</td>
<td>0.01 mm/step</td>
<td></td>
<td>Force &amp; Energy</td>
<td>$10^{-2}$ &amp; $10^{-3}$</td>
</tr>
</tbody>
</table>

Table 2: Analysis phases properties of macro-model of Comp47-48.
stresses follow the diagonal strut in a regular manner without considerable deviations. Diagonal cracks start to develop when approaching a drift value of 0.49‰. Minor shear cracks then emerge close to the corners where rocking cracks are already present. The main diagonal crack runs from top to bottom of the wall with an angle of about 74° (measured against the horizontal base line). At this point of the protocol, the tensors of principal stresses in Fig. 13 reveal a net division between left and right part of the wall, in which both sides are carrying the vertical load; the lateral force of the model undergoes a sudden reduction (Fig. 15). The damage pattern of the model after the first cycle of the fourth step is slightly overestimated in respect to the experiments which only show the top rocking crack and minor shear cracking. At the last cycle (drift of 0.67‰) a second shear crack, triggered already in the fifth step, is fully visible on the mid-left side of the model running from top to bottom. In addition, a third shear crack located at the top-right part extends downwards to the mid-height of the wall. A zoom of the mid diagonal crack of the model is presented in Fig. 14 where the crack is expressed in terms of vertical and shear strain. Here, the deformed mesh clearly shows a slip between two vertical bands due to the lateral deformation and double clamped boundary conditions. The resulting failure mechanism is a combination of shearing boosted by vertical extension, with horizontal strains appearing to be negligible. Shear cracks, formed during previous negative drifts, can be detected by the plastic negative shear strains depicted in white in Fig. 13. The force transfers from top to bottom through three clear compression bands, with a maximum value of compression at the toe equal to 3.2 MPa, much lower than the masonry compressive strength. Thus, no crushing was detected, in accordance with the experiments.

The plot of force against horizontal drift produced by the model is compared to each of the experiments in Fig. 15. The capacities of Comp47 and Comp48 are respectively 114.1 and 113.8 kN in the positive direction and −92.3 kN and −84.5 kN in the negative direction. The maximum lateral force of the model is underestimated for positive drift (91.0 kN) while it is in good agreement with both specimens in the negative side (−84.0 kN). As aforementioned, the two visible drops in capacity are strictly correlated with the two subsequent diagonal cracks. Some hysteresis develops along with shear cracking and it is also in line with the experiments. During the last cycles, the severe shear damage produces a slight overestimation of the energy dissipation. Yet, an improvement can be seen in the simulation of energy dissipation in comparison to a standard isotropic (concrete-like) total-strain based model with secant unloading-reloading curves, as frequently used for masonry by e.g. Lourenço et al. [26], Giardina et al. [15] and others, which strongly underestimate the energy dissipation under cyclic loading condition [36,41]. The force degradation of the model is underestimated for both positive and negative peaks as is expected from the reduced number of cycles in the models and lack of material degradation at the material model scale, with values in the order of 1% against the experimental 10%. The strength degradation, not yet implemented in the material model, could be added in future improvements in a fashion similar to Bindiganavile-Ramadas [3]. As in the tests, the reduction in strength is initially bigger and reduce when approaching the last cycle in a step. In terms of damage, Fig. 16 depicts the cumulated crack pattern of the first peak of step four and at the end of the protocol. The model gives a damage value (Ψ) of 1.8 while experiments show 1.7 and 1.9 (Ψ for Comp47 and 48, respectively). Similarly, the final crack pattern of the model looks in reasonable agreement with the tests. The computed Ψ at the end of the protocol of Comp47 is 2.6 and of Comp48, 2.3, while the model provides a value of 2.2. These values were determined with a purposely-written program. For consistency, the crack data from the DIANA models (maximum crack width from the Engineering Masonry material model, EMM) was extracted at every integration point and treated as if it were...
experimental DIC data where a program identifies crack openings over a specifiable threshold (of 0.1 mm), and groups neighbouring, cracked points together into discrete cracks (at a minimum length of 100 mm). Finally, each crack was identified with its length and a maximum crack width, which together with the number of cracks in a wall allowed for the computation of $\Psi$ as per Eq. (1).

Regarding the sensitivity of the model, considering the same initial stiffness conditions, the value of cohesion and friction coefficient have a great impact on the results in terms of force and hysteresis. Although an increment of these two parameters showed a better match between experiments and numerical model, their increase exceeded the limits found by small material tests and hence, would have been an unrealistic choice. The tensile strength properties mainly affect the point of crack initiation/propagation of rocking cracks. Looking at the convergence of the analysis, 0.47% of the total steps did not converge. These steps were detected during large increases in cracking and force reduction, yet the correct solution path was quickly recovered after these no-convergence points.

4.2. Calibration of micro-model

The experimental squat wall was also analysed with a micro-modelling approach. Here, bricks and mortar were modelled as separate components: a linear material was used to model the bricks since they did not show non-linearities in the serviceability limit state of the 'light damage' experiments; and, the non-linearities are included in head- and bed-joints which were modelled as a single layer of continuum elements using the orthotropic, total-strain-based masonry model as constitutive law [36,41]. In fact, that model, intended for use of masonry as a composite, was purposely ‘misused’ here to model individual joints because of its features of distinguishing between tensile, shear, compression and dedicated unloading/reloading for these modes. An overview of the micro-modelling approach is given in Fig. 17. It must be noted that interface elements between mortar and brick are not used in this micro-model; the approach makes use of continuum elements only. Following this methodology, the full scale wall was modelled in 2D with plane stress elements. The wall dimensions are 3070 × 2700 × 100 mm with boundaries, loads and beam elements kept equal to the macro-model. Similarly, the same quadratic-order quadrilateral elements used in the macro-model are employed (CQ16M), with a Gauss $2 \times 2$ integration scheme and a mesh size of $10 \times 10$ mm. A 2D view of the model is shown in Fig. 17.

Since the elastic modulus of the mortar was not evaluated in the small companion tests, it was calibrated from the initial stiffness of the in-plane clay walls by keeping the assayed properties of the bricks constant ($\rho = 1.624$ ton/m$^3$, $E = 8049$ MPa, $\nu = 0.16$). The elastic modulus of the head joint was halved with respect to the bed joint one whereas the shear modulus of the mortar was computed as $G = E / (2 + 2 \nu)$. The rest of the properties were maintained between the two different joint types; Table 3 summarises the mortar joint parameters. The experimental loading protocol of Fig. 3 was reduced to one cycle per step and the same analysis settings of the macro-model were kept, except for the load step that was increased from 0.01 mm/step to 0.05 mm/step to reduce the computational time without significantly affecting the model results. Note that $\Psi$ was not computed for the micro-models.

The detected damage mechanism at the main positive peak of the last step (drift of 0.67‰) is depicted in Fig. 18, where principal tensile strain tensors highlight two flexural cracks at the bottom left side and at the top right side along with a middle, localised, diagonal body crack. The latter, at the mid height of the wall, is illustrated more in depth via three strain components (Fig. 18, right). The deformed view shows the local mechanism to which joints are subjected to. Differently from the continuum macro-model where vertical and shear strain components

![Fig. 16. Cumulated crack pattern and Psi value ($\Psi$) of model at (left) first peak of step four and (right) end of protocol.](image16)

![Fig. 17. Finite element micro-model of Comp47-48. Modelling approach (left) and 2D model (right).](image17)
were predominant along the diagonal cracks, the presence of stiff linear bricks in the micro model modifies the damage picture. Mid head joints stretch in the horizontal direction showing a high horizontal strain, while bed joints are mainly subjected to shear failure; the vertical strain is lower than the other two components. In contrast to the macro-model, where the main shear cracks start from the top downward, in this modelling approach the shear cracking initiates in a few head-joints in the central part of the wall, more alike the experiments. From step four onward, the body crack propagates stair-step-wise along the two diagonal directions. The second experimental wall, Comp48, exhibited a similar behaviour regarding the mid diagonal crack. The force-drift curve of the model is then compared against the curves of the experimental specimens. As can be seen in Fig. 19, the initial and final stiffness are in line with the experiments (especially for Comp47), and the capacity at the positive side is in good agreement with both tests. The maximum positive lateral force of the micro-model is 103.8 kN while at the negative side the results are slightly overestimated. The large shear strains associated with the middle crack implies an overestimation of the energy dissipation after step four; this excess is also visible at zero drift where the residual force reaches −50 kN. In general, the wall micro-model is able to simulate well both the capacity and the crack pattern of the tests while overestimating the dissipation of energy. Regarding the analysis convergence, 13 out of 670 steps (1.94%) did not converge for the micro-model, but convergence was then rapidly regained in subsequent steps. Additionally, the computational time of micro-model simulating one repetition per step was two times higher than the macro-models, where three cycles were included per step.

5. Comparison against ground motion signal

The macro-model of the full-scale walls, calibrated in Section 4.1, is adopted in this section for NLTHAs, since, although the micro-model showed a better agreement with capacity and crack pattern than the macro-model, its use for dynamic analyses would lead to a high computational time. In Section 4 the outcome of the shear wall subjected to quasi-static loading was presented. Conversely, in this chapter, its exposure to single or multiple earthquake excitations at its base is reported. This is thus an extrapolation study upon the calibrated models. In a further extrapolation, two different materials are employed: a standard masonry and a poor masonry which considers a set of reduced properties. First in Section 5.1, the description of the model for the dynamic analyses is discussed. Then, in Section 5.2, the results and the extrapolative framework are obtained.

5.1. Model for non-linear time-history analyses

The macro-model, presented and discussed in Section 4.1, was set-up for dynamic analyses using a quadrilateral mesh. In respect to the models described in Section 4.1, some adjustments were included in the models for the NLTHAs:

- Additional poorer material: the elastic properties are 1.3 times lower than the calibrated values: tensile strength and cohesion are reduced by 30%. Tensile and shear fracture energy are reduced by keeping a parallel slope in the post-peak softening branches (Fig. 20). This
implies that the fracture energies are reduced by more than 30% and correspond to 49% (0.7 × 0.7) of the original fracture energy.

- Top and lateral boundaries: top and bottom steel beams are removed. The top boundary is replaced by a line mass element representing the dynamic effect of an upper mass constituted by a floor and a roof with a value of 10 ton. Then, the natural period of the wall corresponds to 0.079 s for the model with standard material and 0.089 s for the model with poor material (13 Hz and 11 Hz, respectively). The static condition is not influenced by the mass element. Besides the masonry gravity load, the pre-compression is provided by a vertical overburden of 0.12 MPa which acts on the top edge of the wall. To simulate the constraints of transversal walls, two vertical linear beam elements are attached to the lateral edges. A fictitious cross-section of one brick is given to the elements, including a mass that represents the out-of-plane contribution of a wall of 3 m in length along the transversal direction.

- Soil-Structure Interaction: a combination of springs and dashpots is placed at the bottom edge of the wall in order to simulate the effect of a sandy soil underneath the structure. A non-linear Coulomb friction law (cohesion equal to 0.1 MPa, friction and dilatancy angle equal to 0.61 rad) is adopted for the springs. Stiffness and damping parameters are evaluated according to the Gazetas formulations (NEHRP, 2012) and discussed in Van Staalduinen et al. [47]. The vertical stiffness modulus is set to 0.435 N/mm^3 underneath the middle part of the wall and to 0.565 N/mm^3 beneath the lateral side of the wall. The horizontal stiffness is 0.376 N/mm^3. The vertical damping coefficient is 205.6 Ns/m and 6.862 Ns/mm underneath the middle and the lateral part of the wall, respectively. The horizontal damping coefficient is set to 109.9 Ns/mm.

- Rayleigh Damping: a damping of 2% based on the first two modes (for participating mass) is included in the model.

- Input: a ‘near-field’ record of the Zeerijp earthquake (registered on the 8 of January of 2018 at the Garsthuizen station) is applied as imposed acceleration at the base of the model. Both horizontal and vertical components are employed in the model. The original signal, with a peak ground acceleration (PGA) of 0.11 g is depicted in Fig. 21. This motion corresponds to a peak ground velocity (PGV) of approximately 30 mm/s. In addition to the original signal, amplified motions of 60 and 120 mm/s are investigated (with arbitrary amplification factors of 2 and 4). To include the effects of the repetitions, the motion is applied in sequence, multiple times. Three scenarios of a series of one, two and four earthquakes of equal amplitude (PGV) are examined.

5.2. Extrapolation and results of dynamic analyses

A set of eighteen NLTHAs was investigated and compared. The finite element model employed for these analyses was discussed in the previous section. The analysis procedure was divided in two phases: during the first one, gravity and overburden loading were introduced in the model; then, in the second phase, the base motion was applied. The main model parameters are as follows: a time step of 2 ms is used to discretise the total length of the motion (equal to 12.62 s for a single earthquake); physical and geometrical non-linearities were considered in the model; the Newmark-Beta (β = 0.25, γ = 0.50) was employed as time integration method; consistent mass and damping matrices were used in the calculation; secant (Quasi-Newton) BFGS was employed as iterative method; line search was activated during the analyses; energy norm with an absolute tolerance of 0.001 was selected; and, the system of equations was solved using the Parallel Direct Sparse method. From

Fig. 19. Force-Drifts plots comparing micro FE model and experimental walls Comp47 (left) and Comp48 (right).

Fig. 20. Constitutive laws for the two different materials. Tensile (left) and shear considering 0.1 MPa pre-compression (right).
the models, the maximum cumulated principal crack width recorded up to the end of the loading protocol was extracted. The post-processing was fully automated so as to guarantee an objective comparison; the results were processed in the same way as the experimental DIC data. Both shear and opening cracks were accounted for in the computation of the final damage value $\Psi$.

An overview of the entire set of NLTH analyses is summarised in Table 4. Here, the maximum damage encountered during the entire motion is presented. The analyses show no damage for the lowest PGV (30 mm/s, $1 \times$ the maximum registered) and standard masonry. Damage values greater than $\Psi > 1$ are identified for most of the cases with standard masonry and motion amplification factor $2 \times$. Similar values are detected for poor masonry already at 30 mm/s of PGV; while large values of light damage ($\Psi > 1.5$) are discovered for a PGV of 120 mm/s ($3 \times$ the registered value), especially for poor masonry. Damage values above 2.0 are detected after 4 earthquakes with a PGV amplification factor of $4 \times$. Following the trend provided by the results, light damage ($\Psi > 1.0$) of standard masonry is triggered by a single earthquake of approximately 55 mm/s. Such values are then strongly reduced when multiple earthquakes act sequentially. The value drops to 45 mm/s after 4 earthquakes in a row. The accumulation of damage provided by multiple subsequent motions is in some cases very relevant as it can reach an increment in damage of up to 52% when comparing the cases with one and four earthquakes of 120 mm/s (standard masonry). A comparison of the damage pattern between three cases of poor masonry is given in Fig. 22.

6. Conclusions

This article presents the implementation of high-resolution Digital Image Correlation to measure the displacement field of squat walls of clay-brick masonry tested in a double-clamped configuration. The experiments focused on the repetition of very low values of lateral, in-plane drift (up to 0.1%) to observe the initiation and propagation of cracks, characteristic of the aesthetic or light damage state for frequent gas-extraction-induced earthquakes. The DIC was successful in monitoring the progression of the cracks to show an increase in crack width not only when the drift applied grew in amplitude, but also when the same amplitude was enforced repeatedly. Non-symmetric rocking cracks at the edges of the walls propagated horizontally while diagonal body cracks, characteristic of shear behaviour, initiated around the centre of the walls and propagated outwards diagonally following the joint patterns of the masonry. The body cracks consisted initially of parallel diagonal stair-case patterns, but localised into a single wider crack as the experiments progressed. The experiments showed that for these types of walls, light, aesthetic damage can be expected to take place between 0.25% and 1% of in-plane lateral drift when multiple cycles are considered.

The localisation of cracks had been seen in early computational models twenty years ago but had not been observed experimentally due mainly to the lack of resolution in the monitoring techniques and focus of experiments on larger drift values. The more detailed finite element models calibrated herein also displayed this behaviour while accurately representing the force-displacement relationship of the walls and their crack patterns. Both macro- and micro-modelling approaches showed good agreement with the experiments. Micro-models very promising in terms of results but were time consuming. While sensitivity analyses with a macro-model revealed some bias related to mesh size and direction. The calibrated macro model with quadrilateral mesh was then used to elaborate a series of time-history analyses of a ground motion signal applied with its original acceleration and magnified two and four times. The models showed that at its original acceleration corresponding to a peak ground velocity of approximately 30 mm/s, the seismic motion caused undetectable, incipient damage below the threshold set for light damage. A repetition of the ground motion on the same, now damaged model, then increased the damage to just over the

<table>
<thead>
<tr>
<th>$\Psi$</th>
<th>Quadrilateral Mesh</th>
<th>Amplification Factor</th>
<th>Number of Earthquakes</th>
<th>Legend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poor Masonry</td>
<td>1x</td>
<td>2x</td>
<td>4x</td>
<td>1x</td>
</tr>
<tr>
<td>Standard Masonry</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 21. Near-field Zeerijp (2018) earthquake signal, (a) horizontal and (b) vertical acceleration plot.
lower boundary set for light damage, thus making it detectable. A four-fold increase in the intensity of the ground motion was necessary to reach the upper boundary of light damage, with a 50% increase in damage when three additional repetitions of the ground motion were applied.

In sum, the rigid, squat brick-masonry walls tested experimentally in shear display a reduced drift capacity to light damage in comparison to walls tested with an opening, but due to their increased strength and stiffness, exhibit a lower sensitivity to light damage when exposed to seismic ground motions as evaluated with calibrated finite element models.
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