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Summary

Direct Force Control (DFC) in aircraft is the ability to control forces acting on the aircraft body by control
effector deflection. This stands in contrast to the conventional method of controlling forces by means of
attitude control. Although not a new concept – researched as early as 1963 – usage of DFC in the aircraft
industry is sparse. Currently, there is only a a single aircraft which uses DFC as a control strategy: the F-14
Tomcat uses Direct Lift Control (DLC) to control descent rate during carrier approaches. The most important
reason for the sparse use is that it requires a control effector suite capable of directly controlling the three
moments around the body axes and the three forces along these axes. Conventional aircraft can control all
three moments directly by means of elevators, ailerons and rudder and use thrust to directly control axial
force. Conversely, they lack the capability to control lateral and vertical force directly and as such are under-
determined for these control methods.

The Innovative Control Effectors (ICE) aircraft is a tailless flying-wing fighter aircraft with thirteen control
effectors. As such, it is over-actuated and its Control Allocation (CA) problem is under-determined for control
of three rotational as well as all six Degrees of Freedom (DoF). Previous research has provided with a Flight
Control System (FCS) and CA algorithm capable of solving this problem for three Degrees of Freedom with
good results. This thesis builds on that research by investigating the possibility of controlling all six Degrees
of Freedom directly.

The Control Allocation algorithm was adapted and made suitable for 6DoF inputs. Usage of control input
weights enabled analysis of control effector force generation capacity for each separate body axis as well as
combined lateral and vertical forces. This yielded acceleration envelopes for different angles of attack (AoA)
and sideslip. If was found that vertical acceleration envelope is strongly influenced by AoA, which is not the
case for lateral acceleration and sideslip. A body acceleration feedback loop was implemented and a hedge
function based on AoA was implemented for commanded vertical acceleration to counter saturation of the
CA algorithm due to unachievable vertical commands.

An additional feedback loop with PID control for body velocities was implemented. The architecture for
thrust control was changed from a control loop based on airspeed to a control loop based on commanded
axial force as input, permeating the DFC philosophy throughout the control architecture. By using desired
axial velocity as input to the inner loop for axial force and thrust, airspeed control was markedly improved.
In addition, good command of lateral and vertical velocities up to 20 ft/s – expressly chosen as test speed be-
cause such speeds are more than sufficient for the primary use case – was achieved, marking the completion
of inner control loop design.

Air-to-air refueling was tabbed in advance as the main use case. The goal was to test tanker tracking per-
formance during steady straight flight and steady turns for different turbulence conditions. A basic tanker
model based on KC-135 data was designed and placed in the same simulation as the ICE aircraft. The end of
the boom mounted aft of the aircraft provided the aiming point for the ICE aircraft. A simple radar system
was designed to mimic real-life boom tracking and tanker state relay.

A comparison between a conventional FCS and a DFC FCS was made with use of this set-up. Tracking
performance for turbulence-free steady straight flight proved to be similar, but the DFC system clearly proved
to be superior for steady turns. Turbulence rejection was also much better for the DFC system under all
conditions. Especially axial and lateral errors were 10 to 100 times larger for the conventional system. Vertical
error was also larger for the conventional system, although there was a semblance of convergence for very
high turbulence for all situations except for conventional 30° turns.

High-crosswind landings were studies by design and testing of various control strategies. Three different
control strategies for both lateral and vertical control were designed to test performance on high-crosswind
landings with no, partial or full DFC employment. A standard 3° glide slope to the start of a runway formed
the reference track with a flare command starting at 30 ft altitude at the end. To better judge lateral error
response, a 300 ft lateral offset was implemented.
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The best strategy proved to be controlling lateral error by roll control and controlling vertical error by a
hybrid strategy of pitch angle control based on dynamic pressure and direct vertical error control by vertical
force control. Fully conventional control provided with faster vertical closure but also was less stable due to
roll-pitch coupling, a issue not present in the hybrid strategy. Full DFC control in combination with dynamic
pressure pitch control provided superior landing situations but lacked approach path stability. Re-weighting
partially solved this issue but was also deemed to be more of a symptom-combating tactic than a permanent
solution.

Recommendations for further research are directed both inward and outward. Inward research should per-
tain to development of a global optimum finder to enable better sustained force command performance.
In addition, studies into INCA parameter usage, review of control loop design and possible mode blending
could enhance DFC-enabled ICE performance in different situations. Outward research should look at DFC
benefits in manual control tasks comparable to the presented benefits for automatic control tasks. Addition-
ally, reflection of DFC possibilities in areas such as fault-tolerant control, flight envelope protection and upset
recovery might reveal new areas of interest and application.
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Nomenclature

Acronyms

AMT All Moving Wing Tips

AoA Angle of Attack

AS Active Set

AT Auto-Throttle

CA Control Allocation

CCV Control-Configured Vehicles

DFC Direct Force Control

DLC Direct Lift Control

DoF Degree of Freedom

DSFC Direct Side Force Control

ELE Elevator

FCS Flight Control System

FDM Flight Dynamics Model

ICE Innovative Control Effectors

INCA Incremental Nonlinear Control Allocation

INDI Incremental Nonlinear Dynamic Inversion

LCA Linear Control Allocation

LED Leading Edge Down

LEF Leading Edge Flap

LEU Leading Edge Up

LM Lockheed Martin

LMTAS Lockheed Martin Tactical Aircraft Systems

MAC Mean Aerodynamic Chord

MRC Moment Reference Center

MTV Multi-axis Thrust Vectoring

PF Pitch Flap

PID Proportional, Integral and Differential

QP Quadratic Programming

RCS Radar Cross Section

5



6 Preface

SSD Spoiler-Slot-Deflector

TED Trailing Edge Down

TER Trailing Edge Right

TEU Trailing Edge Up

USAF United States Air Force

VOR VHF Omni-directional Range

Superscripts

♦̇ Time derivative of variable ♦

Greek Symbols

α Angle of Attack

β Angle of Sideslip

γ Flight path angle

δi Control effector i deflection

∆δc Set of commanded actuator deflection increments

θ Pitch Angle

∆τc Set of commanded moment and force increments

∆τRc Set of commanded moment increments

∆τTc Set of commanded force increments

ϕ Roll Angle

χ Course angle

ψ Heading Angle

ω Set of body angular rotations

Latin Symbols

ann Command weight of DoF n

br e f Reference span

dt Tanker separation distance

F∗ *-frame

h Altitude

Ixx,y y,zz,xz Moments of Inertia

JR Rotational Jacobian matrix

JF Full Jacobian Matrix

JT Translational Jacobian Matrix

KD Derivative gain column
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K I Integral gain column

KP Proportional gain column

P Position vector

p Roll rate

q Pitch rate

r Yaw rate

Sr e f Reference wing area

Sl Lateral approach strategy

Sv Vertical approach strategy

TAB Transformation matrix from frame B to frame A

u Commanded actuator deflections

up Set of preferred deflections

u , u Minimum, maximum actuator deflections

u v w Body velocities

V0 Trimmed body velocities

Vapp Final approach speed

vb body velocity vector

Vdes Desired Airspeed

vE Earth-centered velocity vector

VT AS True Airspeed

Wd Command weighting matrix

Wu Deflection weighting matrix

[x, y, z]cg x-, y- and z-location of Center of Gravity

Subscripts

a Actual

b Body

c Commanded

d Relative to tanker

e Error

I Related to ICE aircraft

t Related to tanker
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1
Introduction

The advent of fourth-generation fighter aircraft gave rise to new control techniques such as Multi-axis Thrust
Vectoring (Su-27 in 2D, MiG-35 in 3D) and flying characteristics like good post-stall control. These techniques
warranted an investigation into the possibility of combining such technologies and flying characteristics into
a fighter with a small-as-possible radar signature, or Radar Cross Section (RCS) . Aircraft without a vertical tail
have a much smaller RCS, but lack lateral-direction control authority. All of the above prompted a program
jointly sponsored by the United States Air Force and Navy to study "innovative aerodynamic control concepts
for fighter aircraft without vertical tails" (Dorsett and Mehl, 1996).

The concept was called the Innovative Control Effectors aircraft and the result of the program was a set
of designs for such a tailless agile fighter aircraft: one land-based version and one carrier-based version. The
aerodynamic model data for the land-based version was re-released in a comprehensive paper by Niestroy
et al. for research purposes. The ICE’s heavily under-determined control allocation problem – thanks to its
thirteen control effectors – paves the way for research into control methods using different strategies than
conventional aircraft.

The research objective of this thesis is to develop a Direct Force Control method for the ICE aircraft which
allows for translation without rotation and rotation without translation. This will be done by constructing
a control system based on the Incremental Nonlinear Dynamic Inversion (INDI) approach (see Sieberling
et al., 2010) analogous to the Incremental Nonlinear Control Allocation (INCA) method presented by Mata-
moros and de Visser (2018). This control system will be capable of solving a three-force problem and will
subsequently be combined with the existing controller. The fulfillment of this objective will be tested by
means of a number of use cases.

The line of reasoning behind this research objective is the following: now that the ICE aircraft has been
made controllable in the traditional sense, the next step in fully exploiting the control effector suite is to
find novel ways to control the aircraft. Considering the fact that the three moment problem as described by
Durham (1994b) has been solved, the next step would be to extend the controller in order to solve a so-called
"three-force" problem. This means that in addition to realizing a commanded net moment around the X-, Y-,
and Z-axis of the aircraft, the controller is able to realize commanded net forces along the X-, Y, and Z-axis. It
must be noted that the objective is to realize net forces without generating net moments.

This research objective cannot be realized at once; it is a multi-faceted problem with numerous uncer-
tainties that have to be dealt with first. The process of solving these uncertainties is guided by four main
research questions and a number of sub-questions. These will be given in the next section. Each main ques-
tion will shortly be elaborated upon to clearly establish the purpose and validity of that particular part of the
research.

The research questions treated in this thesis are stated below. They are split in four main research questions
with a number of subquestions for all of the four.

1. Is the current control method suitable for adaption into a three-force problem?

– Is a 1-to-1 adaption of the three-moment problem to the three-force problem technically feasible?

1



2 1. Introduction

– Are the current inner- and outer-loop state inputs sufficient for the three-force control problem?
– Which adaptions do the control loops require for use as a direct force control system?
– Is it possible to generate rotation-free translational motion?

2. Does the direct force controller perform adequately in terms of performance parameters used to evaluate
flight control systems?

– Which performance parameters can be of use for evaluation of this particular type of control system?
– Does the control system meet these parameter thresholds?
– Does the INCA control method provide sufficiently large actuator saturation margins when used in the

three-force problem?
– Which range of direct force commands can be attained with sufficiently small tracking and allocation

errors?

3. Which control architecture enables the simultaneous use of both types of control systems?

– Is it possible to ensure smooth transitions from direct force control to conventional control and vice
versa?

– Is it possible to construct a multi-objective control scheme enabling use of both direct force control and
conventional control?

– Can the multi-objective controller handle every type of control input in every situation in a stable man-
ner?

4. Which specific types of special maneuvers can be achieved using this controller?

– Is it possible to create an autopilot able to fly conventional trajectories while using both direct force and
conventional control with a sufficiently small tracking error?

– Can the multi-objective controller be used to improve on the current method of air-to-air refuelling?
– Can direct force control be used to perform high-crosswind landings without the need for yawing and/or

rolling?
– Is it possible to generate translation-free rotations?
– Can a semi-vertical (cobra) landing be performed?

The remainder of this thesis is structured as follows. The current state of DFC research is treated in chap-
ter 2. The posed research questions are related to topics of study and available prior research for each of
those topics is discussed. An in-depth look into the ICE aircraft is available in chapter 3, with effector suite,
aerodynamic data origin, model properties and DFC opportunities all being treated. The core thesis content
is split into two parts. The development of a DFC-enabled Flight Control System can be found in chapter 4.
Making use of this FCS, two use cases are designed, tested and evaluated in chapter 5. Finally, conclusions
and recommendations are given in chapter 6.



2
Direct Force Control state of affairs

The set of research questions posed in chapter 1 can be reformulated into a number of topics that serve to
identify key areas of the literature review. Each main research question differs significantly from the other
questions in terms of theoretical basis and technological development, which is why each topic has its own
section in this chapter.

First, the technological basis onto which this research project will commence is discussed in section 2.1.
Then, each subsequent section will briefly state the research question it pertains to, as well as the main sub-
ject kept in mind during review of relevant literature. Next, important theory and technology in the subject
area are discussed. Any possible gaps between question and found answers are discussed as well.

2.1. Technological starting point
The starting point of this research project, as mentioned in chapter 1, is the INCA-based FCS constructed by
Matamoros and de Visser for the ICE aircraft. This paper combines numerous technologies into one FCS.
The constructed FCS is applied onto the ICE aircraft design (see fig. 2.1a) detailed in Dorsett and Mehl (1996)
and Dorsett et al. (1997). The basic aerodynamic data sets for this aircraft have been described and made
available by Niestroy et al.. These data sets have been transformed into a multivariate B-spline model using
the method in Tol et al. (2016) in order to make optimal use of the data.

Figure 2.1: Two visualizations of the ICE model

(a) A 3D impression of the ICE aircraft (Niestroy et al.,
2017)

(b) 2D indication of control effectors (Matamoros, 2017)

The challenge posed by the unconventional control effector suite of the ICE aircraft (see fig. 2.1b), is threefold:
1. The aircraft exhibits a high degree of control nonlinearity
2. There exist many effector interaction effects
3. The number of control effectors (13) is much higher than the number of controlled moments (3)

The first two points are well-illustrated by Matamoros (2017, p. 27-28). Therefore, the assumptions made
by Durham (1993) concerning the linearity of controls does not hold anymore, making use of Linear Control

3
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Allocation (LCA) problem solvers less effective. Hence, the need arises for a nonlinear solver that can deal
with such problems. (For a comprehensive overview of both linear and nonlinear control allocation problem
solvers, see the survey by Johansen and Fossen (2013))

The third point mentioned above causes the three-moment problem as described by Durham (1994b) to
become highly under-determined and much more complicated. A higher degree of complexity places more
stringent requirements on the real-time capacities of the used solver. Matamoros and de Visser demonstrate
a number of candidate solvers for both an LCA- and INCA-based FCS. The solver based on Härkegård’s Active
Set (AS) method showed very promising results both in terms of tracking error and real-time performance.

2.2. Direct Force Control
The demonstrated successful implementation of an FCS able to accurately control the moments acting on the
aircraft opens the door to new possibilities. As stated in chapter 1, the counterpart of angular acceleration
control is translational acceleration control: manipulation of forces instead of moments. This section of the
literature review therefore is concerned with the following question: which methods already exist to generate
a pure net control force acting on an aircraft? The search has been divided into three parts; one part for
each aircraft body axis. Footage from the San Diego Air and Space Museum of a modified F-16 brilliantly
demonstrates the principles of direct force control discussed in the following subsections.

2.2.1. Direct Lift Control
The most prevalent force direction is the one of forces acting along the Z-axis: weight and lift1. Weight is
dependent on aircraft configuration, payload, fuel usage, etc and cannot be manipulated in-flight without
taking rigorous measures (e.g. fuel dumping or payload usage). What’s more, weight can only be reduced,
causing each manipulation of the force caused by weight to be non-reversible. Therefore, weight manipula-
tion is not taken into account when looking at force control along the Z-axis.

This leaves manipulation of the lift force. Changing the lift force without causing a rotation is called Direct
Lift Control. The concept of DLC has been the subject of a number of studies, including simulations (Dou-
glas Aircraft Company, 1963, Grantham et al., 1971, Johnson et al., 1969) and flight tests in which different
variations of DLC systems were tested, like symmetric ailerons connected with elevators (Stickle et al., 1968)
and exhaust-blown main flaps, both standalone flights (Taylor Jr., 1969) and verified with wind tunnel data
(Rolls et al., 1969). The aforementioned reports were mainly focused on demonstrating the use of DLC and
the application into corrections during landing approaches. Pinsker (1968) first presented a comprehensive
overview of the theory behind DLC, as well as desireable control characteristics of DLC systems.

DLC technology eventually developed into so-called Control-Configured Vehicles (CCV) , as described
by Rynaski and Weingarten (1972). The CCV subject contained much more than simply DLC, however. Its
subject matter also included the use of active controllers, deliberate destabilization of aircraft and drag min-
imization methods, for example. Further development of CCV was supported by flight tests with a B-52 air-
craft utilizing CCV technologies, documented in Arnold and Murphy (1973). The same year, Mcneill et al.
performed research on the possibilities of using CCV techniques, especially DLC, when performing preci-
sion flight tasks. They state that "Initial flight tests using DLC indicated that the task of formation flying and,
hence, in-flight refueling could be eased by actuating the DLC flaps through the conventional control stick",
indicating the potential improvements in precision control enabled by DLC in such flight scenarios.

An example of a more modern aircraft making use of DLC is the F-14 Tomcat. According to the pilot manual
for the F-14D, enabling the DLC mode puts the spoilers in a higher-than-normal position, slightly reducing
lift. To compensate for the change in pitching moment, the elevators are trimmed down slightly (United
States Navy, 2004). If the pilot wants to increase descent rate, rolling a thumb wheel on the control stick
forward puts the spoilers at a larger angle, losing more lift. The reverse occurs if the pilot wants to decrease
descent rate by rotating the thumb wheel aft. Figure 2.2 illustrates the position of the thumb wheel on the F-
14 control stick. The fact that the larger-than-zero neutral position of the spoilers sacrifices some lift is offset
by allowing the use DLC only when flaps are extended to counter said loss of lift. The approach is the only
flight scenario, however, in which DLC can be employed.

1Note that, strictly speaking, the Z-axis only coincides with the weight and lift force vectors when pitch & roll angle and angle of attack
are zero, respectively. It can be assumed that these angles sufficiently small for steady straight symmetric flight conditions that the
small-angle approximation holds.
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Figure 2.2: Illustration of the thumb wheel (No. 4) used with DLC
(United States Navy, 2004)

The example of the F-14 illustrates the limited deployment of DLC as an auxiliary maneuvering technique.
Other areas like gust load alleviation have been explored as well (see Schänzer, 1977, Wang et al., 2017). At-
tempts have also been made to implement DLC as a tool to increase maneuverability while also developing
handling criteria for the control method (Tomczyk, 1998, 2005). Research has also been performed on the top-
ics of combining DLC with a predictor-tunnel display to improve trajectory control in simulations (Sachs and
Holzapfel, 2008) and decoupling of flight path control and pitch angle (Zhou, 1995, Liu et al., 2011, Moravszki
et al., 2018).

It must be noted that the research mentioned in this section nearly exclusively pertains to classical aircraft
configurations in which there is a distinct separation of main wing and horizontal tail surfaces, a situation that
does not hold for the ICE configuration. The decades of research, however, show that there is a sound theo-
retical and technological basis from which can be drawn when designing a DLC controller for the ICE aircraft.
Furthermore, the developed guidelines for DLC handling parameters still can be applied when evaluating a
DLC system. It also stands to reason that the application of thrust vectoring opens up new possibilities in this
area that can mitigate the lack of dedicated elevators.

2.2.2. Longitudinal Force control
The second symmetrical direction in which force control can be exerted is along the X-axis by controlling
thrust and drag2 forces. It must be noted that for drag, the interest lies only in control methods which alter the
drag force without having a mayor impact on the magnitude of lift. Therefore, control methods like spoilers
are not considered, since the use of such devices also greatly impacts lift besides altering drag.

Most devices commonly called airbrakes or speedbrakes are therefore not applicable to this type of con-
trol, as most speedbrakes on commercial airliners are in fact spoilers. However, studies by Mertol (2008) and
Cui et al. (2018) have conducted research into the aerodynamic effects of different types of airbrakes not con-
sidered spoilers. The main points of interest in these studies is both the magnitude of the created drag as
well as the side effects created by employing these control surfaces. Implemented examples of speedbrakes
include the double spoiler on the aforementioned F-14 (United States Navy, 2004, p.2-95) and the well-known
application of split rudders on the B-2 which can double as speedbrakes.

The other possibility of longitudinal force control is altering thrust. The engine dynamics of the ICE model do
not include any form of lag, which makes any changes in commanded thrust instantaneous. This assumption
is not likely to hold in reality, as it can be assumed that produced thrust does not follow commanded thrust
without any form of lag. Due to the secretive nature of the properties of jet engines, such engine models
are very hard to obtain. If quickly obtaining such information proves impossible, a conservative best guess
can serve as a placeholder until the model can be appended with the correct engine dynamics. In addition,
longitudinal force control using incremental drag control can be expected to yield more reliable results due
to this (temporary) lack of engine information and should therefore be considered the preferable option.

2Again, it is assumed that the angle of attack is sufficiently small to assume that the drag force is aligned with the X-axis.
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2.2.3. Lateral force generation
The third and final direction of force control pertains to forces along the Y-axis. In principle, a perfectly
symmetrical aircraft should not experience any net lateral forces during normal flight conditions due to the
cancellation of equal and opposing forces on both sides of the X-Z symmetry plane. In conventional aircraft
control suites the vertical tail provides directional stability by serving as a stabilizing surface when experienc-
ing sideslip and the rudder acts as a control effector able to exert a lateral force on the aircraft. The lateral
control authority of the rudder, however, is not used very often: straight symmetrical flight does not require
for rudder control and aircraft usually make coordinated turns, which are by definition turns without any side
force acting on the aircraft.

Nonetheless, preliminary research by Jenkins (1973) and Mercier and Duffy (1973) investigated Direct
Side Force Control (DSFC), a means to improve lateral control authority. By simulating the application of
DSFC, they showed that this technique could be of great benefit in flight conditions like final approaches
with limited visibility and high-crosswind landings. Their methods of applying DSFC are limited, however, as
Jenkins only names the use of vanes directing engine exhausts laterally, whereas Mercier and Duffy lists a very
large number of options, none of them very feasible, except for thrust vectoring. None of these methods were
tested in real-life flight scenarios. Further simulation research on full lateral control in dive bombers (Brulle,
1977) strengthens the pilot-supported point that DFC is best applied by using a thumb-controlled button on
the joystick as well as providing with (un)acceptable coupling characteristics to be kept in mind.

Later research by Grunwald and Stengel (1985) provides an elaborate theoretical model for full lateral control
authority as well as an in-depth flight study into the actual performance of said model. The problem with
this study, however, is the fact that the aircraft used during flight tests employs both a vertical tail as well as
two vertical-canard-like structures (dubbed side force panels by the authors) intersecting either wing around
the midpoint. Also recall the footage from the San Diego Air and Space Museum: the additional canards are
required in order to counter the yawing moment created by the rudder side force. Without them, pure lateral
translation would be impossible. The total absence of both these surfaces as well as a vertical tail and rudder
on the ICE aircraft further compounds this issue.

There have been a number of studies into the problem of directional stability and control for aircraft
without a tail, however. Gillard and Dorsett (1997) summarized the effectiveness of All Moving Wing Tips
(AMT) in terms of yaw control over a wide range of angles of attack by using data gathered in (Dorsett et al.,
1997). Research by Ngo et al. (1996) led to a two-loop FCS for a tailless aircraft similar to the ICE aircraft
able to provide combined longitudinal and lateral control. An indirect adaptive control strategy for tailless
aircraft was proposed by Eberhardt and Ward (1999) to optimize interaction between parameter estimation
and control allocation. The notion that these designs mainly focus on AMTs as yaw control effectors indicates
that there could be unexploited gains in the area of thrust-vectoring yaw control.

2.2.4. Three-force problem conversion
It has been demonstrated that a large number of studies have already addressed the topic of Direct Force
Control, most notably in the vertical direction. Unfortunately, there is little subject matter on the topic of
solving a three-force problem for aircraft. The application of the three-force problem has been partially im-
plemented in Gai et al. (2018). In Mitchell and Vogel (2003) the authors demonstrate promising force control
authority along the X- and Z-axes combined with pitch control using an INCA-based FCS for a Canard-Rotor-
Wing vehicle. This method is not directly applicable for the ICE aircraft, however, as the control suites differ
greatly. Its usefulness is also limited due to the lack of control in the three asymmetric degrees of freedom.

It might be possible, however, to base the three-force problem architecture on the the control method
used for the FCS in Matamoros and de Visser (2018), which uses a Jacobian matrix containing the incremen-
tal control moments generated by the control effectors. In that case, a Jacobian containing the incremental
control forces is required. To this end, Van Oorspronk (2018, p.14) gives the general definition of the entire
Jacobian matrix, which therefore also contains the incremental control force coefficients. No use is made of
these coefficients, however, as he states that "Calculating the dynamic inversion ... only requires the Jacobian
of three moment coefficients l,m,n" (Van Oorspronk, 2018, p.32). The availability of the desired partial Jaco-
bian therefore is not expected to be an issue, but successful implementation in an FCS employing control in
all three force directions has yet to be demonstrated. This can therefore be seen as a crucial component to the
successful development of said FCS. For a full derivation of the Jacobian of a multivariate B-spline simplex
function such as the one used for the aerodynamic data set, please refer to appendix A.
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2.3. Direct force control performance evaluation
The next part of the research will pertain to the evaluation of the DFC FCS that has been constructed for the
ICE aircraft model and relates to the question "does the direct force controller perform adequately in terms of
performance parameters used to evaluate flight control systems?". Prior research by Pinsker (1968), Hoh et al.
(1981) and Tomczyk (2005) has identified key performance indicators to be used in DFC applications. Further
research must be performed, however, to determine which parameters are most suitable for evaluation of
the constructed FCS. This is due to the fact that the aforementioned research pertains to classical manned
aircraft, whereas the ICE aircraft could be developed into an unmanned fighter to relax maneuvering limits
normally applied to manned fighter jets. It might therefore be necessary to re-define parameter limits.

Additionally, the stability characteristics of the INCA FCS must be determined. Recent research has yielded
methods that can be applied when working with INDI-based systems (van ’t Veld et al., 2018, Wang et al.,
2018). Furthermore, the range of attainable force commands has to be determined. However, a search into the
attainable forces problem did not yield any results. Therefore, the best apparent approach right now seems
to be mirroring the method used when determining the attainable moments set as described by Durham
(1994a) and refined for nonlinear systems in (Bolender and Doman, 2004). It remains to be seen if this ap-
proach proves effective as no further literature on the subject could be found.

2.4. Simultaneous FCS usage
The main topic of the third part of this research is the simultaneous usage of two flight control modes. As
shown in the case of the F-14 (DLC) and the CCV F-16 (full translational control), the DFC mode is manually
controlled by an auxiliary device operated by the thumb. Therefore, sequential manual operation of both the
existing FCS and the to be constructed FCS is possible due to separation of control inputs.

It does, however, become a more complex multi-objective control allocation problem when both systems
simultaneously receive inputs. In fact, due to the primary (commanded moment) and secondary (minimizing
control effort) optimization goals already implemented by Matamoros and de Visser, the simultaneous use of
both FCS systems would create a dual primary-secondary control allocation problem. It stands to reason that
a reformulation of such a parallel situation into a single primary and a single secondary goal can be beneficial
for both controller effectiveness as well as real-time performance.

As already mentioned, current literature does not provide with a large theoretical basis on this subject,
the adapted version of the combined force-moment problem described in Gai et al. (2018) being a rare ex-
ception. They rewrite the control allocation problem into the form of a sequential quadratic programming
problem and use the methods in (Härkegård, 2004). However, sound arguments are given by Matamoros and
de Visser for selection of the control allocation problem solving method outlined in (Härkegård, 2002). There-
fore, a more in-depth analysis is needed in order to select the best method for the newly formulated control
allocation problem.

2.5. Special Maneuvers
The last part of the research is interested in the execution of a number of special maneuvers making use of the
both the conventional and the force control FCS. Of special interest is in-flight refuelling, which was already
identified by Mcneill et al. as a flight task of interest that can be made easier by using direct force control.
NATO Standardization Organization (2013, p.2A-2) documentation provides standard refuelling patterns that
can be implemented in a model for testing FCS tracking performance during refuelling.

Other areas of interest could be high-crosswind landings without sideslip or bank, effectively creating the
same landing attitude and trajectory as zero-crosswind landings. The limitations of this maneuver would
be the maximum attainable side force in landing configurations to counter such crosswinds. This maneuver
could find application in landings on aircraft carriers, for example, where there is very little time and space to
correct nonzero sideslip and bank angles right before touchdown. Straight landing trajectories would greatly
improve safety in such situations.

A final special maneuver is the use of Pugachev’s Cobra (described in Joyce 2014, p.81) in high-speed
approaches, e.g. to enable steep flight paths. In this maneuver, the Cobra is performed right before the
landing in order to lose a lot of airspeed and touch down at a reasonable velocity. This maneuver is hardly
ever used outside of airshows, let alone before landing, but simulation footage by CHRISXTR3M3GAMING
(2015) demonstrates a cobra landing. The ICE aircraft’s thrust vectoring and high AoA control properties
make it a good candidate for executing such a type of landing.



3
ICE Aircraft

The origin of the Innovative Control Effectors aircraft is a novel aircraft concept developed by Lockheed Mar-
tin Tactical Aircraft Systems (LMTAS). The goal was a new, tailless, agile fighter with a low RCS. The design
should also use multi-axis thrust vectoring systems yielding increased high-AoA control demonstrated in
fourth-generation fighters such as the Su-27 and prototype versions of the F-16 (Dorsett and Mehl, 1996). To
this end, a joint research program was created to investigate possible designs.

This program consisted of two phases. The purpose of the first phase was to identify suitable land- and
carrier-based planforms as well as investigate five innovative actuator types of interest Dorsett and Mehl
(1996). Study topics were RCS, aerodynamic testing, structural modelling, stability analysis and control law
design, among others. This study resulted in the identification of the three most promising control concepts
and their proposed utilization in both ICE types.

The second phase consisted of a more thorough study into the two proposed configurations. The main
goal of this phase was to better identify the stability, control and performance of the two previously chosen
designs. Gathering more data on the aforementioned control effectors was an important secondary objec-
tive. Research areas included high-speed wind tunnel testing, rotary and balance tests and stability & control
analysis, primarily for yaw control (Dorsett et al., 1997). The data gathered in this study phase was re-released
in the form of a research model in Niestroy et al. (2017). This research model forms the core of the model used
in this thesis. As only the land-based ICE configuration – dubbed the Configuration 101 series USAF Base-
line (Dorsett and Mehl, 1996) – was included in this research model, only the land-based version of the ICE
aircraft has been studied.

This chapter is structured as follows. First, an overview of the effector suite configuration is discussed in sec-
tion 3.1. The other model properties and data sets are treated in section 3.2. Next, section 3.3 will describe the
challenges resulting from said configuration and review previous work done to account for these challenges.
Finally, the link to the topic of DFC is made in section 3.4 by underlining the unexplored opportunities of the
ICE aircraft.

3.1. ICE effectors
The ICE control suite consists of 7 different types of effectors. These are shown schematically in fig. 3.1.
Each of those is briefly discussed, naming main purpose, strong and weak points and possible other notes of
interest.

Leading Edge Flaps (LEF)
The leading edge flap system consist of two sub-parts: the inner and outer flaps. Positive deflection is Lead-
ing Edge Down (LED) for both systems, with the inner flaps being limited to LED deflections due to expected
actuator integration and RCS issues. LED deflections cause an increase in yawing moment by means of in-
creased suction, whereas Leading Edge Up (LEU) deflections cause adverse yaw. The ability to use differential
deflections yields increased lateral-directional control at high AoA by means of redirecting the leading edge
vortex system. Control effectiveness is nonlinear in both roll and yaw, in addition to a large degree of interac-
tion between the inboard and outboard flaps (Dorsett and Mehl, 1996).

8
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All-Moving Wing Tips (AMT)
The AMTs can be deflected from 0° to 60° Trailing Edge Down (TED) . By increasing profile and induced drag,
TED deflections produce a yawing moment which is fairly constant over the full range of AoA tested. This
makes the AMTs an outstanding source of yaw control, even at high AoA. When compared to an F-16 rudder,
the AMTs provide similar control power, with the added benefit of sustained control for higher AoA. Trailing
Edge Up (TEU) deflections are excluded, as the increased roll control does not weigh up to the adverse yaw
produced above α = 10° (Dorsett and Mehl, 1996). Trailing Edge Down deflections do not suffer from said
adverse yaw effects. In addition, TED deflections of the AMTs alone produce sufficient control power as an
anti-spin measure, as well as being largely unaffected by either sideslip or rotation rate (Dorsett et al., 1997)

Spoiler-Slot-Deflectors (SSD)
The SSDs consist of two elements: an upper-surface and a lower-surface component. The upper-surface
component acts like a conventional spoiler whereas the lower-surface component has the hinge aft of the sur-
face and deflects the air upward. The spoiler and deflector are opened simultaneously to redirect air through
the slot to the upper wing surface. Compared to a conventional spoiler, this configuration provides more
lateral-directional control up to higher AoA. Unfortunately, SDD usage has detrimental effects on the effec-
tiveness of the pitch flaps and elevons as well as required nose-up trim deflections. (Dorsett and Mehl, 1996).
As with the AMTs, SSD yaw power is largely unaffected by sideslip or rotation rate and provides sufficient spin
recovery control. Sideslip does have a significant effect on SSD roll power, however (Dorsett et al., 1997).

Elevons (ELE)
The elevons can be deflected up to 30° both TEU and TED, the latter being seen as positive deflection. The
elevons are primarily responsible for roll control (asymmetric deflection) and pitch control (symmetric de-
flection). SSD usage limits the pitch control effectiveness, however, as Dorsett and Mehl note that the elevons
alone are not enough to trim out the aircraft for α ≥ 15° . Elevons have little effect in yaw control, with ei-
ther TEU or TED deflections of the right elevon producing small positive increments in yaw moment, fairly
constant over the entire range of AoA (Dorsett et al., 1997).

Pitch Flaps (PF)
The pitch flaps, like the elevons, have a 30° TEU (negative) and 30° TED (positive) deflection range. They can
only be deflected symmetrically, however, and as such only provide additional pitch control. According to
Dorsett and Mehl, "small surfaces with pitch priority ... are invaluable for aircraft employing SSD concepts."
The pitch flaps also alleviate elevon deflection requirements for longitudinal trim.

Multi-axis Thrust Vectoring (MTV)
The Multi-axis Thrust Vectoring system is able to deflect thrust around pitch and yaw axes. The thrust vec-
toring system contributes to both maximum roll control by means of elevon-induced yaw mitigation as well
as high-AoA lateral-directional control (Dorsett and Mehl, 1996). The thrust-vectoring deflection limit is 15°
from the aircraft X-axis in all directions using a low-observable multi-axis nozzle concept. A more modern
approach would be using fluidic thrust vectoring control, however, as already alluded to by Bowlus et al.

3.2. ICE Model
The high-fidelity aerodynamic model presented in Niestroy et al. (2017) is based on five sets of wind tunnel
test data and constitutes the core of the simulation model used to obtain the results presented in this thesis.
The model contains six sets of coefficient data tables; one for each degree of freedom. Each set contains two,
three or four airframe coefficient tables – depending on the degree of freedom – and fifteen control effector
coefficient tables.

3.2.1. Model elements and properties
The Simulink model created by Lockheed Martin (LM) consists of a number of core elements. In addition to
the aforementioned aerodynamic data tables, the model contains sub-models for actuator trim and dynam-
ics, a thrust vectoring system, environment models – consisting of a wind model with horizontal wind, shear,
continuous Dryden turbulence and discrete gusts, as well as a COESA atmospheric mode and the WGS84
gravity model – incidence angle calculation models and a 6DoF Euler state propagation block. The model’s
airframe reference data used in the ICE simulation block are taken from Niestroy et al. (2017) and are shown
in table 3.1 below.
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Figure 3.1: Top view of the ICE control effector suite Matamoros (2017)

Table 3.1: ICE model reference data

Parameter Value
Reference wing area (Sr e f ) 808.6 ft2

Reference span (br e f ) 37.5 ft
Mean Aerodynamic Chord (MAC) 345 in
FS LEMAC 160.84 in
Moment Reference Center (MRC) 38% MAC
WL MRC 100.0 in

The model is trimmed at a number of different airspeed, mass and altitude conditions. The three available
mass configurations are given in table 3.2 below. All available combinations of airspeed and altitude are
shown in fig. 3.2, with trimmed conditions highlighted. All data is taken from Niestroy et al. (2017). Weight is
in lbf, CG location in inches and intertia in slug·ft2.

Table 3.2: Mass configuration properties

Configuration Weight xcg ycg zcg Ixx Iy y Izz Ixz

Lightweight 25,989 40% c̄ 0 88.97 35,497 67,500 83,800 -250
Nominal (50% fuel) 32,750 38.84% c̄ 0 88.97 35,479 78,451 110,627 -525
Heavyweight 37,084 36% c̄ 0 88.97 42,576 81,903 18,379 -525
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Figure 3.2: Defined flight envelope and trimmed conditions

3.2.2. Control effector properties
Each control effector has its own deflection limits, positive deflection definition, no-load rate limit and dy-
namics type. These are listed in table 3.3 below.

Table 3.3: Control effector properties and limits

Effector Symbol Deflection Limits (°) Rate Limit (°/s) Dynamics Type
Inboard LEFs δl i f , δr i f [0, 40] LED (+) 40 Hs (s)
Outboard LEFs δlo f , δr o f [-40, 40] LED (+) 40 Hs (s)
All-Moving Wingtips δl amt , δr amt [0, 60] TED (+) 150 H f (s)
Spoiler-Slot-Deflectors δl ssd , δr ssd [0, 60] 150 H f (s)
Elevons δlele , δr ele [-30, 30] TED (+) 150 H f (s)
Pitch Flaps δp f [-30, 30] TED (+) 150 H f (s)
Multi-Axis Thrust Vectoring δpt v , δy t v [0, 15] TED, TER1(+) 15 H f (s)

The slow actuator dynamics are represented by the following transfer function:

Hs (s) = 18 ·100

(s +18)(s +100)
(3.1)

The fast actuator dynamics are represented by the following transfer function.

H f (s) = 40 ·100

(s +40)(s +100)
(3.2)

3.2.3. Model reference frames
All aerodynamic coefficient data tables are represented in the right-handed aerodynamic model frame Fm.
The origin and axis definitions are as follows:

— Origin: in the MRC as given in table 3.1, which is assumed to be the C.O.G.
— Xm: aft along the longitudinal axis of the aircraft
— Ym: to the right
— Zm: upwards to complete the system’s right-handedness

1Trailing Edge Right
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The aircraft model itself, however, uses the standard aircraft body frame axis system Fb. That system is de-
fined per the set of rules below and shall be used from this moment on throughout the thesis, unless states
otherwise.

— Origin: in the MRC as given in table 3.1, which is assumed to be the C.O.G.
— Xb: forward along the longitudinal axis of the aircraft
— Yb: to the right
— Zb: downwards to complete the system’s right-handedness

The correct axis transformation is applied to the aerodynamic model coefficients to obtain the correct aircraft
model coefficient orientation. The transformed set of coefficients is subsequently used to propagate the
aircraft state.

3.2.4. Coefficient set structure
Each set of coefficient tables, as previously stated, contains either two, three or four data tables describing
the airframe contribution to the aerodynamic coefficients, in addition to the 15 tables accounted for by the
13 actuators. The general structure of each data set is given below. Keep in mind that these coefficients are
given in the Fm frame. Coefficients apply over the entire set of DoFs, unless noted otherwise.

Table 3.4: General description of coefficient set elements

Coefficient Description Dependencies
Ciα Bare airframe coefficient, controls neutral, no sideslip f (α, M)
Ciαβ Bare airframe coefficient due to sideslip f (α,β, M)

Ciδ1
Isolated contribution of left inboard LEF f (α,β,δ1)

Ciδ11
Isolated contribution of right inboard LEF f (α,β,δ11)

Ciδ5
Isolated contribution of left AMT f (α,β,δ5)

Ciδ15
Isolated contribution of right AMT f (α,β,δ15)

Ciδ9
Isolated contribution of left SSD f (α,β,δ9)

Ciδ19
Isolated contribution of right SSD f (α,β,δ19)

Ciδ1δ2 Contribution of left outboard LEF influenced by left inboard LEF f (α,β,δ1,δ2, M)
Ciδ11δ12

Contribution of right outboard LEF influenced by right inboard LEF f (α,β,δ11,δ12, M)
Ciδ2δ5

Contribution of left AMT influenced by left outboard LEF f (α,δ2,δ5)
Ciδ12δ15

Contribution of right AMT influenced by right outboard LEF f (α,δ12,δ15)
Ciδ3δ5

Contribution of left ELE influenced by left AMT f (α,δ3,δ5)
Ciδ13δ15

Contribution of right ELE influenced by right AMT f (α,δ13,δ15)
Ciδ3δ9

Contribution of left ELE influenced by left SSD f (α,δ3,δ9, M)
Ciδ13δ19

Contribution of right ELE influenced by right SSD f (α,δ13,δ19, M)
Ciδ4δ9δ19

Contribution of PF influenced by SSDs f (α,δ4,δ9,δ19, M)

Cip
pb
2V Bare airframe coefficient due to roll rate (i = l ,n) f (α, M)

Ciq
qc
2V Bare airframe coefficient due to pitch rate (i = Z ,m) f (α, M)

Cir
r b
2V Bare airframe coefficient due to yaw rate (i = l ,n) f (α, M)

The aerodynamic body coefficients can be written in terms of the elements in table 3.4 by expanding the
general case and applying the correct transformations. This yields the following results:

−CXb =CXm =+CXα +CXαβ
+CXδ1

+CXδ11
+CXδ5

+CXδ15

+CXδ9
+CXδ19

+CXδ1δ2
+CXδ11δ12

+CXδ2δ5
+CXδ12δ15

+CXδ3δ5
+CXδ13δ15

+CXδ3δ9
+CXδ13δ19

+CXδ4δ9δ19

(3.3)

CYb =CYm =+CYα +CYαβ −CYδ1
+CYδ11

+CYδ5
−CYδ15

+CYδ9
−CYδ19

−CYδ1δ2
+CYδ11δ12

+CYδ2δ5
−CYδ12δ15

+CYδ3δ5
−CYδ13δ15

+CYδ3δ9
−CYδ13δ19

+CYδ4δ9δ19

(3.4)
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−CZb =CZm =+CZα +CZαβ +CZδ1
+CZδ11

+CZδ5
+CZδ15

+CZδ9
+CZδ19

+CZδ1δ2
+CZδ11δ12

+CZδ2δ5
+CZδ12δ15

+CZδ3δ5
+CZδ13δ15

+CZδ3δ9
+CZδ13δ19

+CZδ4δ9δ19
+CZq

qc

2V

(3.5)

Clb
=Clm =+Clα +Clαβ −Clδ1

+Clδ11
+Clδ5

−Clδ15

+Clδ9
−Clδ19

−Clδ1δ2
+Clδ11δ12

+Clδ2δ5
−Clδ12δ15

+Clδ3δ5
−Clδ13δ15

+Clδ3δ9
−Clδ13δ19

+Clδ4δ9δ19
+Clp

pb

2V
+Clr

r b

2V

(3.6)

Cmb =Cmm =+Cmα +Cmαβ
+Cmδ1

+Cmδ11
+Cmδ5

+Cmδ15

+Cmδ9
+Cmδ19

+Cmδ1δ2
+Cmδ11δ12

+Cmδ2δ5
+Cmδ12δ15

+Cmδ3δ5
+Cmδ13δ15

+Cmδ3δ9
+Cmδ13δ19

+Clδ4δ9δ19
+Cmq

qc

2V

(3.7)

Cnb =Cnm =+Cnα +Cnαβ −Cnδ1
+Cnδ11

+Cnδ5
−Cnδ15

+Cnδ9
−Cnδ19

−Cnδ1δ2
+Cnδ11δ12

+Cnδ2δ5
−Cnδ12δ15

+Cnδ3δ5
−Cnδ13δ15

+Cnδ3δ9
−Cnδ13δ19

+Cnδ4δ9δ19
+Cnp

pb

2V
+Cnr

r b

2V

(3.8)

From here on out, Cib shall be written as Ci for i = X ,Y , Z , l ,m,n unless stated otherwise.

In order to be able to investigate aircraft behaviour over a larger AoA range, the base airframe coefficient
tables with a range of −5° ≤ α ≤ 90° were mirrored in α = 0° by Matamoros and de Visser to obtain airframe
coefficient data tables for −90° ≤ α ≤ +90°. This approach was found to produce positive drag coefficients
for low negative AoA (−4° ≤ α ≤ 0°) in some instances. To counter this, the original data tables were used
over their full range, with the data for 6° ≤α≤ 90° being used to extend the data table range to −90° with odd
mirroring in 0° as before. The advantage is that the positive drag coefficients do not arise anymore with the
trade-off being a jump in lift and drag coefficients between −5° and −6°.

3.2.5. Thrust Vectoring System
The thrust vectoring system is instrumental in maintaining lateral-directional control authority at low speeds
as well as improving maximum roll control (Dorsett et al., 1997). The limits placed on the vectoring system are
the 15° omnidirectional deflection limit, the 150°/s rate limit and the actuator dynamics. Note that the thrust
vectoring system only controls thrust direction and does not not control thrust setting, which is controlled by
the Auto-Throttle (AT) system.

The TV system makes use of the pitch and a yaw deflection angles δpt v and δyt v , respectively. These angles
are controlled by the INCA algorithm in the same fashion as the other actuator deflections. Due to the fact
that a simultaneous deflection of 15° would lead to a total deflection of

p
2 ·15°, an additional constraint is

applied to prevent such a situation: √
δ2

pt v
+δ2

yt v
≤ δt vmax (3.9)

The Trust Vectoring system in Matamoros and de Visser (2018) was found to contain small inaccuracies for
large deflections. Therefore, the TV equations for thrust-induced forces and moments were reformulated
to ensure 100% accuracy. These can be found below in eqs. (3.10) to (3.14). Here, a positive δpt v denotes
a downward nozzle deflection and a positive δtt v denotes a nozzle deflection to the right. Note that the
forces and moments are defined in the Fb frame. The aforementioned TV constraints still apply. The visual
representation of this system is shown in fig. 3.3.
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TX = T cos(δpt v )cos(δyt v ) (3.10)

TY =−T cos(δpt v )sin(δyt v ) (3.11)

TZ =−T sin(δpt v ) (3.12)

MY = r TZ =−r T sin(δpt v ) (3.13)

MZ =−r TY = r T cos(δpt v )sin(δyt v ) (3.14)

MX is not shown as it is always zero. The Jacobian terms for these equations – whose usage is explained later
in this chapter – then follow as

Table 3.5: Jacobian terms for thrust vectoring forces and moments

∂δpt v ∂δyt v

∂TX −T sin(δpt v )cos(δyt v ) −T cos(δpt v )sin(δyt v )
∂TY −T sin(δpt v )sin(δyt v ) −T cos(δpt v )cos(δyt v )
∂TZ −T cos(δpt v ) 0
∂MY −r T cos(δpt v ) 0
∂Mz −r T sin(δpt v )sin(δyt v ) r T cos(δpt v )cos(δyt v )

δptv

Xb

Zb

MY

Figure 3.3: Schematic representation of the TV system

3.3. Nonlinear interdependent effector behaviour
The ICE effector suite is designed for high maneuverability and low RCS and as such employs novel control
concepts. Two major drawbacks of the described control suite are control power nonlinearities and high
levels of interdependence. Three examples of these phenomena are illustrated in figs. 3.4a to 3.4c. As such,
conventional control allocation methods do not suffice; linear approximation would severely degrade model
fidelity and therefore hamper correct control allocation.
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To this end, an Incremental Nonlinear Control Allocation method was developed for the ICE in Matamoros
and de Visser (2018). The resultant inner loop design and accompanying algorithm have shown promising
results as a solution to the Control Allocation (CA) issues discussed above.

J (α,β, M ,δ) =



∑20
j=1

∂C s
X j

(x,δ)

∂δ1

∑20
j=1

∂C s
i j

(x,δ)

∂δ2
· · · ∑20

j=1

∂C s
X j

(x,δ)

∂δ13∑20
j=1

∂C s
Y j

(x,δ)

∂δ1

∑20
j=1

∂C s
i j

(x,δ)

∂δ2
· · · ∑20

j=1

∂C s
Y j

(x,δ)

∂δ13
...

...
. . .

...∑20
j=1

∂C s
n j

(x,δ)

∂δ1

∑20
j=1

∂C s
n j

(x,δ)

∂δ2
· · · ∑20

j=1

∂C s
n j

(x,δ)

∂δ13


(3.15)

The algorithm uses an incremental control approach centered around the Jacobian of a spline model based
on the aerodynamic data tables, which was constructed using the method outlined in Tol et al. (2016). An
example of such a matrix is shown in eq. (3.15) and a full Jacobian derivation explanation can be found in
appendix A. For the thrust vectoring system, the Jacobian is the terms in table 3.5. Using an Active Set ap-
proach developed in Härkegård (2002), the INCA algorithm dynamically drives the actuators by means of
incremental deflection commands. A detailed description of the algorithm can be found in section 4.1.

By taking an incremental approach and using the Jacobian to determine the best possible set of control
increments for that particular time instance, the issues caused by nonlinearities, inter-dependency effects,
actuator dynamics and aerodynamic uncertainties are mitigated. A Quadratic Programming (QP) solver has
shown to produce the best results in terms of aircraft controllability and control demand satisfaction.

3.4. DFC opportunities
The INCA algorithm has shown satisfactory results, but the system has only been tested for FCS based on
rotational control. For conventional aircraft, this is where the story would end. The ICE effector suite, how-
ever, houses more opportunities due to the large number of control effectors. Once a challenge, the under-
determined control allocation problem now becomes an area of strength.

For conventional aircraft, there are – oversimplifying slightly – three control surfaces available: elevators,
ailerons and rudder. Therefore, such a control effector suite can only directly control three Degrees of Free-
dom: the rotational DoFs. Of course, the thrust setting directly controls the axial force as well. It is possible to
re-design control architecture such that the effectors control the other two translational DoFs, but this would
mean sacrificing control authority over one or more rotational DoFs. One can only imagine what the result
would be if the rudder were to be employed as a means of directly controlling side force in lieu of controlling
yawing moment; the effects would be disastrous. Of course, side force can still be controlled, but this hap-
pens indirectly by means of either sideslip or bank angle adjustment. The same goes for normal force along
the lines of pitch angle control.

The ICE aircraft, however, should theoretically be able to directly control all six Degrees of Freedom at once.
That theoretical notion now becomes a distinct possibility due to the availability of Matamoros and de Visser’s
INCA solution to the CA problem. This could open the door to a completely new type of FCS design, with
all sorts of associated benefits ánd drawbacks. The goal of this thesis is to test this hypothesis and further
investigate DFC usage for practical use cases.



4
Direct Force Control

This chapter treats the development of the set of DFC control laws and loops. First, the extension require-
ments for the current model as described by Matamoros and de Visser are given and discussed in section 4.1.
Next, the isolated DFC capacities are studied in section 4.2. These results are subsequently used in section 4.3
to construct the necessary control laws and loops. Finally, an FCS capable of simultaneously controlling ro-
tation and translation is presented in section 4.4.

4.1. INCA Algorithm extension
The goal of the CA algorithm is to find the set of actuator deflections that ensure satisfaction of the incremen-
tal moment command while minimizing actuator deflection. In other words, the error between commanded
and realized moment increments as well as the actuator deflections have to be minimized. Matamoros and
de Visser have posed this minimization problem as follows:

min
u

J =Wd||JRu−∆τRc ||2 +εWu||u−up ||2 (4.1)

u ≤ u ≤ u

Here, Wd is a diagonal command weighting matrix, JR is the rotational Jacobian matrix, u is the set of com-
manded actuator deflections, ∆τR c the set of commanded moment increments, Wu a diagonal deflection
weighing matrix , up is the set of preferred deflections and u , u are the minimum and maximum actuator de-
flections, respectively . Equation (4.1) can be rewritten into a form suitable for implementation in the Active
Set algorithm from Härkegård (2002).

min
u

∥∥∥∥[
WdJR

εWu

]
u−

[
Wd∆τRc

εWuup

]∥∥∥∥
2

(4.2a)

JRu =∆τR c (4.2b)

C u ≥U (4.2c)

By setting C = [I −I ]T and U = [u −u]T , the constraint of eq. (4.1) is satisfied. The usage of eqs. (4.2a) to (4.2c)
in the Active Set method is shown below in Algorithm 1. This example of pseudocode illustrates the Active
Set-Quadratic Programming solver method for Incremental Control Allocation pioneered in Matamoros and
de Visser (2018).

In order to be able to test the DFC capacities of the ICE aircraft, the ICE model has to be extended with a
number of DFC control loops. This means that the 3DoF algorithm code has to be adapted in order to take
6DoF parameters and produce the same result: the ideal incremental control deflections which produce the
desired control forces and moments with minimal deflection.

Adaption of the algorithm is quite straightforward. As the control effector suite itself is not subject to
change, only the primary objective of minimizing Wd||JRu−∆τRc ||2 is appended. Working back to front:

16
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Algorithm 1: Incremental Control algorithm based on Active Set Quadratic Programming

Let u0 be a feasible starting point. A point is feasible if it satisfies the constraints in eqs. (4.2b)
and (4.2c). Let the working set W contain (a subset of) the active inequality constraints at u0.

for k = 0,1,2, ....N −1 do
Given uk , find the optimal perturbation p, considering the constraints in the working set as
equality constraints and disregarding the remaining inequality constraints. Solve

min
u

∥∥∥∥[
WdJR

εWu

]
(uk +p)−

[
Wd∆τRc

εWuup

]∥∥∥∥
Gp = 0 (4.3)

pi = 0, i ∈W

if uk +p is feasible then
Set uk+1 = uk +p and compute the Lagrange multipliers,

(µ
λ

)
, where µ is associated with

eq. (4.2b) and λ with the active constraints in eq. (4.2c).
if all λ≥ 0 then

uk+1 is the optimal solution to eq. (4.2a)
else

Remove the constraint associated with the most negative λ from the working set.
end

else
Determine the maximum step length α such that uk+1 = uk +αp is feasible. Add the primary
bounding constraint to the working set.

end
end

∆τRc : The 3x1 pseudo-control input vector ∆τRc is appended with a set of three force increment commands
∆τTc for the Translational DoFs and therefore becomes the 6x1 input vector∆τc containing the commanded
moment and force increments, respectively. Note that this symbol therefore is not equal to the ∆τc used in
Matamoros and de Visser (2018).
JR: The 3x13 rotational Jacobian matrix JR is row-appended with another 3x13 Jacobian matrix JT for the
Translational DoFs. It therefore becomes JF, a 6x13 Jacobian matrix containing the partial derivatives of all
control effectors w.r.t. all DoFs.
Wd: Lastly, the diagonal 3x3 command weighting matrix Wd is extended to a diagonal 6x6 Wd matrix con-
taining weights corresponding to the commanded increments of each of the 6DoF. This matrix will be used
extensively in the upcoming sections to isolate and identify translational force control properties and limits.

4.2. Force Generation Capacities
This section treats the isolated DFC capacities of each body axis. Isolated in this context means that the focus
lies on a single body axis. It also serves as an introduction into the working principle of direct force control
used in this thesis. First the base of the FSC is given, after which the capacities of axial force generation and
combined lateral & vertical force generation are treated.

4.2.1. Translational Flight Control System base
In order to test the DFC capacities of the ICE aircraft the full aircraft simulation model has to be extended
with a Translational FCS loop. This loop enables commanding translational accelerations and observing the
system responses to these commands. The set-up is shown in fig. 4.1 below.

Note that this schematic only depicts elements relevant to the current section and therefore does not show
the full architecture. For example, the other eight algorithm inputs are not shown for clarity’s sake. Also
note that the new notation conventions are readily adopted. The shown control loop architecture holds until
noted otherwise. In addition, the model block only contains the aerodynamic tables and coefficient handling
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Figure 4.1: Initial Translational FCS loop

blocks. Therefore, the aircraft states are not propagated by means of the 6DoF Euler block mentioned in
section 3.2.1.

Focusing on a single Degree of Freedom is achieved by manipulating the command weights in Wd. For each
section in this chapter, the weights in Wd are adapted to enable focus on the subject of interest. To this end,
Wd becomes a 6x6 zero matrix with elements ann attaining a value of 1. Here, n is the order number of the
involved Degree of Freedom, with the order being as follows:

n 1 2 3 4 5 6
DoF roll pitch yaw surge sway heave

The usage of weights will be discussed before a set of results is presented.

4.2.2. Axial forces
The forces that can be generated in X-direction are assumed to be purely negative, i.e. it is assumed that gen-
eration of forward forces is not possible. This assumption stems from the logical fact that there is no actuator
in the actuator suite able to generate negative drag. There is the possibility of positive axial forces as a result of
the effect ofα on resultant force projection. However, a search through the aerodynamic data tables confirms
the validity of the aforementioned assumption: the vast majority of the axial terms of the control effectors is
positive, corresponding to negative axial body forces. Using the set-up shown in fig. 4.1, the maximum suite-
generated axial force coefficients could be determined. These were calculated by transforming the recorded
maximum acceleration using eq. (4.4).

CXk = m AXk

0.5ρV 2
T AS Sr e f

(4.4)

Two cases have been tested for various trim points, as can be seen in table 4.1. For CX con , ann = 1 for n =
[4,5,6] and AYc = 0, AZc = 0 to explore controlled axial force generation. For CX i so , only a44 = 1 to investigate
isolated force generation capacity. For each case, the maximum acceleration is the acceleration for which the
acceleration error of all involved Degrees of Freedom is ≤ 0.5 ft/s2. In other words, Abe ≤ 0.5.

The data in table 4.1 do not seem to indicate a particular combination of trim point and mass configuration
for which either controlled or isolated force generation is markedly better. Figure 4.2a shows the average of
all coefficients for both cases for each trim point. In order to visualize the effect of secondary thrust vectoring
effects, both average sets are plotted against dynamic pressure in fig. 4.2b. As dynamic pressure increases,
the average difference between controlled and isolated CX seems to increase. When computing the relative
increase, however, there does not seem to be any discernible trend.
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Table 4.1: Different values for axial effector suite force generation coefficient

Trim Point
Lightweight Nominal Heavyweight

CX con CX i so CX con CX i so CX con CX i so

1 -0.1293 -0.1662 -0.1319 -0.1474 -0.0703 -0.0615
2 -0.1164 -0.1210 -0.1158 -0.1202
3 -0.1159 -0.1204 -0.1157 -0.1226
4 -0.0641 -0.0641 -0.1385 -0.1385 -0.1304 -0.1438
5 -0.1161 -0.1222 -0.1078 -0.1284 -0.0930 -0.1279
6 -0.0779 -0.0831 -0.1075 -0.1359
7 -0.1264 -0.1404 -0.0885 -0.0085 -0.0801 -0.0801
8 -0.1178 -0.1206 -0.1202 -0.1206 -0.1201 -0.1201
9 -0.1028 -0.1358 -0.0944 -0.1221 -0.1040 -0.1824

0 1 2 3 4 5 6 7 8 9 10

Trim Point

0
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0.1
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Maximum X-axis coefficients

(a) Average axial coefficients per trim point
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(b) Axial coefficients against dynamic pressure

4.2.3. Combined lateral and vertical forces
The usage of different weight combinations influences the effector suite’s force generation capacities, some-
times up to 50%. Therefore, lateral and vertical force generation are evaluated in unison to better encompass
simultaneous lateral and vertical control. For this section, ann = 1 for n = [5,6]. Axial force generation is not
actively controlled. Again, the same logic as in section 4.2.2 is applied to determine achievable accelerations.
The results for the trimmed lightweight condition at FL200 with VT AS = 880 ft/s are shown in fig. 4.3a. Keep
in mind that downward accelerations are positive.

The red boundary shows all acceleration combinations that can be achieved by the system regardless
of collateral axial force. The black boundary shows those combinations for which excess thrust levels are
high enough to compensate for the increase in negative axial force w.r.t. the trimmed condition. Therefore,
accelerations that are within the red but outside the black boundary generate such a large amount of drag
that a decrease in axial velocity cannot be avoided.

The effects of differing angles of attack on acceleration envelope have been studied as well and are shown
in figs. 4.3b and 4.3c. As can be expected, the maximum positive vertical force that can be generated decreases
with increasing angle of attack. At α = αtr i m + 5° the effector suite completely loses the ability to generate
positive forces along the Z-axis. Likewise, a decrease in angle of attack deteriorates the maximum negative
acceleration. Here, the limit is α= αtr i m −9°. The vertical acceleration limits over the entire range of AoA is
shown in fig. 4.4
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Figure 4.4: Upper and lower AZ limits at FL200, VT AS = 880, lw

Clearly, the ICE aircraft is much more capable of generating vertical forces than lateral forces. This comes as
no surprise, especially when keeping in mind the challenges in lateral-directional control already discussed
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in Bowlus et al. (1997). In addition, most effectors are very adept at deflecting airflow upwards or downwards;
in fact, all effectors are able to do such a thing. This does not hold true for lateral airflow deflection. The
pitch flaps are completely unable to do such a thing, whereas the elevons and SSDs are somewhat capable of
generating side force, but it is not their primary function. There are other effectors, like the AMTs, which do
provide very good yaw control. However, as this partly depends on drag generation, good yaw control does
not necessarily relate to good lateral force generation.

The effect of a changing angle of sideslip on lateral force generation, shown in fig. 4.5, is much smaller
than the effect seen in figs. 4.3b and 4.3c. This is mainly due to the fact that CYβ is not nearly as large as
CZα . In addition, only 8 of the 15 effector suite coefficients are dependent on β which decreases the impact a
change in sideslip has on force generation. These factors ensure positive lateral force generation is possible
up to β = 30°, which is the largest angle of sideslip available in the dataset from Niestroy et al. (2017) and
therefore the largest angle tested.

Figure 4.5: Effect of sideslip on acceleration envelope at FL200, VT AS = 880, lw

Table 4.2: Maximum coordinated lateral accelerations at AZ = 0 for increasing angle of sideslip in ft/s2

∆β 0° 5° 10° 20° 30°
AY max 20 14 11 12 13
AY mi n -19 -21 -30 -24 -25
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4.3. Translational Velocity loop extension
The results from the previous sections have demonstrated that lateral force control is very much possible.
Therefore, the addition of a velocity control loop warrants investigation. To this end, the acceleration control
loop in fig. 4.1 is both changed and appended. The aerodynamic model is replaced by the full ICE model; the
6DoF Euler state propagation block is now used to generate the full aircraft state.
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Figure 4.6: Translational Velocity Control Loops

In addition, a hedge block is placed in the vertical acceleration loop. As the data in figs. 4.3b, 4.3c and 4.4 have
shown, AoA has a profound impact on vertical force generation. It has been observed that a sustained large
nonzero acceleration error in one of the channels has a large negative effect on the force control of the other
channels. In other words, pushing the vertical acceleration beyond the known limits as a function angle of
attack of heavily deteriorates lateral and axial force control. To counter this, the following hedge parameter is
implemented:

K AZ =
{

1 sgn(AZc ) 6= sgn(α)

fK sgn(AZc ) = sgn(α)
(4.5)

fK (α,b, f ,c) = max(0, min(1,
−2|α− c|
b(1− f )

+ f

1− f
+1)) (4.6)

Here, b is the total bandwidth for which Az is nonzero, f is the fraction of the bandwidth for which Az is
unrestricted and c is the center of the bandwidth. Using b = 10, f = 0.8 and c = 0, the result is a function
which is 1 for |α| ≤ 0.5b f , then linearly decreases from 1 to 0 over the next b(1− f )/2 on either side and is zero
for |α| > 0.5b. This function ensures that infeasible vertical acceleration commands do not cause saturation
of the INCA algorithm and control along other axes is maintained. This procedure is not required for lateral
control because β does not cause such saturation (also see fig. 4.5 and table 4.2).

Since state propagation is enabled for the current set-up, prolonged vertical acceleration commands will
at some point cause K AZ to decrease to zero. Conversely, there is a limit to the vertical body velocities the
ICE aircraft can attain. Assuming β = 0°, the vertical velocity limits with the aforementioned parameters for
eq. (4.6) are -41.1 ft/s and +112.3 ft/s deviations from the trimmed condition for FL200, VT AS = 880 ft/s and
the lightweight mass configuration, for example. Other values will apply for other trim points.

The acceleration subsystem is completed by addition of a saturation block, restricting maximum com-
manded acceleration to purely negative values for the X-axis and ±20ft/s2 for the Y- and Z-axis. These values
were chosen because this creates a square acceleration envelope for which all acceleration commands can be
met, avoiding channel saturation and the associated cross-coupled performance deterioration.

The velocity subsystem is a straightforward feedback loop with a PID system. A constant vertical velocity V0 is
added to the commanded velocity to ensure the aircraft returns to the trimmed condition for zero commands.
This measure prevents the angle of attack from returning to zero, which would result in a nonzero flight path
angle γ.

4.3.1. Lateral and Vertical velocity control
The modifications treated in the previous section enable evaluation of translational velocity control prop-
erties. Commanded velocity have been limited to ±20 ft/s, as such speeds are more than adequate for the
cardinal use case, air-to-air refueling. The result is shown in fig. 4.7.
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Figure 4.7: Body velocity control using DFC

In line with previous observations, lateral control is slower than vertical control. The main reason is that the
achievable accelerations are larger for vertical control. Differences in actuator dynamics type do not seem
to play a part; the SSDs, AMTs and MTV – all with fast dynamics – are the largest contributors to lateral
force generation. The PID parameters are as shown below in eq. (4.7), with each column representing the
parameters for a DoF. 1 7 8

0 0 0
0 7 5

 (4.7)

Up to this point, only ann with n = [5,6] were set to 1 in Wd. As can be expected, also setting a44 = 1 ensures
that airspeed RMS is much lower than the situation in which axial force control by means of actuators is
not applied. What is very surprising is that this comes at very little cost in terms of translational velocity
control capacity. Table 4.3 shows relevant parameters for the exact same velocity command sequence. Rise
time corresponds to the time needed to realize a velocity error of less than 0.5 ft/s. Using axial control totally
prevents airspeed overshoot as well as decreasing maximum airspeed error. Dips in airspeed are of a lower
magnitude and airspeed also recovers much faster to the set level. The axial control seems to minimize drag,
which is supported by the fact that thrust usage over time is 43% lower.

Table 4.3: Error and rise time for different Wd settings

Setting RMS VT AS RMS VY RMS VZ Avg rise time VY Avg rise time VZ

a44 = 0 9.27 8.01 4.71 2.40 1.51
a44 = 1 3.47 8.71 4.47 2.74 1.52

4.4. Merged Rotational and Translational Control
The systems and results presented in sections 4.2 and 4.3 show that DFC is very much possible and implemen-
tation of a velocity control system yields favorable results in terms of translational velocity control. In order
for this control philosophy to be feasible in real-life, however, all six Degrees of Freedom have to be controlled
simultaneously. Therefore, the system discussed in section 4.3 is merged with the existing rotational control
system from Matamoros and de Visser (2018) to form a full-fledged FCS. This system is depicted in fig. 4.8.

The primary goal of the depicted FCS is to enable translational control while keeping the attitude angles of
the aircraft at set values. Therefore, the rotational control system requires inputs from an outer-loop system.
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Figure 4.8: Full 6DoF inner loop control schematics

The control laws are as shown below.

ϕ̇θ̇
ψ̇

= KP

 ϕc −ϕa

θc −θa

w2π(ψc −ψa)

+K I

∫  ϕc −ϕa

θc −θa

w2π(ψc −ψa)

+KD
d

d t

 ϕc −ϕa

θc −θa

w2π(ψc −ψa)

 with (4.8)

w2π(θ) = θ−2π · round(θ/2π) and K =
2 0.1 0.5

5 0.1 5
2 0.1 0.1



ωc =
p

q
r

=
1 sinϕ tanθ cosϕ tanθ

0 cosϕ sinϕ
0 sinϕ/cosθ cosϕ/cosθ

−1 ϕ̇θ̇
ψ̇

=
1 0 −sinθ

0 cosϕ sinϕcosθ
0 −sinϕ cosϕcosθ

ϕ̇θ̇
ψ̇

 (4.9)

By using ϕc = 0, θc = θtr i m and ψc = 0, the attitude is fixed to the trimmed case and straight, steady, level
flight is ensured for vbc = 0. In essence, rotation is countered as much as possible and the actuator suite
should only generate net lateral and vertical forces – and the associated axial forces. The diagonal of Wd is set
to [1,2,1,0.5,1,1]. Ke = [1,2.2]. Preliminary results are shown in fig. 4.9.

As expected, control authority over body velocities deteriorates due to the addition of three rotationals DoFs.
Overall translational control is maintained, however, and rotational control is excellent. Most notably, rise
time for vertical control decreases the most and now is about the same as lateral control rise time. When
performing translational-isolated control tests, vertical response speed was much higher (see fig. 4.7).

The final step in designing a basic translational control system is adding an outer loop for position control.
The translational counterpart to the attitude states is the XYZ position. Unlike the attitude, however, the
position is constantly changing; the airspeed, and therefore the ground speed1, is always nonzero, after all.
Depending on the desired course χ and the desired flight path angle γ, either one, two or all three elements
that constitute position have nonzero derivatives. If χ = [

0 π 2π 3π
]/

2 or γ = [−π 0 π
]/

2 then one
derivative is zero. If both conditions are satisfied, two derivatives are zero.

The angles χ and γ depend on the frame in which they are defined, however. This also holds for the initial
position of the aircraft. Therefore, it is important to clearly define the relative position and orientation of the
frame of reference in which X, Y, Z, χ and γ are calculated. Possible options are an earth reference frame fixed
at a specific point, a frame based on runway angle and inner marker position or a frame based on another
aircraft’s position and orientation. The first option will be expanded further in this section, whereas the latter
cases are treated in chapter 5.

For the basic design of the translational position control outer loops, a simple test situation suffices. In this
case, the position reference frame will be an position-fixed earth reference frame. Flat earth assumptions

1Disregarding the case for which the velocity of the air around the aircraft is exactly equal and opposite to the airspeed
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Figure 4.9: Simultaneous rotational and translational control

apply. Due to the fact that the simulation model is in essence an infinite plane with a center, the origin of the
reference frame will be said center. The ICE aircraft starting position and orientation w.r.t. this center can be
varied as needed.

The most straightforward case is a starting position at a trimmed altitude above the center with trimmed
attitude and zero heading angle. In short, the aircraft follows a line parallel to X-axis of the reference frame on
a plane with a specified altitude, not unlike following a 0° FROM VOR radial. The reference point in this case
is a point on said line with the exact same X-coordinate as the aircraft. The reference point moves as the air-
craft progresses and the X-position error therefore is always zero; this error is not of interest for translational
position control at this point. Of course nonzero headings can be set as well, but the situation is essentially
the same. The translational control laws are as follows:

vEc = KP

Xc −Xa

Yc −Ya

Zc −Za

+K I

∫ Xc −Xa

Yc −Ya

Zc −Za

+KD
d

d t

Xc −Xa

Yc −Ya

Zc −Za

 with K =
 1 0 1

2.5 0 2
3 0 1.5

 (4.10)

vEc is the earth-centered velocity command and is limited to ±15 ft/s for all elements. By using the angles
of the body frame w.r.t. the position frame ϕ, θ and χ, it is possible to transform the earth frame velocity
command into a body velocity command by the well-known 3-2-1 transformation.

vbc =
1 0 0

0 cosϕ sinϕ
0 −sinϕ cosϕ

cosθ 0 −sinθ
0 1 0

sinθ 0 cosθ

 cosψ sinψ 0
−sinψ cosψ 0

0 0 1

vX

vY

vZ


E

(4.11)

The obtained body velocity command vbc is fed into the previously outlined systems to complete the loop.
The result is a system depicted in fig. 4.10. A preliminary test is shown in fig. 4.11. As with the 6DoF velocity
test, the attitude is kept at the trimmed condition by means of rotational control. The X-position is a reference
signal of Vdes · t , Y position is as described in the preceding paragraphs and Z position is altitude. To facilitate
plotting, the ICE X-position w.r.t. the reference position is given instead of the actual ramp input and actual
position. Note that control of X-position is of a dual nature: both the axial force generated by the effector
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suite deflections and the thrust produced by the engine combine to provide axial force control.
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Figure 4.10: Full FCS with outer loop attitude and position control systems
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Figure 4.11: Lateral positional control in ft with trimmed attitude and speed hold mode

The translational position control loop works as intended: all elements of the commanded position vector
can be followed to a satisfactory degree. As with Full-DoF control, lateral and vertical control response speed
is approximately the same. Lateral control does suffer from slight overshoot, however, which can be explained
by the previously explained difference in control capacity. Note that axial control is first explored here and
performs very well, with very little axial deviation. In addition, the clear downside of using DFC for position
control – generating sudden additional drag – is on display around t = 26.

The achievement of producing the results shown in fig. 4.11 marks the end of the DFC FCS design phase.
The primary goal of designing a Full-DoF FCS has been achieved, thereby answering one of the most impor-
tant research questions. In addition, the FCS performs well enough to continue investigation into practical
use cases with real-life application value.



5
Practical DFC use cases

The first part of the goal stated in section 3.4 has been achieved: It is indeed possible to directly control all six
Degrees of Freedom to a degree where control inputs are honored. The positive proof of the 6DoF hypothesis
is a major achievement, but useless if the DFC FCS doesn’t actually perform better than a conventional control
system. If a 6DoF control philosophy does not provide significant control and stability increases, there is no
point in actually using such a system.

The applicability of a DFC FCS is tested by means of maneuvers in two categories: air-to-air refueling in
section 5.1 and high-crosswind approaches in section 5.2. Each category is divided into further study cases
and will be explained in said sections. Conclusions specific to each maneuver category will be given as well.

5.1. Air-to-Air refueling
By far one of the most interesting uses of DFC is during air-to-air refueling scenarios. Such tasks require a very
high degree of precision. The use of a more direct control approach – using direct translational control instead
of indirect rotational control to achieve lateral displacement – could enable better tracking results for both
manual and automatic control. Human controllers prefer systems with first-order behaviour (McRuer and
Jex, 1967) as such systems require the least adaption on the human controller’s part. Therefore, controlling
position by controlling translational velocity is a good candidate.

Of course, systems in which only rotational control is available can be designed such that a translational
velocity input is used to compute the adequate rotations. The drawback is that this method requires an ad-
ditional control loop with associated delays. Therefore, even automatic position control – which does not
suffer from issues like maximum effort, concentration loss and other problems associated with manual con-
trol – can benefit from the use of a control system in which translational commands are directly linked to
translational velocities.

To this end, an air-to-air refueling scenario has been implemented. A Flight Dynamics Model (FDM) for a
KC-135 tanker aircraft has been added to the existing simulation model. In addition, the ICE aircraft has been
fitted with a "radar". This is a subsystem mimicking radar behaviour which enables the ICE aircraft to find,
track and position itself w.r.t the tanker.

5.1.1. Tanker model
The tanker model is based on feedback loops around a 6DoF Euler state propagation block – the same block
used in the ICE model. Subscript t denotes a tanker-related property. The state vector is
[x y z u v w Ax Ay Az ϕ θ ψ p q r ṗ q̇ ṙ VEx VEy VEz M α β V q̄]T . The variables M , α, β, V and q̄ are calcu-
lated using the appropriate blocks. The other variables are state propagation block outputs. The atmosphere
model is the 1976 COESA-extended model. Tanker model data were taken from (Smith, 2007, p.62) and Shol-
lenberger et al. (1983) and can be found in table 5.1 and eqs. (5.1) and (5.2).

27
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Parameter Value Unit
mt 245683 lbs
Ixx t 3797251 slug ft2

Iy y t
3576204 slug ft2

Izz t 7210255 slug ft2

Ixz t 234574 slug ft2

Sr e f t
2433 ft2

Table 5.1: Tanker model data

The linear approximation for CL with α in degrees is

CL =CL0 +αCLα = 0.2+0.116α (5.1)

For sideslip, the lateral force coefficient equation with β in degrees is

CY =βCYβ =−0.025β (5.2)

Forces along the X-axis are assumed to be balanced by the thrust in such a way that the net X-force delivered
by the thrust system is driven by the difference between the projection of u on the horizontal plane and a
set speed. The first order transfer function HT = 1/(s +1) is applied to model engine response delay. For the
lateral forces, it is assumed that side force due to sideslip and gravity due to roll angle are the acting forces. In
the Z-direction, the vertical component of the lift force and gravity are the actors. As such, the forces used as
input for the 6DoF Euler block are as follows:X

Y
Z

=
HT (KPT +K IT

∫ +KDT d/d t )m(Vset −u cosθ−w sinθ)
βCYβ q̄Sr e f +mg sinϕcosθ

−(CL0 +αCLα )q̄Sr e f +mg cosϕcosθ

 with KT
1 = [

5 0 10
]

(5.3)

The tanker’s attitude is automatically controlled by means of roll angle control in the roll channel, altitude
control in the pitch channel and sideslip control in the yaw channel. The first control law is

γc = KPγ (hc −ha)+K Iγ

∫
(hc −ha)+KDγ

d

d t
(hc −ha) with Kγ =

[
0.001 0 0.001

]
(5.4)

γc is limited to ±10°. Next, commanded roll angle and angle of sideslip are added:

ϕ̇c

θ̇c

β̇c

= KP1

 ϕc −ϕa

γc −θa +αa

βc −βa

+K I1

∫  ϕc −ϕa

γc −θa +αa

βc −βa

+KD1

d

d t

 ϕc −ϕa

γc −θa +αa

βc −βa

 with K1 =
1 0 0.7

1 0 0.85
3 0.5 0

 (5.5)

By means of dynamic inversion, the commanded body rates are obtained:

pc

qc

rc

= A−1

ϕ̇c

θ̇c

β̇c

−b

 with (5.6)

A =

 1 sinϕ tanθ cosϕ tanθ
0 cosϕ −sinϕ
wp

u2+w2
0 −up

u2+w2

 and

b =

 0
0

1p
u2−w2

(
−uv

V ax +
(
1− v

V 2

)
ay − v w

V 2 az

)
 where

ax

ay

az

=
 Ax − g sinθ

Ay + g sinϕcosθ
Az + g cosϕcosθ


1For all Kn , the columns corresponds to KPn , KIn and KDn
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pc , qc and rc are limited to ±5°/s, ±1°/s and ±10°/s, respectively. The commanded rotational rate derivatives
are calculated using

ṗc

q̇c

ṙc

= KP2

pc −pa

qc −pa

rc − ra

+K I2

∫ pc −pa

qc −pa

rc − ra

+KD2

d

d t

pc −pa

qc −pa

rc − ra

 with K2 =
5 0 10

5 0 5
5 0 5

 (5.7)

By means of matrix multiplication, the commanded moments are generated:

Hδt

MXc

MYc

MZc

= Hδt

It

ṗc

q̇c

ṙc

= Hδt

Ixx t 0 Ixz t

0 Iy y t
0

Ixz t 0 Izz t

ṗc

q̇c

ṙc

= Hδt

Ixx t ṗc + Ixz t ṙ
Iy y t

q̇c

Ixz t ṗc + Izz t ṙ

 with Hδt =
1

s +1

(5.8)

The assumption is made that the tanker’s effectors are able to generate the commanded moments. Also,
rotational coefficients are disregarded. For fidelity’s sake, the first order transfer function Hδt is implemented
to mimic actuator position delay. Therefore, the commanded moments with delay applied are the moments
used as input for the state propagation block. To avoid transient vertical behavior at the start of a simulation,
the tanker’s initial attitude and body velocities – and therefore AoA – are trimmed.

5.1.2. Radar model
The radar model passes five variables to the rotational and translational outer loops. It is the connection
between the tanker aircraft and the ICE aircraft. The five variables are separation distance dt in ft, relative
headingψd , relative elevation angle γd , tanker roll angleϕt and tanker heading angleψt , all in radians. It can
reasonably be assumed that a modern radar system is able to generate all stated variables Morgan, with the
possible exception of ϕt . A possible solution could be a data link between tanker and ICE aircraft. As such
communication is not the subject of this thesis, the assumption is made that ϕt can be passed and is readily
available for use in the ICE’s FCS computers.

Since there is no actual off-the-shelf radar model, basic mathematics substitutes for this absence. It will
become clear that the used equations are a very simplified version of reality, but as radar dynamics and mod-
elling are not a topic of interest in this piece, the fidelity of the equations is not subject to rigorous require-
ments and therefore will suffice to ensure the system meets the purpose it serves. The first three variables are
calculated as shown below, whereas the two latter are passed from the tanker state. Note that variables with
subscript I are from the ICE aircraft state.

dt =
√

(X t −X I )2 + (Yt −YI )2 + (Zt −ZI )2 (5.9)

As the relative heading and elevation angles are passed in the ICE body frame, the position of the tanker has to
be calculated in the body frame first. For the remainder of this section only, use X = X t −X I , YE = Yt −YI and
Z = Zt − ZI in the inertial earth-reference frame and use subscripts E for the aircraft-carried earth reference
frame (North East Down) and b the body frame. As the orientations of the inertial and aircraft-carried earth
reference frames are equal, we can use XE = X , YE = Y and ZE = Z to calculateX

Y
Z


b

=TbE

X
Y
Z


E

=
1 0 0

0 cosϕ sinϕ
0 −sinϕ cosϕ

cosθ 0 −sinθ
0 1 0

sinθ 0 cosθ

 cosψ sinψ 0
−sinψ cosψ 0

0 0 1

X
Y
Z


E

(5.10)

ψd = atan2†(Yb , Xb) (5.11)

γd = atan2
(
−Zb ,

√
X 2

b +Y 2
b

)
(5.12)

†See https://nl.mathworks.com/help/matlab/ref/atan2.html

https://nl.mathworks.com/help/matlab/ref/atan2.html
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5.1.3. Outer loop adjustments and setpoints
Before the radar input data is fit for use in the FCS – both in the DFC and the conventional case – some addi-
tional transformations are in order. These ensure the radar data is usable as setpoints for the rotational and
translational outer loops. First, rotational control adjustments are treated for both the DFC and Conventional
system, after which the translational contrl adjustments for the DFC system are treated.

Rotational Outer Loops
In the DFC case, the rotational outer loop has one simple task: ensure roll and heading angle match those of
the tanker. As before, the pitch channel is used to keep the ICE aircraft at the trimmed pitch angle. Therefore,
insertion of radar data into the rotational outer loop is straightforward by setting ϕc = ϕt and ψc = ψt and
using the equations detailed in section 4.4.

For the conventional case, rotational control is responsible for station keeping by means of controlling at-
titude. Lateral position error is the first input in the roll channel, vertical position error is the first input in
the pitch channel and sideslip is the first input in the yaw channel. Calculation of Ye and Ze is provided in
eq. (5.21). The control laws are as follows:

ψc = KP1 Ye +K I1

∫
Ye +KD1

d

d t
Ye with K1 =

[
0.005 0 0.01

]
(5.13)

[
ϕc

γc

]
= KP2

[
ψc −ψa +ψt

Ze

]
+K I2

∫ [
ψc −ψa +ψt

Ze

]
+KD2

d

d t

[
ψc −ψa +ψt

Ze

]
with K2 =

[
4 0 10

0.001 0 0

]
(5.14)

ϕc is limited to ±30° and γc is limited to ±10°.

ϕ̇c

θ̇c

β̇c

= KP3

 ϕc −ϕa

γc −θa +αa

βc −βa

+K I3

∫  ϕc −ϕa

γc −θa +αa

βc −βa

+KD3

d

d t

 ϕc −ϕa

γc −θa +αa

βc −βa

 with K3 =
2 0 0.1

2 0 2
2 1 0

 (5.15)

Note that βc = 0 unless stated otherwise.pc

qc

rc

= A−1

ϕ̇c

θ̇c

β̇c

−b

 with A, b as in eq. (5.6) using [ϕθ ψ]I (5.16)

These commanded body rates are the input for the unaltered rotational inner loops. As the previously used
DFC thrust input system is unavailable, the axial position error has to be entered into the A/T system to be
able to control thrust. The control law for the commanded airspeed is as follows:

Vc =Vdest

cosθt

cosθI
+KP Xe +KD

d

d t
Xe with KP = 0.25, KD = 1 (5.17)

The term KP Xe +KD
d

d t Xe is limited to ±100 ft/s. Vc is entered in the unaltered velocity control loop.

Translational Outer Loops
The translational control loop adjustment starts with using the radar inputs. These have to be converted to
positions in the body frame, which are then converted to positions in the ICE aircraft-carried earth reference
frame. This second conversion is an necessity as the total position consists of the position difference between
the two aircraft and the position of the boom w.r.t. the tanker center of gravity. These can easily be added in
the ICE-carried earth reference frame if the position of the boom can be converted into a vector in the tanker-
carried earth reference frame, which is a straightforward transformation already demonstrated. Therefore,
the equations to obtain the position error in the ICE-carried earth reference frame are the following:

PIb =
X

Y
Z


b

=
dt cosγd cosψd

dt cosγd sinψd

−dt sinγd

 (5.18)
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PIE =TEbPIb =
cosψI −sinψI 0

sinψI cosψI 0
0 0 1

 cosθI 0 sinθI

0 1 0
−sinθI 0 cosθI

1 0 0
0 cosϕI −sinϕI

0 sinϕI cosϕI

X
Y
Z


b

(5.19)

PboomE =TEbPboomt =
cosψt −sinψt 0

sinψt cosψt 0
0 0 1

 cosθt 0 sinθt

0 1 0
−sinθt 0 cosθt

1 0 0
0 cosϕt −sinϕt

0 sinϕt cosϕt

xboom

yboom

zboom

 (5.20)

PeE = PIE +PboomE (5.21)

The position error PeE of the ICE aircraft w.r.t the end of the boom in the ICE-carried earth reference frame
can be entered into the outer translational control loops by substitution of Pc −Pa in eq. (4.10). With that, the
connection between the tanker aircraft and the ICE DFC FCS is completed, making it suitable for testing.

5.1.4. FCS comparison
The ability of the conventional and the DFC FCS to follow a tanker in an air-to-air refueling is tested in four
types of scenarios, divided into two pattern categories and three turbulence categories. A schematic break-
down is given in table 5.2.

Table 5.2: Various tanker tracking cases

Turbulence Turn
ICE No Yes
No 0°× [100,1000] ft [10°, 20°, 30°]
Yes [1,2, . . . ,6]×0° [1,2, . . . ,6]× [10°, 20°, 30°]

In total, this gives 58 datasets. For selected scenarios, the results for both FCS types will be graphed, quantita-
tively interpreted and discussed. First, offset effects will be discussed. Next, influence of turbulence in steady
straight flight is analyzed. Finally, steady turns without and with turbulence are treated.

In practice, a refueling scenario will start with the receiver aircraft at some offset to the end of the refueling
boom. Therefore, the effect of different offset distances is observed for both FCS types. Offset denotes boom
end distance from the inertial FE frame, which is the starting position for the ICE aircraft after altitude has
been added. In the tanker state propagation block, boom end to tanker C.O.G. distance is added to the offset
to ensure a correct tanker starting position. The results are shown in fig. 5.1.

Throughout this section, position errors are presented in the tanker body frame. Ze has been reversed, such
that the graphical results can be interpreted as altitude errors, with a negative error indicating a lower receiver
aircraft altitude w.r.t the tanker altitude.
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Figure 5.1: Position errors for both FCS with initial tanker offsets of [100, 100, 100] (left) and [1000, 1000, 1000] (right)

Clearly, the DFC method of control is not suitable for traversing large distances. This is due to the limitation
of ±15 ft/s placed on the system. In fact, it takes the DFC system 72, 68.5 and 68.5 seconds to get Xe , Ye and
Ze , respectively, within 1 ft. These rise times are 236%, 131% and 154% larger than the conventional settling
times. The contrast with the 100 ft offset situation is very large. Although rise times for the conventional
system are better for lateral and vertical distance, the DFC settling times are 48%, 44% and 14% less than the
conventional settling times.

It must be said that additional tuning might enhance conventional settling times by better damping of
higher-order dynamics, but the point about the stark contrast stands nonetheless. A counterargument can
also be made for the fact that additional tuning of the translational DFC loops will enhance their rise and
settling times as well.

There is, however, a limit as to what translational velocities are controllable with snappy responses. Using
higher velocity limits without overshoot requires generation of more lead by means of error differentiation in
the PIDs, which can deteriorate precision tracking. As the latter is much more valuable for air-to-air refueling
scenarios – which will become apparent later in this section – the usage of higher limit velocities does not
improve overall system performance in said scenarios. As such, a FCS designed around DFC-based displace-
ment is simply not the best choice for traversing large distances; the underlying design philosophy does not
match such a control task. On the other hand, the differences between rise and setting times are a reflection
of the point made at the start of section 5.1 about the effect higher-order systems. The design philosophy
behind the DFC system is to avoid such higher-order dynamics and therefore enable better tracking of high-
frequency inputs. It is to this end that the DFC system’s rise and settling times are much closer than for the
conventional system.

The scenarios tested above have ideal atmospheric conditions. To increase situation fidelity, turbulence is
added. This is done by enabling the built-in Dryden Wind Turbulence Model block. Used parameters are
shown in table 5.3 below. Since scenarios are at high altitude, low-altitude parameters are omitted. The
block’s connections to the rest of the model are discussed in the next paragraph.

The Probability of Exceedance, which sets the intensity of the turbulence, is used as as variable as is var-
ied throughout this section. It takes the form 10−k , with k = [1,2, . . . ,6], as in table 5.2. A higher value for k
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Table 5.3: Dryden Turbulence Parameters

Parameters Value
Specification MIL-F8785-C
Model Type Continuous Dryden (+q -r)
Scale length 533.4
Wingspan br e fI

Noise sample time 0.01
Noise seeds [ug vg wg pg] [23341 23342 23343 23344]

indicates a higher intensity. A value of 2 is considered light turbulence, 3 is moderate and 5 is severe. The gen-
erated parameters Vwi nd = [ug v g w g ]T in ft/s and ωwi nd = [pg qg r g ]T in rad/s are added to the body ve-
locities and angular rates. The resultant velocities are used to calculate V ,α,β, M and q̄ and these parameters
are added to the state of the aircraft. The resultant angular rates are directly fed back into the aerodynamic
model.

To best sketch a turbulence-affected situation, a selection of the 12 available dataset is shown graphi-
cally in fig. 5.2. In addition, all datasets will be quantified in terms of tracking error. All straight turbulence
scenarios have an offset of [100 100 100].
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Figure 5.2: Position error during approach with offset [100, 100, 100] for k = 1 (left) and k = 3 (right)

The graphs on the left side are very similar to the steady approach scenario shown on the left side of fig. 5.1.
Clearly, turbulence has very little effect on either system. For the increased turbulence shown on the right side
of fig. 5.2, this is not the case: especially lateral control in the conventional system suffers greatly. Axial and
vertical error also clearly deteriorate. On the other hand, the DFC system seems largely unaffected. Visually,
the graphs for k = 1 and k = 3 do not seem to differ – except for the shorter time space, that is. It will become
apparent that there is in fact a difference, but this difference is very small.

For the steady turn scenarios, the initial offset is set to [0 0 0]; the aircraft is in perfect position w.r.t the
boom. The roll angle applicable to the scenario is multiplied by the Heaviside function H10(t ) and that value
is entered in substitution of ϕc in eq. (5.5). 10%-90% rise times are [3.62 4.30 5.44] seconds and 2% settling



34 5. Practical DFC use cases

times are [6.35 7.29 8.65] seconds for 10°, 20° and 30°, respectively.
The Root Mean Square error is used to compare different datasets across different systems, turbulence

settings, roll angles and axes. For all datasets, the first 20 seconds (on a total of 100 seconds) are not used to
calculate RMS. This measure ensures transient behaviour due to initial offset or turn start is disregarded and
therefore comparison between steady-state errors of straight and turn scenarios is possible.
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Figure 5.3: Comparison of FCS types by RMS values of turbulence-free baseline and all turbulence settings

It is abundantly clear from fig. 5.3 that the DFC system performs better in every single situation. In fact, the
DFC system performs better than the Conventional baseline in axial and lateral direction for all but the two
most severe turbulence settings. This can be expected, as the axial A/T system and the lateral three-outer-
loop control system are the biggest weaknesses. For the DFC system, a deviation in θ has a much larger
effect on vertical control than similar deviations of ϕ and ψ have on lateral control. This might explain the
difference in performance w.r.t. the Conventional baseline for the steady scenario; the Conventional baseline
is better than the DFC baseline. When it comes to vertical turbulence rejection, however, the DFC system
is still much better than the Conventional system. The baseline for the 30° turn is also better for the DFC
system.



5.1. Air-to-Air refueling 35

10-1 10-2 10-3 10-4 10-5 10-6

10-1

100

101

102

10-1 10-2 10-3 10-4 10-5 10-6
10-2

100

102

10-1 10-2 10-3 10-4 10-5 10-6

Probability of Exceedance

10-2

100

102

Figure 5.4: Effect of roll angle on position RMS and turbulence-free baselines for the DFC system with turbulence-free
baselines

An increasing roll angle has a negative effect on the tracking performance. The order of the error is relatively
the same, however, as magnitude of turbulence has a larger effect than roll angle. When looking at the differ-
ences between axes, the axial turn baselines are all very low, whereas turn baselines for lateral error are larger,
but all of the same order. In addition, lateral control barely deviates from the baseline up to k = 4, a feat not
seen for axial or vertical control. Vertical baselines suffer the most from increasing roll angle.
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Figure 5.5: Effect of roll angle on position RMS and turbulence-free baselines for the Conventional system

Conventional baselines are more predictable in the sense that a higher roll angle induces a higher baseline
for all translational control directions. This also mostly holds true for turbulence-affected scenarios. High-
turbulence and roll angle combinations suffer from gain margin deterioration up to the point of instability:
for ϕ = 20°,30° with k = 4 as well as for all roll angles with k ≥ 5, velocity, pitch and roll gains had to be
reduced to ensure stability. For ϕ = 20° with k = 6 and ϕ = 30° with k = 4,5,6, errors were within bounds
similar to lower roll angles but the scenario was not considered stable. Compare this to the DFC system, for
which all situations were stable with one and the same set of system parameters.

5.2. High-crosswind landings
High-crosswind landings are simulated using a fixed approach trajectory to a set point, called the beacon B.
This beacon is located at the center of the start of the target runway. The heading of the runwayψR is used to
rotate the earth-fixed reference frame FE around the Z-axis to obtain the runway frame FR , with origin in B,
the X-axis along the center line of the runway, the Z-axis directly down and the Y-axis to the right to complete
the right-handed frame.

5.2.1. Approach Trajectory and Deviations
The approach trajectory is a standard glide slope with γs = −3° through B on the XZ plane of FR . The ICE
aircraft is placed on this glideslope at an altitude of 3000 ft and trimmed at the conditions for FL=100, VT AS =
430 ft/s, lightweight. From this point, the aircraft is required to follow the glide slope and decelerate from the
trimmed speed Vdes to the final approach speed Vapp . Conditions for the flare are an X-distance smaller than
h f

/
t an|γs | and h ≤ h f . When both conditions are met, the aircraft performs a flare maneuver and attempts

to land with an acceptable rate of descent.
The aircraft gets a fix on the beacon B in a way similar to the lock-on method for the tanker following

system. The radar again relays dR , ψd , γd to the outer loops, with ψR assumed to be available from the FMS
as target runway heading is known beforehand. Like for the tanker, the radar signals are calculated by
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dR =
√

(XB −X I )2 + (YB −YI )2 + (ZB −ZI )2 (5.22)

For the remainder of this section only, use X = XB − X I , Y = YB −YI and Z = ZB − ZI in the inertial earth-
reference frame and use subscripts E for the aircraft-carried earth reference frame (North East Down) and b
the body frame. As the orientations of the inertial and aircraft-carried earth reference frames are equal, we
can use XE = X , YE = Y and ZE = Z to calculate the position of B relative to ICE in Fb :

X
Y
Z


b

=TbE

X
Y
Z


E

=
1 0 0

0 cosϕ sinϕ
0 −sinϕ cosϕ

cosθ 0 −sinθ
0 1 0

sinθ 0 cosθ

 cosψ sinψ 0
−sinψ cosψ 0

0 0 1

X
Y
Z


E

(5.23)

ψd = atan2(Yb , Xb) (5.24)

γd = atan2
(
−Zb ,

√
X 2

b +Y 2
b

)
(5.25)

The outer loops use these radar inputs to calculate the position of the aircraft in FR :

PR =
X

Y
Z


R

=TRb

X
Y
Z


b

=TRb

dt cosγd cosψd

dt cosγd sinψd

−dt sinγd

 with TRb =TEb for which ψ=ψI −ψR (5.26)

As PR is the ICE position in FR relative to B, it is easy to see that the lateral error l w.r.t. the glide slope in the
XZ-plane is l =−YR . The vertical error during the first phase of the approach is given by:

he = hc −ha =
√

X 2
R +Z 2

R sinγs −ha (5.27)

For the flare phase, the vertical error is given by

he = hc f −ha = (h f +ho)eK t −ho −ha with K = Vapp sin(γs )

h f +ho
and t = 0 for h = h f (5.28)

ho is a term manipulating the flare such that floating is prevented. In addition, the glide slope γs during the
flare is given by

γs = sin−1

(
K (h f +ho)eK t

Vapp

)
(5.29)

The commanded total velocity Vc during the approach phase is given by

Vc = de KV +Vapp =
(√

X 2
R +Z 2

R −d2

) Vdes −Vapp

d1 −d2
+Vapp (5.30)

Here, d1 is the distance from B on the XZ-plane for which deceleration from Vdes to Vapp start and d2 is the
distance at which deceleration should be completed. Also, Vc is limited to [Vapp Vdes ] and Vc = Vapp for
XR < 0.

5.2.2. Outer Loop control strategies
Three possible control strategies have been identified for both lateral and vertical control. Each control strat-
egy has a different philosophy and uses a different combination of conventional and DFC control. The rota-
tional and translational outer loops are shown in figs. 5.6 and 5.7, respectively.

The lateral strategies are A to C corresponding to Sl = 1 to 3. The vertical strategies are 1 to 3, which
correspond to Sv . This gives a total of 9 possible combined control strategies. All control laws are given in
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tables 5.4 and 5.5 and eq. (5.31). For the symmetrical Degree of Freedom surge along the X-axis, the control
law is always the same:

VRXc
=

√
V 2

c −V 2
RYa

−V 2
RZa

with VRa =TRbVba (5.31)

Table 5.4: Control laws for lateral control

Strategy ϕe ψe VRYc

A ϕc −ϕa ψR −ψa 0, a55 = 0
B −ϕa ψc +ψR −ψa 0, a55 = 0
C −ϕa ψR −ψa l̇c

Table 5.5: Control laws for vertical control

Strategy θe VRZc

1 γc +γs −θa +αa 0, a66 = 0
2 θtr i m +γs −θa ḣc

3 θd yn −θa ḣc

All parameters in tables 5.4 and 5.5 are taken from the aircraft state, previously known or given by the equa-
tions in section 5.2.1 or below.

VRYc
= KPϕ1

l +K Iϕ1

∫
l +KDϕ1

d

d t
(5.32)

ϕc = KPϕ2
(VRYc

−VRYa
)+K Iϕ2

∫
(VRYc

−VRYa
)+KDϕ2

d

d t
(VRYc

−VRYa
) (5.33)

γc = KPθhe +K Iθ

∫
he +KDθ

d

d t
he (5.34)

VRYc
= KPψ1

l +K Iψ1

∫
l +KDψ1

d

d t
l (5.35)

ψc = KPψ2
(VRYc

−VRYa
)+K Iψ2

∫
(VRYc

−VRYa
)+KDψ2

d

d t
(VRYc

−VRYa
) (5.36)[

l̇c

ḣc

]
= KPY

[
l

he

]
+K IY

∫ [
l

he

]
+KDY

d

d t

[
l

he

]
(5.37)

Note that even though eqs. (5.32) and (5.35) are similar their PID gains are not, nor is their usage in of the
calculated value in eqs. (5.33) and (5.36), respectively. Controller gains can be found in appendix B.1.

The value of θd yn is derived from a lookup table containing the trimmed pitch angle values for all trim
points for all weight conditions, sorted from low to high dynamic pressure. Therefore, the pitch angle of the
aircraft is such that it best matches the current dynamic pressure. As such, there is no exact formula for θd yn .
The approximation is given in eq. (5.38). All lookup table data points are shown in table B.2.

θd yn = f (h,VT AS ,m) (5.38)

Strategies A to C and 1 & 2 use one active DoF for each direction, which is responsible for control of that
direction’s error. For strategy 3, a auxiliary DoF aids the primary DoF if the situation requires this, which can
be seen as a hybrid control strategy.

For conversion to the inner loop inputs ωc and Vbc , the following equations are used:

ωc =
pc

qc

rc

=
1 0 −sinθ

0 cosϕ sinϕcosθ
0 −sinϕ cosϕcosθ

KPω

ϕe

γe

ψe

+K Iω

∫ ϕe

γe

ψe

+KDω

d

d t

ϕe

γe

ψe

 (5.39)

Vbc =TbRVRc −V0 (5.40)
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5.2.3. Control strategy comparisons
The control strategies given in section 5.2.2 are tested by means of flying the approach and flare outlined
in section 5.2.1. The aircraft is offset 300 ft to the left of the top of the glideslope and is trimmed for steady
straight flight with no wind. To evaluate crosswind landing performance, a crosswind component is imple-
mented by means of enabling the built-in Wind Shear model. Performance will be evaluated in terms of rise
time to glide slope, RMS errors, maximum deviation and touchdown situation. Crosswinds of 0, 10 20 and 30
knots are used, with a wind direction of ψR +90°. For details on how this crosswind is implemented in the
model, please see the explanation accompanying table 5.3. Values of other parameters are Vdes = 430 ft/s,
Vapp = 230 ft/s, d1 = 30000 ft, d1 = 3000 ft and b = 30 (see eq. (4.6)), unless stated otherwise.

Control loops for each strategy have been tuned for performance in the the zero-wind conditions and, where
possible, kept the same throughout wind-enabled scenarios. If applicable, changing of control gains and the
reason behind it is discussed. A list of the zero-wind controller settings and any changes between scenarios
can be found in appendix B.1.

There are 9 control strategies tested for four conditions, giving a total of 36 datasets. Landing situation
parameters, together with any notes, are givin in table 5.6. For each control strategy, general observations are
discussed. As in section 5.1.4, specific cases are highlighted to paint a picture of the strengths and weaknesses
of each strategy. Selection may vary for different performance criteria as deemed necessary.
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Control
Strategy

Wind
[ft/s]

X [ft] Y [ft] l̇ [ft/s] ḣ [ft/s] ϕ [°] θ [°] ψ [°] Notes

A

1

0 -131 0.48 -0.14 -6.73 0.45 13.5 0.00 Stable
10 -58.6 0.68 -0.06 -9.20 -0.38 12.5 0.00 Stable
20 -48.2 1.21 -0.06 -9.22 -0.05 12.5 0.00 Stable
30 -690 2.68 0.19 -1.58 -0.15 13.7 0.01 Stable, initial vertical oscillations

2

0 -65.9 -0.26 0.03 -17.5 -0.25 2.89 0.00 Unstable vertical end, Vapp = 350
10 -84.1 -0.72 0.14 -19.4 0.86 2.87 0.00 Unstable vertical end, Vapp = 380
20 -92.2 0.96 0.17 -18.5 0.30 2.84 0.01 Unstable vertical end, Vapp = 370
30 -399 0.78 0.14 -18.6 0.82 2.87 0.00 Unstable vertical end, Vapp = 360

3

0 176 -0.23 0.03 -10.2 -0.05 12.9 0.00 Stable
10 207 0.66 0.06 -10.5 0.11 12.9 0.00 Stable
20 290 -0.26 0.16 -11.6 0.77 12.8 0.00 Stable
30 -98.9 0.68 0.49 -6.55 0.41 12.8 0.02 Stable, initial vertical oscillations

B

1

0 -224 21.5 -1.95 -6.69 0.03 8.41 -2.63 Unstable lateral, Vapp = 310
10 -93.0 -21.3 2.19 -8.89 0.00 10.9 2.47 Unstable lateral, Vapp = 250
20 -214 -22.7 1.78 -8.02 0.06 6.56 3.32 Unstable lateral, Vapp = 350
30 -167 -18.8 1.41 -10.5 0.02 4.45 6.28 Unstable lateral, Vapp = 410

2

0 -51.5 7.42 -0.50 -17.9 0.00 2.89 -1.07 Unstable lateral & vertical, Vapp = 350
10 -71.6 -11.9 0.58 -17.8 0.01 2.86 2.17 Unstable lateral, Vapp = 360
20 -73.3 -14.1 0.65 -19.8 -0.09 2.69 5.10 Unstable lateral & vertical, Vapp = 380
30 -77.0 -21.5 1.24 -18.4 0.03 2.83 7.65 Unstable lateral & vertical, Vapp = 370

3

0 162 18.4 -0.33 -11.8 -0.01 10.2 -3.96 Unstable lateral, Vapp = 280
10 107 8.44 -4.08 -10.5 0.00 10.8 2.64 Unstable lateral, Vapp = 270
20 204 -24.5 1.50 -15.2 0.03 6.74 4.11 Unstable lateral, Vapp = 350
30 -121 -22.8 1.73 -9.40 0.02 8.12 7.51 Unstable lateral, Vapp = 320

C

1

0 -132 0.00 0.00 -6.95 0.00 12.9 0.00 Stable, large lateral overshoot
10 -143 -0.02 0.00 -6.60 0.02 12.4 0.00 Stable
20 -70.6 0.01 0.00 -8.45 0.07 12.0 0.01 Stable
30 -604 -0.03 0.00 -3.24 0.02 13.0 0.00 Stable, initial lateral undershoot

2

0 -45.4 0.01 0.01 -18.2 0.00 2.85 0.01 Unstable vertical end, Vapp = 350
10 -76.2 -0.19 -0.13 -19.8 0.09 2.78 -0.42 Unstable vertical end, Vapp = 380
20 30.9 -0.16 -0.22 -17.8 0.06 2.89 -0.16 Unstable lateral & vertical, Vapp = 360
30 34.6 0.06 0.10 -18.9 0.07 2.88 0.07 Unstable lateral & vertical, Vapp = 380

3

0 17.2 0.00 0.00 -7.74 0.01 12.9 0.00 Stable
10 29.0 0.00 0.00 -7.84 0.04 12.9 0.01 Stable, lateral overshoot
20 -812 0.19 -0.02 -2.01 0.00 12.8 0.01 Semi-stable, large lateral oscillations
30 -816 0.14 -0.02 -2.00 0.02 12.8 0.01 Stable, slow vertical error correction

Table 5.6: Approach trajectory results

A1
The most conventional strategy – save for keeping ψa at ψR – performs adequately for all wind conditions.
The nonzero roll angle does deteriorate initial vertical tracking performance due to cross-coupling effects,
but the strategy performs decently overall.
A2
When active flight path control in the pitch channel is replaced with a steady pitch, initial vertical oscillations
are reduced, but at the cost of a slowly decreasing vertical steady-state error. Keeping pitch at a fixed value
does improve lateral tracking, as the roll-pitch cross-coupling does not exist. It is more smooth and accurate
compared to A1.

The problem with this strategy, however, is that the final approach speed needs to be increased a lot to
ensure the vertical DFC control can handle the requested vertical velocities and accelerations. This is because
the dynamic pressure decreases to unacceptable levels for the normal approach, which causes the aircraft to
simply start dropping from the sky. The effector suite does not have enough force generation power to keep
the aircraft in the sky at the requested descent rate.
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Figure 5.8: Comparison of static (A2, red) and dynamic (A3, green) passive pitch control

A3
The problem with vertical control in A2 is solved by using a dynamic commanded pitch angle as explained
in the text accompanying eq. (5.38). This modification enables the airframe to do the heavy lifting in terms
of lift generation, while vertical DFC is used to correct the vertical error to the glide slope. The benefit is that
lateral control is as sharp as for A2, but the aircraft actually maintains altitude at lower dynamic pressures.
This is shown in fig. 5.8. The downside of not actively using pitch angle is reflected in the fact that the flare
is poorly executed – as seen in the values for ḣ. This can easily be corrected by enabling active pitch control
during the flare phase (which has not been done in this study as it is not a topic of interest). The advantage is
the absence of roll-pitch coupling.

The long-standing vertical steady state error also seen in A2 remains, but the error is acceptable. Therefore
integrator gain for ḣc in KT is kept at zero, as use of a nonzero integrator term was difficult in terms of stability
and applicability for all crosswind values. This is the reason behind this trade-off. The result is a slower (but
still adequate) response in terms of vertical error settling time (see table B.3) but a more stable vertical flight
path than for A1 due to the suppression of roll-pitch coupling, especially for high-crosswind values. That
makes this strategy the preferred option.

All B strategies
The use of yaw as primary control channel for countering crosswind might seem like a good idea due to
the widespread usage of crabbed approached in general aviation. The opposite is true, however. None of
twelve approaches tested was stable for the nominal approach conditions; all required final approach speeds
in excess of 300 ft/s, save for two exceptions. This result is mildly surprising, and it also is not. Due to the
absence of a vertical tail, sideslip has very little effect on the aircraft (also see fig. 4.5). Therefore, keeping
wings level and yawing to use thrust to control lateral velocity seems like a good strategy.



5.2. High-crosswind landings 43

Except, it isn’t. Yaw authority is maintained throughout all scenarios, but that is exactly what is the issue
at hand. The problem lies in the fact that lateral force is not controlled. Therefore, by yawing to the right to
generate a velocity to the right, the effectors create a lateral force to the left. It is like rotating a boat to the
right by paddling from left to right behind the stern. Heading angle is controlled just fine, but at the cost of
generating a force in the wrong direction. When dynamic pressure increases, yaw control can be achieved by
smaller deflections, thus generating smaller lateral forces while thrust is about the same or slightly larger.

Things might be different if the aircraft had a vertical tail, as this would largely prevent "drifting" in the
wrong direction and therefore enforce yaw control while countering collaterally generated lateral force. Un-
fortunately, this would defeat the entire purpose of having an agile tailless fighter aircraft with a small RCS,
so yawing for crosswind landings is simply a bad idea.

C1
The problem encountered by the B strategy is solved by using the yaw channel to control heading and using
DFC to control lateral forces. The initial offset creates overshoot for the windless condition, but response for
other crosswind conditions is adequate. What’s more, due to the absence of roll-pitch coupling the vertical
performance is extremely predictable between crosswind conditions, with vertical error pattern differing at
most 10 feet. Lateral reaction is slower than for the A strategies but final command is much more precise.
C2
As the no. 2 vertical strategy does not provide with any stable approaches due to problems similar to A2, this
strategy shall not be discussed any further. A note on lateral control though: it is better than for A2 and C1
with the same speeds, but regrettably not of any use.
C3
With the good results of vertical control for A3 and the good lateral control in C1 and C2, one would expect
C3 to be the sweet spot for crosswind approach control. Unfortunately, this is not the case. A lot of between-
crosswind tuning is needed to obtain satisfactory results (see table B.1), making this strategy unsuitable for
variable-wind approaches. In addition, error reduction becomes sequential: first the vertical error is cor-
rected, with lateral error reducing to acceptable levels only after vertical error has done so (see fig. 5.9). The
reverse is also possible, depending on the wind condition. The control effector suite simply cannot actively
control a nonzero pitch moment and translational forces simultaneously. Control of roll and yaw angle is ex-
cellent, however. The mentioned sequentiality causes massive swerves in both lateral and vertical error. The
final landing situations are excellent, but the approach is anything but stable for most of the glide slope.

It is possible to solve this issue by re-weighing the control weights used in the INCA algorithm to improve
pitch, lateral and vertical control in lieu of roll and yaw. The sequential nature of error reduction now shifts
to the less-controlled DoFs and therefore re-weighing is more of a symptom-combating tactic than it is a
permanent solution. It also does not improve landing situation.
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Figure 5.9: Approach with strategy C3 and a crosswind of 20 ft/s with track (green) and projections (red, purple)



6
Conclusions

The work and results presented in chapters 4 and 5 bears some additional reflection and summary. Clearly,
a Flight Control System based on DFC is possible and has merit, but what exactly are the strong and weak
points of this control philosophy? Section 6.1 recaps the results of the DFC theory and inner loop design
(section 6.1.1) and each of the two use cases (sections 6.1.2 and 6.1.3). In addition, section 6.2 treats a number
of recommendations that can be drawn from the results and the interpretation thereof.

6.1. Results Interpretation
It can confidently be said that the hypothesis stated in section 3.4 has been proven true: it is indeed possible to
control all six Degrees of Freedom simultaneously and independently. Each different situation has its caveats,
however, and a number of other observations is stated here as well. Chapter 4 is recapped first, followed by
both use cases in order of appearance in chapter 5.

6.1.1. DFC Theory
The main research goal of devising an FCS that is able to employ DFC is realized, which can unequivocally be
called a success. It turns out that the INCA method from Matamoros and de Visser (2018) is perfectly suited
to handle an extension of the ∆τR vector, enabling input of both moment and force increments into the CA
algorithm. Adaption of other input parameters proved straightforward and yielded a Full-DoF algorithm us-
able in the DFC FCS. The newly developed method of employing control weights to enable or disable certain
DoFs without the need for different set-ups proved extremely useful and might pave the way for seamless
flight mode switching.

The inner translational loops are designed in similar fashion to the rotational loops, following its incremental
approach. The feedback signals used in these loops – body accelerations, AoA and body velocities – can be
assumed to be readily available in a real-life aircraft FCS. Filtering might be in order, but this is outside the
scope of this thesis and the point of availability still stands.

In contrast with the rotational loops, no universal hedge was used. A 3DoF translational hedge was ini-
tially inserted into the translational inner loops, but this measure greatly deteriorated performance and was
therefore left out. A counterargument can be made that this can be expected of a hedge system due to the
very purpose of controlling inputs. Because implementing the translational hedge would have interfered
with achieving the main research goals, however, the choice was made to disregard universal translational
hedging. Instead, a different form of hedging was used: α-hedging was used to limit the maximum com-
manded vertical acceleration. This prevented unachievable commands from saturating the CA algorithm. In
addition, commanded translational accelerations were restricted to ±40 ft/s in lateral and vertical direction.
These proved to be adequate measures to ensure both stability and controllability.

Full DoF control was subsequently achieved by enabling all control weights. Interestingly, near-equal weight-
ing of [1 2 1 0.5 1 1] proved to yield the best results. Initially, the rotational DoFs were heavily prioritized by
increasing their weights statically, bit this did not yield any favorable results. Other methods like using the
rotational and translational errors as a measure of weighting, either for all groups or between groups, did not
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yield better results than the aforementioned weighting settings. The weight for pitch was set to 2 because this
prevented vertical force generation from dominating the symmetric DoFs and "hijacking" the control effec-
tors also used for pitch control. The weight for axial acceleration was set to 0.5 because this proved to be the
best setting to enable axial control but prevent saturation and deteriorate lateral & vertical control.

6.1.2. Air-to-air refueling
The subject of air-to-air refueling provided the ideal test scenario for DFC control: the system was designed
with this use case in mind. The availability of direct translational velocity control should, in theory, be of great
assistance to pilots and automatic control systems alike. That hypothesis proved to be true, as the refueling
task was executed with more precision and stability by the DFC system compared to the conventional system.

This use case also demonstrated what a DFC control system is not designed for: traversing large distances.
Travelling large lateral and/or vertical distances is still done best by controlling aircraft attitude and using the
airframe’s aerodynamic properties instead of using control deflections. It is possible to do so with DFC, but
simply not as effective as conventional flight.

When presented with short distances, however, the DFC system can hold its own. Station-keeping in a
turn is also done best by an FCS with the ability to employ translational control. By using rotational control to
match tanker attitude and translational control to minimize position error, the system performs better than a
conventional system using position error as rotational control input. Turbulence is also handled much better
by using translational control. This has been proven to be true for both straight flight and steady turns. In
short, the automatic DFC system executes the refueling task much better than a conventional system.

6.1.3. High-crosswind landings
Six and three different control strategies for lateral and vertical control, respectively, were designed to test
performance on high-crosswind landings with partial or full DFC employment. A standard 3/deg r ee glide
slope to the start of a runway formed the reference track, with a flare command starting at 30 ft altitude. To
better judge lateral error response, a 300 ft lateral offset was implemented.

Roll control and lateral force control provided the best lateral control properties, with yaw control being un-
stable under any standard circumstance. The benefit of roll control is that it combines better with all vertical
modes, although roll-pitch coupling affected initial vertical control when the vertical control mode was pure
pitch control. Lateral force control prevents the aforementioned pitch-roll coupling, but does not work well
with the hybrid vertical control strategy.

Vertical control is best executed by a hybrid of pitch control based on dynamic pressure and vertical error
control by means of vertical force control. Only using translational vertical control is impossible as dynamic
pressure falls too far to enable continued upward force generation. Relying solely on pitch control is adequate
but induces oscillations when used with lateral roll control and flare execution is not as good as for the hybrid
strategy. Therefore, roll control and a hybrid vertical control strategy provide the best results in terms of
stability and smoothness.

6.2. Recommendations
Below are a number of recommendations based on both the experiences of the author during the research
project as well as the results presented in this thesis. They are given in no particular order.

Investigate the possibility of using a parallel global optimum finder
The INCA algorithm and the Active Set method provide excellent CA performance. The problem with a
Jacobian-based approach is that the optimum found – respecting rate and position constraints – is a local
optimum and not a global one. For rotational control, this is not much of a problem as sustained moments
are nearly never necessary and therefore local optima suffice for short time periods.

The issue for translational control is that it does employ sustained generation of forces. There were a
number of cases in which very small changes in command sequences would result in very different optima
for force generation, for example. This clearly illustrates the found optimum’s dependence on the actua-
tor deflection path travelled, so to speak. Therefore, there is real merit in finding a global optimum, as this
optimum can provide with better CA performance over longer periods of time. An investigation into and
successful application of a method to use this approach could yield even better results than the set of results
presented in this thesis.
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Test the DFC system in manual control tasks
DFC has demonstrated benefits for an automatic control system. A case can be made for the hypothesis that
precision manual control tasks will also benefit from DFC FCS usage (also see section 5.1). Until tested, this
hypothesis stays exactly that: a presumption based on data from similar-but-not-equal use cases, previous
research and intuition.

A study into the manual control performance using a DFC system and comparing this to a conventional
baseline therefore is warranted. An affirmative answer to the aforementioned hypothesis could pave the way
to more safety, stability and controllability for manual control tasks in specific situations.

Investigate improved weight usage, control loop tuning & adaption and mode switching
The FCS design laid out in this thesis is on the cutting edge of DFC development. Although exciting, the design
can be improved by reviewing the usage of CA solver parameters or the usage of the algorithm altogether,
control loop structure and feedback loops, and even situation usage. Therefore, the author is of the opinion
that there is much to be gained in terms of design improvement. The mentioned examples are but few in a
wide variety of improvement possibilities.

Explore connection to other relevant current topics
Research into fault-tolerant control, flight envelope estimation and protection and upset recovery, to name
a few, is at the forefront of academic flight control research globally. Perhaps not immediately obvious, DFC
usage could be of benefit to such areas. Therefore, reviewing such topics in the light of the findings presented
in this thesis might provide new avenues of research or improvement of existing theories and techniques.



A
Jacobian Derivation

This appendix treats the complete derivation of the Jacobian intended to form the core of the INDI-based
flight control system to be constructed. It is analogous to the Jacobian used in Matamoros and de Visser
(2018), with the difference being the fact that the to-be-constructed Jacobian contains the control effective-
ness coefficients of all six degrees of freedom instead of only the rotational degrees of freedom. The derivation
is split into two parts: the theoretical construction of the derivation of a B-spline and the construction of the
Jacobian for this particular spline model.

Spline model Jacobian
As stated in section 3.3, the aerodynamic data made available by Niestroy et al. is converted into a multi-
variate B-spline model using the method outlined in Tol et al. (2016) to counter aerodynamic uncertainties.
Matamoros (2017) gives an excellent description of the spline model structure. Consider for the splines of the
total coefficient for each of aerodynamic forces and moments the following construction:

Ci =+C s
i1

(α, M)+C s
i2

(α,β, M)+C s
i3

(α,δls,δle, M)+C s
i4

(α,δrs,δre, M)

+C s
i5

(α,β,δlfi)+C s
i6

(α,β,δrfi)+C s
i7

(α,δlfi,δlfo, M)+C s
i8

(α,β,δrfi,δrfo, M)

+C s
i9

(α,δlfo,δla)+C s
i10

(α,δrfo,δra)+C s
i11

(α,δla,δle)+C s
i12

(α,δra,δre)

+C s
i13

(α,δrs,δls,δpf, M)+C s
i14

(α,β,δla)+C s
i15

(α,β,δra)+C s
i16

(α,β,δls),

+C s
i17

(α,β,δrs)+ pb

2V
C s

i18
(α, M)+ qc̄

2V
C s

i19
(α, M)+ r b

2V
C s

i20
(α, M) (A.1)

Where i = (X ,Y , Z , l ,m,n) and every term C s
in

is a multivariate B-spline with 0-th order continuity defined
over a simplex triangulation.

It is possible to take the directional derivative of each of the spline models constituting Ci in all directions
of δ, which is the vector containing all thirteen control effectors. This will give a 6× 13 matrix containing
the control effectiveness of a particular control effector on a particular aerodynamic force or moment by
summing all of the partial derivatives of the 20 spline models for that aerodynamic force or moment. The
obtained matrix is the desired Jacobian and is given in eq. (A.2) below.

J (α,β, M ,δ) =



∑20
j=1

∂C s
X j

(x,δ)

∂δ1

∑20
j=1

∂C s
i j

(x,δ)

∂δ2
· · · ∑20

j=1

∂C s
X j

(x,δ)

∂δ13∑20
j=1

∂C s
Y j

(x,δ)

∂δ1

∑20
j=1

∂C s
i j

(x,δ)

∂δ2
· · · ∑20

j=1

∂C s
Y j

(x,δ)

∂δ13

...
...

. . .
...

∑20
j=1

∂C s
n j

(x,δ)

∂δ1

∑20
j=1

∂C s
n j

(x,δ)

∂δ2
· · · ∑20

j=1

∂C s
n j

(x,δ)

∂δ13


(A.2)
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Partial derivative of a B-spline
This section treats the steps necessary to calculate the partial derivative of a simplex polynomial function
as presented by Tol et al.. In order to understand what exactly constitutes a B-spline function, first observe
a simplex spline function made up of a number of individual polynomials of degree d , each defined on an
individual simplex t j :

s(x) = δ1(x)p t1 (x)+δ2(x)p t2 (x)+·· ·+δ j (x)p t j (x) =
J∑

j=1
δ j (x)p t j (x) (A.3)

Here, J is the total number of individual simplices and δ j is equal to 1 when x ∈ t j and zero otherwise. An
n-simplex t is defined as the convex hull of a set of n + 1 unique, nondegenerate points in n-dimensional
space:

t = 〈v0,v1, . . .vn〉 (A.4)

On this simplex, there exists a local coordinate system known as the barycentric coordinate system, in which
each point x on the simplex can be described as a unique weighted vector sum of all of the vertices of the
simplex t :

x =
n∑

i=0
bi vi with

n∑
i=0

bi = 1 (A.5)

The barycentric coordinates of a point x can consequently be calculated as :
b1

b2
...

bn

= [
(v1 −v0) (v1 −v0)

]−1
(x−v0) =Λ(x−v0) (A.6)

From eq. (A.5) it then follows that b0 = 1−∑n
i=1 bi . Now that all of the barycentric coordinates have been

obtained, it is possible to express an individual polynomial p t j (b(x)) in the B-form as

p t j (b(x)) = ∑
|κ|=d

c
t j
κ

d !

κ!

n∏
i=1

bκi
i = ∑

|κ|=d
c

t j
κ B d

κ (b(x)) (A.7)

This can again be rewritten into a vector notation (see Tol et al. (2014, p.3) for the complete set of steps) as

p t j (b(x)) = B d
t j

(b(x))ct j (A.8)

This gives us the vector expression of the B-form definition of an individual polynomial on a simplex t . For
the calculation of the gradient of a polynomial in the form shown in eq. (A.8), however, we need an affine
expression for the the barycentric coordinates as a function of x . This can be achieved by rewriting eq. (A.6)
into the following form: 

b1

b2
...

bn

=Λ(x−v0) =Λx−Λv0 =Λx−kn (A.9)

Calculating b0 in analogous fashion as before (see Tol et al. (2014, p.10) for details) by using the new definition

for
[
b1 b2 · · · bn

]T
and combining this result with eq. (A.9) yields the new definition of b(x) on a simplex t :

b(x) = [
a1 a2 · · · an

]
t j


x1

x2
...

xn

+k = At j x+k (A.10)

This definition can be used in the vector expression of the B-form given in eq. (A.8). Now use the multivariable
chain rule to obtain the partial derivative of a B-form basis polynomial in the direction of xi :
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∂B d
κ (b(x))

∂xi
= ∂B d

κ (b(x))

∂b0

∂b0(x)

∂xi
+ ∂B d

κ (b(x))

∂b1

∂b1(x)

∂xi
+·· ·+ ∂B d

κ (b(x))

∂bn

∂bn(x)

∂xi
=

n∑
k=0

∂B d
κ (b(x))

∂bk

∂bk (x)

∂xi
(A.11)

This summation can be rewritten into vector form:

∂B d
κ (b(x))

∂xi
= aT

i ∇bB d
κ (b(x)) (A.12)

The above expression can be used to obtain a vector notation of the partial derivative of the entire simplex
polynomial p t j (b(x)) with respect to one direction xi of the total simplex state x using the definition given in
eq. (A.7) and taking said partial derivative:

∂p t j (b(x))

∂xi
= ∂

∂xi

∑
|κ|=d

c
t j
κ B d

κ (b(x)) = ∑
|κ|=d

c
t j
κ

∂

∂xi
B d
κ (b(x)) = ∑

|κ|=d
c

t j
κ

∂B d
κ (b(x))

∂xi
(A.13)

Now we see the use for the expression derived in eq. (A.12), because it enables reformulation of the partial
derivative into:

∂p t j (b(x))

∂xi
= ∑

|κ|=d
c

t j
κ aT

i ∇bB d
κ (b(x)) = aT

i

∑
|κ|=d

c
t j
κ ∇bB d

κ (b(x)) (A.14)

Finally, by the same method that enabled conversion of the expression in eq. (A.7) into the expression found
in eq. (A.8), the expression in eq. (A.14) can be rewritten (see Tol et al., 2014, p.11) into an expression capable
of calculating the partial derivative of a simplex polynomial with respect to a particular direction xi of the
simplex state x:

∂p t j (b(x))

∂xi
= aT

i ∇bB d
κ (b(x))ct j (A.15)

This equation can be used to calculate the partial derivatives of the spline functions C s
in

(see eq. (A.1)) with
respect to one particular control effector δ j out of the total set of control effectors δ. The sum of the 20
individual partial derivatives then gives the total control effectiveness coefficient of a specific control effector
for one of the six aerodynamic forces and moments. The result is the desired Jacobian given in eq. (A.2).
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Additional Data

B.1. Controller Gains
Basic setup

Kϕ1 =
[
0.2 0 0.1

]
with −30 ft/s ≤VRYc

≤ 30 ft/s (B.1)

Kϕ2 =
[
0.05 0.001 0.01

]
with −30° ≤ϕc ≤ 30° (B.2)

Kθ =
[
0.001 0.0001 0.0015

]
with −5° ≤ γc ≤ 5° (B.3)

Kψ1 =
[
0.2 0 0.1

]
with −30 ft/s ≤VRYc

≤ 30 ft/s (B.4)

Kψ2 =
[
0.02 0.000 0.01

]
with −30° ≤ψc ≤ 30° (B.5)

Kω =
 2 0 0.5

0.5 0.01 1
1 0 0

 (B.6)

KT =
[

1 0 5
1 0.01 1

]
(B.7)

Table B.2: Lookup table data for θd yn in radians for each mass configuration

Dynamic Pressure [slug/(ft s2)]
71.14 109.06 162.28 356.16 490.36 652.13 825.77 1000.43 1154.04

lightweight 0.2130 0.1550 0.1087 0.05178 0.04056 0.03491 0.008770 -1.7e-23
nominal 0.2262 0.1856 0.1344 0.06241 0.04846 0.03490 0.006500
heavyweight 0.2678 0.2031 0.1500 0.06933 0.05361 0.04303 0.01612 0.02928 1.7e-23
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Table B.1: Changelog for control parameters for approach trajectories

A

1

0 No changes, stable
10 No changes, stable
20 No changes, stable
30 No changes, stable

2

0 No changes, unstable in Z, Vapp = 350
10 No changes, unstable in Z, Vapp = 380
20 No changes, unstable in Z, Vapp = 370
30 No changes, unstable in Z, Vapp = 360

3

0 No changes, stable
10 No changes, stable
20 No changes, stable
30 No changes, stable

B

1

0 No changes, unstable in Y, Vapp = 310
10 No changes, unstable in Y, Vapp = 250
20 No changes, unstable in Y, Vapp = 350
30 Kψ2P

= 0.04, unstable in Y, Vapp = 420

2

0 No changes, unstable in Y and Z, Vapp = 350
10 No changes, unstable in Y and Z, Vapp = 360
20 Kψ2P

= 0.04, unstable in Y and Z, Vapp = 380
30 Kψ2P

= 0.04, unstable in Y and Z, Vapp = 370

3

0 No changes, unstable in Y, Vapp = 280
10 No changes, unstable in Y, Vapp = 270
20 No changes, unstable in Y, Vapp = 350
30 unstable in Y and Z, KωθP

= 1, Kψ2P
= 0.04 Vapp = 320

C

1

0 No changes, stable
10 No changes, stable
20 No changes, stable
30 No changes, stable

2

0 No changes, unstable in Z, Vapp = 350
10 No changes, unstable in Z, Vapp = 380
20 No changes, unstable in Z, Vapp = 360
30 No changes, unstable in Y and Z, Vapp = 370

3

0 KωθP
= 2, KThP

= 0.5, KThD
= 4, stable

10 KωθP
= 2, KThP

= 0.5, KThD
= 4, stable

20 KωθP
= 2, KThP

= 5, KThI
= 0, KTlP

= 0.75
30 KωθP

= 2, KThP
= 5, KThI

= 0, KTlP
= 0.75
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B.2. Approach Data

Table B.3: Settling time pairs [lateral vertical] in seconds for all control strategies and wind conditions. ∗ denotes
unstable for standard settings.

Lateral Strategy
wind A B C

Ve
rt

ic
al

St
ra

te
gy

1

0 [16.42 5.75] [145.15 18.59]∗ [42.28 16.65]
10 [17.21 3.23] [154.38 18.46]∗ [37.81 19.29]
20 [18.03 6.21] [140.37 17.71]∗ [25.13 16.68]
30 [20.42 20.84] [113.9 16.11]∗ [39.47 16.27]

2

0 [16.05 6.66]∗ [26.53 9.52]∗ [16.57 10.82]∗
10 [16.83 3.63]∗ [18.58 8.89]∗ [23.15 11.13]∗
20 [18.21 2.89]∗ [19.41 8.73]∗ [34.23 25.70]∗
30 [19.66 118.28]∗ [135.49 9.09]∗ [30.54 27.05]∗

3

0 [16.11 52.43] [32.34 50.38]∗ [18.24 29.79]
10 [16.93 58.55] [132.86 48.75]∗ [20.42 31.84]
20 [17.54 62.13] [141.69 58.92]∗ [112.29 85.00]
30 [19.10 30.74] [144.17 21.63]∗ [33.92 99.71]

Table B.4: Lateral 10%-90% rise times in seconds for all control strategies and wind conditions. ∗ denotes unstable for
standard settings.

Lateral Strategy
wind A B C

Ve
rt

ic
al

St
ra

te
gy

1

0 12.04 11.37∗ 11.40
10 12.17 12.73∗ 20.89
20 12.32 14.73∗ 15.04
30 13.95 14.63∗ 16.14

2

0 11.69∗ 10.21∗ 10.91∗
10 12.00∗ 12.16∗ 14.89∗
20 12.67∗ 11.77∗ 11.16∗
30 12.53∗ 14.28∗ 19.38∗

3

0 11.86 10.33∗ 12.55
10 12.07 14.30∗ 15.66
20 12.38 14.30∗ 15.66
30 12.53 14.28∗ 19.38
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