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Abstract

Context: Systematic literature reviews in software engineering as well as other disciplines, serve as the foundation for sound scientific research. The aim for these literature reviews is to aggregate all existing knowledge on a research problem and produce informed guidelines for practitioners. This enables practitioners to apply appropriate software engineering solutions in a specific context. However, one major problem exists regarding systematic literature reviews, the overall execution duration may take up as much as 24 months.

Objective & method: The first objective of this study is to provide a solid base for the AI for FinTech Research collaboration by performing a systematic literature review. This literature review is used to identify different machine learning techniques in the context of the FinTech domain. However, during this study, we found that a significant amount of time was spent on repetitive work which potentially could have been automated. Therefore, the second objective of this work is to reduce the overall workload for performing systematic literature reviews. First, a literature review is performed regarding automation solutions for different steps of systematic literature reviews. The identified solutions were used to create a tool to automate steps in both the retrieval and screening phase of systematic literature reviews.

Results & conclusions: First, this work presented the state of the art regarding machine learning applications in the FinTech domain. Afterwards, a complete overview of possible automation solutions for every step of performing literature reviews was detailed. Using this overview, a tool was created which showed that the overall workload of the retrieval and screening phase of systematic literature reviews can be significantly reduced.
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Chapter 1

Introduction

Systematic literature reviews in software engineering as well as other disciplines, serve as the foundation for sound scientific research. The aim for these literature reviews is to aggregate all existing knowledge on a research problem and produce informed guidelines for practitioners. This enables practitioners to apply appropriate software engineering solutions in a specific context [45]. The execution of a literature review consists of three main phases; (1) The retrieval phase, used to retrieve relevant literature; (2) The screening phase, used to exclude any irrelevant literature found during the initial retrieval; and (3) Data synthesis, used to extract and convert data from relevant literature into common representations.

This work was carried out as part of AI for FinTech Research (AFR) [73], a scientific research collaboration between Delft University of Technology and ING Bank. The aim of this collaboration is to perform world-class research in the FinTech context with regard to Artificial Intelligence (AI), Data Analytics and Software Analytics. Financial technology (FinTech) refers to the use of technology to deliver financial solutions. The importance of research with regard to FinTech and AI is characterized by major disruptive developments in the banking industry. For example, increasing rules and regulations enforce banks to implement structural measures in the field of Customer and Customer Due Diligence to prevent money laundering and terrorist financing.

This work was carried out at the beginning of the AFR collaboration. Therefore, it was decided that this work should start by providing a solid base for the research collaboration. This was done by performing a systematic literature review, where the main focus of this review was to identify literature, describing applications of different machine learning techniques in the context of the FinTech domain.

However, during the execution of this systematic literature review one major problem was identified. It took two researchers over 3 months to complete this study, included as Chapter 2 in this Thesis. This review was set up as mapping study, which serves the same purpose as a systematic literature review, but in general covers a wider scope. According to [101], literature surveys may even take up to as much as 24 months. Therefore, the production cost of systematic literature reviews is high and the by the time the results are produced, new literature answering the same research question might have been published. Since the systematic literature review should serve as the base of the actual research, the execution of the actual research can therefore suffer a significant delay. Because of the...
1. **Introduction**

In order to perform a systematic literature review, such that the overall time needed to execute a systematic literature review could be reduced. In order to keep the amount of work within the limits of a nine months master thesis, the focus of the tool was set to be on both the retrieval and screening phase. These phases were chosen, because they serve as the starting point of a systematic literature review and consume a significant amount of time.

In order to create a useful tool which supports the automation of literature reviews, first the state of the art regarding automating literature reviews needs to be identified. Therefore, a short review of literature, regarding the automation of systematic literature reviews was performed, which is detailed in Chapter 3. The results of this literature review served as input for the solution design, choosing one of the identified solutions from previous literature for every step in the retrieval and screening phase of a systematic literature review. The chosen solutions resulted in a solution design for the tool which is elaborated in Chapter 4. This solution design was used in order to realize the actual implementation of the tool. The implementation details can be found in Chapter 5. In order to ensure that the tool was actually useful, Chapter 6 describes an evaluation of the created tool. Based on our evaluation, we discuss implications and future work in Chapter 7, after which, we summarize our overall conclusions in Chapter 8.
Chapter 2

Machine Learning in FinTech: A Structured Mapping Study

2.1 Introduction

The traditional banking industry has recently been characterized by two disruptive developments. Firstly, new high-tech parties face challenges in the field of financial technology, such as settlement services supported by blockchain and distributed ledgers \[14\]. Secondly, increasing rules and regulations put pressure on banking processes such as Know Your Customer and Customer Due Diligence, where banks are forced to implement structural measures to prevent money laundering and terrorist financing. Increasing technological possibilities—in particular in the field of artificial intelligence and machine learning, in close collaboration with innovative software engineering—are pre-eminently tools that can help to solve such complex challenges. That is why it is important for financial institutions to gain insight into the parts of their organization where the application of such new technologies lead to the greatest possible impact on business results. However, a prerequisite for such an overview—an inventory of the state of affairs in academic and industry research, regarding the use of new technologies in FinTech, preferably structured in an empirical study—is, as far as we can judge, not available. To fill this gap, we conduct a systematic mapping study in the field of machine learning (ML) and software engineering (SE) in the context of financial technology (FinTech). Systematic mapping studies or scoping studies are designed to give an overview of a research area through classification and counting contributions in relation to the categories of that classification \[50\]. The analysis of results focuses on frequencies of publications for categories within the scheme. Thereby, the coverage of the research field can be determined \[78\]. This work was carried out as part of AI for FinTech Research (AFR) \[73\], a scientific research collaboration between Delft University of Technology and ING Bank.

2.1.1 Challenges in FinTech

Financial technology—or FinTech—refers to the use of technology to deliver financial solutions. The term’s origin can be traced to the early 1990s and referred to the “Financial
Services Technology Consortium”, a project initiated by Citigroup in order to facilitate technological cooperation efforts [5]. FinTech can conceptually be defined as a new type of financial service based on IT companies’ broad types of users, which is combined with IT technology and other financial services like remittance, payment, asset management and so on. FinTech includes all the technical processes from upgrading financial software, to programming a new type of financial software which can affect a whole process of finance service. Therefore, FinTech has the potential to improve the performance of financial services and spread the finance service combined with mobile environment [53].

The term FinTech now refers to a large and rapidly growing industry representing between US$12 billion and US$197 billion in investment as of 2014, depending on whether one considers start-ups (also referred to as FinTech 3.0) or traditional financial institutions (FinTech 2.0) respectively [5]. And—not surprisingly—new terminology is already popping-up; Finbrain: When finance meets AI 2.0 [112].

FinTech is increasingly characterized by disruption [110]. Old problems still occur—banks still struggle with culture and legacy systems [52]—but new ones enter the arena. New laws for payment transactions of consumers and businesses (e.g. PSD2), artificial intelligence, intellectual property, and blockchain influence banking processes to an ever greater extent [66]. Increasing rules and regulations in the field of Customer Due Diligence are causing more and more manual work in order to prevent risks such as money laundering and terrorist financing [51], leading to new approaches by making use of new technologies, such as social network analysis [18], robo-advisors adoption among customers [9], and a variety on interactive-agent applications [15, 38, 32, 67, 29].

On the other hand, new horizons open up. Fintech turns data into new business, powered by new technology [36]. Organisations are forced to "know their customers” for a number of reasons, such as increased access to financial services in emerging markets [3], and impact on consumers and regulatory responses [39]. Start-ups are playing a key role in helping the financial sector determine what ML—often in combination with SE—can do and how humans and machines can work together [111].

### 2.1.2 A focus on sub-symbolic AI (ML)

In this mapping study we limit our scope to sub-symbolic AI, or machine learning (ML). Most of what is considered AI today is actually sub-symbolic AI [12]. Symbolic AI is about developing intelligent systems based on symbolic reasoning about rules and knowledge, with actions that can be interpreted. Symbolic AI is sometimes called GOFAI, for "Good Old-Fashioned Artificial Intelligence” [35]. On the contrary, sub-symbolic AI—sometimes also referred to as non-symbolic AI—strives to build computational systems that are inspired by the human brain. It is about performing calculations according to principles that have demonstrated to be able to solve problems, without exactly understanding how to arrive at a solution. This is what is commonly called ML, including approaches such as genetic algorithms, neural networks and deep learning.

Although not clearly confirmed in empirical studies, the general opinion among specialists seems to be that symbolic AI has been confined to the academic world and university labs with little research coming from industry [10]. Sub-symbolic AI on the contrary
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seems more applied in practice, more revolutionary, futuristic and quite frankly, easier on the developers [21]. Therefore, in this mapping study we limit ourselves to the topic of sub-symbolic AI, in the remains of this study referred to as machine learning (ML).

Although an overview study with regard to ML specifically in the FinTech domain is missing, there are indeed surveys that address ML aspects themselves. However, usually these surveys relate to research into the application possibilities of a specific ML technique or algorithms, e.g. [83, 71, 54, 42, 84, 98, 72, 99, 7]. Although some recent studies do indeed describe life cycle aspects with regard to ML [6, 82], this often concerns the life cycle of the training and test data used, e.g. [80, 56].

As far as we know, a large-scale study that maps the field of ML from an interest to gain overview and insight into the FinTech domain as a whole, does not exist. Two important findings from our mapping study support the importance of our study itself. Firstly, the number of scientific studies overall shows an annual doubling of published studies in the last three years—a growth that appears to reflect the massive increase in ML models in industry. Secondly, a study that focuses on the life cycle aspects of ML models—think of topics such as continuous integration, pipeline automation, maintainability, verification, deployment, and testing of ML models—does not seem to exist at the moment of writing.

Given the strong growth of ML applications in the FinTech domain, we argue that a focus on research on the life cycle aspects of ML is absolutely necessary in the near future. In order to address the state of affairs in these life cycle aspects of ML in FinTech, we also examine to what extent studies overlap with specific software engineering (SE) topics.

2.1.3 Overlap of ML with SE

Although resistance to the potential benefits of new technologies occur in spite of the fact that technology is transforming the industry [26], FinTech is merging new technologies to challenge banks [85] [86]. ML plays a pivotal role in transforming business intelligence into a fully predictive probabilistic framework, enabling automation of numerous functions within companies, from pricing, budget allocation, to fraud detection and security [104].

ML and SE are often interconnected in practical applications, leading to the field of intelligent software engineering. Xie recognizes two representations of the term: [intelligent] software engineering and [intelligent software] engineering, hence ML [109]. Challenges do exist when bringing ML and SE together, such as the accuracy of systems built using ML models, since ML systems cannot guarantee 100 percent accuracy or correct answers in all cases. Furthermore, ML systems can be very difficult to test. Regrettably, a rift occurs between communities, mainly because stakeholders in the ML community focus on algorithms and their performance characteristics, whereas stakeholders in the SE community focus on implementing and deploying those algorithms [46]. We argue that combining ML and SE in a mapping study can lead to new insights and other ways of solving problems. That is why we limit our mapping study to the area where FinTech and ML overlap, and in particular where SE, ML and FinTech coincide (resp. the grey and black area in Figure 2.1).
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Figure 2.1: The Scope of the Mapping Study.

2.1.4 Research Questions

Based on the above, we address the following research questions:

RQ1: Which studies address the application of ML in FinTech?

RQ2: Which countries, universities, researchers, journals and conferences are leading in ML in FinTech studies?

RQ3: What are the most frequently applied research methods, and in what study context?

RQ4: What are the most investigated topics on ML and FinTech, and how have these changed over time?

RQ5: To which extent are life cycle aspects of SE addressed in ML in FinTech studies?

The remainder of this paper is structured as follows. In Section 2.2 we outline the study design. The results of the mapping study are described in Section 2.3. We discuss the results in Section 2.4 and finally, in Section 2.5 we make conclusions and outline future work.

2.2 Research Design

For this study, we have adapted an applied systematic mapping, as performed earlier in a studies on software engineering [88]. We used a set of guidelines for conducting systematic mapping studies in software engineering [79] as a reference. The process that we applied for the systematic mapping study is defined by [78] and depicted in Figure 2.2. In the mapping process the following six process steps are defined: definition of research question, conduct search, screening of studies, keywording using abstracts, data extraction and mapping, backward snowballing.

2.2.1 Definition of Research Questions

The main goal of our systematic mapping study is to provide an overview of research in the topic of ML combined with SE in the area of FinTech (including banking), and to identify the quantity and type of research and its results. A secondary goal is to identify any forums (e.g. conferences and journals) in which research on this topic is published, and what trend occurs in frequency of publications over time. These goals are reflected in the research questions, as shown in Section 2.1.4. The outcome of this process step is an overview of the review scope.
2.2.2 Conduct Search

Based on the review scope we designed search strings on scientific databases in order to identify primary studies. The identified keywords are on the one hand FinTech, financial technology, and banking, and on the other hand artificial intelligence, AI, machine learning, and deep learning, which are grouped into sets and their synonyms are considered to formulate the search string.

1. **Set 1**: Scoping the search for FinTech, i.e. "FinTech", "financial technology" or "banking".
2. **Set 2**: Search terms directly related to sub symbolic AI, e.g. "artificial intelligence", "AI", "machine learning", or "deep learning".

We performed a search on five target databases, based on the above search strings: IEEE Xplore, ACM Digital Library, ScienceDirect (Elsevier), SpringerLink, and Web of Science. Google Scholar was omitted, since the query resulted in more articles than Scholar is able to show. The databases have been selected based on the experience reported by Dyba et al. [22]. We used the following search string for each database, applied on all fields:

```
("fintech" OR "financial technology" OR "banking") AND ("AI" OR "artificial intelligence" OR "machine learning" OR "deep learning")
```

For this purpose, we build a web scraper to be able to automatically download publications from the five target research databases. The web scraper stored relevant information about articles in a database, removed duplicates and managed the large number of references. This study has been conducted during 2019, the studies of October 2019 and before have been considered during the search.

2.2.3 Screening of studies

We applied inclusion and exclusion criteria to exclude studies that are not relevant to answer the research questions.
Table 2.1: Research Topics used as a Reference in the Keywording Process based on the definition stated in [78].

<table>
<thead>
<tr>
<th>Research Topic</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation Research</td>
<td>Techniques are implemented in practice and an evaluation of the technique is performed. This means that it is demonstrated how the technology is implemented in practice (implementation of solutions) and what the consequences are of the implementation in terms of advantages and disadvantages (evaluation of the implementation). This also includes identifying problems in the industry.</td>
</tr>
<tr>
<td>Experience Papers</td>
<td>Experience documents explain what and how something has been done in practice. It must be the author’s personal experience.</td>
</tr>
<tr>
<td>Opinion Papers</td>
<td>These articles reflect someone’s personal opinion, whether a particular technique is good or bad, or how things should be done. They are not dependent on related work and research methods.</td>
</tr>
<tr>
<td>Philosophical Papers</td>
<td>These articles outline a new way of looking at existing things by structuring the field in the form of a taxonomy or conceptual framework.</td>
</tr>
<tr>
<td>Solution Proposal</td>
<td>A solution to a problem is proposed, the solution can be new or an important extension of an existing technique. The potential benefits and applicability of the solution are demonstrated by a small example or sound reasoning.</td>
</tr>
<tr>
<td>Validation Research</td>
<td>Studies that describe a process of confirming that a new or existing solution can continue or commence operation. In general, validity is an indication of how sound research is. More specifically, validity applies to both the design and the methods of a study.</td>
</tr>
</tbody>
</table>

1. **Inclusion**: Empirical studies that are published in the time frame 2006 to October 2019, regarding sub-symbolic artificial intelligence, Machine Learning, or Deep Learning in a FinTech or banking context. Where several papers report the same study, only the most recent is included.

2. **Exclusion**: Books and grey literature. Studies that do not report empirical findings, or literature that is only available in the form of abstracts or PowerPoint presentations. Studies presenting non-peer reviewed material, studies that are not presented in English, studies that are not accessible in full-text, or studies that are duplicates of other studies. Furthermore, we excluded studies on any symbolic AI topics.

### 2.2.4 Keywording using Abstracts

We applied keywording as a technique to reduce the time needed in developing a classification scheme as well as to ensure that the scheme takes existing studies into account [78, 79]. The keywording followed two steps (see Figure 2.3):
### 2.2. Research Design

Table 2.2: ML Topics used as a Reference in the Keywording Process.

<table>
<thead>
<tr>
<th>ML Topic</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial Neural</td>
<td>Perceptron, Multilayer Perceptrons (MLP), Back-Propagation, Stochastic Gradient Descent, Hopfield Network, Radial Basis Function Network (RBFN).</td>
</tr>
<tr>
<td>Algorithms</td>
<td></td>
</tr>
<tr>
<td>Association Rule</td>
<td>Apriori algorithm, Eclat algorithm.</td>
</tr>
<tr>
<td>Learning Algorithms</td>
<td></td>
</tr>
<tr>
<td>Bayesian</td>
<td>Naive Bayes, Gaussian Naive Bayes, Multinomial Naive Bayes, Averaged One-Dependence Estimators (AODE), Bayesian Belief Network (BBN), Bayesian Network (BN).</td>
</tr>
<tr>
<td>Algorithms</td>
<td></td>
</tr>
<tr>
<td>Clustering</td>
<td>k-Means, k-Medians, Expectation Maximisation (EM), Hierarchical Clustering.</td>
</tr>
<tr>
<td>Algorithms</td>
<td></td>
</tr>
<tr>
<td>Deep Learning</td>
<td>Convolutional Neural Network (CNN), Recurrent Neural Networks (RNNs), Long Short-Term Memory Networks (LSTMs), Stacked Auto-Encoders, Deep Boltzmann Machine (DBM), Deep Belief Networks (DBN).</td>
</tr>
<tr>
<td>Algorithms</td>
<td></td>
</tr>
<tr>
<td>Decision Tree</td>
<td>Classification and Regression Tree (CART), Iterative Dichotomiser 3 (ID3), C4.5 and C5.0 (different versions of a powerful approach), Chi-squared Automatic Interaction Detection (CHAID), Decision Stump, M5, Conditional Decision Trees.</td>
</tr>
<tr>
<td>Algorithms</td>
<td></td>
</tr>
<tr>
<td>Dimensionality</td>
<td>Principal Component Analysis (PCA), Principal Component Regression (PCR), Partial Least Squares Regression (PLSR), Sammon Mapping, Multidimensional Scaling (MDS), Projection Pursuit, Linear Discriminant Analysis (LDA), Mixture Discriminant Analysis (MDA), Quadratic Discriminant Analysis (QDA), Flexible Discriminant Analysis (FDA).</td>
</tr>
<tr>
<td>Reduction Algorithms</td>
<td></td>
</tr>
<tr>
<td>Ensemble</td>
<td>Boosting, Bootstrapped Aggregation (Bagging), AdaBoost, Weighted Average (Blending), Stacked Generalization (Stacking), Gradient Boosting Machines (GBM), Gradient Boosted Regression Trees (GBRT), Random Forest.</td>
</tr>
<tr>
<td>Algorithms</td>
<td></td>
</tr>
<tr>
<td>Instance-based</td>
<td>k-Nearest Neighbor (kNN), Learning Vector Quantization (LVQ), Self-Organizing Map (SOM), Locally Weighted Learning (LWL), Support Vector Machines (SVM).</td>
</tr>
<tr>
<td>Algorithms</td>
<td></td>
</tr>
<tr>
<td>Regression</td>
<td>Linear Regression, Logistic Regression, Stepwise Regression, Multivariate Adaptive Regression Splines (MARS), Locally Estimated Scatterplot Smoothing (LOESS).</td>
</tr>
<tr>
<td>Algorithms</td>
<td></td>
</tr>
<tr>
<td>Regularization</td>
<td>Ridge Regression, Least Absolute Shrinkage and Selection Operator (LASSO), Elastic Net, Least-Angle Regression (LARS).</td>
</tr>
<tr>
<td>Algorithms</td>
<td></td>
</tr>
</tbody>
</table>
Table 2.3: FinTech Topics used as a Reference in the Keywording Process.

<table>
<thead>
<tr>
<th>Fintech Topic</th>
<th>Description (partly based on [77])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credit Cards</td>
<td>Payment cards issued by a bank to cardholders, to enable the cardholder to pay a merchant for goods and services based on the cardholder’s promise to the card issuer to pay them for the amounts plus the other agreed charges.</td>
</tr>
<tr>
<td>Credit Risk</td>
<td>The risk of default on a debt that may arise from a borrower failing to make required payments. Including credit scoring, a statistical analysis performed by financial institutions to access a customer’s creditworthiness in order to help decide on whether to extend or deny credit.</td>
</tr>
<tr>
<td>Cryptocurrency</td>
<td>A digital asset as a medium of exchange that uses strong cryptography to secure financial transactions, control the creation of additional units, and verify the transfer of assets.</td>
</tr>
<tr>
<td>Customer Due Diligence (CDD)</td>
<td>The process of gathering and recording the identity of customers (or firms), and assess risks related to customers, such as money laundering and terrorist financing [18].</td>
</tr>
<tr>
<td>E-Banking</td>
<td>Also known as online banking or internet banking; an electronic payment system that enables customers of a financial institution to conduct financial transactions through a secure website.</td>
</tr>
<tr>
<td>Fraud Detection</td>
<td>Preventing money or property from being obtained through false pretenses, such as forging checks or using stolen credit cards.</td>
</tr>
<tr>
<td>Loans and Other Credit Products</td>
<td>Lending of money by a financial institution to customers (individuals or organizations), such as Long-Term Loans, Short-Term Loans, Lines of Credit, and Alternative Financing.</td>
</tr>
<tr>
<td>Malware Detection</td>
<td>The process of scanning the computer and files to detect malware.</td>
</tr>
<tr>
<td>Market Risk</td>
<td>Also called systematic risk. The possibility of an investor experiencing losses due to factors affecting the performance of the financial markets.</td>
</tr>
<tr>
<td>Mergers &amp; Acquisitions (M&amp;A)</td>
<td>Transactions in which the ownership of companies, or their operating units are transferred or consolidated with other entities.</td>
</tr>
<tr>
<td>Operational Risk</td>
<td>The risk of a change in value due to failed internal processes, people and systems, or from external events (including legal risk).</td>
</tr>
<tr>
<td>Phishing</td>
<td>Phishing (derived from fishing) is a form of internet fraud.</td>
</tr>
<tr>
<td>Private Banking</td>
<td>Financial services provided by banks to well-to-do individuals.</td>
</tr>
<tr>
<td>Stock Brokerage</td>
<td>Financial advisory and investment management services and execute transactions such as the purchase or sale of stocks and other investments to financial market participants.</td>
</tr>
<tr>
<td>Trade Finance</td>
<td>Used by importing and exporting companies and is an internationally accepted way of financing an order.</td>
</tr>
</tbody>
</table>
2.2. Research Design

Table 2.4: SE Topics used as a Reference in the Keywording Process.

<table>
<thead>
<tr>
<th>SE Topic</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agile software development</td>
<td>Performance</td>
</tr>
<tr>
<td>AI and software engineering</td>
<td>Program / model analysis</td>
</tr>
<tr>
<td>Autonomic and (self-)adaptive systems</td>
<td>Program / model comprehension</td>
</tr>
<tr>
<td>Cloud computing</td>
<td>Program / model repair</td>
</tr>
<tr>
<td>Component-based SE</td>
<td>Program / model synthesis</td>
</tr>
<tr>
<td>Configuration management</td>
<td>Programming languages</td>
</tr>
<tr>
<td>Crowd sourced SE</td>
<td>Recommendation systems</td>
</tr>
<tr>
<td>Debugging</td>
<td>Refactoring</td>
</tr>
<tr>
<td>Dependability, safety, and reliability</td>
<td>Requirements engineering</td>
</tr>
<tr>
<td>Deployment</td>
<td>Reverse engineering</td>
</tr>
<tr>
<td>Distributed and collaborative SE</td>
<td>Search-based SE</td>
</tr>
<tr>
<td>Embedded software</td>
<td>Security, privacy, and trust</td>
</tr>
<tr>
<td>Empirical software engineering</td>
<td>Software architecture</td>
</tr>
<tr>
<td>End-user software engineering</td>
<td>Software economics and metrics</td>
</tr>
<tr>
<td>Evolution and maintenance</td>
<td>Software modeling and design</td>
</tr>
<tr>
<td>Fault localization</td>
<td>Software process</td>
</tr>
<tr>
<td>Formal methods</td>
<td>Software product lines</td>
</tr>
<tr>
<td>Green and sustainable technologies</td>
<td>Software reuse</td>
</tr>
<tr>
<td>Human and social aspects</td>
<td>Software services</td>
</tr>
<tr>
<td>Human-computer interaction</td>
<td>Software testing</td>
</tr>
<tr>
<td>Middleware, frameworks, and APIs</td>
<td>Specification and modeling</td>
</tr>
<tr>
<td>APIs</td>
<td>languages</td>
</tr>
<tr>
<td>Mining repositories</td>
<td>Tools and environments</td>
</tr>
<tr>
<td>Mobile applications</td>
<td>Traceability</td>
</tr>
<tr>
<td>Model-driven engineering</td>
<td>Validation and verification</td>
</tr>
</tbody>
</table>

1. The reviewers read the abstract and searched for keywords and concepts that reflect the paper’s contribution. The reviewers also identified the context of the research.

2. Once this was done, the set of keywords from different articles was combined together to develop a better understanding of the nature and contribution of the research. This helped the assessors to come up with a series of categories that are representative of the underlying population. Once a definitive set of keywords had been chosen, they were clustered and used to form the categories for a systematic map.

To support the keywording process, we compiled four overviews beforehand that we used during that process for reference:
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Figure 2.3: Building the Classification Scheme as defined by [78].

1. Research Topics: To gain insight into the different types of research, we set up a reference overview that is derived from Wierenga et al. [108], [78] (see Table 2.1).

2. ML Topics: Table 2.2 provides an overview of the list of ML topics that we used as a reference for the keywording process. This overview has been prepared in collaboration with AI and ML specialists working in both organizations within the scope of this study.

3. FinTech and Banking Topics: An overview of applicable FinTech and banking topics has been prepared in collaboration with banking specialists within both organizations within the scope of this study (see Table 2.3).

4. Software Engineering Topics: We used a subset of software engineering topics as mentioned in a call for papers of the International Conference of Software Engineering (ICSE’20) [1] as a reference to examine any overlap with software engineering topics (see Table 2.4). This was done in order to see which SE methods were used in order to apply different sub-symbolic AI methods.

2.2.5 Data Extraction and Mapping of Studies

Once the classification scheme had been set up—based on the before mentioned reference tables—the papers that were in scope were classified and sorted according to this scheme. As indicated in Figure 2.3, the scheme evolved during the data classification. The analysis focused on mapping the frequencies of publications for the different categories. This way, we gained insight into which categories have been emphasized in research, and where there are gaps and therefore opportunities for future research. The results of the analysis are shown in a Systematic Map in the form of a bubble plot detailed in Figure 2.13.

2.2.6 Additional Backward Snowballing

Besides the five initial databases, we decided after performing the keywording and mapping analysis to include two additional sources to our search target. First, we included the International Joint Conference on Artificial Intelligence (IJCAI) [1] and the Journal of Artifi-
2.3 Results

Table 2.5: Number of studies per Database (incl. snowballing).

<table>
<thead>
<tr>
<th>Database</th>
<th>Search Results</th>
<th>Results after Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Xplore</td>
<td>458</td>
<td>132</td>
</tr>
<tr>
<td>ACM Digital Library</td>
<td>1543</td>
<td>78</td>
</tr>
<tr>
<td>ScienceDirect (Elsevier)</td>
<td>110</td>
<td>11</td>
</tr>
<tr>
<td>SpringerLink</td>
<td>305</td>
<td>14</td>
</tr>
<tr>
<td>Web of Science</td>
<td>571</td>
<td>64</td>
</tr>
<tr>
<td>IJCAI / JAIR</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Backward Snowballing</td>
<td>464</td>
<td>37</td>
</tr>
<tr>
<td>Total</td>
<td>3455</td>
<td>339</td>
</tr>
</tbody>
</table>

In our search. This conference and journal were chosen, because these are a major (A*) open access conference and journal in the field of AI.

Secondly, in addition, we applied—to further optimize the subset of included studies—so-called backward snowballing, as recommended by Jalali and Wohlin [40]. We used the top-15 of the most cited studies—before backward snowballing—as a starting point for this. The result of this additional step is a top-15 of most cited papers—after backward snowballing.

Table 2.5 shows the number of search results per database, after applying inclusion and exclusion rules, and the additional backward snowballing.

2.3 Results

In this section we describe the results of the analysis of studies, the categorization of studies based on keywords and abstracts, and we plot the results of the mapping process in a bubble chart. We include overviews of analyzed data in a summarized way. A complete overview of all data used for analysis purposes in this mapping study is to be found in a publicly available analysis repository [96].

2.3.1 Screening of Papers

The initial set of papers after extraction of five libraries consisted of 2,991 studies, as shown in Figure 2.4. Application of the inclusion and exclusion rules, as described in subsection 2.2.3 resulted in a subset of 321 studies that were used as input for our mapping study.

During the data extraction and mapping process itself another 19 studies were excluded, because they turned out to be out of scope for our study (e.g. they were about medical banking). Lastly, 302 studies were in scope of our study and used for mapping purposes.

As described in Section 2.2.6 we decided to extend the mapping by performing backward snowballing on the list of references from the top-15 most cited studies. Table 2.6

---

2https://www.jair.org/index.php/jair
3flagship conference, a leading venue in a discipline area
### Table 2.6: Top-15 Articles and Authors ranked on Cites before backward snowballing.

<table>
<thead>
<tr>
<th>Article Title</th>
<th>Authors</th>
<th>Cites / year</th>
<th>Journal / Conference Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>The comparisons of data mining techniques for the predictive accuracy of probability of default of credit card clients (2009) [430]</td>
<td>I-Cheng Yeh and Che-hui Lien</td>
<td>33</td>
<td>329</td>
</tr>
<tr>
<td>Effective detection of sophisticated online banking fraud on extremely imbalanced data (2013) [415]</td>
<td>Wei Wei, Jinju Li, Longbing Cao, Yuming Ou, and Jiahang Chen</td>
<td>25</td>
<td>147</td>
</tr>
<tr>
<td>Classifiers consensus system approach for credit scoring (2016) [121]</td>
<td>Maher Al'a'raj and Maysam F. Abbod</td>
<td>24</td>
<td>73</td>
</tr>
</tbody>
</table>

This top-15 is based on an initial subset of 302 analyzed studies, and subsequently used as input for backward snowballing. In order to compare articles published in different years, we ranked articles by cited average per year.
2.3. Results

Figure 2.4: Quantification of the study selection process.

provides an overview of these initial top-15 studies. During the backward snowballing we assessed 464 studies, of which we included 37 studies to our included subset, resulting in a total set of 339 studies which were included in the analysis. Figure 2.4 provides an overview of the results of the inclusion and exclusion rules after each selection step. In the remaining parts of this mapping study in all cases the total set of 339 included studies is used.

2.3.2 Classification of Studies

To provide a clear overview of the different categories within the scope of our study, the set of studies included for the analysis were categorized into the following topics: 1) country and continent, 2) conferences, journals, researchers, and universities, 3) research methods, 4) life cycle aspects from software engineering, 5) FinTech topics, and 6) ML topics. All mentioned aspects are explained in the following sections respectively.

Country and Continent

Before we start to explore the continent and country results, it must be noted that for some articles, researchers from more than one country could have collaborated. In this case, for one single article, every distinct country is counted once. Therefore, not 339 countries, but instead 405 countries were counted.

An overview of studies grouped by continent are presented in Table 2.7. As the overview clearly shows, a vast majority of studies was published by researchers at universities and companies in Asia (47%), which is followed at number two by European universities and companies, accounting for (32%). It is also worth mentioning that only 13% of the studies in the scope where from North American universities. Africa, Australia and South America conclude the list and together account for only 7% of the research.
Table 2.7: Number of studies per Continent.

<table>
<thead>
<tr>
<th>Continent</th>
<th>Count</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia</td>
<td>191</td>
<td>47%</td>
</tr>
<tr>
<td>Europe</td>
<td>130</td>
<td>32%</td>
</tr>
<tr>
<td>North America</td>
<td>53</td>
<td>13%</td>
</tr>
<tr>
<td>Africa</td>
<td>12</td>
<td>3%</td>
</tr>
<tr>
<td>Australia</td>
<td>13</td>
<td>3%</td>
</tr>
<tr>
<td>South America</td>
<td>6</td>
<td>1%</td>
</tr>
</tbody>
</table>

Table 2.8 inventories countries that published three or more articles in the scope of our mapping study. As shown in the table, the top three consists of China, India and the USA, covering 16%, 12% and 11% respectively.

Table 2.9: Top-10 Universities & Companies ranked by cites.

<table>
<thead>
<tr>
<th>University/Company</th>
<th>Rank</th>
<th>Country</th>
<th>Cited Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>University of South Carolina</td>
<td>173</td>
<td>USA</td>
<td>[148]</td>
</tr>
<tr>
<td>Tilburg University</td>
<td>173</td>
<td>Netherlands</td>
<td>[148]</td>
</tr>
<tr>
<td>University of Pennsylvania</td>
<td>173</td>
<td>USA</td>
<td>[148]</td>
</tr>
<tr>
<td>Case Western Reserve University</td>
<td>173</td>
<td>USA</td>
<td>[148]</td>
</tr>
<tr>
<td>The Pennsylvania State University</td>
<td>141</td>
<td>USA</td>
<td>[204, 228]</td>
</tr>
<tr>
<td>National Chiao Tung University</td>
<td>108</td>
<td>Taiwan</td>
<td>[417, 404, 169, 227, 419]</td>
</tr>
<tr>
<td>The Open University of Hong Kong</td>
<td>102</td>
<td>China</td>
<td>[402]</td>
</tr>
<tr>
<td>University of Texas, Pan American</td>
<td>102</td>
<td>USA</td>
<td>[402]</td>
</tr>
<tr>
<td>Institute for Development and Research in Banking Technology, Castle Hills Road</td>
<td>81</td>
<td>India</td>
<td>[265]</td>
</tr>
<tr>
<td>Henan University of Science &amp; Technology</td>
<td>63</td>
<td>China</td>
<td>[336]</td>
</tr>
</tbody>
</table>

In order to compare articles published in different years, we calculated Rank for articles as a weighted rank; cited average per year.
Table 2.8: Number of studies per Country.

<table>
<thead>
<tr>
<th>Country</th>
<th>Count</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>64</td>
<td>16%</td>
</tr>
<tr>
<td>India</td>
<td>50</td>
<td>12%</td>
</tr>
<tr>
<td>United States of America</td>
<td>44</td>
<td>11%</td>
</tr>
<tr>
<td>Taiwan</td>
<td>22</td>
<td>5%</td>
</tr>
<tr>
<td>Turkey</td>
<td>19</td>
<td>5%</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>18</td>
<td>4%</td>
</tr>
<tr>
<td>Spain</td>
<td>13</td>
<td>3%</td>
</tr>
<tr>
<td>Australia</td>
<td>13</td>
<td>3%</td>
</tr>
<tr>
<td>Italy</td>
<td>12</td>
<td>3%</td>
</tr>
<tr>
<td>France</td>
<td>11</td>
<td>3%</td>
</tr>
<tr>
<td>Greece</td>
<td>11</td>
<td>3%</td>
</tr>
<tr>
<td>Iran</td>
<td>10</td>
<td>2%</td>
</tr>
<tr>
<td>Canada</td>
<td>9</td>
<td>2%</td>
</tr>
<tr>
<td>Singapore</td>
<td>6</td>
<td>1%</td>
</tr>
<tr>
<td>Germany</td>
<td>6</td>
<td>1%</td>
</tr>
<tr>
<td>Morocco</td>
<td>6</td>
<td>1%</td>
</tr>
<tr>
<td>South Korea</td>
<td>6</td>
<td>1%</td>
</tr>
<tr>
<td>Pakistan</td>
<td>5</td>
<td>1%</td>
</tr>
<tr>
<td>Japan</td>
<td>4</td>
<td>1%</td>
</tr>
<tr>
<td>Poland</td>
<td>4</td>
<td>1%</td>
</tr>
<tr>
<td>Finland</td>
<td>4</td>
<td>1%</td>
</tr>
<tr>
<td>Russia</td>
<td>4</td>
<td>1%</td>
</tr>
<tr>
<td>Brazil</td>
<td>4</td>
<td>1%</td>
</tr>
<tr>
<td>Portugal</td>
<td>4</td>
<td>1%</td>
</tr>
<tr>
<td>Cyprus</td>
<td>3</td>
<td>1%</td>
</tr>
<tr>
<td>Malaysia</td>
<td>3</td>
<td>1%</td>
</tr>
<tr>
<td>United Arab Emirates</td>
<td>3</td>
<td>1%</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>3</td>
<td>1%</td>
</tr>
<tr>
<td>Romania</td>
<td>3</td>
<td>1%</td>
</tr>
<tr>
<td>Thailand</td>
<td>3</td>
<td>1%</td>
</tr>
<tr>
<td>Hungary</td>
<td>3</td>
<td>1%</td>
</tr>
</tbody>
</table>

Countries covering less than three studies are not included in this table.

Table 2.10: Number of studies per Research Method.

<table>
<thead>
<tr>
<th>Research Method</th>
<th>Count</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solution Proposal</td>
<td>290</td>
<td>86%</td>
</tr>
<tr>
<td>Evaluation Research</td>
<td>36</td>
<td>11%</td>
</tr>
<tr>
<td>Philosophical Paper</td>
<td>7</td>
<td>2%</td>
</tr>
<tr>
<td>Experience Paper</td>
<td>3</td>
<td>1%</td>
</tr>
<tr>
<td>Validation Research</td>
<td>2</td>
<td>1%</td>
</tr>
<tr>
<td>Opinion Paper</td>
<td>1</td>
<td>0%</td>
</tr>
</tbody>
</table>
Conferences, Journals, Researchers, and Universities

A top-15 of most cited studies—after backward snowballing—is presented in Table 2.11. Instead of using the number of studies occurring within the scope of our study, we used the number of citations of each study as a reference for ranking, where we calculated a weighted average citation count per year to normalize studies for comparison.

With regard to journals and conferences, Elsevier’s journal *Expert Systems with Applications* stands head and shoulders above others; three studies in the top 15 were published in this journal and it also has the highest rank.

<table>
<thead>
<tr>
<th>Lifecycle Aspect of SE</th>
<th>Count</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA</td>
<td>318</td>
<td>94%</td>
</tr>
<tr>
<td>AI and Software Engineering</td>
<td>15</td>
<td>4%</td>
</tr>
<tr>
<td>Requirements Engineering</td>
<td>2</td>
<td>1%</td>
</tr>
<tr>
<td>Software Services</td>
<td>1</td>
<td>0%</td>
</tr>
<tr>
<td>Model-Driven Engineering</td>
<td>1</td>
<td>0%</td>
</tr>
<tr>
<td>Software Architecture</td>
<td>1</td>
<td>0%</td>
</tr>
<tr>
<td>Security, Privacy, and Trust</td>
<td>1</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 2.12: Number of studies per SE topic.

Table 2.13 provides an overview of conferences and journals in which the most prevalent articles of our subset have been published. The table depicts journals and conferences which were identified for three articles or more. For every conference and journal, we inventoried the applicable H5-Index. As can be seen, the Elsevier journal *Expert Systems with Applications* was identified for 27 different papers, accounting for 8% of the studies and also has the highest H5-Index in the list of most used journals and conferences. Furthermore, it is worth mentioning that only three of the journals and conferences which are published in most occurring journals and conferences, are included in the top-15 (see Table 2.11); respectively *Expert Systems with Applications, European Journal of Operational Research* and *Journal Of Banking & Finance*. 
Table 2.11: Top-15 Articles and Authors ranked on Cites after backward snowballing.

<table>
<thead>
<tr>
<th>Article Title</th>
<th>Authors</th>
<th>Rank</th>
<th>Total Cites</th>
<th>Journal / Conference Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bankruptcy prediction in banks and firms via statistical and intelligent</td>
<td>P.R. Kumar, V. Ravi</td>
<td>81</td>
<td>977</td>
<td>European Journal of Operational Research (Elsevier Journal)</td>
</tr>
<tr>
<td>techniques-A review (2007)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credit scoring with a data mining approach based on support vector machines</td>
<td>C.-L. Huang, M.-C. Chen, C.-J. Wang</td>
<td>61</td>
<td>734</td>
<td>Expert Systems with Applications (Elsevier Journal)</td>
</tr>
<tr>
<td>Nontraditional banking activities and bank failures during the financial</td>
<td>R. DeYoung, G. Torna</td>
<td>61</td>
<td>366</td>
<td>Journal of Financial Intermediation (Elsevier Journal)</td>
</tr>
<tr>
<td>crisis (2013)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The state of phishing attacks (2012)</td>
<td>J. Hong</td>
<td>56</td>
<td>396</td>
<td>Communications of the ACM (ACM Journal)</td>
</tr>
<tr>
<td>effectiveness of interventions (2010)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>future directions (2018)</td>
<td>Konstantinos E. Psannis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Genetic algorithm-based heuristic for feature selection in credit risk</td>
<td>S. Oreski and G. Oreski</td>
<td>43</td>
<td>216</td>
<td>Expert systems with applications (Elsevier Journal)</td>
</tr>
<tr>
<td>assessment (2014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This top-15 is based on the final subset of 339 analyzed studies, after backward snowballing. In order to compare articles published in different years, we calculated Rank for articles as a weighted rank; cited average per year.
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Table 2.13: Number of studies per Conference or Journal.

<table>
<thead>
<tr>
<th>Publisher</th>
<th>Name Conference or Journal</th>
<th>C/J</th>
<th>H5 Index</th>
<th>Count</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elsevier</td>
<td>Expert Systems with Applications Journal</td>
<td>105</td>
<td>27</td>
<td>8%</td>
<td></td>
</tr>
<tr>
<td>Springer</td>
<td>International Conference On Machine Learning And Cybernetics Conference</td>
<td>30</td>
<td>11</td>
<td>3%</td>
<td></td>
</tr>
<tr>
<td>Elsevier</td>
<td>European Journal Of Operational Research Journal</td>
<td>92</td>
<td>6</td>
<td>2%</td>
<td></td>
</tr>
<tr>
<td>Elsevier</td>
<td>Applied Soft Computing Journal</td>
<td>83</td>
<td>5</td>
<td>1%</td>
<td></td>
</tr>
<tr>
<td>Springer</td>
<td>Computational Economics Journal</td>
<td>22</td>
<td>5</td>
<td>1%</td>
<td></td>
</tr>
<tr>
<td>Elsevier</td>
<td>Journal Of Banking &amp; Finance Journal</td>
<td>70</td>
<td>5</td>
<td>1%</td>
<td></td>
</tr>
<tr>
<td>Elsevier</td>
<td>Decision Support Systems Journal</td>
<td>55</td>
<td>4</td>
<td>1%</td>
<td></td>
</tr>
<tr>
<td>IEEE</td>
<td>IEEE Access Journal</td>
<td>89</td>
<td>4</td>
<td>1%</td>
<td></td>
</tr>
<tr>
<td>Springer</td>
<td>International Conference On Artificial Intelligence and Computational Intelligence Conference</td>
<td>7</td>
<td>4</td>
<td>1%</td>
<td></td>
</tr>
<tr>
<td>Springer</td>
<td>Neural Computing and Applications Springer Conference</td>
<td>60</td>
<td>4</td>
<td>1%</td>
<td></td>
</tr>
<tr>
<td>IJCAI</td>
<td>International Joint Conference on Artificial Intelligence Springer Conference</td>
<td>67</td>
<td>3</td>
<td>1%</td>
<td></td>
</tr>
<tr>
<td>IEEE</td>
<td>International Conference On Advanced Computing &amp; Communication Systems Conference</td>
<td>3</td>
<td>3</td>
<td>1%</td>
<td></td>
</tr>
<tr>
<td>IEEE</td>
<td>IEEE International Conference On Big Data Conference</td>
<td>33</td>
<td>3</td>
<td>1%</td>
<td></td>
</tr>
</tbody>
</table>

Conferences or journals of included studies in scope occurring only 2 times or less, are not included in this Table. Rank for journals is based on H Index, derived from Google Scholar Metrics.

We assessed for the most frequently occurring universities and companies in our study subset (see Table 2.9). To accomplish this, for every paper in scope, we identified all distinctive universities and companies which contributed to an article. Afterwards, per article, the rank indicating the average amount of cites per year, was assigned to all universities and/or companies belonging to that article. Afterwards, per university and company, the sum of ranks was taken, for every paper which the company or university published in, and a top-10 was created which is presented in Table 2.9. Only two universities in the top-10 are involved in multiple articles; both The Pennsylvania State University and the National Chiao Tung University are involved in 2 and 5 articles respectively.

Research Methods

Table 2.10 depicts how the studies in scope are divided among different research methods. The first thing to notice is that the vast majority of studies have the character of a solution proposal. In most studies, a ML approach is proposed, a ML model is trained on a data source either from industry or from an open source source, and the resulting model is tested for its performance (e.g. by assessing its Area Under the Curve or AUC). In almost all cases however, a validation in a practical situation in industry is missing. As a result, it is not clear how a new or modified ML model is applied in an actual system or application and how it is used in a real situation in practice.

In 36 studies (11% of the set of the studies in scope) such a description of practical application in any form is found. Seven studies were characterized as philosophical studies.
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usually because they outline a new way of looking at existing topics or structured the field of ML research.

Life cycle aspects of Software Engineering

Table 2.12 present the mapping SE topics on to the studies in scope. Only a limited number of studies could be mapped on ML and SE or other SE-related topics. For the vast majority of the studies we found no link with SE topics or with life cycle aspects of ML in general. Therefore, our results suggest that the life cycle of models is not a topic that is high on the agenda of ML researchers, at least within the field of FinTech.

FinTech and Banking Topics

Table 2.14 summarizes the number of studies per FinTech or banking topic. In total, 86 articles focused on credit risk related topics, accounting for 25% of all papers. In most cases, a study related to credit risk, is about some form of credit scoring. It’s worth mentioning that 81% of the studies relate to the 6 most counted topics, including two risk related topics namely, credit risk and operational risk, two security-related topics: fraud detection and phishing. The top 6 is concluded by stock brokerage and the category overall bank topics. The remaining 19% of research focuses on a variety of banking topics such as payment processing, cash logistics, processing handwritten bank checks, marketing approaches, or customer behavior. Furthermore, it is worth mentioning that three FinTech topics were not covered at all in the included set of studies; checking and savings accounts, credit cards and monetary policy.

The development of the number of studies over time in the final subset, is depicted in figure 2.5. The figure breaks down the FinTech topics into three categories, where each category consists of a subset of FinTech topics: 1) Risk related papers (e.g. credit risk, credit scoring, operational risk, bankruptcy prediction), 2) Security related papers (e.g. malware detection, phishing, fraud detection, customer due diligence, money laundering), and 3) Other papers (e.g. banking related topics, stock brokerage, loans and savings, cryptocurrency). Overall, Figure 2.5 shows a peak in research on credit risk related topics during the financial crisis in 2008 and 2009. The number of credit risk related studies shows a slightly downward trend after the financial crisis, with a slight upward trend in the last three years. On the contrary, studies related to security topics, such as malware detection, phishing, fraud detection, and customer due diligence, and overall banking topics show strong growing trends since the end of the financial crisis.

ML Topics

In Table 2.15 the number of studies per ML topic are listed. The first thing to notice is that fifty percent of the research has been focused on three ML topics namely, Artificial Neural Networks, Deep learning and combination of ML algorithms. In our analysis we separated Artificial Neural Networks from Deep Learning, because of the massive growth and popularity in the field of Deep Learning. For studies focusing on combinations of ML algorithms, usually a subset of machine learning techniques is applied on a modelling
Table 2.14: Number of studies per FinTech or Banking Topic.

<table>
<thead>
<tr>
<th>FinTech or Banking Topic</th>
<th>Count</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credit Risk</td>
<td>86</td>
<td>25%</td>
</tr>
<tr>
<td>Operational Risk</td>
<td>58</td>
<td>17%</td>
</tr>
<tr>
<td>Fraud Detection</td>
<td>41</td>
<td>12%</td>
</tr>
<tr>
<td>Overall Bank Topics</td>
<td>36</td>
<td>11%</td>
</tr>
<tr>
<td>Phishing</td>
<td>35</td>
<td>10%</td>
</tr>
<tr>
<td>Stock brokerage</td>
<td>21</td>
<td>6%</td>
</tr>
<tr>
<td>Malware</td>
<td>9</td>
<td>3%</td>
</tr>
<tr>
<td>Loans and other credit products</td>
<td>7</td>
<td>2%</td>
</tr>
<tr>
<td>Credit cards</td>
<td>7</td>
<td>2%</td>
</tr>
<tr>
<td>Customer Due Diligence</td>
<td>5</td>
<td>1%</td>
</tr>
<tr>
<td>Cryptocurrency</td>
<td>5</td>
<td>1%</td>
</tr>
<tr>
<td>Market Risk</td>
<td>4</td>
<td>1%</td>
</tr>
<tr>
<td>Money Laundering</td>
<td>3</td>
<td>1%</td>
</tr>
<tr>
<td>Mergers &amp; Acquisitions</td>
<td>3</td>
<td>1%</td>
</tr>
<tr>
<td>NA</td>
<td>3</td>
<td>1%</td>
</tr>
<tr>
<td>Intrusion Detection</td>
<td>3</td>
<td>1%</td>
</tr>
<tr>
<td>Personal loans</td>
<td>2</td>
<td>1%</td>
</tr>
<tr>
<td>Wealth management</td>
<td>2</td>
<td>1%</td>
</tr>
<tr>
<td>Private banking</td>
<td>2</td>
<td>1%</td>
</tr>
<tr>
<td>E-Banking</td>
<td>2</td>
<td>1%</td>
</tr>
<tr>
<td>Trade finance</td>
<td>2</td>
<td>1%</td>
</tr>
<tr>
<td>Checking and savings accounts</td>
<td>1</td>
<td>0%</td>
</tr>
<tr>
<td>User trust</td>
<td>1</td>
<td>0%</td>
</tr>
<tr>
<td>Monetary policy</td>
<td>1</td>
<td>0%</td>
</tr>
</tbody>
</table>

problem, where the performances of the models are compared in order to find the best fit for a specific problem. Another result worth mentioning, is the fact that only four papers focused on Reinforcement learning.

When the growth of the different ML topics is analyzed over time (see Figure 2.6), we notice a rather scattered pattern that is difficult to interpret. But splitting the growth overviews into the most occurring ML topics yields a better result, as is depicted in the Figures 2.7 to 2.12. Figure 2.7 shows that Artificial Neural Network Algorithms follows the overall pattern of ML topics in general; the technique is used for a long time and was used in studies during the financial crisis, with a clear increase in the last three years. Figure 2.8 shows that studies describing a combination of algorithms have been occurring since 2009, and that there has also been growth there over the last three years. What is immediately noticeable in Figure 2.9 is that Deep Learning is apparently a subject that was only recently broken through in FinTech studies. Here too there has been a sharp increase in studies in recent years. What is also noticeable is that Regression Algorithms, Instance-Based Algorithms, and Clustering Algorithms have been used for a long period of time in FinTech
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Table 2.15: Number of studies per ML Topic.

<table>
<thead>
<tr>
<th>ML Topic</th>
<th>Count</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial Neural Network</td>
<td>71</td>
<td>21%</td>
</tr>
<tr>
<td>Algorithms</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combination of algorithms</td>
<td>60</td>
<td>18%</td>
</tr>
<tr>
<td>NA (no AI applied in the study)</td>
<td>36</td>
<td>11%</td>
</tr>
<tr>
<td>Deep Learning Algorithms</td>
<td>35</td>
<td>10%</td>
</tr>
<tr>
<td>Regression Algorithms</td>
<td>30</td>
<td>9%</td>
</tr>
<tr>
<td>Instance-based Algorithms</td>
<td>28</td>
<td>8%</td>
</tr>
<tr>
<td>Clustering Algorithms</td>
<td>21</td>
<td>6%</td>
</tr>
<tr>
<td>Ensemble Algorithms</td>
<td>18</td>
<td>5%</td>
</tr>
<tr>
<td>Decision Tree Algorithms</td>
<td>11</td>
<td>3%</td>
</tr>
<tr>
<td>Bayesian Algorithms</td>
<td>10</td>
<td>3%</td>
</tr>
<tr>
<td>Genetic programming</td>
<td>9</td>
<td>3%</td>
</tr>
<tr>
<td>Reinforcement learning</td>
<td>4</td>
<td>1%</td>
</tr>
<tr>
<td>Dimensionality Reduction</td>
<td>3</td>
<td>1%</td>
</tr>
<tr>
<td>Algorithms</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Association Rule Learning</td>
<td>3</td>
<td>1%</td>
</tr>
<tr>
<td>Algorithms</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.5: Growth pattern of FinTech topics over time.

studies, but that its growth is lagging far behind the aforementioned three ML topics (see Figures 2.10, 2.11, and 2.12).

2.3.3 Results of the Mapping Process

The results of the mapping process are depicted in a bubble chart in Figure 2.13. The chart shows two matrices: 1) the left part of the chart shows ML topics on the Y-axis versus research topics on the X-axis, and 2) the right part of the chart shows ML topics on the Y-axis versus FinTech topics on the X-axis. The size of the bubbles indicates the number
of studies that are mapped on a specific topic, small bubbles indicate little studies mapped, large bubbles indicate many studies mapped. As the part on the left side of the chart shows, most of the studies were labeled as Solution Proposal, with a relatively even spread over the ML topics. The right-hand part of the card shows an emphasis on credit risk related studies, and to a lesser extent a focus on fraud detection and operational risk. It is also clear that neural networks, a combination of algorithms, and deep learning score high in the number of studies. For reference purposes we included a detailed overview of the referenced set of all 339 included studies in our mapping study divided over two tables Table 2.16 and Table 2.17 at the end of this paper. The X-axis states the ML topics, whereas the FinTech topics are depicted on the Y-axis.

Figure 2.7: Growth pattern of Artificial Neural Network Algorithms over time.

Figure 2.8: Growth pattern of Combinations of Algorithms over time.
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Figure 2.9: Growth pattern of Deep Learning Algorithms over time.

Figure 2.10: Growth pattern of Regression Algorithms over time.

Figure 2.11: Growth pattern of Instance-Based Algorithms over time.

Figure 2.12: Growth pattern of Clustering Algorithms over time.
2.4 Discussion

In conclusion, we assess the results of our mapping study in relation to related work, we investigate the expected direction of future research and we describe the implications of our study for research, industry and education. In summary, our mapping study provides the following insights:

1. Regarding ML topics we found much focus on Artificial Neural Networks, Combinations of Algorithms, and Deep Learning, while we found only limited focus on Reinforcement Learning.

2. Regarding FinTech topics, we found that during the financial crisis (2008 - 2009) much focus was on Credit Risk (credit scoring). Since the crisis we observed a growing focus on security related topics, such as fraud detection, phishing, and malware detection. Only little research was found on Customer Due Diligence (Money laundering and terrorism financing), while these topics are of major importance to financial companies nowadays.
3. We did not find strong links with SE topics, indicating no emphasis in research on life cycle aspects of ML models, such as verification, testing, validation, maintenance, and model legacy.

4. The continents in which ML research is carried out most are Asia (56%), Europe (26%), and North America (10%). Leading countries are China (17%), India (13%), and the USA (9%).

5. Finally, regarding research methods, almost all studies were Solution Proposals. Almost no case studies were identified. We argue that this observation relates to the lack of studies on life cycle aspects of ML models, that we mentioned above.

2.4.1 Implications

As discussed in section 2.4, we did not find strong evidence of research related to life cycle aspects of ML models. Besides that, we observed a strong preference with regard to the applied research approach in ML research for Proposal Solutions, indicating a lack of case studies in a practical setting. Both observations can give the impression that ML research—at least within the FinTech domain—can learn from research in software engineering on the above mentioned topics, because within the SE research domain a large number of studies specifically focus on empirical studies themselves (e.g. [50, 49]), and on verification, testing, deployment, and in general the software engineering process itself (e.g. [41, 44, 102]).

A quick scan of related work in the field of ML in general, however, shows that there are indeed a number of studies in this field, such as Marijan et al. [61], Ma et al. [58, 57], Wicker et al. [107], and Masuda et al. [63] on challenges of testing ML based systems. Furthermore, there is a study of Sculley et al. [88] on hidden technical debt in ML systems.

Finally, we found some recent and inspiring studies on the topic of continuous integration of ML models [82, 37, 81]. These studies indicate that especially large-scale companies such as Microsoft, Huawei, and Alibaba do recognize the need for more holistic studies in the field of ML.

Based on the observations in our mapping study, we observe that industry is well on the way to using ML on a large scale in its processes, and that recent steps are being taken towards DevOps and continuous integration of ML models. In the research world, however—and in particular within the FinTech domain—the focus is mainly on making models for solving a specific problem, and there is no targeted research into the large-scale use of AI within the business processes of organizations. That is why we believe that there is definitely room for future research in the area of life cycle aspects for ML.

Topics such as DevOps, continuous integration, pipeline automation play an important role in both SE and in ML, where it is not immediately clear in which of these research areas these topics should be put on the agenda. In fact, they do not form a clearly defined border area between SE and ML. A question that arises here is to what extent studies on such topics now belong to, an AI venue or journal, or to an SE conference or journal. A clear landing site seems to be missing at the moment. We think that there are great opportunities for cooperation between both research areas.
This also applies to the education of both SE and ML specialists. It is precisely in this area that universities can play an important role. We propose that in the portfolio of SE and AI courses particular attention is paid to aspects such as continuous integration, pipeline automation and life cycle aspects of ML.

### 2.4.2 Threats to Validity

For this research three main threats to validity were identified: 1) The identification of research, 2) the screening of papers, and 3) the data extraction.

Although a thorough search was done, it is impossible to guarantee to have captured all material in the area of ML in FinTech. However, the risk on missing relevant research in the identification phase was mitigated in four ways. Firstly, we’ve searched five databases recommended for use in systematic reviews according to [22]. Secondly, we added a major A* conference and a leading journal on the topic of AI to our mapping study. Thirdly—as recommended by [40]—we used a combined approach of database search and backward snowballing, in order to further minimize the risk of missing important studies within the scope of our mapping study. Finally, the risk of missing relevant information was reduced as much as possible by automatically gathering and analyzing the data from these sources and presenting the results in a publicly available spreadsheet [96].

The screening process for determining which papers should be used for analysis, was partially done by hand. This means human judgement was involved in the process. Because of this, a risk of bias exists which was reduced in three ways. At the start of the screening process the screening set was reduced automatically by applying a subset of the inclusion and exclusion criteria. Examples of inclusion and exclusion criteria which could automatically applied were, excluding duplicate articles, excluding books and excluding articles published before the year 2006. The remaining set of articles was screened by hand. However, to mitigate the risk of bias even further, articles for which it was unclear if they needed to be included in the set for analysis or not, were sent to the collaborating researcher for a second opinion. Finally, the analysis and mapping process was performed by two researchers.

For the data extraction on the remaining 339 articles, the article was read and for every article, the FinTech, ML, Research and SE topics were classified. Since this process depends on human judgement, for every facet a list of labels was constructed before the analysis phase started. Using these lists, the researchers were able to pick labels for every facet during the analysis phase. Furthermore, for every item on the list, it was clearly communicated what they meant, by writing down a definition for every label. After the first 10 articles, the results from both researchers were compared to check if both researchers understood the labels correctly.

### 2.5 Conclusions

We performed a structured mapping study on the topic of sub-symbolic AI, or ML in FinTech. For that purpose we used a combined approach of database search and backward snowballing. We assessed related work in five libraries with regard to ML topics, research
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topics, FinTech and banking topics, and the link with specific SE topics. The backward snowballing was performed on the top-15 studies ranked on cites per year, in order to enrich our subset for mapping analysis. In the end, we analyzed a subset of 339 studies, out of an initial set of 3,455 extracted papers.

Looking at our findings, three observations definitely stand out: 1) Life cycle aspects of ML models seem to be an undervalued topic in research. 2) We observe a strong preference with regard to the applied research approach in ML research for proposal solutions, indicating a lack of case studies in a practical setting. 3) Only limited research is performed on customer due diligence related topics, such as money laundering and terrorist financing, while this is a topic of fast growing importance in the FinTech industry.

We observe that industry anticipates attention for topics such as DevOps, continuous integration, and pipeline automation for ML models, and that the research community must make up for this. Life cycle aspects of ML models, case studies of applications of ML in practice, and Customer Due Diligence are important topics in industry, yet somewhat undervalued in research, leaving important opportunities for future studies in the field of ML and SE.
Table 2.16: Overview of Publications in Scope Part 1

<table>
<thead>
<tr>
<th>Fintech Topic/ML Topic</th>
<th>Artificial Neural Network Algorithms</th>
<th>Association Rule Learning Algorithms</th>
<th>Bayesian Algorithms</th>
<th>Clustering Algorithms</th>
<th>Combination of algorithms</th>
<th>Decision Tree Algorithms</th>
<th>Deep Learning Algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credit cards</td>
<td>1177</td>
<td>1544</td>
<td>1155</td>
<td>4301</td>
<td>1085</td>
<td>3609</td>
<td>120</td>
</tr>
<tr>
<td>Credit Risk</td>
<td>1876</td>
<td>1226</td>
<td>771</td>
<td>1999</td>
<td>1080</td>
<td>4404</td>
<td>1249</td>
</tr>
<tr>
<td>Cryptocurrency</td>
<td>371</td>
<td>177</td>
<td>1155</td>
<td>1138</td>
<td>359</td>
<td>1093</td>
<td>115</td>
</tr>
<tr>
<td>Customer Due Diligence</td>
<td>235</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E-Banking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fraud Detection</td>
<td>236</td>
<td>184</td>
<td>1566</td>
<td>1545</td>
<td>199</td>
<td>361</td>
<td>411</td>
</tr>
<tr>
<td>Loans and other credit products</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malware</td>
<td>244</td>
<td>563</td>
<td>924</td>
<td>91</td>
<td>318</td>
<td>240</td>
<td>192</td>
</tr>
<tr>
<td>Market Risk</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mergers and Acquisitions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Operational Risk</td>
<td>316</td>
<td>1117</td>
<td>2784</td>
<td>1339</td>
<td>1189</td>
<td>2654</td>
<td>1234</td>
</tr>
<tr>
<td>Overall Bank Topics</td>
<td>327</td>
<td>2555</td>
<td>305</td>
<td>292</td>
<td>1566</td>
<td>1701</td>
<td>2006</td>
</tr>
<tr>
<td>Phishing</td>
<td>231</td>
<td>1371</td>
<td>493</td>
<td>325</td>
<td>325</td>
<td>423</td>
<td>337</td>
</tr>
<tr>
<td>Private banking</td>
<td>883</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stock brokerage</td>
<td>402</td>
<td>426</td>
<td>453</td>
<td>359</td>
<td>416</td>
<td>404</td>
<td>191</td>
</tr>
<tr>
<td>Trade finance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The classification topics on the Y-axis of this matrix table are FinTech-related topics derived from the classification scheme of papers in scope of this study. On the X-axis there are topics from the classification scheme related to ML topics. References in the matrix table are included in the Analysis References part at the end of this study.
Table 2.17: Overview of Publications in Scope Part 2

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Credit cards</td>
<td>314</td>
<td>280</td>
<td>230</td>
<td>273</td>
<td>275</td>
<td>414</td>
<td>283</td>
</tr>
<tr>
<td>Credit Risk</td>
<td>178</td>
<td>421</td>
<td>323</td>
<td>227</td>
<td>300</td>
<td>170</td>
<td>298</td>
</tr>
<tr>
<td>Cryptocurrency</td>
<td>325</td>
<td>413</td>
<td>350</td>
<td>508</td>
<td>384</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Customer Due Diligence</td>
<td>493</td>
<td>156</td>
<td>180</td>
<td>338</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E-Banking</td>
<td>307</td>
<td>222</td>
<td>231</td>
<td>332</td>
<td>219</td>
<td>403</td>
<td>443</td>
</tr>
<tr>
<td>Fraud Detection</td>
<td>357</td>
<td>161</td>
<td>407</td>
<td>215</td>
<td>419</td>
<td>437</td>
<td>182</td>
</tr>
<tr>
<td>Loans and other credit products</td>
<td>203</td>
<td>210</td>
<td>188</td>
<td>418</td>
<td>279</td>
<td>327</td>
<td>251</td>
</tr>
<tr>
<td>Malware</td>
<td>139</td>
<td>302</td>
<td>360</td>
<td>138</td>
<td>185</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Market Risk</td>
<td>246</td>
<td>345</td>
<td>281</td>
<td>140</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mergers and Acquisitions</td>
<td>250</td>
<td>397</td>
<td>289</td>
<td>150</td>
<td>144</td>
<td>174</td>
<td></td>
</tr>
<tr>
<td>Phishing</td>
<td>146</td>
<td>306</td>
<td>245</td>
<td>149</td>
<td>406</td>
<td>438</td>
<td>431</td>
</tr>
<tr>
<td>Private banking</td>
<td>315</td>
<td>313</td>
<td>224</td>
<td>306</td>
<td>388</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stock brokerage</td>
<td>320</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trade finance</td>
<td>437</td>
<td>198</td>
<td>362</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The classification topics on the Y-axis of this matrix table are FinTech-related topics derived from the classification scheme of papers in scope of this study. On the X-axis there are topics from the classification scheme related to ML topics. References in the matrix table are included in the Analysis References part at the end of this study.
Chapter 3

Automating Literature Reviews: Motivation and State of the Art

To be able to create a useful tool which supports the automation of literature reviews, first the state of the art regarding automating literature reviews needs to be identified. Therefore, we performed a short review of literature, regarding the automation of systematic literature reviews, which is detailed in this chapter. To create a structured overview, we analyzed the gathered literature as follows. First, the process of performing a systematic literature review was extracted. This resulted in 14 individual steps which need to be carried out in order to perform a successful literature review. After the extraction of individual steps, for each step the automation solutions were identified from previous literature. This chapter first details the motivation for creating a tool addressing literature review automation in Section 3.1. Afterwards, Section 3.2 describes the identified process for performing literature reviews. This is followed by a brief description per step including the identified automation solutions in Section 3.3. Chapter 4 will describe the solution design of the steps which our tool addresses. By combining the literature review steps and the identified research on automation techniques, it is possible to map the automation techniques to different steps of the systematic literature review process, resulting in a complete overview of automation potential.

3.1 Motivation

During the execution of the study "Machine Learning in FinTech: A Structured Mapping Study”, described in Chapter 2, we found that a significant amount of time was spent on repetitive work which potentially could have been automated. In order to already try and omit some of the repetitive work, proof of concepts for automating parts of our study, such as retrieving articles from certain scholarly resource, were developed. However, these tools were not provided with a User Interface (UI), which meant that specific software development knowledge was needed in order to use them. These tools, along with the frustrating experience about time spent on repetitive work, inspired us to investigate the possibilities of creating a tool for automating the process of executing systematic literature reviews. In order to create such a tool, first the state of the art with regard to previously found automation
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solutions needs to be identified. The identified solutions are detailed in the next sections of this chapter.

3.2 Literature Pipeline

To learn about what has been done trying to automate systematic literature reviews, we offer a complete overview of the literature review process and the steps it contains. This Section describes the process for executing a systematic literature review by providing a high level overview. We provide a detailed description per step and the automation techniques which have been proposed by previous literature in Section 3.3.

3.2.1 Pipeline overview

Using the information provided in [101], [50], [113], [79] we created an overview of the different steps taken in the systematic literature review process. This overview is shown in Figure 3.1. As can be drawn from the Figure, the review process consists of 14 individual steps. Note that these steps and the order in which they are executed might differ per systematic literature review, as not every step is mandatory in order to complete a successful systematic review. However, the current process overview should provide a super set of steps which can be taken during a systematic literature review. The individual tasks can be classified in the following five phases, highlighted in the rightmost column: Preparation, Retrieval, Screening, Synthesis and Write up.

The preparation phase serves to create a solid base on which the literature review will be performed. This is done to ensure that duplicated work is omitted and that the review is actually useful and necessary. The retrieval, screening and synthesis phases, contain the process in which the literature is retrieved, filtered and analyzed. This includes identifying what has been done and what the outcomes of those studies were. These three phases will provide results which finally will be written down in the write up phase. Using these five phases, it is possible to think of the systematic review process as an algorithm where researchers define input parameters during the preparation phase, which afterwards are executed in the retrieval, screening and synthesis phase to provide an outcome for the final manual step which is the write up phase.

3.3 Automation solutions

In order to create a useful tool which supports the automation of literature reviews, besides the identification of the individual steps, we created an overview of previous research on automation techniques for each individual step. First, existing tools regarding systematic literature reviews will be discussed. Afterwards, this Section details the individual steps displayed in Figure 3.1 and elaborates per step, the automation techniques presented by previous literature. This way, an overview is created of potential automation techniques per systematic literature review step.
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Figure 3.1: Systematic Literature Reviews - A process overview based on the description of [101].

<table>
<thead>
<tr>
<th>Task</th>
<th>Description</th>
<th>Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Formulate review question(s)</td>
<td>Decide on the research question of the SLR</td>
<td>Preparation</td>
</tr>
<tr>
<td>2. Find previous SLR(s)</td>
<td>Search for previous SLR(s) which try to provide the answer to the same question</td>
<td>Preparation</td>
</tr>
<tr>
<td>3. Write the SLR protocol</td>
<td>Provide an objective, reproducible, sound methodology for peer review</td>
<td>Write-up</td>
</tr>
<tr>
<td>4. Devise search strategy</td>
<td>Decide on database and keywords to find all relevant research</td>
<td>Preparation</td>
</tr>
<tr>
<td>5. Search</td>
<td>Aim to find all relevant literature even if many irrelevant ones included</td>
<td>Retrieval</td>
</tr>
<tr>
<td>6. Remove duplicates</td>
<td>Remove identical literature</td>
<td>Retrieval</td>
</tr>
<tr>
<td>7. Screen abstracts</td>
<td>Remove irrelevant literature based on title and abstract</td>
<td>Screening</td>
</tr>
<tr>
<td>8. Obtain full text</td>
<td>Gather full-text versions of remaining articles</td>
<td>Retrieval</td>
</tr>
<tr>
<td>9. Screen full text</td>
<td>Exclude irrelevant literature by screening the full text</td>
<td>Screening</td>
</tr>
<tr>
<td>10. Snowball</td>
<td>Follow citations from included literature to find additional literature</td>
<td>Retrieval</td>
</tr>
<tr>
<td>11. Extract data</td>
<td>Identify literature features, methods and outcomes</td>
<td>Synthesis</td>
</tr>
<tr>
<td>12. Synthesize data</td>
<td>Convert extracted data to common representation (e.g., average or standard deviation)</td>
<td>Synthesis</td>
</tr>
<tr>
<td>13. Re-check literature</td>
<td>Repeat the search to find new literature published since the initial search</td>
<td>Retrieval</td>
</tr>
<tr>
<td>14. Write up review</td>
<td>Write down and publish the final report</td>
<td>Write-up</td>
</tr>
</tbody>
</table>

3.3.1 Existing tools

Before creating a tool, we identified an existing tool called Publish or Perish [74]. This tool also addresses systematic literature reviews, where it was found that the main focus of this tool is to identify literature and provide information with regard to indexing and citations. However, we envisage a tool which not only retrieves information, but also address additional steps of systematic literature review, such as screening and snowballing.
3.3.2 Formulate review question(s)

The first step of a systematic literature review is to formulate one or more research questions. The aim of the review, then, is to provide an answer to all of these formulated questions. Typically, the research questions in literature studies are general as they aim to discover research trends (e.g. publication trends over time, topics covered in the literature) [79]. To guide the formulation of these research questions, the population, intervention, control and outcome (PICO) are recommended elements to be used as suggested by [49]. The PICO process was originally introduced as medical guidelines for considering the effectiveness of a treatment. However, these rules can also be applied within the software engineering research domain. Here, the population can for example be software engineers, testers, but might also reference to an industry group. The intervention is the tool, technology methodology or procedure that addresses a specific issue. Then the comparison is the tool, technology methodology or procedure with which the intervention is being compared. Using these first three elements, the outcome should relate to any factor of importance for practitioners such as time reduction, reduced production cost or improved reliability.

The formulation of these research questions can be seen as a creative process and serves as the preparation or starting point of the systematic review. Therefore, no real automation tools exist. However, it might be possible to create decision support tools which help researchers define or choose between research questions. It might also be possible to detect duplicate questions from previous systematic literature reviews using evidence gap maps [91]. Furthermore, it might be possible to detect missing info or ambiguity in research questions using support tools. However, we did not find literature addressing this topic.

3.3.3 Find previous SLR(s)

Finding previous systematic literature reviews which try and answer similar or identical research questions can save a significant amount of time, since reviews, according to [101], take from 12 to 24 months for a person to complete. Therefore, if a reviewer had an automatic way of identifying previous systematic reviews and ensuring no previous reviews are missed, a considerable amount of time could be saved.

To automate this step, a system should be able to translate the research questions from the previous step [3.3.2] into keywords which find previous systematic literature reviews. In order to find an overview of previous literature regarding these keywords, a register of previous systematic reviews should be created. This is addressed for medical literature by [11]. However, we did not find such register regarding computer literature.

3.3.4 Write the SLR protocol

Once the previous step has established that no previous reviews addressing the same research question exists, and that a review on the given topic is needed, a systematic literature review protocol should be created. This protocol is the first step of actually performing the review and dictates how the review is going to be performed. This protocol details which and how every individual step in Figure 3.1 is going to be executed. Currently there is no
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defined method on reviewing the consistency of the review protocol. Therefore, the protocol should be peer reviewed to verify the consistency and integrity of the protocol.

Since there is no defined review method for the systematic literature review protocol, there are no real ways of automating this step. However, there are some universities and organizations which provide templates which can guide writing such a protocol [103].

3.3.5 Devise search strategy

Before the literature of a review can be retrieved, a researcher needs to define a search strategy. This search strategy ensures that a review is not biased, because some literature is more accessible than other literature. For example, some databases prioritise their literature on the number of citations, however that does not mean literature with less cite might contain useful information. This task consists of two sub steps: define a search string, commonly defined as a search query and describing the databases which will be searched.

The PICO principle, explained in Section 3.3.2, can address the automatic search strategy creation. This would involve translating the formulated review question(s), from the previous step, into a search query. Currently no tools to support this process are identified. However, automation potential can also be found in finding the right keywords regarding the topic of interest. To automate finding the right keywords, decision support tools have been proposed [60].

3.3.6 Search

Systematic literature reviews are executed in a systematic way, in order to reduce the risk of missing relevant literature. This means the search should aim for the highest recall, even if that means retrieving irrelevant literature as well. This implies that multiple databases need to be searched. For our research, the main focus is about literature related to computer science. Therefore, based on the experience reported by Dyba et al. [22], the following databases should be most relevant for the computer science field: IEEE [75], ACM [55], Google Scholar [30], Springer [97], Science Direct [20] and Web Of Science [87].

By automating this process the researchers performing the review do not have to gather all the articles by hand. This can save a considerable amount of work. It is possible to automate this process by scraping information from websites which host scientific literature databases, or by using APIs such as [76] which provide information about literature and allow users to input search queries.

3.3.7 Remove duplicates

When literature is gathered from multiple databases, it is possible that duplicates occur, since some articles may occur in multiple databases or may occur multiple times in different guises in the same database. Because of that, before the abstract screening step 3.3.8 is carried out, the workload can be reduced by removing duplicates. This way screening the same articles multiple times is avoided. However, removing duplicates is a time consuming task and challenges exist for automating this process since different databases might have variations in metadata for identical articles. For example, there might be differences in the
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title of an article, where different databases use different formats. The DOI or ISBN might not always be present and page numbers might differ since these are specific for the journal in which they are published.

Current solutions for automating duplication removal focus on removing duplicates using citations [23]. Most citation managers already have automatic ways of searching for duplicate records. For example, Mendeley\(^1\), End-Note\(^2\) and ProCite\(^3\) have implemented forms of semi automated duplication removal using citations.

3.3.8 Screen abstract

As stated in the search step 3.3.6 the retrieval should aim for the highest recall possible. This means it is likely to find a lot of irrelevant articles. Because of that, the abstract screening step is needed to exclude the irrelevant literature which in turn reduces the workload for the next steps. During the execution of this step, usually the majority of articles which were initially found, will be discarded. The inclusion and exclusion of literature is based on the inclusion and exclusion criteria which are defined in the search strategy step 3.3.5.

The initial set of articles can contain more than a thousand individual articles. Therefore, this step may be very time consuming and error-prone, since researchers have to read the title and abstract for every article and make the inclusion/exclusion decision based on that. Therefore, it is recommended to include a second reviewer for the screening phase to make sure all articles are filtered correctly and reduce the risk of bias. However, this increases the amount of manual labour even further.

To address the automation of this step, different studies have been identified and can be categorized in three different types of (semi)automating the abstract screening step. The first way of trying to automate the screening phase is by using different types of text analysis methods and use those to partially or fully automate the selection process [90], [28], [33], [2], [48]. Other research suggests ways to semi-automate the screening of abstracts. These methods also make use of text analysis methods, but instead of using these to include or exclude articles, they are used as a decision support method to support the screening of abstracts [25], [24], [59], [47], [106], [4], [100]. Other solutions also propose decision support, but use machine learning techniques to infer exclusion and inclusion rules by observing a human screen-er [63], [70], [103], [64], [8], [17].

3.3.9 Obtain full text

Obtaining the full text is mostly manual work since PDF files for all relevant articles need to be gathered. However, since the previous step is expected to greatly reduce the total number of articles, this step is not as resource demanding as the previous one.

Most databases provide URLs to their PDFs which can be used to automatically download them. However, at the moment of writing a system which fully automates the retrieval

\(^1\)Mendeley is a free reference manager and an academic social network tool.

\(^2\)EndNote is a commercial reference management software package, used to manage bibliographies and references when writing essays and articles.

\(^3\)ProCite is a commercial reference management software program.
of PDF files for articles has not been found, which might be due to the fact that articles are stored across multiple databases.

### 3.3.10 Screen full text

During the screening of full texts, the process of step 3.3.8 is repeated. However, instead of screening based on only the title and abstract, the full text of articles is used, which was retrieved in the previous step. As well as for obtaining the full text, only the remaining relevant articles are screened. Therefore, we found from prior experience, that since the set of articles is significantly reduced, this step usually takes less time than the screening of abstracts.

Since full text provides more information than only the abstract and title, the automation methods proposed for the abstract screening step in Section 3.3.8 could also be applied to screening the full text. In addition, automatic text summary solutions, using Natural Language Processing (NLP), could be used in order to provide summaries of literature which needs to be screened [34].

### 3.3.11 Snowball

Even when a sound search strategy is defined in step 3.3.5 and the search is performed thoroughly on multiple databases, it is possible that relevant literature might be missed. This can be addressed by applying snowballing. This is done by recursively pursuing relevant references from the set of articles resulting after the full text screening described in Section 3.3.10. Even though this can be very time consuming, it is a recommended step to apply, since it reduces the chance to miss any relevant literature. After the snowballing step has been completed, the newly identified literature should go through the literature review steps again, starting from duplicate removal step described in Section 3.3.7.

To be able to automate snowballing, the citation links of articles should be accessible. There are databases such as Google Scholar and Web of Science which provide this kind of information. We found Studies addressing the automation of the snowballing step, using these information source [16].

### 3.3.12 Extract data

The data extraction step serves to extract information in literature such as methods, outcomes or other results stated in the literature. However, this is not trivial as some articles might present relevant outcomes in the form of graphs or Figures whereas others present them in text or tables. The data extraction step is mostly performed by two researchers simultaneously such that any disagreements can be resolved and the literature review results are not biased.

To automate this process, the data extraction step can be divided into two sub steps. The first sub step is to reduce the text to process, since not all text in an article contains relevant information about the results and outcomes. The text reduction can be accomplished by algorithms which highlight sections containing information about results [48]. The second
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Sub step is to extract the relevant information of outcomes and results for which an automation solution is proposed by [43]. Other solutions suggest the usage of context aware keyword extraction [68].

3.3.13 Synthesize data

After the results and outcomes are extracted, the data needs to be synthesized, the data needs to be converted in such a way it can be compared to all results from different articles. In cases where results are in the form of numbers this could be done using statistical methods such as continuous distribution, whereas cases of results are based on finding certain topics, the different results can be synthesized using a list of keywords.

An overview for different machine learning techniques proposed to address the automation of data synthesis in systematic literature reviews is given by [62]. This research states that the use of machine learning for addressing this step is maturing. However, it also states that systematic reviews require very high accuracy in their methods, which implies that it may be difficult to fully automate this process.

<table>
<thead>
<tr>
<th>Systematic review step</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formulate Review Questions</td>
<td>[91]</td>
</tr>
<tr>
<td>Find Previous SLR(s)</td>
<td>[11]</td>
</tr>
<tr>
<td>Device Search Strategy</td>
<td>[60]</td>
</tr>
<tr>
<td>Search</td>
<td>[76]</td>
</tr>
<tr>
<td>Remove duplicates</td>
<td>[23]</td>
</tr>
<tr>
<td>Screen Abstract</td>
<td>[90], [28], [33], [4], [48], [25], [23], [59], [47], [106], [4], [100], [65], [70], [105], [64], [8], [17]</td>
</tr>
<tr>
<td>Obtain Full Text</td>
<td>-</td>
</tr>
<tr>
<td>Screen Full Text</td>
<td>Same as abstract screening</td>
</tr>
<tr>
<td>Extract Data</td>
<td>[48], [43], [68]</td>
</tr>
<tr>
<td>Synthesize Data</td>
<td>[62]</td>
</tr>
<tr>
<td>Re-Check Literature</td>
<td>-</td>
</tr>
<tr>
<td>Write up review</td>
<td>-</td>
</tr>
</tbody>
</table>

3.3.14 Re-check literature

Since the overall process of performing the systematic literature review may take up to 12 to 24 months [101] for a person to complete, it is good practice to repeat the search when all initial data is processed to identify new literature which has emerged. This means repeating the process starting at the search step again, which is described in Section 3.3.6.
This step can therefore use all the automation steps from the previous steps described above. To be able to identify new literature in the re-check step, the duplicate removal described in step 3.3.7 can be used.

3.3.15 Write up review

The final step of the systematic review is to write up the results as a scientific paper. Afterwards this paper is submitted to one of more journals and will be submitted to review before it will be published. Although there are templates for writing the systematic review, at the moment of writing, there are no ways identified to automate this process.

3.4 Conclusion

By identifying the state of the art regarding automating systematic literature reviews, we identified a process overview and automation solutions per step. The obtained process overview is shown in Figure 3.1 and an overview of literature which addresses automation solutions for each individual step is shown in Table 3.1. As can be seen from the automation overview, the main focus of research has been on the screening phase. For the screening phase 18 articles were identified proposing automated or semi-automated solutions. For the synthesis phase 3 articles were identified. For every step of the retrieval phase at least one article was found. The focus of research on the screening phase might be explained due to the fact that this is a very time consuming phase and consists of repeating manual labour, whereas the retrieval phase is relatively simple and the synthesis phase is not. This chapter provides current solutions, which can be used to create a tool which addresses the automation of the complete process of performing systematic literature reviews.
In chapter 3, the individual steps of a systematic literature review and possible automation solutions were identified from previous literature. This chapter details the design of a tool, called LitAutomation, addressing the automation of two phases of the systematic literature review, namely the retrieval and screening phase. These two phases consist of six individual systematic literature review steps. This chapter details the solution design for each of these steps based on solutions found in the previous chapter. Due to the limited amount of time available for this work, these six were marked as having the highest potential for automation and having significant impact on reducing the total amount of time needed to carry out a systematic literature reviews. The steps addressed in the tool are: searching articles, duplication removal, abstract screening, obtaining full texts, full text screening and snowballing. An overview of these steps is depicted in Figure 4.1.

This chapter starts by providing the overall system architecture overview and explaining the reasoning behind it in Section 4.1. This section is followed by detailing which solutions...
found in previous literature were chosen for each individual step. The next chapter will provide an in depth description of implementation details for each of these solutions.

4.1 System architecture

We used three main requirements for the tool design. First of all, the tool should be easily accessible for multiple users. This is important when multiple researchers are working on the same systematic literature review, such that they are able to work on the review at the same time. Secondly, the tool should be platform independent, which means that it can run on any server. It was also taken into account that the tool could be deployed on any cloud service running on Kubernetes for example. The last requirement was that the tool needs to be able to search literature from six different scientific databases as defined in Section 3.3.6.

Figure 4.2: Tool architecture overview.

These requirements resulted in the decision to built the tool as a web application. Therefore, a user is able to perform all actions using the browser and access the tool anywhere. The system architecture for the tool is depicted in Figure 4.2 which shows two environments.
4.2. Search

The first environment is the server environment, which exists of a database, a web server and two services. The web server is an Nginx server used as reverse proxy to route incoming traffic to the services and configure SSL certificates using Let’s Encrypt. The first service is the application programming interface (API) which handles the application logic and the communication with the Postgres database to store data. This API is implemented as a RESTful API implemented in Golang and will further be referred to as the backend. The second service is the frontend, which serves as the main user interface in order for the user to execute different steps of the systematic literature review processes. The frontend is built using LitElement, such that the frontend can be built consisting of WebComponents written in TypeScript. Furthermore, docker is depicted in the server environment. This is done, to indicate that the database, API and frontend are running as docker containers on the server. This way, the tool becomes platform independent, since all individual services run in their own docker environment.

The second environment is the user environment. This environment consists of a Google Chrome plugin and a user. The use of the Google Chrome plugin requires a Google Chrome browser. The Chrome plugin is needed in order to perform the search and snowball step which will be further explained in sections 4.2 and 4.7.

4.2 Search

As stated in Section 3.3.6 the search step needs to retrieve all articles from IEEE, ACM, Google Scholar, Springer, Science Direct and Web Of Science. The easiest way to perform these searches would be by using an API, however according to [69] Google Scholar, ACM and Web Of Science do not have an API available at the moment of writing. Furthermore, for the API’s of IEEE, Springer and Science direct, different types of restrictions exist such as a maximum number of articles which may be retrieved every single day. Therefore, we decided to automate the search step by using web scraping. However, this resulted in two main problems. The first problem is that website use Javascript for rendering the DOM. This means that simple http GET requests are not sufficient, and that instead some form of rendering needs to be done for full retrieval of websites. Secondly, Google Scholar has implemented a CAPTCHA which cannot be completed automatically. Therefore, it was chosen to perform the scraping using a Google Chrome plugin which is able to render DOM and halts whenever it encounters a CAPTCHA. When the user completes the CAPTCHA, the scraping process is resumed by the plugin. This way the tool is able to retrieve articles from all different databases.

4.3 Remove duplicates

Article duplication removal is handled in the backend. The de-duplication is first executed on Digital Object Identifiers (DOIs). The DOI system is a not-for-profit organization [27] which manages unique identifiers for digital objects such as scientific articles. However, not every scientific article is assigned a DOI. Therefore, after duplication removal on DOI’s, duplication’s are identified based on titles.
4.4 Screen abstracts

As stated in 3.3.8 three types of automation and semi-automation solutions for screening abstracts were identified: decision-support, decision-support based on machine learning and full automation. To reduce the workload of a researcher as much as possible, we used the most cited solution from the full automation category [2]. This paper combines text classification with different machine learning techniques where it concludes that Naive Bayes offered the lowest rate of mistakes in the form of False Negatives (FN) with a corresponding F1 score of 0.75. Since it is very important for literature reviews to not lose potentially relevant data, the FN rate of any classifier used to automate screening should aim to be as low as possible. Therefore, the design of the abstract screening automation is based on the screening automation process described in this work using Naive Bayes.

The described process consists of three main phases as depicted in Figure 4.3. First, documents are pre-processed. This means words in documents are labeled using Natural Language Processing (NLP). Words of insignificant meaning are removed and the remaining words are Porter stemmed.

Secondly, documents are modeled. Term Frequency-Inverse Document Frequency (TFIDF) is used, in order to perform feature extraction. This means that for an article features are extracted based on the TFIDF score of the given title and abstract. Data presented in [2] has shown that by only selecting 11 features an average F1 score of 0.75 can be achieved.

After the feature extraction has been completed, the Naive Bayes model can either be trained by providing the modeled document and the classification, or it can be used to let the model predict which class the article belongs to. For screening, documents can be classified into two categories. A document either belongs to the included set of articles or the document belongs to the excluded set of articles. When at least one included article and one excluded article are provided to the model, it is able to predict if an unseen document belongs to either the included or excluded set.

Figure 4.3: Abstract screening design.

4.5 Obtain full text

For obtaining the full text, no real automation solution is provided, because as described in Section 3.3.9 none was found at the moment of writing. Obtained articles are stored across a variety of websites, which makes it not feasible to build an automated way of retrieving all full texts. Instead, an option is provided for researchers to add the full text to articles themselves using the frontend.
4.6 Screen full text

As stated in Section [3.3.8] the screening of full texts is the replication of the abstract screening step. However, instead of using article and title only, instead the full text of an article is used. Therefore, it is possible to simply reuse the same solution as defined in Section [4.4].

4.7 Snowball

We found in Section [3.3.11] that Google Scholar indexes article references. Furthermore, Google Scholar provides the benefit of indexing articles from every website which allows indexing. Although Google Scholar does not provide an API to gather this information, it is possible to scrape the information. Therefore, to automate the snowballing step, the Chrome Plugin is used to scrape information from Google Scholar.
Chapter 5

LitAutomation: the Implementation Details

This chapter describes the implementation details of the tool called LitAutomation, for addressing the solutions stated in Chapter 4. As explained, the tool consists of three main components: the backend, frontend and the Chrome plugin. These main components will be used interchangeably in this chapter, to explain different implementation details. In order to provide a sound illustration on how the tool works, this chapter first describes the general implementation details of the tool in Section 5.1. Afterwards, for every systematic literature review step which is addressed by the tool, a section details how the solutions were implemented. This chapter concludes by detailing additional features which are added to increase the usability of the tool.

5.1 General implementation

As detailed in Section 4.1 the tool is implemented as a Web Application. The source code is published as Github organization which is divided into three repositories and distributed under MIT 1 Every repository contains a README with a detailed explanation on how to build and run for local development. The backend and frontend contain docker files for building and running as well. This enables the frontend and backend to be deployed without installing any additional software.

Because the tool is implemented as a Web Application, a user can access it on any computer using a browser. Before a user can start using the tool however, an account needs to be created. This is required, in order to make sure users can only access their own literature review projects. The account can be created through the frontend by registering with an email and a password as shown in Figure A.4.

After a user has registered an account, before using either the frontend or the plugin, the user needs to sign shown in figures A.5 and A.1.

Since the steps of the systematic literature review are sequential, the tool needs to be able to determine which articles to use for a given step. Therefore, six different article

1https://github.com/lit-automation/backend/blob/master/LICENSE
statuses are distinguished, which are detailed below.

- **Unprocessed**: Indicates that an article was just added to the tool and has not been processed yet.

- **Duplicate**: Is assigned by the automatic duplication removal step, indicating that an article has been marked as a duplication of another article in the set of a given project. In case duplications are found, excessive articles will be marked as duplicate.

- **Excluded**: Indicates that the given article is not relevant for the literature review.

- **Included by Abstract**: Indicates that an article has not been excluded after screening on abstract and title.

- **Included**: Included means that an article passed all screening steps of the systematic literature review and thus, should be used.

- **Unknown**: Can be assigned by a researcher to indicate it is unsure if an article has to be included or not.

### 5.2 Search

After an account has been created and the user has signed in, retrieving the articles during a full search of a literature review, can be done using the Chrome Plugin. The Chrome Plugin consists of two core components.

The first component works in the browser environment. This component is able to read the DOM and control the browser. The second component is the popup. The popup contains the user interface of the Chrome Plugin and is the part which allows users to manage actions for literature reviews. After the plugin is installed, a button is added to the Chrome plugin section of the browser. A user can open the popup by clicking this button. The two components are running in separate environments in the browser and cannot access each other’s DOM or local storage directly. Instead they communicate through messages. Here, the popup component sends instructions to the browser component, which in turn sends back messages about performed actions.

The first time a user signs in, the "Home" screen of the plugin is shown. This screen shows a dummy project, to illustrate how a systematic literature review projects look like in the tool. A user can create a new project using the "Add Project" screen. A project requires both a project name, which is used as reference for the literature review project and a search query.
A custom parser is written to parse the search query defined by the user. This parser is needed in order to translate the query to the correct format for search queries of the digital libraries IEEE, ACM, Google Scholar, Springer, Science Direct and Web Of Science. The query language consists of five terms: opening brackets, closing brackets, the AND keyword, the OR keyword and search terms. In addition, these search terms can be concatenated by quotation marks. The parser checks for a correct number of opening and closing brackets and an even number of quotation marks.

After the parser has verified that the input query is valid, it outputs the scraping URL results in the edit fields of IEEE, ACM, Google Scholar, Springer, Science Direct and Web Of Science respectively. In these edit fields, a user can adjust the URLs in case some additional filters need to be set, such as a minimum year or publication type. In case a user wants to skip one of the digital libraries, the URL of the library can be left empty and the plugin will skip the library.

After the user has added the project, it is automatically set to be the current project, i.e. the project which is currently used. In case a user needs another project, the current project can be switched by selecting another project in the "Project List" screen. The user also has the ability to edit the search query and project name in the "Edit Project" screen. However, editing a project’s search query is only possible as long as a user has not yet started gathering articles for a given project.
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Finally, when the desired project has been selected and the search query has been entered correctly, the user can start scraping from the home screen by pressing the play button. Once the play button has been pressed, the browser component of the plugin will start controlling the browser. For every digital library the popup component sends a URL containing the formatted search query to the browser component. The browser component then "walks" through the assigned page. For every article on the page, all available information is gathered. For every article the plugin tries to find the authors, year, journal, publisher, title, URL, literature type, language, abstract, DOI, number of citations and the search result number. Once the information has been gathered it is sent to the backend along with an identifier for the current platform. The backend then stores the article information for the current project in the database.

When article information is scraped, entries on the website of a digital library may lack certain information. Therefore, when the backend receives a new article, it uses the CrossRef API [76] in order to add as much missing information as possible. In addition, the backend adds BibTex to the articles, to be able to reference found literature in a Latex document and adds an "unprocessed" status field to the article which is used during the next steps of the literature review. While scraping articles, the user needs to keep the popup component of the plugin open in order for the popup component to communicate with the browser component. The user can also pause the plugin by pressing the "Pause" button. When gathering literature from Google Scholar, a CAPTCHA might appear. The plugin will wait until the user completes the CAPTCHA, before continuing the scraping process.
5.3 Remove duplicates

After the scraping process has been completed, the backend stores all identified literature in the database. The user can access the list literature for a project using the frontend. After signing in the "Home" page is shown. The "Home" page provides an overview of all project of a user, which is shown in Figure A.6. By default, the last created project is selected for use. However, a user can switch projects using the "Use" buttons. When the desired project is selected, the user can inspect the articles at the "Article overview" page shown in Figure 5.3. The "Article overview" page is the central page for executing different steps of the screening phase of the systematic literature review and is also used for managing the article set. This includes filtering, editing and browsing through articles, screening articles and downloading the complete set. These functionalities are further discussed in sections 5.4 - 5.8.

Figure 5.3: Tool - Article overview.

Duplicates can be removed by simply clicking the "Remove Duplicates" button on the "Article overview" page. As described in Section 5.1, every article is assigned a status. The backend retrieves all articles from the database, which are not marked with status "duplicate" based on DOI. After these duplicates are removed, the backend repeats this process, but instead using the title to identify duplicates. The backend sends back a response to the frontend indicating the number of duplicates it has removed. The user is now able to checkout the articles indicated as duplicates, by adjusting the search filter at the top of the page to "Article Status Duplicate".
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5.4 Screen abstracts

After duplication removal, the user is able to start screening on abstract and title using the frontend. The screening consists of three phases executed on two different pages. First the model needs initialization, which is detailed in Subsection 5.4.1. After the model is initialized, the model needs to be trained using active learning as explained in Subsection 5.4.2. Finally, if the training is done, the user can automatically screen the remaining articles as detailed in Subsection 5.4.3.

5.4.1 Initialization phase

As described in Section 4.4, the automatic screening is implemented as a Naive Bayes classifier. Therefore, the model needs to be trained with data from all different classes which the model needs to identify. In the case of screening on abstract and title, we call these classes “included” and “excluded”. This means that the model needs to be trained with at least one article which should be included and one article that should be excluded. Our screening evaluation, detailed in Section 6.3, has shown that the overall screening outcome is dependent on the initialization. Therefore, a detailed explanation is added to the frontend detailing how the model should be initialized. For the initialization phase, it states that a user should initialize the model by training more included articles in order to reduce recall.

The initial training can be performed at the "Article overview" page, by pressing the magnifying glass on an article row. This will open a popup containing the title, abstract and a list of separate sentences for the article that was clicked. The model will already indicate if it thinks an article should be included or excluded and details this information by either showing the text in green color, which means an article should be included, or showing the text in red, which indicates a text should be excluded. An example of both situations is shown in figures A.10 and A.9. As can be seen, the tool also provides a confidence score. This score indicates the certainty of the screening model for assigning the include or exclude class to the given article. Using the information in the popup, the user can train the model by making the expert decision and pressing either the "Include" or "Exclude" button. This decision is then sent to the backend which trains the model following the steps described in Section 4.4. Besides training the screening model, the backend also updates the status field of the screened article to either, “include on abstract” or “excluded”, based on the expert decision.

5.4.2 Training phase

The second step is performed in order to train the model using active learning. The key idea behind active learning is that a machine learning algorithm can achieve greater accuracy with fewer labeled training instances if it is allowed to choose the training data from which is learns [89]. This is performed at the "Screen abstract" page shown in Figure 5.4. Since, the tool has gathered data for all articles in the search step. The model can determine which article it is most unsure about for classifying, by calculating the confidence score for every article in the current set. This way, the total number of articles which are needed for training can be reduced. The backend determines the next article which needs to be learned, which
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is shown in the same format as articles screened in the first step. In addition, information is provided about the percentage of articles which have been trained, as well as the distribution of articles when the current model would be used for automatic screening of the remaining "unprocessed" articles. Since the layout is identical to the layout of the first step, the user can again use the "Include" and "Exclude" buttons to decide if an article should be included or not. However, after making the decision, the "Screen abstract" page will automatically load the next article which needs to be trained.

Figure 5.4: Tool - Article screening active learning.

5.4.3 Screening phase

When the user thinks the model has been given enough training data, the remaining articles can be screened automatically by pressing the "Auto screen abstract" button. As well as for the initialization phase screening information is included. Based on our evaluation it is suggested that a user should screen at least 30% before automatic screening is applied.

As described in Section 4.4 for screening, a document first needs to be pre-processed in order to remove words of insignificant semantic meaning and documents need to be stemmed. For every article the backend first uses natural language processing (NLP) to tokenize every word of a provided document. This process takes approximately 300ms per article. Therefore, when new articles are added or updated in the tool, this information is already stored inside an article to speed up the automatic screening process. When the NLP data is available, the tokenization of words indicates what type of word has been found. Afterwards, stop words are removed from the text. The remaining words are then Porter stemmed in order to normalise all words in the dictionary. The remaining text is then used for term frequency–inverse document frequency (TFIDF), which returns the most important words of the provided document. The eleven most important words are then used to create a new text which is used to let the model determine if the given article should either
be included or excluded. Depending on the size of the set to be screened, the automatic screening will take from a few second up to a few minutes.

5.5 Obtain full text

As stated in Section 4.5 no real automation solution is provided for retrieving full texts. However, a user can use full texts in the platform in two ways. The first is to include the full text by editing an article. An article can be edited by clicking the pencil icon in an article row on the "Article overview" page. As shown in Figure A.8 a text field is included for the full text of an article. The second way is to include the full text by importing a list of papers as CSV. The "full_text" CSV column header is used to identify full text imports. A detailed description of importing a project is provided in Section 5.8.1.

5.6 Screen full text

The screening process of full texts works similar to screening on title and abstract with two differences. First, instead of pressing the magnifying glass on the "Article overview" page, the magnifying glass with a document in the background is pressed. This opens a popup containing the full text of an article and an indication if the current article should be included or excluded. Furthermore, instead of using the "Abstract screen" for active learning, during full text screening, the "Full text screen" page is used. When enough data has been trained, the "Auto screen full text" button can be used, to automate the process of screening on full text.

5.7 Snowballing

Snowballing of articles is performed using the Chrome plugin, as detailed in Section 4.7. When a project is selected for which the scraping step has been completed, or a project is created using the import functionality, detailed in Section 5.8.1, the home page of the plugin will provide the option to start snowballing instead of scraping. The adjusted home screen of the plugin is depicted in Figure 5.5.

The process works similar to the scraping functionality. After the user pressed the "Play" button, the plugin sends a request to the backend, asking for an article which has not yet been snowballed. The backend retrieves a non snowballed article from the database which has a status of either "included on abstract" or "included".

After receiving an article for snowballing, the popup component instructs the browser component to search a given article on Google Scholar. For this article the "Cited by" URL is followed to add articles which reference the current article. The first five pages are scraped and the articles are sent to the backend and assigned a status "unprocessed". Besides adding the new article, the article which is snowballed gets updated receiving references to the newly snowballed articles using the articles’ DOI.
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Figure 5.5: Chrome plugin - Snowball articles.

When all pages are visited, the plugin sends a request to the backend indicating that the current article has been snowballed and requesting a new one. When the snowballing has been completed, the user can start using the newly identified literature at the duplication removal step.

To provide a clear overview of the snowballed literature and how these articles are connected to the initial set, a “Graph” page is added to the tool as depicted in Figure 5.6. This graph represents articles as nodes and references are depicted as edges between those nodes. The size of the node indicates the number of references the current node has in the graph. Furthermore, the nodes are colored. Node colored green depict newly discovered articles during snowballing and blue nodes identify articles which were already identified. This graph can be used to identify snowballed literature which is highly connected to the current set of articles. The user can click on a node to show the information about the clicked article.
5.8 Additional features

To provide more flexibility for researchers to manage the data set during the execution of a systematic literature review, additional functionality was added which not directly reflects the systematic review process. This section describes these features and details how they can be used.

5.8.1 Import projects

When a user does not want to depend on the Chrome Plugin, or already has gathered a set of articles for performing a systematic literature review, the user can import the article set into the tool using the "Import" page, displayed in Figure A.7. The user needs to provide a name for the imported project, which is used for reference and a CSV file containing the article data. The provided CSV file should be valid RFC 4180 CSV document and may contain the headers: title, abstract, full text, DOI, URL, status and year. The CSV file and project name are sent to the backend which creates a project and adds every article included in the CSV file to the database. By default imported articles are marked with an "unprocessed" status, however if the user provides an additional status, that status will be used instead. Because of this, a user can continue at every supported step after importing a project by CSV.

5.8.2 Article overview features

The "Article overview" page, depicted in Figure 5.3 provides some additional functionality for managing the article set.
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First of all, the page contains seven filters. These filters can be used to search through the set of articles. Implemented filters are: title, DOI, abstract, year, number of cites, the type of article and the article status. When adjusting the filter, the list of articles will automatically be reloaded in the overview page. Next to filtering, the user is able to browse through the set of articles, using the "Prev" and "Next" button shown on the bottom right corner of the screen.

Besides filtering and browsing functionality, the user can also add a new article using the Add Article button. This opens a popup, where the user can add the DOI and the title of the article. The backend will try to complete the article data using this information. However, when data for an article is still missing, the user has the option to edit an article using the edit button in an article row. To find the missing data, the user can press the globe button in an article row which opens the original website where the article is located in a separate tab in the browser.

Furthermore, a "Download articles" button is added. When the download button is clicked, the tool exports the current article set as CSV, and downloadeds it to the users computer.
Chapter 6

LitAutomation: Evaluating the Tool

This chapter details the evaluation of the tool created in this work. This is described for every step addressed by the tool. To provide a sound evaluation, two questions were defined:

- In terms of time, what is the workload reduction?
- In comparison to manual execution, what is the impact on the quality of the results when using the tool?

To find answers to these questions, we defined two evaluation methods. First, for the retrieval, duplication removal and snowballing steps, we performed a qualitative comparison detailed in Sections 6.1, 6.2, and 6.5. This comparison was done by comparing the results produced by the tool, with the results of the manual execution of the AI for FinTech study. Second, for the screening of abstracts and full text, detailed in sections 6.3 and 6.6, the F1 score will be used to provide an answer to these questions. Labeled data created during the AI for FinTech study serves as input for these evaluations. All data used for this evaluation is available as technical report [95].

6.1 Retrieval evaluation

During the excution of the AI for FinTech study the following search query was used:

\[\text{("fintech" OR "financial technology" OR "banking") AND ("AI" OR "artificial intelligence" OR "machine learning" OR "deep learning")}\]

This query was entered in the Chrome Plugin which created a new project. Afterwards, the plugin was started to retrieve the articles from Web Of Science, Science Direct, Springer, IEEE and ACM. The results of executing the search using the plugin can be found in Table 6.1.

The execution of the original retrieval for the AI for FinTech study took approximately three weeks of work, with about 8 hours of work per day. This means the original retrieval took approximately 120 hours. As shown in the plugin execution results, it took the tool 20 minutes to gather articles for the given search query. This means that in terms of time, the workload was reduced by 119 hours and 40 minutes.
In order to identify the quality of the retrieved articles in comparison to the original results, we identified which articles in the original set could be found in the set of articles retrieved by the plugin. As shown in figure 2.4, the original retrieval step identified 2987 articles, whereas the search using the plugin resulted in 3096 articles. The third and fourth column of Table 6.1 show the number of articles from the original set, identified in the set retrieved by the tool. As shown, in total 1508 articles were identified and 1478 could not be found. The majority of articles which were not found, were originally extracted from ACM and Springer. The number of articles not found, might be explained due to the fact that during the execution of the original study, for these scholarly resources, the query was split up into three parts. Here, the ORs’ of the left AND clause of the search query, were split up into three individual search queries. The tool is not able to execute this process, resulting in a different set of articles.

Table 6.1: Results for redoing the retrieval step.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Tool Duration</th>
<th>Articles Retrieved</th>
<th>Found</th>
<th>Not Found</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACM</td>
<td>10 min</td>
<td>1788</td>
<td>446</td>
<td>1096</td>
</tr>
<tr>
<td>Springer</td>
<td>1 min</td>
<td>50</td>
<td>102</td>
<td>203</td>
</tr>
<tr>
<td>IEEE</td>
<td>4 min</td>
<td>607</td>
<td>456</td>
<td>2</td>
</tr>
<tr>
<td>Web of Science</td>
<td>4 min</td>
<td>422</td>
<td>395</td>
<td>176</td>
</tr>
<tr>
<td>Science Direct</td>
<td>1 min</td>
<td>229</td>
<td>109</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>20 min</td>
<td>3096</td>
<td>1508</td>
<td>1478</td>
</tr>
</tbody>
</table>

6.2 Duplication removal evaluation

In order to perform a comparison for duplication removal, the initial data set gathered during the AI for FinTech study was imported into the tool. Afterwards, in the articles overview page, the "Remove duplicates" button was used to identify duplicate articles.

During the original study, the duplicates were identified during the screening phase and data extraction phase. Therefore, no exact duration of removing duplicates could be given. However, we estimated this would have taken 4 hours of work. The tool was able to identify duplicates in 4 seconds, which in terms of time, resulted in a workload reduction of 3 hours and 56 minutes.

The original study identified 280 duplicate articles, whereas the tool was able to identify 252 articles as duplicates. This means that in terms of quality compared to manual execution, the tool was able to identify 90% of the duplicated articles. Table 6.2 provides an example of an article for which the tool was unable to detect duplication. As can be seen, both the DOI and Title are not equal, which causes the tool to fail in detecting the duplication.
6.3 Abstract screening evaluation

To evaluate the abstract screening, the data set of the AI for FinTech study could be used. Since the data set was already labeled, it was possible to determine the accuracy of the model. Common measures for determining the performance of a classifier are precision and recall. Recall indicates the percentage of the included articles which were actually identified as being included by the classifier, whereas precision indicates the percentage of documents which were assigned a certain class were actually correct. These measurements can be expressed by:

\[
recall = \frac{|TP|}{|TP| + |FN|} \tag{6.1}
\]

\[
precision = \frac{|TP|}{|TP| + |FP|} \tag{6.2}
\]

Here, TP indicates the True Positives, which contains the set of documents for which both the screening model as well as the expert decision indicated that the document should be included. On the contrary, FN indicates the False Negatives, which are documents for which the expert decision indicated that the document should be included, but the screening model labeled the article excluded. Furthermore, False Positives are indicated by FP. This contains all documents for which the expert decision indicated that the document should be excluded, but the model indicated the document should be included. A full overview of the different screening result classification can be found in Table 6.3.

<table>
<thead>
<tr>
<th>Expert decision</th>
<th>Model prediction</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Include</td>
<td>Include</td>
<td>True Positive</td>
</tr>
<tr>
<td>Include</td>
<td>Exclude</td>
<td>False Negative</td>
</tr>
<tr>
<td>Exclude</td>
<td>Include</td>
<td>False Positive</td>
</tr>
<tr>
<td>Exclude</td>
<td>Exclude</td>
<td>True Negative</td>
</tr>
</tbody>
</table>

To indicate the overall accuracy of the model, the F1 score is a common measure. This measure contains both the precision and recall and can be expressed by:

\[
F1 = \frac{2 \times precision \times recall}{precision + recall} = \frac{2|TP|}{2|TP| + |FP| + |FN|} \tag{6.3}
\]
To indicate the inaccuracy of the model, the error was measured. The error can be expressed by:

\[ err = \frac{|FP| + |FN|}{|TP| + |FP| + |TN| + |FN|} \] (6.4)

We used the original data set from the AI for FinTech study, a subset of articles was created consisting of all articles for which both a title and abstract were present in the original set. This resulted in a data set consisting of 1165 articles for which 942 articles were labeled as excluded and 223 were labeled as included. Since a literature review should aim to identify as much relevant literature as possible, the model should aim for the highest recall possible, while preserving a high precision. While training on this data set, we found that the model had a hard time reducing the number of false negatives, thus having a low recall.

To address this issue, we initialized the model by training it with 25 included articles and 1 excluded article, before applying active learning. The training was stopped at 990 articles, which accounts for 85% of the total set. This was chosen because if more training is needed, we argue that the total workload reduction is not sufficient. The evaluation results are shown in Figure 6.1. The figure displays the F1, precision, recall and error. The y-axis indicates the score, whereas the x-axis indicates the number of articles used for training.

Figure 6.1: Abstract screening performance on full article set of literature review Machine Learning in FinTech: A Structured Mapping Study.

To provide a better understanding of Figure 6.1 data about the FN, FP, TN and TP is shown in Table 6.4 for four different data points.
Table 6.4: Data points from Figure 6.1

<table>
<thead>
<tr>
<th>Articles Trained</th>
<th>FN</th>
<th>FP</th>
<th>TN</th>
<th>TP</th>
</tr>
</thead>
<tbody>
<tr>
<td>83</td>
<td>0</td>
<td>556</td>
<td>342</td>
<td>184</td>
</tr>
<tr>
<td>500</td>
<td>28</td>
<td>32</td>
<td>556</td>
<td>50</td>
</tr>
<tr>
<td>740</td>
<td>6</td>
<td>1</td>
<td>404</td>
<td>14</td>
</tr>
<tr>
<td>850</td>
<td>3</td>
<td>0</td>
<td>310</td>
<td>2</td>
</tr>
</tbody>
</table>

Since active learning is applied, the model identifies the article for which the model is most unsure in which class it belongs. As shown, while using active learning, for training the first 83 articles, the recall remained 1.0. This means no false negatives were identified during this time as detailed in Table 6.4. Furthermore, the model identified 342 true negatives and 184 true positives, which means at this point the model would have saved the screening of about 45% of the articles. Originally the screening of articles took two researchers 5 days, with 8 hours of work per day, accounting for a total duration of 80 hours. This means that in terms of time, the tool was able to reduce the abstract screening workload by 36 hours.

In order to determine the quality of the screening result produced by the tool, we need to take a look at the FN and FP. As shown in Table 6.4 after training 500 articles, 28 relevant articles would have been discarded, whereas our included set would have contained 32 irrelevant articles.

It is also worth mentioning that the F1 score is gradually increasing until 740 articles were trained. The reason for the degrading F1 score after training over 740 articles, can be explained due to the fact that only 5 articles labeled included remained after 850 articles were trained. For these 5 articles, 3 articles were identified as False Negatives and 2 as true positives. Note that even though the F1 score degrades after 740 articles, the error rate is going closer to 0 as the number of articles trained increases. A more detailed evaluation of the screening model performance is elaborated in Section 6.6, where the model is tested against four different data sets.

### 6.4 Screening full text

To evaluate the full text screening implemented in the tool, a data set was created containing 17 articles which were excluded and 83 articles which were included during the AI for FinTech study. The set was screened by the tool on full text using active learning. The result from screening the data set is shown in Figure 6.2.
To provide a better understanding of Figure 6.2, data about the FN, FP, TN and TP is shown in Table 6.5 for six different data points.

First of all, it is worth mentioning that in contradiction to screening on abstract, the recall starts at 0. This is resolves from the fact that the model is not initialized with multiple included articles. As shown in the figure, between training 40% and 60% of the articles the F1, Precision and Recall are greater than 0.75. This means in order for the model to be relevant, training on full text should be in this interval.

During the AI for FinTech study, in order to reduce time, the screening of full texts was combined with the synthesis phase. Therefore, we could not determine the exact time used for screening full texts, but we estimate it would have taken about 24 hours for a single researcher. As shown in table 6.5, in case the tool was used and we would have trained 50% 32 True Positives and 8 False Negatives would have been identified, accounting for a total of 40% of the full text screening workload. In terms of time, this means the tool could have
reduced the workload by 9 hour and 36 minutes.

To determine the quality of the results produced by the full screening step, the FN and FP need to be identified. As shown in Table 6.5 in case 50% of the articles would have been trained, 6% of the relevant articles would have been discarded and the included set would have contained 4% irrelevant articles.

6.5 Snowballing

To evaluate the snowballing step, a CSV file was created containing the top 15 articles, detailed in Section 2.2.6. These articles were imported into the project with a status "included", after which the plugin was used for snowballing the articles from Google Scholar. The snowballing set contained 1399 articles. After merging the new articles with the initial set of articles, the tool was able to identify 937 duplicates, resulting in 479 new articles.

During the AI for FinTech study, this process was partially automated. For every article a script was run to scrape the first five pages of Google Scholar. This process took 4 hours. The tool took 9 minutes in order to retrieve all articles and remove duplicates. This means that in terms of time, the workload was reduced by 3 hours and 51 minutes.

Since the tool uses the same retrieval process as applied during the AI for FinTech study, the quality of the articles did not change, since the same articles were identified.

After the duplicate articles were removed, the remaining 479 articles were screened by the model created by screening the initial set on abstract and title. This resulted in 63 articles which were included and 416 articles which were excluded.

6.6 Additional screening evaluation

This section provides a detailed evaluation on the screening model as described in section 4.4. First Sections 6.6.1 - 6.6.3 are used to argue why active learning works better than normal supervised learning. Afterwards Section 6.6.4 is used in order to evaluate the model on four data sets resolving from four different systematic literature reviews. A complete overview of all data used for evaluation purposes can be found in a publicly available analysis repository [94].

6.6.1 Balanced data set

First we evaluate the model performance on a balanced data set, created as a subset from the AI for FinTech mapping study consisting of 50 articles which were labeled excluded and 50 articles were labeled included. Figure 6.3 shows the result of using normal supervised learning in combination with 10-fold cross-validation on this balanced data set. As shown, after training 10% of the articles, the F1 score is greater than 0.75. Furthermore, it is worth mentioning, that the recall is greater than 0.9 after training 20% of the articles and gradually increases towards 1.0. The F1 scores created by the model are similar results as found by [2].
6.6.2 Issues with unbalanced data set

However, by analyzing data sets of different literature reviews, it becomes clear that data sets for abstract screening tend to be imbalanced. This can be further substantiated by the fact that the initial search query for literature reviews aim for a high recall in order to not miss out on any relevant literature. This means that the number of included and excluded articles are not evenly distributed. Therefore, a trend was discovered where the number of excluded articles are usually greater than the the number of included articles.

Figure 6.4 details the result of using 10-fold cross-validation on an unbalanced data set, extracted from the AI for FinTech study. This data set contained 20 articles labeled as included and 80 articles labeled as excluded. As shown, the overall error tends to behave the same as for the balanced set from subsection 6.6.1 however in contrast to the results of a balanced set, the recall tends to be lower than the precision. This is expected, since the model calculates the change for both the included and excluded class, whereas it will be biased towards the excluded class in case it learns a lot of excluded articles. Furthermore, the F1 score tends to be lower than the F1 score observed for the balanced data set. Instead of reaching 0.75 after 10%, the model needs to train around 88% of articles before reaching a F1 score of 0.75.
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Figure 6.4: Screening model performance on unbalanced data subset from Machine Learning in FinTech: A Structured Mapping Study using 10-fold cross-validation.

![Graph 6.4: AI For FinTech Unbalanced Set 10-fold Cross-validation](image)

Figure 6.5: Screening model performance on unbalanced data subset from Machine Learning in FinTech: A Structured Mapping Study using active learning.

![Graph 6.5: AI For FinTech Unbalanced Set Active Learning](image)
6.6.3 Active learning

To cope with the issue of unbalanced data, as stated in section 4.4, we introduced active learning for training the model. The results for applying active learning on the same data set used in sub Section 6.6.2 is shown in Figure 6.5. We can see major improvements compared to the result of normal supervised learning. As shown, the F1 score of 0.75 is now reached after training 25% of the articles instead of 88%. Furthermore, it is worth mentioning that the recall tend to be a lot higher than the precision.

6.6.4 Evaluation on four different data sets

To evaluate whether the model does not just work for one data set, a total of four data sets were retrieved from different literature reviews to evaluate the model. The list of literature reviews consisted of:

- Contemporary Software Monitoring: A Systematic Literature Review [13]
- Self-Adaptation in Mobile Apps: a Systematic Literature Study [31]
- Reinforcement learning for personalization: A systematic literature review [19]

For every literature review a random subset of 100 articles was extracted. Afterwards, the model was used to classify articles and trained using active learning.

Figure 6.6 compares the F1 scores for the different data sets. First of all, it is worth mentioning that the F1 scores for [19] and [2] behave similarly. The F1 scores tend to be a little worse on the data set from [31], however the overall trend follows the scores of [19] and [2]. On the other hand, the F1 scores for the data set from [13] are significantly lower than the other scores.
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Figure 6.6: F1 score comparison on 4 different data sets.

![Comparison of F1 scores](image)

Figure 6.7 compares the recall scores for the different data sets. As well as for the F1 scores, it is worth mentioning that the recall scores for [19], [31] and [2] behave similarly. However, the recall for the data set [13] is significantly lower.

Figure 6.7: Recall score comparison on 4 different data sets.

![Comparison of recall](image)

To explain the lower scores for the data from paper [13], the paper was analyzed. We found that the inclusion/exclusion criteria contained venue rank and the type of paper. The
implemented screening model uses the title and abstract from an article which does not contain information about the criteria defined in this paper. This could very well explain the lower scores found for this data set. A further discussion about these results can be found in Chapter 7. Furthermore, it is worth mentioning that aside from the data regarding [13], the recall for the other three data sets was over 0.85 after training 30% of the articles.
Chapter 7

Discussion

The goal for this research is to partially automate the screening and retrieval phase for systematic literature reviews. The first section discusses the meaning of our results found in Chapter 6. This is followed by Section 7.2, discussing the limitations of this work. Afterwards, this chapter is concluded, by providing insights in future research directions regarding systematic literature review automation in Section 7.3.

7.1 Interpretation of findings

This section elaborates the meaning of the results found in Chapter 6. This is done in the order in which systematic literature review steps are described in Figure 4.1.

Search

Our work has shown that a tool can be created to automatically gather over 3000 articles in about 20 minutes. This is arguably faster than searching these articles by hand. Furthermore, it requires less work than manually gathering all article information, whereas all gathered data is automatically stored in a database.

Remove duplicates

The duplication removal of our work has proved to be effective. The automatic duplication removal was able to reduce the work of manually removing duplicates by 90%. The unidentified duplicates might be explained due to the fact that for some articles the DOI was missing. This means that in case the data retrieval for articles can be further improved, the automatic duplication removal might also further improve. This is further discussed in Section 7.2.

Screen abstracts

The abstract screening has to be proven effective when using it for separating included from excluded articles based on the information present in abstract and title. Our evaluation data shows as that if one is willing to omit 15% of relevant literature the screening workload can be reduced by 70% with an average F1 score of 0.75. This means the amount of time needed to be spent on screening can be significantly reduced.

Screen full text

The screening of full texts works identical to the screening of abstract. However, screening on full text is usually done on data sets which are more similar than during abstract screening. Therefore it was found that, to screen articles on full text after abstract screening, 50% should be screened to ensure the recall is sufficient. This means, for full text screening, the workload can be reduced by 50% as well.
Snowball This work proved that the tool produced is able to correctly perform snowballing using Google Scholar. Furthermore, the newly identified literature can be further processed starting at the duplication removal step. Therefore, this work showed that it is possible to create a tool for partially automating the screening and retrieval phase of systematic literature reviews and thus reducing the overall workload of performing a literature review.

7.2 Limitations

We have identified three main threats to the validity of this work: (1) The available data for scraping, (2) Screening model: user input, (3) screening model: external validity.

Even though the tool tries to gather as much data as possible, during the search step of the systematic literature review, the tool is dependent on the information present on the given scholarly resource. That is to say, some resources do not have all information about literature present, or might have incomplete data for some literature. This is a threat, since the follow up steps of the systematic literature review are dependent on the quality of the gathered data. For example, the abstract screening will be influenced by the completeness of abstract texts of articles. However, by performing an additional search for missing information, using the Crossref API, for every article which is added to the tool, this risk should have been omitted as much as possible.

During the screening of both abstract and full text, a researcher is able to determine how many and which articles to train before starting to train the screening model using active learning. In case the model is initialized with a lot of negative articles, the recall will be lower compared to when the model is initialized using more included articles. It is also possible to not even use active learning, but instead use automatic screening directly after initialization. Furthermore, inclusion and exclusion criteria can include properties such as number of citations and year. Since the screening model uses the abstract and title, it is not able to identify these properties. Therefore, users should first remove articles by any of these additional properties before starting to screen using the model. To omit this risk as much as possible, a detailed description is provided in the tool, for users on how to properly use the screening automation.

The model used for screening was designed using the data resulting from the literature review performed in this work. Therefore, the question arises if this model also works for different data sets. In order to reduce this risk as much as possible, a total of four different data sets were used in order to evaluate the model. The scores for different data sets were compared and evaluated.

7.3 Future directions

By performing this research an overview of automation techniques has been created for every step of a literature review. The information provided by this research can be used to further improve the current automation solutions, or extend the current work by automating steps which are not addressed by the created tool. Furthermore, by creating the tool in this work, not only has it been proven that it is possible to automate the retrieval and screening
7.3. Future directions

phase of systematic literature reviews. The tool can actually be used since it is deployed at [92]. Therefore, this work realized that the overall workload of performing a systematic literature review can be significantly reduced.

This section discusses points and improvements, which were out of scope of this work, but could be used to inspire future research regarding the automation of literature reviews.

First of all, the tool can be extended by adding automation solutions for systematic literature review steps which were out of scope of this research. For example, the data extraction and data synthesis could be addressed, using the results detailed in Chapter 3. Adding these steps to the tool would have made it possible to fully automate the execution of the AI for FinTech study, detailed in chapter 2. In addition, it would be interesting to see if this extracted data can automatically be used to create graphs of interest to use in systematic literature reviews.

Furthermore, the model used for screening automation could be extended. This could be done by not only using the title and abstract as input data for screening, but include additional parameters such as, keywords, journal, year, number of citations etc. This way, the screening model would be able to classify articles when researchers exclude them on other properties than the title and abstract alone.

It would also be interesting to compare the results of a support vector machine classifier (SVM) classifier to the results of this work. As argued by [2], together with Naive Bayes, an SVM classifier seems very promising when it is used for the screening on abstracts.

As argued in Section 7.2, the quality of literature reviews are dependent on the completeness of the input data. However, every scholarly resource maintains its own API and its own standards on how data is formatted. Therefore, we argue that it would be very interesting to see if an open standard could be created for how literature data should be formatted. On top of this standard, an API combining all scholarly resources could be build, to provide one single entry point for retrieving literature data. The Crossref API [76] tries to accomplish this. However, during this research it was found that for the majority of articles not all data is present in this API.
Chapter 8

Conclusions

Systematic literature reviews are essential for producing sound scientific research. However, the overall execution duration of these reviews may consume a significant amount of time. Therefore, it is important to perform research on reducing the overall workload of performing such reviews.

First a structured mapping study was performed on the topic of machine learning in FinTech. This mapping study resulted in three main findings. First, life cycle aspects of machine learning seem to be an undervalued topic. Second, a lack of case studies were observed. Furthermore, it was found that only limited research is performed on the topic of customer due diligence.

Even though this study resulted in new insights with regard to machine learning in FinTech, it was also found that producing these results was not trivial and consumed a significant amount of time.

Because of that, this work has provided a complete overview of possible automation solutions for every step of performing literature reviews. Using this overview a tool was created, which showed that the overall workload of the retrieval and screening phase of systematic literature reviews can be significantly reduced. This tool was not only created, verified and published as source code, in addition a live version has been published [92] which can be used by anyone.

During this research, it was found that executing a search, resulting in over 3000 articles, can be performed in 20 minutes. It was also argued that the tool is able to automatically identify 90% of duplicated articles. Furthermore, it was shown, that the workload of abstract screening can be reduced by 70% and the workload of full text screening can be reduced by 50%. Lastly, it was shown that the tool is able to perform snowballing on a given article set.

We argued that future research regarding literature review automation should be focused on extending the created tool by addressing the data extraction and synthesis phase of the systematic literature review. Furthermore, the screening model created in this work could be further developed by adding additional article metadata such as year, journal number of citations and keywords. Another possibility would be to compare the results of this study with a screening model using an SVM classifier, since [2] argued that this classifier also has potential for supporting the screening automation. Furthermore, it was argued that the field of automation with regard to literature reviews would benefit from standardization on
8. **Conclusions**

We estimate that in case this tool would have been available when the initial mapping study was performed, in terms of time, the overall workload could have been reduced by approximately 173 hours.
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Appendix A

Tool screenshots

A.1 Chrome Plugin

Figure A.1: Chrome plugin - Signin screen.

Signin with your email and password

Email:

Password:

No account? Click here. 

Signin
A. TOOL SCREENSHOTS

Figure A.2: Chrome plugin - Edit project.

Edit Project

Project name:
AI Fintech Snowball To

Search query:
("fintech" OR "financial technology" OR "banking") AN

Query Web Of Science:
("fintech" OR "financial technology" OR "banking") A

Query ACM:
https://dl.acm.org/action/doSearch?AllField=%22fintech%

Query Springer:
https://link.springer.com/search?query=(%22fintech%):

Query IEEE:

Figure A.3: Chrome plugin - Project overview.

Project list

Project: Literature Review Automation

Projects:

<table>
<thead>
<tr>
<th>Literature Review Automation</th>
<th>Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Screen</td>
<td>Use</td>
</tr>
<tr>
<td>TestBuildLog3</td>
<td>Use</td>
</tr>
<tr>
<td>TestBuildLog2</td>
<td>Use</td>
</tr>
<tr>
<td>TestBuildLog</td>
<td>Use</td>
</tr>
<tr>
<td>Test2</td>
<td>Use</td>
</tr>
<tr>
<td>TestTest</td>
<td>Use</td>
</tr>
</tbody>
</table>
A.2  Dashboard

Figure A.4: Tool - Create account.
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Figure A.5: Tool - Signin.

Lit automation dashboard

No account yet? Click here.
## A.2. Dashboard

Figure A.6: Tool - Project overview.

<table>
<thead>
<tr>
<th>Selected Project</th>
<th>Status</th>
<th>Articles gathered</th>
<th>Search string</th>
<th>Use Project</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Build Log</td>
<td>Articles Gathered</td>
<td>1256</td>
<td>“build log”</td>
<td>Use</td>
</tr>
<tr>
<td>Test Build Log 2</td>
<td>Articles Gathered</td>
<td>1257</td>
<td>“build log”</td>
<td>Use</td>
</tr>
<tr>
<td>Test Build Log</td>
<td>Conducting Search</td>
<td>161</td>
<td>“build log”</td>
<td>Use</td>
</tr>
<tr>
<td>Test Test</td>
<td>Conducting Search</td>
<td>9</td>
<td>“build log”</td>
<td>Use</td>
</tr>
<tr>
<td>Test</td>
<td>Conducting Search</td>
<td>0</td>
<td>some AND query</td>
<td>Use</td>
</tr>
<tr>
<td>My Initial Project</td>
<td>0</td>
<td>The search I want to perform</td>
<td>Use</td>
<td></td>
</tr>
</tbody>
</table>
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Figure A.7: Tool - Import project.

Figure A.8: Tool - Article edit.
A.2. Dashboard

Figure A.9: Tool - Article screening include example.

Title: Trusted Log Management System
Class: Include: Confidence: 90.71%

Abstract:

With the many accounting scandals that have been reported in companies around the world, the need for internal control has drastically grown. Many different kinds of logs exist, and storing them over the long-term is necessary to realize internal control systems based on logs. Previously, we proposed a low-cost system to store logs semi-permanently using a virtual tape module. However, in this log system, cost prohibits the transfer of logs from the storage module to the console part, it is disadvantageous for use in digital environment.

Class: Include: Confidence: 90.68%

Sentence:

With the many accounting scandals that have been reported in companies around the world, the need for internal control has drastically grown.

Class: Include: Confidence: 90.71%

Many different kinds of logs exist, and storing them over the long-term is necessary to realize internal control systems based on logs.

Class: Include: Confidence: 90.68%

Previously, we proposed a low-cost system to store logs semi-permanently using a virtual tape module. However, in this log system, cost prohibits the transfer of logs from the storage module to the console part, it is disadvantageous for use in digital environment.

Class: Include: Confidence: 90.68%
A. Tool screenshots

Figure A.10: Tool - Article screening exclude example.
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