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ABSTRACT 

In t h i s t h e s i s a t h e o r e t i c a l i n v e s t i g a t i o n of t h e n o n l i n e a r v i b r a t i o n s of 
imperfect t h i n - w a l l e d c y l i n d r i c a l s h e l l s i s p r e s e n t e d , which i s a imed a t two 
o b j e c t i v e s . The f i r s t one i s to i n v e s t i g a t e the i n f l u e n c e of i n i t i a l geometr ic 
imper fec t ions on the n o n l i n e a r v i b r a t i o n behaviour of s h e l l s , w h i l e t h e second 
one i s t o i n v e s t i g a t e t h e e f f e c t of d i f f e r e n t b o u n d a r y c o n d i t i o n s . Donnell 
shallow s h e l l equa t ions a r e u s e d w i t h t h e a p p r o p r i a t e damping , i n e r t i a l and 
i n i t i a l g e o m e t r i c i m p e r f e c t i o n t e r m s i n c l u d e d . G a l e r k i n ' s procedure and the 
method of ave rag ing a r e employed i n o rde r t o reduce the problem to t h e s o l u t i o n 
of n o n l i n e a r a l g e b r a i c and n o n l i n e a r o r d i n a r y d i f f e r e n t i a l e q u a t i o n s , r e s p e c ­
t i v e l y . 

Numer ica l s o l u t i o n s i n d i c a t e t h a t t h e i n i t i a l g e o m e t r i c i m p e r f e c t i o n s have 
s t rong i n f l u e n c e on t h e n o n l i n e a r v i b r a t i o n s of s h e l l s i f c e r t a i n c o u p l i n g 
c o n d i t i o n s a r e s a t i s f i e d . The imper fec t ions may not only s i g n i f i c a n t l y change 
the n a t u r a l f r equenc ies and the degree of n o n - l i n e a r i t y , bu t a l s o may change the 
v i b r a t i o n behav iour . Resu l t s show t h a t the e f f e c t of boundary c o n d i t i o n s on the 
n o n l i n e a r v i b r a t i o n s of s h e l l s may be s i g n i f i c a n t e s p e c i a l l y f o r s h o r t e r -
s h e l l s . 
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NOMENCLATURE 

A , A Cross-sectional area of stringers and rings respectively 

A Amplitude function of the driven mode in the dynamic 
solution 

A , A. Axisymmetric and asymmetric imperfection respectively 

A Slowly varying amplitude function of the driven mode 

A Vector defined in Eq. (5~3-7) 

A Average value of A 

A Vector defined in (2-2-6) 

A1 ,Ap,.. .Ap2j Coefficients defined in Appendix 2-A 

a.,(i=l,2,...52) Coefficients of Eq. (6-2-12) 

a1.,a2.(j=l,2,..7) Coefficients of Eqs. (5-3-I) - (5"3~2) 

B Amplitude function of the companion mode in the dynamic 
solution 

B Slowly varying amplitude function of the companion mode 

B Average value of B 

b.(j=l,2,...44) Coeffients of Eq. (6-2-13) 
ü 

C Amplitude function of the axisymmetric mode in the dynamic 
solution 

C.(i=l,2,3) Components of C 

C.(i=l,2,3) Average value of C. 

[3(i-vM]l/' 

c Damping factor 

ck(k=l,2 37) Coefficients of Eq. (6-2-14) 



ci(i=l,2 12) Coefficients of Eq. (2-2-7) 

D Bending stiffness of shell wall 

D ,D ,D Nondimensional smeared stiffener parameters xx' xy* yy * 
(D = D.D , etc.) xx xx 

di(i=l,2 51) Coefficients of Eq. (6-2-15) 

d.(j=l,2 8) Coefficients of Eq. (2-2-8) 

d , d Spacing of stringers and rings respectively 

E, E , E Young's modulus of shell wall, stringers and rings respec-
tively 

e.(j = l,2 44) Coefficients of Eq. (6-2-16) 
J 

e,e1fe2,e~ Error functions defined in Eqs. (5-2-1) - (5_2-4) 

è. (i=0,l,2,3,4) Coefficients of Eqs. (6-3-8) 

Fn, F_ Generalized excitations in Eqs. (2-2-7) and (2-2-8) 

F- Average value of FR 

F_n Generalized excitation defined in Eq. (4-2-1) 

f f f a., b., c, Functions defined in Eqs. (6-2-12) ~ (6-2-16) l 3 K 

f., f2, f,, f̂  Functions defined in Eqs. (6-2-29) - (6-2-32) 

f±, f2, ? 3 j Functions defined in Eq3. (6-2-33) ~ (6-2-35) 

f Vector defined in Eq. (6-2-41) 

f Vector defined in Eq. (6-3-13) 

f Function defined in Eq. (6-3-11) 
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Shear modulus of stringers and rings respectively 

Weight functions of Galerkin's method■, (see Appendix 2-A.l) 

Externally applied radial load in Eq. (2-2-22) 

Shell wall thickness 

Nohdimensional smeared stiffener parameters 

^Hxx=Ehfixx' etc-> 

Number of axial half-waves of axisymmetric imperfection mode 

Longitudinal inertia of beam defined in Eq. (7-2-1) 
Moment of inertia about the centroid of stringers and rings 
respectively 

Torsional constants of stringers and rings respectively 

ith unit vector defined in Eq. (6-4-10) 

= [-l]l/ï 

Jacobian matrix for Newton's method defined in Eq. (6-4-7) 

Jacobian matrix defined in Eq. (6-4-11) 

Number of axial half-waves of asymmetric imperfection mode 

Number of circumferential full-waves of asymmetric displace­
ment mode 

Normalized wave numbers 

l*i L ' \ L ' K£ R ' m L * n IT 

Length of shell 

Length of beam defined in Eq. (7-2-2) 

Linear differential operators 

Non-linear differential operator 

Number of axial half-waves of the third term of the dynamic 
response mode (see Eq. (2-2-2)) 



M Parameter defined in Appendix 2-A.2 (M = (|g) * |r-) 

M ,M ,M ,M Total moment resultants x y xy yx 

M ,M ,M ,M Moment resultants of fundamental state x y xy' yx 

M ,M ,M ,M Moment resultants of dynamic state x y xy' yx 

[M] Matrix defined in Eq. (4-2-18) 

n Number of circumferential full-waves of asymmetrie 
imperfection mode 

N Axial tension defined in Eq. (7-2-1) 

Total force resultants 

Force resultants of fundamental state 

Force resultants of dynamic state 

Axial compressive load 

Matrix defined in Eq. (4-2-18) 

Transverse excitation defined in Eq. (7-2-1) 

P Vector defined in Eq. (5-3-7) 

P , P Functions defined in Eqs. (6-̂ 2-9) and (6-2-10) 

Q Generalized force function defined in Eq. (2-2-9) 

Q Generalized force function defined in Eq. (6-2-2) 

Q Average value of Q 

Q ,Q ,Q Nondimensional smeared stiffener parameters xx' xy' yy 
(Q = §- Q , etc.) xx 2c xx ' 

q Radial dynamic load applied to the surface of the cylinder 

r Radius of gyration of cross-section of beam 

N , 
X 

N , 
X 

N , 
X 

N o 

[N; 

P 

V 
V 

y 

1 

xy 

xy 

xy 
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Radius of shell 

Cross sectional area of beam defined in Eq. (7-2-2) 

Vector defined in Eq. (6-4-4) 

Vector defined in Eq. (6-4-16) 

Vector defined in Eq. (6-4-1) 

Vector defined in Eq. (6-4-12) 

Period of vibration 

Time 

Time step used in integration 

Vector defined in Eq. (6-4-2) 

Vector defined in Eq. (6-4-13) 
Solution vector defined in Eq. (6-4-3) 

Vector used in forward integration (see Eq. (6-4-1)) 

Vector used in forward integration (see Eq. (6-4-12)) 

Axial displacement (total), u = u + u 

Axial displacement of fundamental state 

Axial displacement of dynamic state 

Nondimensional axial displacement of dynamic state u = 

Solution vector defined in Eq. (6-4-3) 

Vector used in backward integration (see Eq. (6-4-2)) 

Vector used in backward integration (see Éq. (6-4-13)) 

Circumferential displacement (total), v = v + v 
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Circumferential displacement of fundamental state 

Circumferential displacement of dynamic state 

Radial displacement (total), w = w + w 

Radial displacement of fundamental state 

Radial displacement of dynamic state 

Initial geometric imperfection 

Components of W 

Vector defined in Eq. (6-4-8) 

Unified vector variable defined in Eq. (6-2-40) 

Unified vector variable defined in Eq. (6-3-12) 

Coordinates 

— x - v 

Nondimensional coordinates, x * :r, y = p 

Nondimensional wave numbers 

Coefficients of Eq. (4-2-1) 

Coefficients of Eq. (4-2-8) 

Coefficients of Eq. (3-2-1) 

Wave number parameters defined in Eqs. (6-2-7) and (6-2-8) 

Stiffener parameter 
Coefficients of Eqs. (2-2-15) and (2-2-16) 
Coefficients of Eqs. (2-2-19) and (2-2-20) 
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Pnl' Pn2"" , PnlO Coefficients of Eqs. (2-2-26) and (2-2-27) 

Psl,.^s2 £ s 6 Coefficients of Eq. (li-2-2) 

^ • ^ " • • ^ n l O Coefficients of Eqs. (2-2-28) and (2-2-29) 

p^.p^,... ,|10 Coefficients of Eq. (3-2-2) 

|j ...jj - jj g Coefficients of Eq. (4-2-9) 

P\L1'P\L2",,P\L4 (i=l,2) Coefficients of Eq. (5"3-7) 

T Nondimensional damping coefficient Y = cR 

Y Percentage of critical damping Y = — 
s s 

1 
2pE 

2po); mn 

Y Coefficient of Eq. (2-2-22) and (2-2-23) 

Y Vector defined in Eq. (6-4-16) 

Y Y Y 
D,k,£' Q.k.E* H,ki£ Extended s t i f fener parameters 

p,p ,p S p e c i f i c mass of s h e l l wa l l , s t r i n g e r s and rings respec-
s r 

t ive ly 

p Specific mass of combined shell wall 
(including mass of smeared-out stiffness) 

a applied axial compressive stress 

a g classical buckling stress (= — ) 

e Small parameter, e = [—^-) 

e.(i=0,l,...,5) Coefficients of Eq. (6-3~9) l 

e_ Average value of component e_ of e. 

e „ Parameter used in Chapter 6(e „ = - „) 
c£ c£ c R 
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C 2 
e- Parameter defined in Eq. (6-3-11). c 2 = -— 

c£ 
e ,c ,T Total ax i a l , c i rcumferen t ia l and s h e a r i n g s t r a i n x' y xy 

A A A 
A A A A A A 

respectively, e = e + e , c = e * c , T = Y + T *̂  J' x x x' y y y xy xy xy 

e ,e ,T Strains of fundamental state 
x* y xy 

c ,c ,Y Strains of dynamic state 
x y' xy 

A Nondimensional static load parameter (= ) 
°c£ 

TI(-C) Small perturbation in the amplitude of companion mode 
(see Eq. (4-2-5)) 

Stiffener parameters 

Stiffener parameters 

= <i>V(E/2pR*) 

Evensen's frequency parameter (see Ref. 30) 

"or 
\v 
Q* 

E 

Q 

AQ 

'n02 

' n t 2 

' mn 
Frequency step used in integration procedure 

u Circular frequency of vibration 

mn 
1 P E 

Linear natural frequency o>* = -z — ~ ^ J mn 2 -_2 pR 
(for p see Appendix 2-A4, p. 190) 

U..U- Stiffener parameters 

v,v ,v Poisson's ratio of shell wall, stringers and rings respec-
tively 

Ó End-shortening (total) 
<5 Coefficient of Eqs. (2-2-22) and (2-2-23) 
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6 End-shortening 

ö-,öp Amplitudes of axisymmetric and asymmetrie imperfection 

ÖQ.Ó^.óp Amplitudes of the fundamental solution 

ó\, Kronecker delta function 

£ Aspect ratio, £ = ■ L 
n/n 

K A , K 2 Parameters defined in Eq. (5-2-2) 

X Eigenvalue defined in Eq. (4-2-19) 

X.,X- Stiffener parameters 

C|,Cp Stiffener parameters 

5(T) Small perturbation in the amplitude of driven mode 
(See Eq. (4-2-4)) 

$ Stress function (total), $ = $ + $ 

$ Stress function of the fundamental state 

$ Stress function of the dynamic state 

$ (i=0,l,2) Components of fundamental stress function $ 

) (j=l,2,...,9) Components of dynamic stress function § 
J 

Components of *. (k=ll,12,13,21,...,93) 

Phase angle of driven mode 

Matching function used in Eq. (6-4-4) 

Matching function used in Eq. (6-4-16) 

Average value of $ 
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Column matrix in Eq. (4-2-18) 

Phase angle of companion mode 

Average value of <|> 

Difference of phase angles, A = 4»-t|> 

Average value of A 

Nondimensional time, T = to t 
mn 

End-shortening in Eqs. (6-4-18) and (6-4-19) 

3x 

SLL1 
3X* 

djLl 

dx 

d t 
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INTRODUCTION 

In modern engineering design, stiffened and unstiffened shells play an important 
role when it comes to weight critical applications, since these thin walled 
structures exhibit very favorable strength over weight ratios. Considerable 
research efforts have been devoted in the past to the strength and stability 
analysis of such structures. For extensive reviews the reader should consult 
[79]. The whole dilemma of the stability analysis of axially compressed 
cylindrical shells is well illustrated in Fig. 1, where some of the available 
experimental results for isotropic shells have been plotted as a function of the 
'thinness' parameter R/h. The cause for the wide experimental scatter and for 
the poor correlation between the predictions based on a linearized small 
deflection theory with SS3 (N =v=W=M =0) boundary conditions and the 
experimental values is attributed to three factors: the influence of nonlineari-
ity of materials, the influence of initial geometric imperfections and the 
effect of boundary conditions. 

P/P, 

■ ' ' ' ■ I _ J i—i i i i„ 
1000 1500 2000 

»► R/h 
Fig. 1. Test data for isotropic cylindrical shell under axial compression [79], 

In recent years the emphasis has been shifting towards the study of the dynamic 
characteristics of preloaded shell structures. Numerous investigations have been 
devoted to vibration analysis of shells. An excellent survey prior to 1973 can 
be found in Ref. [150]. 
The first paper that dealt with nonlinear vibrations of shells was the 
pioneering work of Reissner [^9]. As stated therein, the earlier investigations 
of the vibration of thin elastic shells were all based on linearized theories. 
In Reissner's paper the problems of nonlinear vibrations of a cylinder were 
analyzed using Donnell's shallow-shell equations. His results indicated that 
nonlinearity of shell vibration could be either of the hardening or softening 
type, depending on the geometry of the single half-wave chosen to be analyzed. 
Chu [67] employed the same assumed mode shape as that of Reissner's but he 
proceeded somewhat differently. His results indicated that the nonlinearity was 
always of the hardening type and could be strong in some cases. Cummings [18] 
employed a Galerkin procedure and found that the results varied with the region 
of integration. The results over a single half-wave were the same as those of 
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Reissner. The results for a complete shell were similar to those of Chu. Thus, 
it appeared that Reissner's results were characteristic of curved panels whereas 
Chu's calculations were apparently applicable to complete cylindrical shells. 
All of these analyses did not investigate the problem of traveling wave and the 
boundary conditions were only partially satisfied. Also the circumferential 
periodicity condition was violated by Chu. 

Nowinski [91] applied Galerkin's procedure with an additional axisymmetric term 
in the assumed deflection shape in order to satisfy the circumferential 
periodicity condition. His results were virtually identical to those of Chu in 
the isotropic case. However, his assumed deflection shape did not satisfy W = 0 
at both ends of the shell. 

An important contribution to the theory of nonlinear shell vibration was made by 
Evensen in 1964 [30], who introduced for the first time the companion mode in 
the vibration analysis of rings to investigate the travelling wave. Subsequently 
he extended this procedure to the nonlinear vibrations of shells. The mode shape 
Evensen assumed in his Galerkin procedure satisfied the circumferential peri­
odicity condition rigorously and the simply supported boundary conditions at 
the shell edges approximately. His results for the shell included the travelling 
wave response and a stability analysis which indicated the stability region of 
the standing wave response and travelling wave response in the case without 
damping. Evensen's results indicated that nonlinearity was either softening or 
hardening depending upon the aspect ratio £. 

Dowell and Ventres [51] made an analysis similar to that of Evensen with a 
slightly different axisymmetric mode term in the assumed deflection shape. In 
this analysis all the simply supported boundary conditions and circumferential 
periodicity conditions were satisfied 'on the average'. Although no numerical 
results were given, the modal equations obtained in the limiting case of L/R -» « 
agreed with those of ring equations and L/R ■» 0 agreed with that of plate 
equations. 
Matsuzaki and Kobayashi [15^ ~ 156] carried but an analysis on a cylindrical 
shell with clamped ends. Their method was also similar to that of Evensen. The 
results showed the nonlinearity being of the softening type. 

It is of interest to review the analysis of the references mentioned above, 
since these papers used the same Donnell's shallow shell equations and most of 
them considered simply supported boundary conditions. Also these publications 
contain the main results of the early investigations of the problem of nonlinear 
vibrations of shells. 

The conclusions emerging from these early studies clearly indicate the follow­
ing: 
1. The mode shapes used had been chosen primarily on the basis of intuition and 

not by any systematic procedure. They play an important role in the analysis 
and the results are somewhat dictated by these assumed mode shapes. 

2,. In-plane inertia effects were generally neglected. 
3- Specified boundary conditions are not enforced rigorously. 
k. The approximation of shallow shell theory restricted the validity of the 

analysis to high circumferential wave numbers. 

An analysis which corrected many of the above mentioned shortcomings was 
performed by Bleich and Ginsberg in 1970 [65], who studied nonlinear forced 
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vibrations of infinitely long cylindrical shells using the so-called modal 
expansion method. 
Their solutions showed that damping has a pronounced influence on the response. 
Ginsberg subsequently extended his approach to shells of finite length [89]. 

An alternative approach to the problem was taken by Chen [82], who applied a 
systematic perturbation procedure to the set of governing partial differential 
equations. By this systematic perturbation approach, for both the differential 
equations and the boundary conditions, Chen generated an axisymmetric term and 
the second harmonic terms similar to those encountered by Bleich and Ginsberg. 
Chen's solution also showed that nonlinear edge effects from both the edge 
moments and the in-plane boundary condition propagate towards the middle of the 
shell from the boundaries. Accordingly, when the shells are 'sufficiently long 
and thin-walled' the boundary effects become negligible. 

Some of Evensen, Chen as well as Ginsberg's results are shown in Fig. 2. The 
differences within them are quite obvious. For example, the 'gap' phenomena in 
Evensen's solution was not predicted by either Chen or Ginsberg, the peak 
response obtained by Ginsberg was not discovered by Chen. 

Raju and Rao published a finite element solution to the large amplitude 
vibrations of thin shells of revolution, obtaining a frequency-amplitude 
relationship of a hardening nature for a circular cylindrical shell in 1976 
[109]. This caused a controversy about the vibration behaviour of shells [36], 
[6l], [62]. Evensen indicated two errors in Raju and Rao's analysis. The main 
one was that the mode shape selected in Raju and Rao's analysis forced the shell 
to stretch. This is contradictory to the nature of the problem since thin shells 
bend more readily than they stretch. Later Ueda [1*133 studied nonlinear 
vibration of the conical shell using a finite element method. An axisymmetric 
term independent of the circumferential coordinate was included in his assumed 
mode for the radial displacement. His results indicated that nonlinearity was 
softening. 

Still noteworthy are the studies of Atluri [136], Radwan and Genin [68] and 
Harari [2]. Another paper available is that of Yamaki [129]. He presented a 
proper formulation of the nonlinear vibrations of shells and outlined two 
promising methods of solution; however he did not obtain any actual solution. 
The latest paper available is that of Nayfeh and Raouf [4], in which the modal 
interactions in the response of shells were studied, which were initiated by 
Mclvor [71,72]. 
The facts one can observe from all these studies are: 
1. Galerkin's method was used in most of the analyses and proved to be by far 

the simplest method in the investigations of nonlinear vibrations of shells. 
Galerkin's procedure provides a very powerful approximate method that reduces 
a system of nonlinear partial differential equations into a system of non­
linear ordinary differential equations which becomes manageable. Also 
Galerkin's method provides insight into the nonlinear coupling of various 
vibration modes during the solution procedure. However, its results are 
highly dependent on the assumed deflection shape. Completely different 
results can be obtained by differences in the assumed deflection shape as can 
be seen from the investigations mentioned above. 



19 

Driven mode" 

a 

•2 I 
e < Gap 

0.96 0.96 1.00 1.02 1.04 

— ♦ f i r 

-\—i-

'Companion mode" 

B = 0 
J 1 UL_1 1_ A. 

0.96 0.98 1.00 1.02 1.04 

a. Evensen's results [31] 
nc 

K 
u 
z 

\ \ \ \ 

V 
, , i i i i i _ 

"Driven mode" 

\ > » Single mode 
^C / responce 

Iffi 

Companion mode' 

0.996 0.998 1.000 1.002 1.004 

b. Chen's results [89] 

0.999 1.001 1.003 

I 
Bifurcation point 

\ \ \ \ N X 

Single mode response < J 

Stable 
- — Unstable 

Driven mode" 

Bifurcation 
point 

0.9992 0.9996 1.000 
fir 

1 \J \ " Companion mod»' 

0.992 0.996 1.000 

c. Ginsberg's results [82] 
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2. Nonlinear effects of large amplitude vibrations of cylindrical shells are 
demonstrated by two phenomena; namely, the shape of the response-frequency 
relationship in the vicinity of a resonant frequency (single response) and 
the occurrence of travelling wave response (coupled-mode response). 

3. Agreement between results predicted by different theories and procedures is 
not satisfactory, expecially for the case of coupled mode response. 

There exists certain correlation between buckling and vibration problems of 
shell since they are both related to the stiffeness of the shell walls. The 
three factors mentioned before, which could influence buckling behaviour of 
shell, therefore could also influence vibration behaviour of shell. In fact, the 
influence of initial geometric imperfection on vibration behaviour of shell has 
been studied by several investigators in recent years [11,15,102,116]. 

Rosen and Singer studied the influence of the initial axisymmetric imperfection 
on the vibration of isotropic shells under axial compression in 197** [H]« This 
study was essentially an extension of the Koiter [153] analysis for buckling. 
The radial inertia term was added to Koiter's formulation directly. It was found 
that such imperfections have a strong influence on the frequency of the vibra­
tion, similar to that on the buckling load of cylindrical shells, not only at 
high compressive loads but also at zero axial load. The study was extended to 
asymmetric imperfections [15] and to stiffened shells for both axisymmetric and 
asymmetric imperfections [102]. 

Watawala and Nash studied the influence of a single asymmetric imperfection on 
the nonlinear undamped free and forced vibration problem of simply supported 
isotropic shells in 1Q82 [116] by introducing the appropriate terms for the 
imperfections, the radial inertia and the excitation into the nonlinear Donnell 
equations of shallow shells. The procedure they used is similar to one by 
Evensen. The solutions were obtained for the case of single mode response. 

A recent study on the influence of both axisymmetric and asymmetric imperfec­
tions on the vibration of pres tressed orthotropic shells was performed by Hoi 
[94]. In his analysis Hoi used the Donnell nonlinear equations written in terms 
of displacement u, v and W. Utilizing a procedure similar to the one used by 
Rosen and Singer yields the governing differential equations for the fundamental 
state and dynamic state respectively. Further, Hoi's analysis consisted of two 
parts. First an approximate solution for the fundamental state governed by the 
full non-linear equations was obtained. This solution incorporates the effects 
of the imperfections and the applied axial loading. The in-plane restrictions of 
the classical simply supported boundary conditions and the periodicity 
requirement were satisfied 'on the average'. Next a solution for the superposed 
dynamic state was obtained, based on linearized governing equations in which 
axial and circumferential inertia were neglected. The in-plane boundary 
conditions were also satisfied 'on the average'. However, neither in the 
analysis of the fundamental state nor in the solution of the dynamic state were 
the out-plane boundary conditions satisfied rigorously. 

Fig. 3 shows the relationships of frequencies of vibration vs amplitudes of 
asymmetric initial geometric imperfections obtained by Rosen and Singer and by 
Watawala and Nash in the case, where the circumferential wave number 2 of 
vibration mode is equal to n, the circumferential wave number of initial 
geometric imperfection mode. The curve showing Hoi's linearized results is also 
included. As shown in Fig. 3 both Rosen and Singer, Watawala and Nash's results 
indicate that initial geometric imperfection could have a significant influence 
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on the v ibra t ion of s h e l l s , however they predict completely contradictory 
behaviour. This considerable discrepecy was a t t r ibu ted to the fact tha t Rosen 
and S i n g e r ' s t r ea tment did not sa t i s fy the circumferent ial pe r iod ic i ty 
requirement [116]. 

1.5 
ft 
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1.0 

0.5 
0 0.5 1.0 1.5 2.0 2.5 3.0 

»» 52 

Fig. 3 Natural frequencies vs asymetric imperfections. 

Comparing the results of Watawala and Nash with those of Hoi 's (see Figure 3) . 
reveals tha t the general trend in the resul ts i s the same, but the agreement 
is not fully satisfactory. This i s hard to explain since both analysis used the 
Donnell theory and satisfied the circumferential periodicity condition. The only 
difference between them is that Watalwala and Nash's analysis sat isf ied a l l the 
out-plane conditions of classical simply supported boundary except moment free 
M a 0 but violated in-plane conditions, while Hoi's analysis sat isf ied the in -
plane conditions 'on the average' but violated the out-plane condition W = 0 and 
M « 0 at the ends of the shell . I t i s not expected that such differences could 
result in the disagreement shown in Fig. 3-
Summing up the studies mentioned above one can conclude that: 
1. I n i t i a l geometr ic imper fec t ions have a s ign i f i can t influence on the 

vibrations of thin-walled cylindrical shells . 
2. Agreement between the r e su l t s avai lable i s by far unsat isfactory. These 

results are not yet sufficient to explore fully the behaviour of imperfect 
shel ls . 

3» Previous inves t iga t ions were concentrated upon the case of s ing le mode 
response. No attention has been payed to the coupled mode response. 

Boundary conditions have also a considerable influence on the v ibra t ion of 
s h e l l , which have been discussed by many inves t iga to r s [ 6 ] . Yu developed 
in 1955 [158] the perhaps most simple and general method to obtain na tura l 
frequencies and modes for various boundary conditions. 

ROSEN & SINGER 

HOL 

Forsberg carried out extensive studies using linear theory in 1966 [106], in 
whiph all sixteen sets of homogeneous boundary conditions were examined at each 
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shell end. The equations of motion developed by Flügge for thin, circular 
cylindrical shells were used. His results indicated that contrary to the rather 
common assumption, the condition placed on the axial displacement in many cases 
is more influential than restrictions on the slope 3W/3x or moment M . 

Nuckolls and Egle investigated the vibrations of a shell with one end on simple 
supports (SS3) and the other on springs [22]. The effect of varying elastic 
restraints on the natural frequencies and resonant displacement of a thin 
circular cylindrical shell excited by a concentrated load with a simple harmonic 
time history is studied through a Laplace transform solution of the Donnell 
shell equations. Numerical results for a wide range of three boundary flexibi­
lities (axial, rotational and transverse) show that, for shells with length/ 
radius = 1, the transverse flexibility has the strongest and the axial flexibi­
lity the weakest influence on the resonant displacement. Their analysis is also 
based on the linear theory. 

El-Raheb and Babcock [120] studied the vibration of a cylindrical shell with end 
rings, and found that the end rings noticeably influenced the frequencies and 
modes of vibrations. 

Penzes and Kraus [113] developed a solution for the free vibrations of 
orthotropic rotating cylindrical shells having arbitrary boundary conditions. 
The theory includes the combined effects of torsion, normal pressure, axial 
force. The emphasis of study was placed on the effect of torsion and rotation on 
natural frequencies. 

A study by Greiff [133]. which is also based on the linear theory, investigates 
the vibration characteristics of a cylindrical shell with arbitrary boundary 
conditions and with several intermediate constraints between the ends. The 
solution is obtained using a Rayleigh-Ritz procedure in which the axial 
displacement modes are constructed from simple Fourier series expressions. 
Geometric boundary conditions that are not identically satisfied are enforced 
with Lagrange multipliers. Unwanted geometric boundary conditions, forced to be 
zero due to the nature of the assumed series, are released through the mechanism 
of Stokes' transformation. Only the effect of intermediate constraint on the 
natural frequencies was studied in his study. 

Harari [2] investigated the non-linear free vibration of prestressed plates and 
shells in a general form. The analysis includes the effect of in-plane inertia. 
The analysis is based on the non-linear equations of motion and uses a perturba­
tion procedure. No assumption is made for the form of the time or space mode. 
The boundary conditions are treated in a general manner including boundary 
conditions where non-linear stress resultants are specified. In his paper no 
solution was given except equations. 

Scedel developed a new formula, comparable with the one from Yu, for the natural 
frequencies of circular cylindrical shells in which transverse deflections 
dominate [151] • It is valid for all boundary conditions for which the roots of 
the analogous beam problem can be obtained. 

Birman and Bert's study presents an exact solution of the problem of free beam-
type vibration of a long cylindrical shell subjected to uniform axial tension, 
uniform internal pressure and elastic axial restraint [144], The shell is 
flexurally clamped at the ends. The analysis results in a differential equation 
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with cubic nonlinearities. The effects of flattening, stretching, pressuring and 
tension on the frequency of the fundamental mode of free vibrations are 
considered in numerical examples. Their results indicate that when axial 
restraint is present the frequencies of vibration increase. 

Boundary conditions have also considerable influence on the vibrations of 
stiffened cylindrical shells as demonstrated clearly by Sewall and Naumann [93]-
They investigated the effect of different boundary conditions on the vibrations 
of isotropic and stringer-stiffened cylindrical shells. 

The vibrations of axially loaded stiffened shells were also studied theoreti­
cally and experimentally by Rosen and Singer [10,12,13,100]. They derived a 
linear theory for calculation of the influence of elastic edge restraints on the 
vibrations and buckling of stiffened cylindrical shells. The stiffeners are 
considered 'smeared' and the edge restraints can be axial, radial, 
circumferential or rotational. A method of definition of equivalent elastically 
restrained boundary conditions by use of vibration tests is also discussed. 
Their results show that boundary conditions have a very significant influence on 
the vibrations of stringer-stiffened cylindrical shells. 

For an authoritative review of the many papers dealing with the vibration 
characteristics of thin cylindrical shells with different boundary conditions 
the interested reader should consult Reference [150]. Most of the works 
considered are based on the linear theory. It appears that the solutions 
available so far are not yet sufficient to explain fully all aspects of the 
experimentally observed finite amplitude vibration behaviour of thin walled 
shells. 

As one of most widely used shell geometry the circular cylindrical shell has 
been thoroughly investigated. The various computer programs currently available 
(mostly based on the finite element method) , allow one to obtain the natural 
frequencies and vibration modes of any reasonably thin circular shell for any 
combination of boundary conditions with an accuracy sufficient for most 
engineering applications. The question might therefore be asked why a further 
contribution in this area? The answer to this question lies in the fact that in 
science on should strive always toward a deeper, clearer and more accurate 
understanding of the physical phenomena involved. One of the conclusions that 
could be drawn from the solutions of previous studies is that although some 
basic characteristics on the vibration behaviours of shells have been derived 
analytically and verified experimentally, there are other areas where still 
considerable disagreement exists between results obtained by different 
procedures and between theoretical predictions and experimental evidences. 
This is especially true in the area of nonlinear vibrations, where the behaviour 
has not yet been fully explored. Further research therefore is necessary for 
the complete understanding of all aspects of the problem. 

The major purpose of the thesis is to investigate the influence of initial 
geometric imperfections and the boundary conditions on the nonlinear vibration 
characteristics of thin cylindrical shells. The thesis consists of two parts. In 
the first part the nonlinear vibrations of imperfect thin-walled stiffened 
cylindrical shells is considered with SS3 boundary conditions at both ends, 
subjected to axial compression N and lateral excitation q. Both single and 
combined initial geometric imperfection modes are considered. One of the 
objectives of this part is aimed to study the discrepencies existing in the 
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prev ious i n v e s t i g a t i o n s , and to obtain a reasonable explanation for them. The 
emphasis i s placed on the influence of geometric i m p e r f e c t i o n s on the coupled 
mode response a problem for which no solution as yet i s ava i lab le . The Donnell 
nonlinear d i f f e ren t i a l equations for axia l ly compressed s t i f fened she l l with the 
simply supported boundary conditions at two ends are used. The 'smeared' theory 
i s applied to t r e a t s t i f feners and r ings . The Galerkin 's method and the method 
of averag ing a re employed i n sequence to o b t a i n a s e t of coupled nonlinear 
algebraic equations, from which the f requency-ampl i tude r e l a t i o n s h i p can be 
ob ta ined for va r i ous damping r a t i o s , amplitudes of exc i ta t ions and imperfec­
t i o n s . The s t a b i l i t y of s o l u t i o n s i s s t u d i e d us ing the s o - c a l l e d method of 
slowly varying parameters. 

In the second par t of the thes is the influence of various boundary conditions on 
the non l inea r v ibra t ions of imperfect cy l indr ica l she l l s i s inves t iga ted , which 
i s t he f i r s t s t e p of the e f f o r t to study the e f f e c t of e l a s t i c boundary 
c o n d i t i o n s on the nonlinear v ibra t ion of s h e l l s . The problem of determining the 
ef fec ts of e l a s t i c boundary condit ions on dynamic response cannot be avoided 
because in thé p rac t i ca l appl icat ions 'per fec t ' boundary condi t ions , for example 
the simply suppor ted one, do not u sua l ly e x i s t . In r e a l i t y t h e boundary 
c o n d i t i o n s a r e e l a s t i c or in termedia te between the extreme of fixed and free. 
Once again Donnell 's equations are used . The s o l u t i o n procedure used in t h i s 
p a r t i s an extension of the one used by Arbocz for the buckling problem in Ref. 
[76 ] . By employing the same steps as used in p a r t one D o n n e l l ' s equa t ions are 
reduced to a s e t of nonlinear f i r s t order ordinary d i f f e r en t i a l equations with 
two s e t s of boundary c o n d i t i o n s a t the s h e l l edges . The problem t h e r e f o r e 
becomes a 2 - p o i n t boundary value problem. The numerical in tegra t ion procedure 
ca l led 'shooting method' i s used in sequence to obtain the f requency-ampl i tude 
re la t ionsh ips and vibra t ion modes for various boundary condi t ions. 
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CHAPTER 1 BASIC THEORY AND METHOD 

1.1 INTRODUCTION 

This whole chapter describes the basic theory, assumptions and the methods used 
in the thesis. In section 1.2 the basic assumptions are explained. The governing 
equations for thin-walled stiffened cylindrical shells with initial geometric 
imperfections are developed in Section 1.3, according to Donnell's theory. 
The equations in terms of radial displacement W and Airy stress function * are 
then separated into two sets which are, governing the fundamental and dynamical 
state, respectively. In sections 1.4 and 1.5 the method of averaging and 
Galerkin's procedure are introduced briefly. 

Equations governing both the fundamental and dynamic state in terms of the 
displacements u, v, W and the relative frequency-amplitude equations are also 
derived. For the sake of brevity they are not included in the thesis. Interested 
reader can refer to Ref. [^7]. 

1.2 BASIC THEORY AND ASSUMPTIONS 

The Donnell shallow shell equations (which involve additional assumptions) are 
used in the present analysis because of their relative simplicity. Many 
investigators have discussed their accuracy as compared to the 'exact' solution, 
for example, of Flügge's equations [106-108, 121,122]. It has been proven that 
the Donnell assumption is a high frequency approximation. The error introduced 
by the assumptions asymptotically decreases with increasing circumferential wave 
numbers £. The maximum error is small for thin-walled shells with short wave 
length modes. Consequently, the Donnell assumptions are valid for the dynamics 
of most finite length thin-walled shells of practical interest in the case of £ 
> 3-
In order to permit the introduction of an Airy stress function, one neglects the 
in-plane inertia components in the dynamic equilibrium equations. The practical 
significance of this assumption was evaluated for isotropic shells in [108,121], 
where it was shown that it leads to slightly higher natural frequencies and that 
the magnitude of the error depends mainly on the circumferential wave number £ 
(the error decreases asymptotically with increasing values of £) . Ref. [121] 
indicates that for isotropic shells the error in the natural frequencies 
introduced by the neglecting of the in-plane inertia components will remain 
practically unchanged for all boundary conditions for cases where £ > 3- for 
stiffened shells, where the in-plane displacements are prevented at the ends, 
the natural frequencies will be significantly influenced by the in-plane inertia 
components. Since, however, the objective of the first part of the paper is to 
investigate the influence of initial geometric imperfections on the nonlinear 
vibration behaviour of stiffened and unstiffened shells, where only the simply 
supported boundary condition (SS3) is used (therefore the shell ends are free in 
the in-plane direction) it is expected that neglecting the in-plane inertia 
components will cause only small error. 

Ref. [121] concluded that the error from all Donnell's simplifications and the 
neglecting of the in-plane inertia is of order 1/2* for relatively large £(£>3). 
In the present analysis the minimum circumferential wave number is £ = 5. thus 
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the above assumptions do not s ign i f i can t ly influence the accuracy of the 
results , 

The stiffeners are treated in the model by 'smeared s t i f f e n e d theory which 
involves the following assumptions [118]. 
a. The stiffeners are 'distributed over the whole surface of the s h e l l ' . 
b . The normal strains e (z) and e (z) vary linearly in the s t i f f ener as well as 

x y 
in the sheet. The normal strains in the stiff eners and in the sheet are equal 
at their point of contact. 

c. The shear membrane force N is carried entirely by the sheet. 
df The torsional rigidity of the stiff ener cross-section is added to that of the 

sheet. 
In the present study the amplitudes of vibration are assumed 'finite' which 
cause geometric non-linearity, but they are still small enough to preclude non­
linear material behaviour. 

In the thesis the following two-term approximation for the imperfections is 
used, which contains both an axlsymmetric and an asymmetric component: 

W = 61 h cos (£.jX) + ó2 h sin (2kx) cos («ny) (1-2-1) 

where <5, and 6- are the dimensionless amplitudes of axisymmetric and asymmetric 
imperfection respectively, h is the thickness of the shell, £., £. and 2 are 
normalized wave numbers, which are defined in Appendix l-A.2. 
It is obvious that the actual shape of imperfections present in practical shell 
structures is quite arbitrary and cannot possibly be modelled by simple mathe­
matical functions. The shapes vary from one shell to another depending on the 
fabrication procedure employed. Fig. 1.1 shows the practical distribution of a 
shell measured by Arbocz [79]• 

Fig. 1.1 Practical distribution of imperfections 
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The motivation behind the present investigation is to gain an insight into the 
problem and help contribute towards an understanding of the overall behaviour of 
the shell. Hence the simple trigonometric function (1-2-1) is selected in the 
present analysis. 

Finally, the nonlinearity of the shell studied in the paper is assumed weak in 
order to be able to apply the method of averaging. The assumption comes from the 
conclusions made by analytical and experimental procedures, which show that the 
nonlinearity of practical thin-walled shells is indeed weak [82,119]. 

1.3 DEVELOPMENT OF THE BASIC EQUATIONS 

The section contains the development of the basic equations that represent the 
mathematical model of a stiffened thin-walled cylindrical shell with initial 
geometric imperfections, which is axially compressed by the static load N and 
laterally excited by the dynamic load q. The coordinates x, y, z and the 
displacements u, v, W and their positive directions are shown in Fig. 1.2a. 
Notice that the positive direction of W is inward. 

Fig. 1.2.a Shell Geometry 
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Line in Mid-plane 

Fig. 1.2b Element of Cylindrical Shell 

The development is based on an analytical approach similar to that used by 
Singer and Prucz [102]. The stiffeners of the shell are treated in the model by 
the 'smeared stiffener' theory. 

Following the Donnell theory, the changes of the curvature and the twisting of 
the shell considered can be written as 

K = - W, 
X XX 

K * - W, 
y yy 
K = - W, 
xy xy 

(1-3-D 

(1-3-2) 

(1-3-3) 

The equilibrium equations of the forces acting on the element shown in Fig. 
1.2b in direction x and y are, respectively, 

N + N - phu - chu = 0 x.x yx.y (1-3-4) 

N + N - phv - chv = 0 xy.x y,y (1-3-5) 
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where ph denotes the mass of the shell per unit area, (") = ~h~i c is the 
damping factor and t is the time. 
The equilibrium equations of the moments acting about the axes x and y are, 
respectively, 

M - M - Q = 0 (1-3-6) 
y.y xy.x y v D XJI 

M + M - Q = 0 (1-3-7) 
x, x yx, y x \ -» i / 

The equation of equilibrium of the radial forces can be written, 

N 
M + M + M + M + ̂  + N (W + W) + N ( W + W) + x.xx yx.xy xy.xy y.yy R xl ',xx yv ,yy 

+ 2N (W + W) - phW - chW + q = 0 (1-3-8) 
xy ,xy 

Substitution of Q and Q from (1-3-6) and (1-3-7) into (1-3-8) yields x y 

N 
M + M + M + M + ^ + N(W + W) + x.xx yx.xy xy.xy y.yy R x' ',xx 

+ N (W + W) + 2N (W + W) - phW - chW + q = 0 (l-3~9) 
y «yy ^y »̂ y 

For isotropic shells, M = M . 
xy yx 

The assumpt ion of ' f i n i t e ' r a d i a l d i sp lacements used h e r e i n r e q u i r e s the 
consideration of non-l inear effects in expressing the re la t ionsh ips between the 
components of s t r a i n and deformation. For an imperfect she l l these non-linear 
r e l a t ions are 

e = u, + \ (W, Y + W, W, (1-3-10) 
x x 2 ' x ' x x 

e = v, - ^ + \ (w, y + w, w, ( i - 3 - i i ) 
y y R 2 ' y ' *y y 

T = u , + v , + W, W, + W, W, + W, W, (1-3-12) 
xy ' y ' x ' x 'y x y y x 

The compatibility equation for the displacements of an imperfect shell therefore 
becomes, from Eqs. (1-3-10) ~ (1-3-12) 

e + e - Y = (W + W)*, - (W, )* -x,yy y.xx xy.xy ' xy xy' 

- (W +-W), (W + W), + W. W, - è W. (1-3-13) v 7'xxv yy xx yy R xx 
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Assuming linear elastic behaviour of the shell material, the 'smeared stiffener' 
model leads to the following relations between the components of stress and 
strain. 

-in the shell: 

a = JL_ [c + ve + 2 ( K + V1C )] (1-3-1^) 
x 1-v2 x y x y/J 

E a = [e + ve + Z(K + VK )] (1-3-15) 
y 1-V2 y x y x/J 

T a G(T - 2ZK ) (1-3-16) 

xy xy xy 

-and in the stiffeners: 

o » Et(e + zk ) (1-3-17) 
x 1 x x' 

o = E_(e + ZK ) (1-3-18) 
y 2' y y' 

Subst i tu t ion of expressions (1-3-10) - (1-3-12) i n t o Eqs. ( 1 - 3 - 1 4 ) - ( 1 - 3 - 1 8 ) 
a n 4 i n t e g r a t i o n o f t h e r e s u l t i n g e q u a t i o n s from - h / 2 to h /2 y i e l d s the 
re la t i onsh ip between the s t r e s s re su l tant s and couples and the s t r a i n components 
and curvature changes in the median surface of the s h e l l , 

N Eh 
x l-v» 

Eh 

[ (1 + vx) e x + ve + X ^ J (1-3-19) 

N = - £ 2 - [ l + p_) e + ve + X_K ] (1-3-20) 
y 1 - w i l 2 ' y x 2 yJ 

N - N = TTT^-T ^ ■ (1-3-21) 
xy xy 2( l+v) xy 

Mx - D[ ( l + nQ1) KX + vKy + ' ^ e j (1-3-22) 

My - D[ ( l ♦ n 0 2 ) Ky ♦ VKX + C 2e y] (1-3-23) 

Mxy - D[ ( l - v) + n t l ] Kxy (1-3-24) 

Eh' where D » and y ^ u 2 > n 0 2 , ^ , C 2 , n t l « n t 2 , X1 and X2 a r e t h e 

'smeared' s t i f f e n e r parameters, which are defined in Appendix 1-A. 
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I f i n Eqs. (1-3-4) and ( l - 3 - 5 ) one neg lec t s the in-plane i n e r t i a and damping 
terms then the in-plane equilibrium equations can be i d e n t i c a l l y s a t i s f i e d by 
introducing ah Airy s t r e s s function $ such that 

N = è, (1-3-25) 
x y y v J J' 

N = $, (1-3-26) 
y xx v J ' 

N = - $, (1-3-27) 
xy xy v ~ i i i 

The equa t ion of equi l ibr ium of the radia l forces (1-3-8) and thé compatibility 
equation (1-3-13) then caïi he expressed in terms of the two unknowns W and $ as 

LH($) - L (̂W) = - | W,xx - | LfjL(W,W+2W) (1-3-28) 

LQ($) + LD(W) = +| ®'xx + LNL <*'W+W) " Ph" " chW + q (l-3~29) 

where 

Lu( ) = H ( ), + H ( ), + H ( ), Hv xxx xxxx xyv xxyy yy yyyy 

Lft( ) = Q ( ), + Q ( ), + Q ( ), Q xx xxxx xy xxyy yy yyyy 

Ln( ) =' D ( ), + D ( ), + D ( ')", D xx xxxx xy xxyy yy yyyy 

L.TT (S,T) = S, T, - 2S, . T, + S, T, NL xx yy xy xy yy xx 

The stiff ener parameters H , Q , D etc. are given in Appendix 1-A. 
XX A A XX 

One can also express the basic equations in terms of displacements u, v, W 
rather than W and $. Substituting eqs (1-3-10) ~ (1-3-12) into eqs. (I-3-IQ) «• 
(1-3-24) and then substituting resulted equations into equations (1-3-4), (1-3-
5) and (1-3-9) yields the following equations after regrouping 

,.. . . 32u 1+v 32v 1-v 3*u ,. . raW fa2W 32Wi 3*W 3Wi 
(^i* a* + T ixl̂  + T" X? ^ l 1 [ix fe + T#* + ü?" a^ + 

(1-3-30) 

1-v r3*W 3W 3W Ü W + 3W 3'W + 3W 3iW + 32W 3W + 3W cl^Wi i i * ? ^ 
2 '■3x3y 3y + 3x 3y2 + 3y 3x3y + 3x 3y2 3x3y 3y 3x 3y2 J ( '^ * ' 
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i-v a'v i+v a'u M . 3j_v _ r3W f 3 * w i l w _ i ÜW_ aWi 
2 3xJ + 2 3x3y + U + V 3y* " " V U x l3x3y + 3x3yJ + 3x3y 3xJ 

,, . p l aw 3W f a J w a2w, sw a*Wi v 33w 
- { 1 + ^ 2 ) f" R iy" + iy" ïaF + iF1 + aï ̂ ~ ] + X2 i F + 

i - v r 3 2 w f3W aw% sw f a 2 w a ' w ^ a*w 3W aw a*w i ,„ _ 0 0 x 
- ——— — - I — + — + — + + — r — + — (1-3-32) 

2 L3x* l3y 3y' 3x l3x3y 3x3y' 3x* 3y 3x 3x3yJ v J J ' 

LD(w) + LQ(.) = | 0 * LNL(*. W+W) - ph 0 - ch |f ♦ q (1-3-33) 

According to Koi te r ' s theory [153]. the displacements u, v, W and Airy s t r e s s 
funct ion $ of the she l l while i t i s v ibra t ing under an ax ia l ly compressive load 
and l a t e r a l e x c i t a t i o n can be expressed as a l i n e a r s u p e r p o s i t i o n of two 
independent s t a t e s of displacement and s t r e s s , as shown in the following 

* * . * + * (1-3-3*0 

u = u + u (1-3-35) 

v = v + v (1-3-36) 

W = W + W (1-3-37) 

where $, W, u and v are the stress function and displacements of the so-called 
fundamental, static, geometrical nonlinear state due to the imperfections of the 

shell and the application of a static axially compressed load N , and $, W, u 

and v are the stress function and displacements of the so-called dynamic state 
due to small but not infinitesimal vibration about the fundamental state. 

Upon substitution of equations (1-3-3*0 and (l_3-35) into equations (1-3-28) and 
(ln3~37)i one obtains two sets of differential equations in terms of stress 
function and radial displacements governing the fundamental and the dynamical 
state, respectively. For the fundamental state these equations are 

LH($) - LQ(W) = " | 0 - | LNL(W, W + 2W) (1-3-38) 
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LQ(i) ♦ LD(W) = | 0 ♦ LNL($, W + W) (1-3-39) 

while for the dynamic state the equations become 

LH(i) - LQ(W) = - I 0 - I LNL(W' W) " | LNL(vi' * + 2W) + 

| LNL(W, W) (1-3-40) 

LQ(i) ♦ LD(W) - | f £ + LNL(i, W) + LNL(i, W + W) + 

32W -, aw + LXTI ($, W) - ph I T ? + q - ch |^ (1-3-41) 

Similarly, upon substitution of the equations (1-3-3*+) ~ (1~3_37) into equations 
(1-3"31) ~ (1-3-33) one obtains two sets of equations in terms of displacements 
u, v, W and u, v, W, respectively. In such a case the governing equations of 
the fundamental state are 

,„ , a*u l+v a*v l-v a*u .. , raw 3* (w+W) a2w aw-, 

r 1 aw aw 3' (w+w) a2w aw a3w-i 
Vl~ R 3x + 3y 3x3y + 3x3y 3y + 1 3x3 J 

l-v r3*W 3W 3W 3' (W+W) 3'W 3W_ 3W 3'W 3W aiW-i M-V42) 
2 Uxay 3y + 3x 3y2 + 3y3x 3y + 3y 3x3y + 3x 3y* J ( '•>' 
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1-v 3'v 1+v 3'u + x1+ v liv _ r3W 3' (W+W) 3'W 3W-] 
2 3x* + 2 3x3y * P 2 ' 3y* " " v L3x 3x3y + 3x3y 3xJ * 

M xr 1 aw aw a* (w+w) U W 3W-. a»w 
U + H 2 U - R 8 y 3y 3y* + 3y* 3yJ + X2 3y3 

i-v i-a'w 3(w+w) aw 32 (w+w) a^w aw aw a8w ■. . u > 
2 L3x2 3y + 3x 3x3y + 3x* 3y + 3x ax3yJ \l-5-'*3l 

LD(W) + LQ(«) = | 0 + LNL($, W+W) (1-3-W) 
while the equations governing the dynamic state are: 

... v 3*u 1+v 3»v 1-v 3*u ., . r3W 3* (W+W+W) 3*W 3(W+W)1 

r i 1W + aw a» (w+w+w) 3*w 3(w+W)n H W 
VL~ R 3x + 3y 3x3y + 3x3y 3y ■• + 1 3x3 

1-v r3*W 3(W+W+w) 3W 3* (W+W+W) 3W 3* (W+fi) Ü W 3(W+W)n (± , ̂  . 
2 L3x3y 3y + 3x 3y2 + 3y 3x3y! + 3y* 3x J u"J"4-)' 

1-v 3*v 1+v 3'u . . 3^v _ r3W 3* (W+W+W) 3*W 3(W+W)-. 
2 3x2 + 2 3x3y + *lnV 3y* = " V L3x 3x3y + 3x3y 3x J 

,, . r l 3W aw a*(w+w+w) a*w a(w+wh v a3w ( 1 +^2> I" R i y + 17 a? + aF -t7"^3 + x2 i F + 

1-v r3'W 3(W+W+W) 3W 3' (W+W+W) 3W 3» (W+W) + 3*W 3(W+W)-i . - ^ 
2 L3x* 3y + 3x 3x3y + 3y 3x* 3x3y 3x J \ i _J~ H D' 

LD(W) + LQ(*) = | |if + L N L ( $ , W ) ♦ LNL(i,W+W) + LNL(i,W) - ch f* - ph 0 + q 
(1-3-47) 
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1.4 THE METHOD OF AVERAGING 

The method of averaging began to come into use a long time ago in the field of 
celestial mechanics, where different averaging patterns were applied. The 
principal idea of these patterns being that some average value is substituted 
for the perturbing function, so that simpler differential equations are 
obtained. In mechanics, however, the method of averaging remained unknown until 
the twenties of the present century, and only after the publication of the well 
known Van der Pol paper [126] did people take notice of it. 

After the appearance of Bogoliuboff's fundamental works [123 ~ 127] dealing with 
its mathematical foundations, the method of averaging has been applied to a wide 
variety of problems dealing with nonlinear vibrations. Further, it has been 
found that using the basic ideas of the method of averaging as a point of 
departure, one can develop special methods which permit the construction of 
approximate solutions to any degree of accuracy desired. 
In the present work the method of averaging is used in order to obtain a set of 
reduced equations which can be solved more readily. First of all the method is 
used to obtain simpler relations for the first and second order derivatives of a 
function u(t) with slowly varying amplitude a(t) and phase P(t). Thus if 

u(t) = a(t) cos [t + p(t)] (1-4-1) 

then 

~ = - a sin (t+p) + j£ cos (t+p) - a || sin (t+p) (1-4-2) 

Using the assumption that a and p" are slowly varying functions of time yields 

jj* cos (t+p) - a || sin (t+P) = 0 (1-4-3) 

Hence 

^ = - a sin (t+p) (1-4-4) 

and the second derivative becomes 

— = - a cos (t+p) - g s i n (t+p) - a || cos (t+p) (1-4-5) 
dt* 

These expressions then are substituted into the governing equation. After some 
regrouping, in the final state of the analysis, the equation is 'averaged' by 
integrating over one period of the vibration. In this intergration a(t) and P(t) 
are approximated by their average value a and p. For example 

2n 

J a(t) cos*t dt = a n etc. (1-4-6) 

See Appendix C for details of the derivations. 
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1.5 GALERKIN'S METHOD 
The Galerkin's method, sometimes known as the method of weighting functions,is 
also used in the present analysis. The method has been proven to be a very 
powerful and simple approximation tool in reducing a set of nonlinear partial 
differential equations into a set of nonlinear ordinary differential equations 
which can be solved more readily. Also Galerkin's method provides insight in the 
nonlinear coupling of various vibration modes during the solution procedure. 

Consider a function W, which is assumed to be an approximate solution of equa­
tions (1-3-40) and (1-3-41) 

W = f(A,B,x,y) (1-5-1) 
where A and B is the amplitude of assumed vibration modes. Theoretically, the 
right-hand side L(R) of (1-3-41) should be equal to the left-hand side L(L) 
after W is substituted into it, if W is its 'exact' solution. 

Generally, however, this is impossible since W is only an approximate solution, 
the 'error' caused therefore is 

e = L(R) - L(L) * 0 (1-5-2) 
The conditions that the weighted e r ror integrated over the domain be zero, 
according to the Galerkin's method are 

2nR L : 
J ƒ e || dxdy - 0 (1-5-3) 
0 0 

2nR L : 
| J ' c || dxdy = 0 (1-5-4) 
0 0 

where 3W/3A and 3W/3B are known as the weighting functions, respectively. 
The mopt important and also the most difficult problem in using the Galerkin's 
method is to choose accurate solution modes. Completely different results could 
be obtained by a small difference in the assumed solution modes. For the present 
analysis, fortunately, the choice is made easier since one can rely on the 
results obtained by previous investigators. 
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CHAPTER 2 UNDAMPED NONLINEAR VIBRATIONS 

2.1 INTRODUCTION 

The undamped nonlinear vibrations of both perfect and imperfect thin cylindrical 
shells are studied in this Chapter. The initial geometric imperfection is 
modelled with a combination of one axisymmetric and one asymmetric trigonometric 
function. The simply supported boundary conditions (SS3) and the circumferential 
periodicity condition are satisfied. Two vibration modes are assumed in order to 
satisfy the requirement of the travelling wave, though only one of them is 
directly excited. Galerkin's procedure is employed to obtain two coupled 
nonlinear ordinary differential equations for the vibration amplitudes. The 
approximate natural frequencies and frequency-amplitude relationships for 
various amplitudes of initial geometric imperfection, and of excitation are 
calculated from these two equations using the method of averaging. The stability 
of these solutions then is studied using the method of slowly varying parameters 
in Chapter 4. 

2.2 BASIC ASSUMPTIONS 

For t h e p r e s e n t a n a l y s i s a two-term approximat ion for i n i t i a l geometr ic 
imperfection, as expressed in (1-2-1) i s ,used. 

The displacement mode for the fundamental s t a t e i s assumed in the form 

W = 6Qh + c^h cos ( ^ x ) + <52h s in (£kx) cos (£ny) (2-2-1) 

This choice of the s t a t i c response mode r e f l e c t s the fac t proven by several 
authors [9*0 that the effect of i n i t i a l geometric imperfections i s the strongest 
when the response mode resembles the i n i t i a l imperfection mode. 
Based on the same consideration mentioned above and considering the requirement 
of the t r a v e l l i n g wave, which has been measured in the experiments before, the 
v ibra t ion mode shape i s assumed as 

W = Ah sin (£kx) cos (£.y) + Bh s in (2kx) sin (t y) + Ch sin2 ( ^ x ) (2-2-2) 

where A, B and C are the time-dependent amplitude functions, £ . and £ a re the 
normalized wave numbers. 

According to the notat ion of Eyensen's paper [31] the f i r s t term i s c a l l e d the 
d r i v e n mode and the second term i s called the companion mode. I t i s noted that 
the above shape s a t i s f i e s a l l the boundary c o n d i t i o n s of a s imply-suppor ted 
s h e l l , except the moment-free condition a t the ends. Therefore the mode shape 
used herein has boundary conditions that l i e somewhere between simply supported 
and clamped ends. 
D e t a i l s of t he s o l u t i o n of t he fundamental s t a t e have been p u b l i s h e d . The 
d e t a i l e d procedure i s not shown here for the sake of b rev i ty . The in teres ted 
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reader can refer to [94]. Only the analysis for the dynamic state is presented 
in the present thesis. 

2.2.1 PERIODICITY REQUIREMENT 

The circumferential periodicity requirement 

2nR+y : 
J f* dy = 0 (2-2-3) 

must be s a t i s f i e d . 

In general , the displacement mode of Eq. {2-2-2) together with the corresponding 
s t r e s s func t ions do n o t s a t i s f y the p e r i o d i c i t y requirement despi te the fact 
that they are p e r i o d i c func t ions . This drawback i s e l i m i n a t e d by r e p l a c i n g 
equation (2-2-2) with 

W «Ah sin (£kx) cos (££y) + Bh sin Ukx) s in (t^y) * 

2*Rh . 
+ - j j — [A1 ♦ B« ■+ 2<5n e A(<52 + ó 2 ) ] sinM2mx) (2-2-4) 

where Ö „ i s the Kronecker de l t a function, n,Jc 

0 n * 0. 
a - (2-2-5) 

n , , : 1 n = 2 

The de ta i led derivat ion of equation (2-2-k) can be found in Appendix 2-B. 

2.2.2 APPLICATION OF GALERKIN'S METHOD 

Before the Galerkin 's procedure can be applied, the s t r e s s func t ion $ must be 
d e t e r m i n e d . S u b s t i t u t i n g equa t ions ( 1 - 2 - 1 ) , (2-2-1) and (2-2-2) i n t o the 

compatibil i ty equation (1-3-^0) and then solving for * one obtains the following 
pa r t i cu la r so lu t ion: 

i . f (A.x.y) (2-2-6) 

The function f and the vector A are listed in Appendix 2-A. 
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At th i s stage in the analys is , the equations (1-2-1), (2-2-1) , (2-2-4) and (2-2-
6) a r e s u b s t i t u t e d i n t o the equilibrium equation (1-3-41) and then Galerkin's 
procedure i s used. This procedure y i e l d s two coupled n o n l i n e a r d i f f e r e n t i a l 
equations for A(t) and B(t) 

51 i^2A + c 3 P [ A + <5 n > e(6 2 +6 2)] - c5A> ♦ S6(A«+B») ♦ 

+ c (A*-B') + CgA' + C-fA'+B1) A + ^ ( A ' + B * ) A» + c u (A l+B 1 )* + 

+ S12(A'+B*)* A = FD(t) (2-2-7) 

d ^ t d2B + d_B ££ + d̂ BA + d BA* + d6(A*+B* ) B + 

+ d (A*+B2) AB + dg(A2+B')! B = F c ( t ) (2-2-8) 

where the c. , c ? c..- and <iL , d- , . . . . d« are c o e f f i c i e n t s which are 
defined in Appendix 2-A. Fn and Fp are the generalized dynamic exc i t a t ions . They 
a r e obta ined by e v a l u a t i n g the i n t e g r a l s invo lv ing the e x t e r n a l exci tat ion 
<l(x,y,t) and Galerkin 's weighting functions. In the present s t u d y , q i s assumed 
to be fixed in space and harmonic in time 

q (x ,y , t ) = Q(x,y) cos cot (2-2-9) 

where Q(x,y) is assumed to be symmetric with respect to y and has zero average 
value. In this case Fp(t) is identical to zero and F-. is 

P T Q(x,y)(cos(£j.y)sin(£.x) + - § — [A+6n .(ö,+ó-)]sin« (e.x)cos cot 
7 = 2 n'g ' * .dxdy 
U J J nRL 

o o 
(2-2-10) 

2.2.3 APPLICATION OF THE METHOD OF AVERAGING 
The coupled nonlinear differential equations (2-2-7) and (2-2-8) cannot be 
solved exactly. An approximate solution can be obtained by the procedure known 
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as the method of averaging. The unknown functions A(t) and B(t) are taken to be 
of the form 

A(t) F A. (t) cos (ü>t) (2-2-11) 

B(t) = B (t) sin (wt) (2-2-12) 

Substituting equations (2-2-11) and (2-2-12) into equations (2-2-7) and (2-2-8) 
and then applying the method of averaging yields the average amplitudes A and B 
respectively so that (see the Appendix 2-A for details) 

A(t) = A cos (<i>t) (2-2-13) 

B(t) = B sin (tot) (2-2-11) 

The average ampl i tudes A and B, which a r e time-independent functions can be 
eosiputed from the fo l lowing s imul t aneous , n o n l i n e a r , normal ized a l g e b r a i c 
equations 

-Q'(A + PXA? - p^B'A - 2ö n t £ (Ó^Ó 2 ) i ^ A ) + f̂ A + ̂ A ' + f^AB' + 

+ P5[5AS + 2A'B* + AB*] = FD (2-2-15) 

rQ*{B + p 6 § ' - P6A2B) + LB + PgAzB + PQB3 + P10[5BS + 2BJAJ + A*B] = 0 

(2-2-16) 

where Q* = — g r — , is the generalized nondimensional frequency, 

, 2_R 2*Rh 
P *r Q(x,y) (sin(2 x)cos(£py) + -f- [A+Ón -(óyöj] sinMex)] 

Fn = 1R — - n'g ' * - dxdy, 
J J nLE 
o o 

is the generalized average excitation, and fL, {J-, p"10 are coefficients 
which are given in Appendix 2-A. 
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Note that one possible solution to equations (2-2-15) and (2-2-16) is that B=0. 
In this case, these two equations are reduced to 

-Q*{l + PlA' + 2<5nte(V62)2 M A + P2A + p3A» + S^A» = Fp (2-2-17) 

The equation governing the amplitude-frequency for various values of amplitude 
of the imperfection can be obtained from equation (2-2-17) 

P +p A« + 5PRA* 
Q* = a r2 (2-2-18) 

1 ♦ (IA' + 2ó c(ó2+ó2)* p 

Notice that A can be infinitesimal but cannot be zero. 

2.3 CHECKING ON THE CORRECTNESS OF THE CURRENT EQUATIONS 
The analytical procedure used in the current study is similar to the one used by 
Evensen [31] and by Watawala and Nash [116]. 
Evensen investigated a perfect isotropic smooth cylindrical shell. Watawala and 
Nash also investigated a smooth isotropic shell but it was not perfect, the 
asymmetric initial geometric imperfection was included. It is obvious that tho 
current general equations and those derived by Watawala and Nash should reduce 
to Evensen's equations if the appropriate terms are eliminated. 
2.3.1. REDUCING TO EVENSEN'S EQUATIONS 

An unloaded perfect isotropic shell is now considered, which means W = 0, (that 
is ó1 = o- = 0), A = 0 and terms corresponding to stiffeners and rings vanish in 
equations (2-2-15) and (2-2-16). Introducing the small parameter e = [~ö~) and 
the aspect ratio £ = . / used by Evensen into these two equations, one obtains 

-Q«(A ♦ pelA' - PelAB«) ♦ pe2A + pe3A' ♦ p^AB' + p ^ A ' ♦ 2A'B* + AB* } = FD 

(2-2-19) 

-Q'{§ + pelB» - PelA'B) ♦ pe2B + ̂ B » + pe4A*B + Pe5(5Bs + 2B»A' + A*Ë) = 0 

(2-2-20) 
where p 1 , p ? Pc are coefficients defined in Appendix 2-C. 
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Comparing the present frequency parameter Q with that used by Evensen one 
obtains 

BÉ ■ -j V ' «IP.»-, <2-2-21» 
*l(¥+iy i2 ( i -v) J 

where Q„ i s Evensen ' s frequency parameter . 
hi 

S u b s t i t u t i n g t h i s p a r a m e t e r i n t o e q u a t i o n s ( 2 - 2 - 1 9 ) and (2-2-20) y i e l d s the 
equa t ions 

_ e ï Ó e* 
(1-B|) A + j | Q|, X(B«-A») - "Tp A(3A*+BM + -~- A(5A* +2A*B* +B* ) = Gffln (2-2-22) 

U-Öĵ ) B ♦ g Q*j ̂ (A2-BM - -jp B(3B*+AM + -Sg- B(5B**2B'A«+A*) = 0 (2-2-23) 

where Y , <5 and G are the parameters reported by Evensen [31]. Thus equations 
I " %3 mil 

(2-^2*22) and (2-2-23) a r e indeed Evensen 's e q u a t i o n s . 

2 . 3 . 2 . REDUCING TO WATAWALA AND NASH'S EQUATIONS 

Watawala and Nash ' s f requency-ampli tude equa t i ons fo r t h e case of n = 2 a r e 

rQ* [A+ajA* tajAE» ] + a2A + a-A' + | a^AB* + jj^ a-l' + . J^ cuA»B« + 

■■ ■ + J 5 aKAB* = Cmn (2-2-24) 
o p m n 

-p« [5 + a ^ B ♦ c^B» + 2aiwM3] + a 6 § + q_B» + | c^A*B + | S - §1 + 

+ ^ cutfB» + g^ a S»g = o (2-2-25) 

where 5 is the average generalized force, W is the asymmetric imperfection, 

and cr,, a-, .... a, are coefficients defined in Appendix C of Ref. [116]. 
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The present frequency-amplitude equations can be written for unloaded isotropic 
shell with the asymmetric imperfection such that n = S. in the form 

-Q» [A ♦ PnlA' - pnlAB> ♦ 2pnl6j,A] ♦ p^A ♦ p^A' ♦ p^AB* ♦ 

+ Ên5[5As + 2A'B* + AB*] = FD (2-2-26) 

-Q«[B ♦ Pn6B> - pn6A«B] ♦ pn?B ♦ pn8A>B ♦ p ^ B ' ♦ 

+ P n l 0[5B s + 2B3A2 + A*B] = 0 (2-2-27) 

where F_ i s the average g e n e r a l i z e d force as shown in Eq. ( 2 - 2 - 1 5 ) , {J ^, 
P p , . . . , P 1f> are coeff ic ients defined in Appendix 2-C. They correspond in the 
form to the a ' s used by Watawala and Nash. 

Some d i f f e r e n c e s between the p r e s e n t equa t ions and the ones p u b l i s h e d by 
Natawala and Nash have been found. The algebraic sign of the th i rd term in the 
two s e t s of e q u a t i o n s i s o p p o s i t e . This seems to come from t h e d i f f e r e n t 
a s s u m p t i o n s u sed f o r t h e t i m e - d e p e n d e n t f u n c t i o n s A and B in the two 
inves t iga t ions . In Watawala and Nash's analysis A and B were assumed as 

A(t) = A ( t) cos <ot 

and 

B(t) = B ( t ) cos <i>t 

Whereas in the current analysis the forms of A and B are 

A(t) = A ( t ) cos cot 

and 

B(t) = B t ( t ) s in ut 

It appears that the Watawala and Nash's assumption is not appropriate to the 
present problem since it does not satisfy the requirement of the travelling 
wave. 



15 

For the case of n * Ê, t h e p r e s e n t ampl i tude- f requency r e l a t i o n s h i p can be 
rewri t ten in the form of Watawala and Nash's equations 

^Q«(A« + PnlA» - PnlAB») + Pn2A + P n 3 A' ♦ P^AB' + 

+ Pn5{5As + 2A»Bl + AB*) = FD (2-2-28) 

-Q>(B ♦ p^B» - *n6A'B) ♦ Pn7B ♦ pn8A*B ♦ p ^ B ' * 

+ Ênl0(5B5 + 2B'A* + A*B) = 0 (2-2-29) 

where |S .., JS 2» •••» & in a r e c o e f f i c i e n t s defined in Appendix 2-C. 

Upon comparing the current equatipns with those by Watawala and Nash a s i m i l a r 
p rob lem a s mentioned in t h e case of n=£ was obse rved . We a l s o found t h a t 
Watawala and Nash's equations,cannot be reduced to those developed by Evensen. 

2.4 DISCUSSION OF NUMERICAL RESULTS 
1 ! ' ! 

The equations derived in the thes is are qui te genera l . They can be used to 
inves t iga te the nonlinear v ibra t ion behaviour of or thot ropic or i so t rop ic 
Shells, However, in this paper only numerical results for i so t rop ic s h e l l s are 
presented. 
For the, nuoeripal work those shell geometries were used, which make comparison 
with publlsed results possible. 

lt Shell ES1 
An isotropic shell, used by Evensen in the free nonlinear vibration analysis 
[31]. Its characteristic data are 

h * 1.0, 

£ = 225, 
L ■ 150 n, 

v = 0.3 

2f Shell ES2 
An isotropic shell, also used by Evensen in the forced nonlinear vibration 
analysis, which has as its characteristic data 
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(V1) = o.oi 

= 0.1 nR/2 
■ " L/m 

v = 0.3 

For purposes of comparison, e = 0.01 corresponds tó £ = 5 and h/R = 0.004 and 
£ = 0.1 corresponds to m = 1, £ = 5 and L/R = 2n. 

3. Shell WN 
The isotropic shell WN was used in the present analysis in order to be able 
to compare with the results of Watawala and Nash [116]. The characteristic 
data of the shell are 

h/R = 1/720, 

L/R = 2/3, 

v = 0.272 

4. Shell X-1 
At first the isotropic shell X-1 was studied in the stability analysis 
by Arbocz and Sechler [76]. Then it was used in the linearized vibration 
analysis by Hoi [94] for the case of combined imperfections and axial 
compressive load. Its geometric and material parameters are 

h = 0.004 in 

R = 4.0 in 

L = 4.0 in 

E = 10' lb/in2 

v = 0.272 

p = 2.60»10 lb.sec2/in* 

The imperfection modes and their amplitudes for shell X-1 were determined 
experimentally by Arbocz and Babcock. The critical modes plus associated 
amplitudes for axisymmetric and/or asymmetric imperfections, which they used, 
are again used here. 
A computer program has been developed and an extensive parametric study has been 
carried out. The computations were aimed at the main aspect, the influence of 
initial geometric imperfection on the nonlinear vibration of shells. Before 
reporting the numerical results, it must be mentioned that whenever possible, 
special combinations of the wave numbers for axisymmetric parts of the vibration 
mode were chosen. For certain combinations of the wave numbers i, k and m, mode 
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coupling occurs. For the present ana lys is , the coupling conditions are i = 2k, i 
= 2(m+k) . The coup l ing cond i t i on i=2k has been proven to be the s t ronger one 
[94] . 

2.4.1 PERFECT SHELL 

The f i r s t s e r i e s of computat ions i s c a r r i e d ou t t o de te rmine t h e n a t u r a l 
frequencies of she l l ES1 and the response of she l l ES2 to an exc i t a t i on . This i s 
a nece s sa ry check on the c o r r e c t n e s s of t he computer program based on the 
general equations derived in the present s tudy. The r e s u l t s are shown in Figures 
2.1 ^ 2 . 5 . A c loser look reveals that a l l the r e s u l t s p resen ted by Evensen a r e 
recovered in the c u r r e n t s t u d y . In addi t ion, some new and i n t e r e s t i n g r e s u l t s 
were found. 
Thus, as can be seen from F i g s . 2 .2 and 2 . 5 , t he s o f t e n i n g type n o n l i n e a r 
v ibra t ion c h a r a c t e r i s t i c of the mode m=k=3 i s changed in to a ha rden ing one for 
t h e v i b r a t i o n mode k=3 and m=6. Since e x p e r i m e n t a l l y only s o f t e n i n g type 
nonlinear v ibra t ion has been observed for moderate s i z e v i b r a t i o n a m p l i t u d e s 
(A<2.0, s a y ) , therefore when choosing the mathematical models one must not only 
sa t i s fy the circumferential per iod ic i ty condi t ion bu t a l s the s t r o n g c o u p l i n g 
c o n d i t i o n m=k between the axisymmetric and the asymmetric v i b r a t i o n modes. 
Otherwise the predicted nonlinear v ibra t ion c h a r a c t e r i s t i c s become u n r e a l i s t i c . 

2 A 2 IMPERFECT SHELL 

2 ,4 .2 .1 SINGLE MODE VIBRATIONS (A t 0, B = 0) 

In t h i s sec t ion the influence of asymetric, axisymmetric and combined imperfec­
t ions as well as of ax ia l compressive load on the nonl inear s i n g l e mode v i b r a ­
tion of a c i r cu l a r cy l indr ica l she l l i s inves t iga ted . 
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Fig, 2 .1 Influence of large amplitude of v i b r a t i o n on n a t u r a l f requency for 
various e. ES1 Shel l . 
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Fig. 2.2 Influence of large amplitude of v ibra t ion on na tu ra l frequency for 
different vibration modes. ESl Shell; c = 1.0. 
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response; ES2 Shell. 
Excitation FD=. 2 x 10~ \ 



49 

t 20 

15 

10 

5 

0 _ J ^ _ 
0.80 100 

i i 
1.20 

P£ 

Fig. 2.4 Amplitude-frequency r e l a t i o n s h i p o f per fec t s h e l l ; companion mode 
response 
ES2 Shell; Excitation FD= 2x10**. 
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l i_Asymmetric_imperfection 
At f i r s t the f r e e v i b r a t i o n s o f ' s h e l l WN a r e c o n s i d e r e d , whereby the 
c i r c u m f e r e n t i a l wave p a t t e r n s of the dynamic response and of t h e i n i t i a l 
imperfection are i den t i ca l . In order to be able to compare the present numerical 
r e s u l t s with t h a t of e a r l i e r i n v e s t i g a t i o n s by Rosen and Singer [11,15] and 
Watawala and Nash [116], we wi l l use the v ibra t ion mode with k=m=5 a x i a l half 
waves and £=25 circumferential ful l waves. Notice tha t t h i s mode i s ident ica l to 
the c lass ica l asymmetric buckling mode. 
F igure 2 .6 shows a comparison between 4 different analyses. The fact that Rosen 
and Singer p r e d i c t an i n c r e a s e i n the frequency of f ree v i b r a t i o n Q wi th 
i n c r e a s i n g ampl i tude of the asymmetric imperfection 6_ has been traced to the 
fac t that t h e i r assumed ( i n f i n i t e s i m a l ) asymmetric v i b r a t i o n mode does not 
sa t i s fy the circumferential per iodic i ty condition. The large discrepancy between 
the nonlinear vibrat ion r e su l t s of Watawala and Nash and the p r e s e n t work are 
probably due to some er ror in the i r frequency-amplitude re la t ionsh ips , which do 
not reduce to Evensen's perfect she l l equat ions [31] i f the ampli tude of the 
i n i t i a l imper fec t ion i s s e t equal to ze ro . Notice also tha t the present non­
l i nea r vibrat ion resu l t s show an excellent agreement with Hoi's [94] l i n e a r i z e d 
r e s u l t s i f the ampli tude of v i b r a t i o n A and the i n i t i a l imperfection <52 are 
suf f ic ien t ly small. 
Proceeding with the comparison of the current r e su l t s with the ones obtained in 
Reference [ 1 1 6 ] , F igure 2.7 shows the v a r i a t i o n of the frequency of f r e e 
v i b r a t i o n with the ampli tude of imperfec t ion for i n c r e a s i n g va lues of the 
amplitude of v ibra t ion A obtained by Watawala and Nash. 
Not ice t h a t i n c r e a s i n g the amplitude of vibrat ion re su l t s in a softening type 
behaviour for a l l va lues of i m p e r f e c t i o n s c o n s i d e r e d . T h i s i s in p a r t 
c o n t r a d i c t e d by the present r e su l t s shown in Fig. 2 .8 , where for imperfections 
greater than a cer ta in c r i t i c a l value (here ó-^O.S) an increase in the amplitude 
of v i b r a t i o n r e s u l t s i n a hardening type behaviour . Not ice a l s o tha t for 
imperfections smaller than the c r i t i c a l va lue a so f t en ing type behaviour i s 
predicted i f the amplitude of vibrat ion increases. 
Figures 2.9 and 2.10 display the r e l a t i o n s h i p between the frequency of free 
v i b r a t i o n Q and the circumferential wave number £ of the dynamic response mode 
for different amplitudes of the asymmetric imperfection <5_. The axial ha l f wave 
number k and the circumferential ful l wave.number n of the imperfection are kept 
cons tan t a t 5 and 25 , r e s p e c t i v e l y . For very small ampli tude of v i b r a t i o n 
(A=0,001) both the current nonlinear analysis and the one by Watawala and Nash 
agree very well with the r e s u l t s of the l i n e a r i z e d i n f i n i t e s i m a l v i b r a t i o n 
a n a l y s i s of Rosen and Singer for a l l va lues of £ except for £=n=25- At this 
pa r t i cu l a r value of £ Ref. [15] p r e d i c t s a sudden i n c r e a s e in the frequency 
whi le Ref. [116] and the p re sen t s tudy p r e d i c t a s i g n i f i c a n t dec r ea se . An 
explanation of these discrepancies has been given e a r l i e r . 
F igures 2.11 thru 2.16 are included in order to invest igate further the dynamic 
behaviour of the she l l when n=£. In these p lo ts the axial wave numbers are kept 
cons t an t (m=k=5) and the circumferential wave numbers n and £ are varied from 5 
to 30. As can be seen at higher aspects r a t ios (£>p« s a v ) the nonlineari ty i s of 
t he hardening type and the f requencies increase continuously with increasing 
imperfection ampli tude <5~. However, a t lower a spec t s r a t i o s (£<~, say) the 
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nonlinearity changes to being of the softening type for values of the imperfec­
tion 6_ smaller that a certain critial value. For values of the imperfection <52 
larger that the critical value the nonlinearity becomes once again of the 
hardening type. As can be seen from Figures 2.l4 - 2.17 the critical value of 
the imperfection 6_ becomes smaller as the number of circumferential waves 
increases (or the aspects ratio 5 decreases). 
The influence of asymmetric imperfections on nonlinear vibration for the case of 
n̂ £ is shown in Fig. 2.17. The frequencies of free vibration increase with 
increasing amplitude of imperfection óp. The influence of the amplitude of 
vibration is slight. 
The forced response curves of the shell are shown in Figures 2.18 ~ 2.21. In the 
figures the dotted lines denote the frequency-amplitude relationships for free 
vibration (also known as the backbone curve) and the solid lines represent the 
foced response. As can be seen, in the case of nft the type of vibration is 
governed by the aspect ratio £ only. Thug for high aspect ratio's (P-, say) one 

gets a hardening type of behaviour, whereas for low aspect ratio's (C^ö' SQy) 
the nonlinear vibration is of the softening type. If, however, n=£ then as can 
be seen from Fig. 2.21 the type of the vibration behaviour depends not only on 
the aspect ratio £ but also on the size óf the asymmetric imperfection. For 
instance, an amplitude of imperfection greater than the 'critical value' (0.8, 
say) alters the vibration behaviour from a softening type to a hardening type. 

?i_Ax^svmmetric imperfection 
In 1974 Rosen and Singer [11] published a paper dealing with the effect of 
axisymmetric imperfections on the vibrations of cylindrical shells under axial 
compression. They have shown that geometrical imperfections of the kind which 
affect buckling have also a large influence oh the vibrations of these shells, 
even at zero axial load. They expressed the hope that this phenomenon will 
facilitate the evaluation of the effect of the actual imperfections by measuring 
the deviations in frequencies of the imperfect shell from those of the 
corresponding perfect one. They assumed the following axisymmetric imperfection 

W = 61 h cos (£.x) 

and approximated the asymmetric vibration mode as 

W = A h sin (£,x) cos (£ y) k y ir 

R R where i=2k. For the isotropic shell X=l (-r » 1000, ~ = 1.0) the classical n L 
perfect shell buckling modes are i=l8 (the axisymmetric buckling mode) and k=9, 
n=29 (one of the asymmetric buckling modes), Figure 2.22 displays the frequency-
amplitude relationships for shell X-l at different amplitudes of initial axisym­
metric imperfection 6.. Since the amplitude of vibration is small (A=0.001) 
therefore, as expected, the values agree closely with Hoi's [44] results. 
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Fig. 2.6 Frequency of free vibration vs amplitude of imperfection. 
WN Shell; k=m=5, n=£=5; amplitude of vibration A=0.001 
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Fig. 2.7 Frequency of free vibration vs amplitude of imperfection for different 
values of amplitude of vibration from Ref. [116]. 
WN Shell; k=m=5. n=C=25 
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Fig. 2.8 Frequency of free vibration vs amplitude of imperfection for different 
values of amplitude of vibration (present work). 
WN Shell; k=m=5, n=£=25 
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Fig. 2.9 Frequency of free v ibrat ion vs c i r c u m f e r e n t i a l wave number for 
different imperfections (References [15] and [16]) . 
WN Shell; k=m=5, n=25; amplitude of vibration A=0.001 
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Fig. 2.10 Frequency of f r e e v i b r a t i o n vs c i r c u m f e r e n t i a l wave number for 
different imperfections (present work). 
WN Shell ; k=m=5, n=25; amplitude of vibrat ion A=0.001 
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Fig. 2.11 Frequency of free vibration vs amplitude of imperfection for different 
values of amplitude of vibration. 
WN Shell; k=m=5, n=C=5, £=3^/2 
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2.12 Frequency of free vibration vs amplitude of imperfection for different 
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Fig. 2.14 Frequency of free vibration vs amplitude of imperfection for different 
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Fig. 2.16 Frequency of free vibration vs amplitude of imperfection for different 
values of amplitude of vibration. 
WN Shell; k=m=5. n=£=30, C»n/4 
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Fig. 2.17 Frequency of free vibration vs amplitude of imperfection for different 
values of amplitude of vibration. 
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Fig. 2.18 Amplitude of forced vibration vs frequency of excitation for different 
values of amplitude of imperfection. 
WN Shell; k=m=5, n=5, 2=4. 
Excitation F=0.001. 
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Fig. 2.20 Amplitude of forced vibration vs frequency of exqitation for different 
values of imperfection. 
WN Shell; i=10, k=m=5, n=25, 9.=20. 
Excitation F =0.001. 
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Notice that the amplitudes of the axisymmetric imperfections were chosen 
negative, which means the the axisymmetric imperfection is directed inward over 
the central portion of the shell, a necessary condition for the buckling load of 
the imperfect shells to occur at a value less than 1. Considering the solid 
curves closer it appears that for axisymmetric imperfections greater than 6.= -

0.4 there is no buckling (the solid curve labeled 4 does not cross the axis 
Q=0). This apparent paradox is caused by fixing the circumferential wave numbers 
of the dynamic mode at £=29. If one releases fi (that is one admits other integer 
values of £ as possible solutions) then one gets the dashed curve with buckling 
occurring with £=26 full waves in the circumferential direction. Actually the 
Technipn Group prefers to plot their results using Q2 along the vertical axis. 
Thus for the ease of comparison Figure 2.22 is so replotted in Figure 2.23. 

Figure 2.24 displays the variation of the frequency of free vibration (plotted 
as Q2 ) with the amplitude of axisymmetric imperfection for increasing values of 
the amplitude of vibration A. Notice that for imperfections smaller than a 
certain critical value (here ö1 * 0.4) an increase in the amplitude of vibration 
results in a softening type behaviour, whereas for imperfections greater than 
the critial value a hardening type behaviour is predicted if the amplitude of 
vibration increases. Thus the effect of an axisymmetric imperfection on the 
nonlinear vibrations is similar to that of an asymmetric imperfection (see also 
Fig. 2.15), if the strong coupling condition i=2k is satisfied and the vibration 
mode considered is affine to a classical asymmetric buckling mode. 

2i_^5i§i_925EE§Ë5iy§_l2?^ 
Figure 2.25 shows the variation of the frequency of free vibration (plotted as 
Q2 ) with the axial compressive load for increasing values of the amplitude of 
vibration A. At any given axial compressive load level an increase in the 
amplitude of vibration results in a softening type behaviour. 

iii_52?5ï0ê§_imE§E£§2!:i20_aD§_a5i§ï_ï2§£_i§Y§i 
At this stage the present analysis is used to investigate the effect of combined 
axisymmetric imperfections and of an applied compressive load on the nonlinear 
vibration. The only known reference data are Hoi's [94] linearized results. 
Shell X-l and the following combined imperfection model 

inx n _,_ . 9"x 29y 7- + 0.05 sin"Y" cos -fit-

are used. Notice that both imperfection modes are classical buckling modes. 
Figures 2.26 and 2.27 (both plotted as Q2) show the influence of the asymmetric 
and the axisymmetric imperfections acting alone. In both cases for the specified 
imperfection amplitudes the nonlinear vibration is of the hardening type. If 
both imperfections act concurrently then the resulting nonlinearities seem to 
cancel each other partially, because as can be seen from Fig. 2.28 (plotted as 
Q2) for all amplitudes of nonlinear vibration considered the solution curves lie 
relatively close to the linearized solution of Hoi [94]. 
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Fig. 2.22 Frequency of free vibration vs axial compressive load for different 

values of axisymmetric imperfection. 
X-1 Shell; i=l8, k=m=9, n=£=29; amplitude of vibration A=0.O01. 
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Fig. 2.23 Frequency of free vibration vs axial compressive load for different 
values of axisymmetric imperfection. 
X-1 Shell; i=l8, k=m=9, n=£=29; amplitude of vibration A=0.001 
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Fig. 2.24 Frequency of free vibration vs amplitude of imperfection for different 
values of amplitude of vibration. 
X-1 Shell; i=l8, k=m=9, n=£=29; A=0. 
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Fig. 2.28 Frequency of free vibration of imperfect shell vs axial compressive 
load for different values of amplitude of vibration. 
X-l Shell; i=l8, k=m=9, n=£=29; amplitude of imperfections 61=-O.50, 
62=0.05. 

2.4.2.2 VIBRATION OF COUPLED MODE (A * 0. B * 0) 

There are two possible cases of the nonlinear vibration of a cylindrical shell, 
the single mode vibration (A * 0, B = 0) and coupled mode vibration (A * 0,'B * 
0) . It has been demonstrated above that the initial geometric imperfections may 
significantly influence the amplitude-frequency relationships of the single mode 
vibration. Thus, it can be conjectured that initial geometric imperfections may 
also exhibit equally significant effect on the coupled mode vibration.No 
reference data for this case are available up to date. 

Figure 2.29 displays the single mode and the coupled mode undamped free and 
forced vibrations of the perfect shell ES2 from Evensen [31]. The stability of 
the approximate solutions given by Eqs. 2-2-13 and 2-2-14 was examined by the 
usual techniques of perturbation analysis (see Chapter 4 for details). The 
stable branches are indicated by solid curves and the unstable parts by dashed 
curves. 
Considering the single mode response curve the first instability region 'a' 
coincides with the locus of vertical tangents. to the response curves, which 
indicates the well-known jump phenomena. The second instability region 'b' 
indicates the area where the single mode response is unstable because of the 
nonlinear coupling with the companion mode. If adequate solutions are to be 
obtained in region 'b' , it is necessary to consider motions where both modes 
vibrate. Notice that the 'backbone curve' represents the amplitude frequency 
relation for free vibrations of a single mode. 
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Since the peak responses of the driven mode and the companion mode occur at 
about the same value of Q one says that the driven and the companion mode are 
' symmetric'. 
The effect of asymmetric imperfection on the single mode and coupled mode 
undamped free and forced vibrations of shell ES2 are shown in Fig. 2.30. A 
direct comparison with the perfect shell results displayed in Fig. 2.29 reveals 
a few minor changes in the shape of the curves. Also the bifurcation point on 
the upper branch of the single mode response curve occurs for the imperfect 
shell at Q=l.00145, a value slightly higher than that of the perfect shell of 
Q=l.00030. 
On the other hand the effect of a small axisymmetric imperfection is, as can be 
seen from Fig., 2.31. much more pronounced if the coupling condition i=2k (=2m) 
is satisfied. Thus besides the bifurcation point on the upper branch of the 
single mode response curve (which now occurs at Q=0.99733) there are now also 2 
bifurcation points on the lower branch of the single mode response curve, one at 
2=0.99563 and the other at Q=0.99703-
Finally, Fig. 2.32 displays the effect of both an axisymmetric and an asymmetric 
imperfection. Notice that the combined imperfection model 

W r> ni. 2nx _ __ . nx 5Y 
7- = - 0.04 cos -T— + 0.05 sin — cos *■*■ 

satisfies the strong coupling condition i=2k; also the axisymmetric imperfection 
is directed inward over the central portion of the shell. However, neither the 
axisymmetric nor the asymmetric mode are affine to classical buckling modes. 
(For shell ES2 such modes would be i=58 and k=29, £=l4.) 
This was done on purpose, because experimental measurements [80] on thin-walled 
seamless isotropic cylinders indicate that the amplitudes of the measured 
imperfection harmonics decay exponentially with increasing wave numbers. The 
imperfection model used is thought to be representative of the quality 
attainable with carefully made laboratory scale shell specimens. 
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2.4.3 CONCLUSIONS 

The problem of the undamped nonlinear vibrations of the thin-walled smooth 
stiffened cylindrical shell with initial geometric imperfections was treated in 
this chapter. Donnell's nonlinear equations were used to formulate the problem 
mathematically. The stiffeners were incorporated by the 'smeared' approach. An 
idealized model consisting of one axisymmetric and one asymmetric component is 
assumed for the initial geometric imperfections. Hoi's solutions of the 
fundamental state were directly adopted. Galerkin's method and the method of 
averaging were employed in sequence to obtain a set of coupled nonlinear 
algebraic equations, from which the amplitude-frequency relationships were 
derived. These equations are rather general and they can be used to study the 
nonlinear vibration behaviour of orthotropic or isotropic, of perfect or 
imperfect, of axially loaded or unloaded circular cylindrical shells. In the 
present study, only axially compressed isotropic shells with initial geometric 
imperfections were studied numerically. 
The principal conclusions of the present study are 

1. Initial geometric imperfections may have a significant influence on the 
nonlinear vibrations of cylindrical shells. This influence depends mainly on 
the enforcing of certain coupling conditions between the initial imperfection 
and the vibration mode shapes. 

2. The general observation concerning the single mode vibration is that if the 
circumferential wave number n of the asymmetric imperfection is not identical 
to £, the circumferential wave number of the vibration mode, then the 
frequencies will increase about equally for the different amplitudes of 
vibration with increasing amplitude of imperfection. The basic vibration 
behaviour is not changed. 

3. In the case of n = fi, which means that the shell is vibrating in the same 
pattern as that of the asymmetric imperfection, the influence of the asym­
metric imperfection on the single mode vibration is quite strong and it 
depends on the aspect ratio £ of the vibration and on the amplitude of the 
initial imperfection. 
For high values of aspect ratios (£>n/2, say) the nonlinearity is of the 
hardening type and the frequencies increase continuously with increasing 
imperfection amplitude. On the other hand for low values of aspect ratios 
(C<n/2, say) the nonlinearity changes to being of the softening type for 
values of imperfection smaller than a certain critical value. For asymmetric 
imperfections larger than the critical value the nonlinearity switches once 
again to being of the hardening type. 

4. The influence of the axisymmetric imperfection on the vibration is found to 
be significant only if the coupling condition i = 2k is satisfied. The 
'critical value* and the 'shifting' phenomena found in the case of asymmetric 
imperfection, were also found for the axisymmetric imperfection. This means 
that the presence of the axisymmetric imperfection can also change the degree 
of nonlinearity and the vibration behaviour. 

5' The influence of the combined imperfections on the vibration can become 
complicated due to the nonlinear coupling between the asymmetric and the 
axisymmetric imperfections. It seems that the total effect of combined 
imperfections, in general, cannot be obtained by superposition of the 
separate effects of the asymmetric and the axisymmetric imperfections acting 
alone. 

6. It was found that the presence of the axial compressive load results in a 
softening type behaviour. 
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CHAPTER 3 DAMPED NONLINEAR VIBRATIONS 

3.1 INTRODUCTION 

The damped nonlinear vibrations of imperfect thin walled cylindrical shells with 
SS3 boundary conditions are studied in this chapter. The analytical procedures 
and assumptions discussed in chapter 2 are used in this chapter without any 
further explanation. Only the new ones are specifically mentioned. 

In engineering the study of damped vibrations is of great importance since any 
realistic structure has some inherent material damping. The results available so 
far show that the damping has a pronounced influence on the nonlinear vibration 
of shells [30,82,89]. 

As mentioned in chapter 2, one of the conclusions that can be drawn from the 
results of previous studies is that although some basic characteristics of the 
damped vibration behaviour of shells have been derived analytically and also 
verified experimentally, there are certain situations where considerable dis­
agreement still exists between results obtained by different analytical proce­
dures and also between theoretical predictions and experimental evidence. 

The objective of this chapter is to investigate the effect of the initial geo­
metric imperfections on the damped nonlinear vibration of shells. This objective 
is the natural extension of chapter 2. The emphasis of the current work is 
placed on the influence of initial geometric imperfections on the coupled mode 
response for which no solution is as yet available. In addition, the author also 
intends to study the discrepancies between the results of earlier studies and to 
get a reasonable explanation, if it is possible. 

3.2 ANALYSIS 

Through t he a p p r o p r i a t e ope ra t ions and the a p p l i c a t i o n of G a l e r k i n ' s p r o c e d u r e 
t o t h e e q u a t i o n s ( 1 - 3 - ^ 0 ) and ( l - 3 _ i U ) one o b t a i n s two c o u p l e d n o n l i n e a r 
d i f f e r e n t i a l equa t ions for A ( t ) , B( t ) and C ( t ) : 

d t a t 

+ a6A2 + a?(A2+B2) + aQ(A2-B2) + c^A3 + a1()(A2+B2)A + 

+ a n ( A 2
+ B 2 ) A 2 + a 1 2 (A 2 +B 2 ) 2 + a1 3(A2+B2)2A = Fp (3-2-1) 

2 2 

h H>+ h ~+ M + h ^f+ M ~+ h**+ M8 + MA2+B2)B + 

dt dt ° dt . dt 

+ &9(A2+B2)AB + £10(A2
+B2)2B = FQ (3"2-2) 

where the a,, a-, ..., â -̂ and jL , P_, .... P1Q are coefficients which are 
defined in Appendix 3-A and F and Fc are generalized dynamic forces. 

An expression for C comes from the periodicity condition yielding 
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C = {p £, [A, + B, + 26n^ {̂ 2 + ̂ j (3_3_3) 
A(t) and B(t) are taken to be of the form 

A(t) = At(t) cos(<ot + 0) (3-3-1) 

and 

B(t) = B t(t) sin(<üt + *) (3-3-5) 

where $ and t|i are the phase angles between the driven mode and the companion 
mode and the excitation respectively. These angles are functions of time. 
Substituting equations O^-**), (3~3"5) and (3-3-3) into equations (3-2-1) and 
(3-2-2) and then applying the method of averaging yield the approximate 
solutions for A(t) and B(t) 

A(t) = A(t) cos(o>t + ♦) (3-3-6) 

B(t) = B(t) sin (cot + ♦) (3-3-7) 

where A, B, 5 and ti> are the average value of the A(t), B(t), $(t) and t|i(t) over 
one period respectively. They can be obtained by solving the following simul­
taneous nonlinear algebraic equations for a given average excitation F_, damping 
T and forcing frequency Q 

-Q2A (l + p [A2 - B2 cos 2A + 2 <5 £ (<52 + 62)2]) + p̂ A - YQAB2^ sin 2A + 

+ L A 3 + 2fyAB2 (1 - | cos 2A) + M [5A* + 4A2B2 (| - cos 2A) + 

+ 2B4 (| - cos 2A)] = FD cos ♦ (3-3-8) 

(AB2[p1Q2 - fy - 2 pVA(A2 + B2)]} sin 2A - QY (2A + ̂ [A 3 - AB2 cos 2A + 

+ ^ n S. {62 + 62)2^ = *U S i n * (3-3-9) 

- Q2§{1 + pV(B2 - A2 cos 2A)) + L B + QYA2Bp6 s i n 2A + p B3 + 

+ 2pgA2B(l - | cos 2A) + P10B(5B i t + [4A2B2 + 2A4] ( | - cos 2A)) = 0 
(3-3-10) 
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(A2B [06Q2 - Pg - 2p (A2 + B2)]}sin 2A + QY(2B ♦ p6[B3 - A2§ cos 2A]} = O 
(3-3-H) 

where 
T = cR \ , i s the genera l ized nondimensional damping, A = ♦ - t|), i s the 

2pE 
"average d i f f e r e n c e of phase a n g l e s " , and p . , {S-, . . . , {$1f. are coeff ic ients 
which are given in the Appendix 2-A. 

The de ta i l s of derivations of equations (3"3-8) ~ (3 r 3 _ H) are given in Appendix 
3-C. 
The analysis is carried out for two separate cases. 

3.2.1 SINGLE MODE RESPONSE (A / 0, B = 0) 
As can be seen B = 0 is a possible solution of equations (3_3-8) ~ (3-3-H)- In 
this case they become 

-Q2A {1 + p^A2 + 2^6 £ («2 + i2)2} * P2A + P3A3 + 5^A5 = FQ cos $ (3"3~12) 

-QT {2A + p^A3 + ̂ A ^ £ (62 + ó2)2) = FD sin $ (3-3-13) 

A single equation governing the amplitude-frequency relationship of the single 
mode response is obtained by first squaring both equations, then adding them and 
finally using the identity 

2- 2-sin $ + cos $ = 1 

This yields 

a ^ + a2Q2 + a- = 0 (3-3-1*0 

where 

aj_ = A2{1 * PjL [A2 + 26nJL (6 2 + ó 2 ) 2 ] ) 2 

a 2 = - 2A2 (1 + f>± [A2 ♦ 2 ó n £ ( ó 2 + 6 2 ) 2 ] ) {p\, + ^ A 2 + 5 ^ A 4 ) + 

+ T2A2 (2 + PlA2 + 4 P ló n e(ó 2 + ó 2) 2) 2 

a3 = A2 (p2 + p3A2 + 5P5A4)2 - F^ 
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It is obvious that one can obtain not only the damped response for various 
damping and excitation levels but also the free vibration (or undamped response) 
if one lets the damping and excitation terms vanish in equation (3~3"1^)-

3.2.2 COUPLED MODE RESPONSE (A + 0, B ̂  0) 
Another possible solution of equations (3-3-8) - (3-3-H) is A f 0 and B f 0, 
namely the damped coupled mode response. 
For the damped couple mode response a direct simultaneous solution of equations 
(3-3-8) - (3-3-H)) is too cumbersome. A further simplification can be carried 
out as follows. Initially one solves equations (3"3-10) and (3-3-H) for sin2A 
and cos2A in terms of A and B, respectively. Then one uses the identity 

2 - 2 -sin 2A + cos 2A = 1, which results in a single equation with the unknowns A and 
B. Next one back-subtitutes for sin2A and cos2A in equations (3~3_8) and (3_3-9) 

2- 2-and then uses the identity sin 4> + cos0 = 1, which yields a second equation with 
the unknowns A and B. 

The amplitude-frequency relationship of damped, coupled response then can be 
obtained by solving these two nonlinear algebraic equations simultaneously for 
given values of damping, imperfection and excitation. The equations can be 
expressed in the form 

< -Q2A (l + Pt[A2 - B2 cos2A + 2<5n £ (<52 + <52)2]} + P2A - YQAB2^ sin 2A + 

+ p_A3 + 2fyAB2 (1 - I cos2A) + PA [5A + 4A2B2 (| - cos2A) + 

+ 2BZ*(| - cos 2A)]>2+ <{AB2[P1Q2 - p^ - 2 (J (A2 + B2)]} sin 2A + 

- QT (2A + p [A3 - AB2 cos 2A + 4A6n £ (ó2 + ó2)2])>2 - F2 = 0 (3"3-15) 

and 

or 

c^B12 + a2§10 + a3B8 + a^B6 + o^B4 * agB2 + ̂  = 0 (3-3-16) 

PXA12 + P2A10 + p A8 + p^A6 + p A*1 + p6A2 + p? = 0 (3-3-17) 

where 

sin2A = - YQ{2[P6Q2 - pg - P10(^B2 + 2A2)] + P6[p? - Q2 + §2(P9 -Pg) + 

♦ 2p8A2 + p10(Bi| + 4A2B2 + 3A4)])/ Sd (3-3-18) 
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cos2A = {02Y2P6(2 + p6B2) + [Q2(l+P6§2) - P? - pgB2 - 2pgA2 + 

- P10(5B4+6A2B2 ♦ 3A4)][P6Q2 -pg - 2p1Q(A2 + B2)])/ Sd (3-3-19) 

and 

S d = (Ap^YQ)2 + A2[p6Q2 - Pg - 2|J10(A2 + B 2 ) ] [p 6 Q 2 - ^ - 2p1 Q(A2 + 2B 2 ) ] 
(3-3-20) 

Here, a..,' a-, .... a, are functions of A only and (S., p_, .... ($„ are functions 

of B only and which are given in Appendix 3"B« 
One can get solutions for the driven mode A by numerically solving equations (3_ 
3-15) and (3-3-16) for given amplitudes of the companion mode B or get solutions 
for the companion mode B from equations (3-3-15) and (3-3"17) for given 
amplitudes of the driven mode A. 

3.3 DISCUSSION OF RESULTS 

Equations (3-3-15) and (3~3-l6) and equations (3-3-15) and (3-3-17) are two sets 
of nonlinear algebraic equations for the two unknowns A and B. A direct solution 
for A and B as functions of F., Q and T is quite difficult. Therefore the normal 

procedure is to calculate B from equation (3~3-l6) for given values of A, Q and 
Y (or to calculate A from equation (3-3-17) f°r given B, Q, and Y), then calcu­
late the generalized excitation F_ from equation (3-3"15) upon substituting B 

(or A) for given values of A (or B), Q and Y. By cross-plotting the results, it 
is possible to obtain curves for A vs. Q and B vs. Q for constant F_. 
To obtain the necessary accuracy in the solutions, the Newton-Raphson procedure 
is used in the present analysis, which takes the results obtained from cross-
plotting as the starting values. 

The isotropic shell used in chapter 2, called ES2 is used herein.The wave 
numbers of vibration modes are chosen such that 
a. They satisfy the accuracy requirements of Donnell's equations, namely the 

circumferential wave number must be greater than 4; 
b. They would constitute lower order modes which can be excited easily into the 

nonlinear region to make experimental verification possible. 

In the present analysis the mode k=l, £=5 was selected. Various values of i and 
n were selected depending on the different coupling conditions. 

A series of computations were performed for damped single and coupled mode 
responses. In order to facilitate understanding, the discussions of these 
numerical results are divided into five categories. 
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Fig. 3^6 Amplitude-frequency relationship of damped vibration of imperfect shell 
with ó\,=0.00 and 6^=0.05. 

Damping Y=9xlO~-\ excitation FD=4.25xlO~-\ 
ES2 Shell; k=m=l, n=£=5 
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Fig. 3.7 Amplitude-frequency relationship of damped vibration of imperfect shell 
with Ó1=0.00 and 6p=0.07. 

Damping Y=9xlO , excitation F=4.25x10"-'. 
ES2 Shell; k=m=l, n=fi=5 
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Fig. 3-8 Amplitude-frequency relationship of damped vibration of imperfect shell 
with <51=0.00 and ó2=0.05. 

Damping Y=9xlO~5, excitation FD=4.25xlO~5. 
ES2 Shell; k=m=l, n=10, 2=5 
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3.3.1 INFLUENCE OF DAMPING AND EXCITATION 

Figures* 3.1 to 3-4 show the amplitude-frequency relationships of a perfect 
shell for different values bf damping and excitation: One can draw the 
conclusion that the damping has a strong influentë on the behaviour of the 
coupled mode response after comparing the present results with those of chapter 
2 (see Fig. 2:29). The presence of even very small damping changes the shape of 
thé undamped coupled mode response completely. As can be seen from Figures 3.2 
and 3*3. increasing the damping can quickly round-off tÜé cbüpiéd-mbdé response 
peak. Similar results have been found by Ginsberg [87]. 

Ah interesting fact can be deduced from the results shown in figures 3»1 (or 
3:2) and 3-4j namely, that increasing the amplitude of excitation (or decreasing 
the value of damping) can disrupt the stability of the coupled mode response 
peak. This fact has been found by Chen [82] in his careful experiments of 
fifteen years ago, but has not been predicted by theoretical analysis before. 

3-3-2 INFLUENCE OF ASYMMETRIC IMPERFECTIONS 

The amplitude-frequency relat ionships of a shel l with the asymmetric imperfec­
t ions are shown in Figures 3-5 to 3-8. where the damping and exci ta t ion are held 
constant . I t can be observed tha t asymmetric imperfect ions have a s i g n i f i c a n t 
i n f l u e n c e on t h e coupled mode response i f the couplirig cond i t ion n=£ i s 
s a t i s f i e d . Increasing the amplitude óf the asymmetric imperfect ion can quickly 
dec rease the reg ion where the coupled mode response o c c u r s . The asymmetric 
imperfection also changes the s t a b i l i t y c h a r a c t e r i s t i c s bf the coupled-mode 
r e sponse . But, as i t can be seen from Fig. 3-8, the influence of the asymmetric 
imperfections on the coupled-mode response i s minimal i f the coupling condi t ion 
n=g i s not s a t i s f i e d . I t should bé noted that the influence of the asymmetric 
imperfections on thé shape of thé single mode amplitude-frequency curve i s a l so 
p rac t i ca l l y n i l . 

3.3.3 INFLUENCE OF AXISYMMETRIC IMPERFECTIONS 

Figures 3 «10 to 3-12 display the amplitude-frequency relationships of the ES2 
shell with axisymmetric imperfections. As can be seen from figures 3«10 to 3-H. 
if the coupling condition i=2k is satisfied then the axisymmetric imperfection 
has a strong influence on the nonlinear vibration behaviour. Otherwise as shown 
in Fig. 3'12 the influence is quite slight. Notice that in the case of i=2k, the 
left bifurcation point is now on the lower branch of thé associated single mode 
response curve rather than on the upper branch as in the case of an asymmetric 
imperfection. In addition increasing axisymmetric imperfections have a 
stabilizing effect on the stability characteristics' of the coupled-mode response 
curves if thé strong coupling condition i=2k is satisfied. 

* Notice that the frequencies in the present figures were normalized by dividing 
the forcing frequency by the frequency of free vibration (linear theory) of 
the perfect unloaded shell. 
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3.3.4 INFLUENCE OF COMBINED IMPERFECTIONS 

Figures 3.13-3.16 show, the amplitude-frequency relationship of shell ES2 with 
the combined imperfections (ó̂  * 0, 6~ * 0). Comparing the results of Fig. 3.13 
with that of Fig. 3.9 (or the results of Fig. 3-11* with that of Fig. 3-10), both 
of which have the same axisymmetric imperfections, then one must conclude that 
the addition of an asymmetric imperfection of about identical amplitude has 
resulted in minor changes only. Since in these cases the characteristics of the 
nonlinear responses are basically those of a shell with axisymmetric imperfec­
tion only, one can conclude that an axisymmetric imperfection has a stronger 
influence on the nonlinear vibration than an asymmetric imperfection of about 
the same amplitude. Further, upon comparing the results shown in Fig. 3>6 
(imperfect shell with 0^=0.00, ó"2=0.05), in Fig. 3-10 (imperfect shell with 
61=-0.06, 62=0.00) and in Fig. 3-14 (imperfect shell with 61=-0.06, 62=0.05) one 
must conclude that the influence of the combined imperfections on the nonlinear 
vibration is not simply the superposition of the influence of the asymmetric and 
the axisymmetric imperfections acting alone. For instance, the region of the 
coupled mode response in the case of combined imperfections is larger than the 
corresponding region in the case of the asymmetric imperfection acting alone 
(see Figures 3.6 and 3.1*0 • On the other hand, the region of coupled mode 
response in the case of combined imperfections is smaller than the corresponding 
region in the case of the axisymmetric imperfection acting alone (see Figures 
3.1 and 3,1*0, 
The same combined imperfection case as shown in Fig. 3«1^ has been rerun twice 
more with slightly modified wave numbers. Thus Fig. 3«15 shows the results of 
the case where the asymmetric imperfection mode (with n=5) and the asymmetric 
response mode (with £=10) are not affine. Notice the rather large shift in 
frequencies and the change in the coupled mode response. Figure 3-16 displays 
the results of the case where the axisymmetric and the asymmetric imperfections 
do not satisfy the strong coupling condition i=2k. A comparison with Fig. 3.6 
reveals that in this case besides a noticeable shift in frequencies, the shape 
of the amplitude-frequency relationship resembles that of a single asymmetric 
imperfection. 

3-3.5 INFLUENCE OF AXIAL C0MPRESSIVE LOAD 

Investigation of the effect of an axial compressive load on the nonlinear 
vibrations of a shell is of importance in engineering since many shells used in 
practice carry such load. Figures 3-17 to 3-19 indicate the dynamic behaviour of 
perfect shells for the cases of A = 0.1, A = 0.3 and A = 0.5 respectively. By 
studying these figures one can draw the conclusion that increasing the axial 
compressive load has the following effects on the nonlinear vibration: 
. It increases the amplitude of response (which is equivalent to decreasing the 
damping), 

. It increases the region of the coupled mode response. 

It is clear that the presence of an axial compressive load does not change the 
vibration behaviour. 
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3.4 CONCLUSIONS 

The nonlinear flexural vibration of perfect and imperfect thin-walled cylindri­
cal shells with viscous damping were analyzed by using Donnell's nonlinear shell 
equations. Numerical solutions were obtained by applying Galerkin's method 
together with the method of averaging. The study yields the following 
conclusions: 
a. A good agreement between the present perfect shell results and Ginsberg's 

[89] analysis is obtained. The "gap" found in Evensen's analysis [30], which 
is the major difference between Evensen and Ginsberg, is not found in the 
present analysis. It is the present author's opinion that the "gap" resulted 
because Evensen neglected the negative values of cos 2A in his ring analysis. 
Therefore, one can now say that no qualitative difference exists between the 
results of the different solution procedures which are (a) Galerkin's method 
(Evensen [30.35] and the present analysis), (b) the small parameter 
perturbation method (Chen [82]), and (c) the special perturbation technique 
(Ginsberg [89]). 

b. The general characteristics of the damped response of perfect shells found by 
Ginsberg are confirmed by the present analysis, namely 
1. the damping has a pronounced influence on the coupled mode response. 

Increasing damping can completely eliminate coupled mode response peaks; 
2. the damped response of a perfect shell can be divided into five regions, 

as shown in Fig. 3-2. In region 3 both the single mode and the coupled 
mode responses are unstable. The coupled mode response peak however is 
stable; 

3. the single mode response between the two bifurcation points is unstable. 
One of the extra results obtained by the present analysis is that the 
stability of the coupled mode response in region 4 is not always stable. 
It depends on the magnitude of damping (or excitation), as shown in Figs. 
3.1 and 3-2. 

c. Initial geometric imperfections have a significant influence on the damped 
vibrations of either the single or the coupled mode responses under certain 
coupling conditions. The general influence of imperfections is quite similar 
to that of damping. That is, increasing the amplitude of imperfections can 
quickly eliminate the coupled mode response. In addition, the presence of 
initial geometric imperfections changes the stability characteristics of the 
solutions. It is noted that the influence of combined imperfection modes 
cannot be obtained simply by superposition of the individually determined 
effects of the axisymmetric and asymmetric imperfection modes. 

d. Axial compressive loads have an influence on the nonlinear vibration of 
perfect shells. Such loads increase both the amplitudes of response as well 
as the region of coupled mode response. However the addition of the axial 
compression does not change the vibration behaviour. 



87 

t 6.0 

5.0 

4.0 

3.0 

2.0 

1.0 

0.0 

STABLE 
UNSTABLE 

Single Mode Response 

**>*•. 
v - ^ 

Bifurcation Point 

\ \ X XC 
Single Mode Response *«.VJ p• 
(At Starting up) X S~' \ 

Driven Mode Response 

.Bifurcation Point 

A 
0.96889 0.97913 0.98937 0.99961 1.00985 

a. Single mode and driven mode response 
a 

t 3.0 

2-0 

1.0 

0.0 

N v _ 

1 
0.97913 0.98937 0.99961 

Q 

b. Companion mode response 

Fig. 3»9 Amplitude-frequency relationship of damped vibration of imperfect shell 
with 61=-0.02 and 62=0.00. 

Damping Y=9xlO~5, excitation FD=4.25xlO~5. 
ES2 Shell; i=2, k=m=l, n=£=5 
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Fig. 3-10 Amplitude-frequency relationship of damped vibration of imperfect 
shell with 61=-0.06 and <52=0.00. 

Damping Y=9xlO , excitation FD=4.25xlO~*. 
ES2 Shell; i=2, k=m=l, n=£=5 
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Fig. 3.11 Amplitude-frequency r e l a t i o n s h i p of damped v i b r a t i o n of imperfect 
she l l with ój^-O.10 and <52=0.00. 

Damping Y=9xlO~5, exci ta t ion FD=4.25xlO~5. 
ES2 Shel l ; i=2, k=m=l, n=g=5 



90 

t 6.0 

5.0 

4.0 

3.0 

2.0 

1.0 

0.0 

Bifurcation Point 

Single Mode Response 

STABLE 

UNSTABLE 

Backbone Curve 

Driven Mode Response 

Bifurcation Point 

Mr 
0.96889 0.97913 0.98937 099961 1.00985 

a. Single mode and driven mode response 

t 3.0 

2.0 

1.0 

0.0 
0.96889 0.97913 0.98937 0.99961 

Q 

b. Companion mode response 

3.12 Amplitude-frequency relationship of damped vibration of imperfect 
shell with 61=-0.06 and ó2=0.00. 

Damping Y=9xlO~5, excitation FD=4.25xlO~5. 
ES2 Shell: i=7, k=m=l, n=£=5 



91 

t 6.0 L 

5.0 

4.0 

3.0 

2.0 

t0 

0.0 

STABLE 
UNSTABLE 

W Backbone Curve 

/ ^ ^ o * ^ / Single Mode Response 
Bifurcation Point \ S N ? 

\ x > -

Driven Mode Response 

Bifurcation Point 
Single Mode Response 

(At Starting Up) 

0.96889 0.97913 0.98937 0.99961 1.00985 

a. Single mode and driven mode response 

A 
Q 

t 3.0 

2.0 

1.0 

0.0 

/ 

Mr 1 J L. 

0.97913 0.98937 0.99961 
Q 

b . Companion mode response 

Fig . 3T13 Ampli tude-frequency r e l a t i o n s h i p of damped v i b r a t i o n of imperfect 
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E$2 She l l ; i=2, k=m=lt n=£=5 



92 

! 
6.0 

5.0 

4.0 

3.0 

2.0 

1.0 

0.0 

STABLE 
UNSTABLE 

* ^ > Backbone Curve 

Bifurcation Point ^ \ X **J 

Drive Mode Response 

Bifurcation Point 

Single Mode Response 
(At Starting Up) 

0.96814 0.97838 0.98862 0.99886 1.00910 
fi 

a. Single mode and driven mode response 

I 3.0 i-

2,0 

1.0 L 

0.0 
0.98862 0.99886 

Q 
b. Companion mode response 

Fig. 3-1^ Amplitude-frequency relationship of damped vibration of imperfect 
shell with 61=-0.06 and óy=0.05. 

Damping Y=9x10 , excitation FD=4.25xlO~-\ 
ES2 Shell; i=2, k=m=l, n=Ê=5 



93' 

A 
f 6.0 

5.0 

4,0 

3.0 

2.0 

1.0 

0.0 

STABLE 
UNSTABLE 

^ Backbone Curve 
^ ^ > Nv»^ 

BifurcaHon Point \ ^ V 

Single ModeResponse 
{At Starting Up) 

Driven Mode Response 

Bifurcation Point 

0.96815 0.97839 0.98863 0.99887 1.00911 
Q 

a. Single mode and driven mode response 

t« 0 
2.0 

1.0 

0.0 
0.97839 0.98863 A 

b. Companion mode response 

Fig, 3,1^ Amplitude-frequency relationship of damped vibration of imperfect 
Shell with ó1=-0.06 and 62=0.05. 

Ï-5 r5 Pamping Y=9xlO -\ excitation FD=4.25x10 -\ 
£32 Shell; i=2, k=m=l, n=10, 2=5 



94 

A 
A 

6.0 

5.0 

4.0 

3.0 

2.0 1-

1.0 

0.0 Mr 

STABLE 
UNSTABLE 

Bifurcation Point 

Backbone Curve 

Single Mode Response \ N \ \ 

Driven Mode Response 

Bifurcation Point 
(At Starting Up) 

0.97016 0.98042 0.99068 1.00094 1.01120 

a. Single mode and driven mode response 

I 3.0 

2.0 

1.0 

0.0 » . i i 

'0.98042 0.99068 

^ .1 
1.00094 

i 

b. Companion mode response 

Fig. 3«16 Amplitude-frequency r e l a t i o n s h i p of damped v i b r a t i o n of imperfect 
she l l with 6^-0.06 and 6_=0.05. 

Damping Y=9xlO"5, exci ta t ion FD=4.25xlO~5. 
ES2 Shel l ; i=7, k=m=l, n=£=5 
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pig, 3»17 Amplitude-frequency relationship of damped vibration of perfect shell, 
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3.18 Amplitude-frequency relationship of damped vibration of perfect shell, 
axial compressive load A=0.3« 
Damping T=9xlO-^, excitation FD=4.25xlO~5. 
ES2 Shell; k=m=l, n=£=5 
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. 3«19 Amplitude-frequency relationship of damped vibration of perfect shell, 
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CHAPTER 4 STABILITY ANALYSIS 

4.1 INTRODUCTION 

The previous results indicate that the frequency-amplitude relationships admit 
more than one solution for some values of frequency. One solution that is always 
possible is B = 0, namely, single mode response, in which case the nodal lines 
of radial displacement form a stationary spatial pattern and the motion is 
symmetric about the planes y = 0. We may also sometimes find real, nonzero 
values of B which satisfy the frequency-amplitude relationships. Such solutions 
represent the travelling wave moving around the circumference resulting in a 
moving nodal pattern. In order to ascertain whether the single or coupled mode 
response will actually occur, we must consider the stability of the responses 
obtained by the theoretical analysis. 

The first work dealing with the stability of response was done by Evensen for 
rings in 1964 [30]. He used the method of slowly varying parameters [130] in his 
investigation. This method was also used later by Ginsberg in the stability 
analysis of the nonlinear vibration of shells [87]. 

The purpose of this phase of the present study is to investigate the stability 
characteristics of the frequency-amplitude relationships derived for various 
cases, which are presented in chapter 2 and chapter 3» The method of slowly 
varying parameters is used. The stability of both the single mode as well as the 
coupled mode responses are investigated. In order to ensure the necessary 
accuracy the Newton-Rapson method was used. The results of the calculations are 
presented and discussed in chapter 2 and chapter 3« Only the process of the 
investigation and the associated equations are presented here. 

4.2 ANALYSIS 

To study stability of the solutions presented in chapter 2 and 3t equations (3_ 
2-1) and (3-2-2) are rewritten 

d2A _v dA . 3 r/dA\2 . d2A -dB.2 __ D d2B A — 5 ♦ 2T — + A + Sc[(—) ♦ A —-= ♦ (—) + B — 5 ♦ 
dx s dx ° dx dx dx dx 

+ V£(V«2>7i][A+6n.£{V*2>3 + 
dx 

o p 2 2 2 2 2 2 2 2 2 
+ c t - A 3 + OL^NBT + aAk+BT)k * a g 6 ( A ^ B ^ r ♦ a - f A +B*rA 

= F _ cos Q x (4-2-1) 
sD s 
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dx ' 3 dx s l ° a T dx dt &S 

' Sn,,t<V«2> ft] * J V * 4 S * B f V6n.£<V«2» & dT dx 

+ pg2AB * ps3A2B + P s4B3 + Pg5(A2
+B2)AB + Bg6(A2+B2)2B = O (4-2-2) 

where Q , T , T and Fc_ are nondimensional f requency, damping, t ime and 
3 S o IJ 

exci ta t ion , defined as follows: 

Q s 

Y 
s 

T 

F sD 

s 

s 

f 

■ 

0)/ü) 
mn 

c 
2pca ^r mn 

(0 t 
on 

V* (4-2-3) 

-2 1 RE 
o> = -z fi—r is the linear natural frequency of free vibration of the 

"* 2 pR2 

imperfect s h e l l , and 

< = 4 > 2 

The coefficients a 1? a ~, .... a _ and f) ., {J _, .... B ̂  are defined in 
S J L S f c S / S X S b SO 

Appendix 4̂ -A. £ is defined in Appendix 2-A.4. 
As a test of the stability of the response, the following small perturbations 
C(T) and TJ(T) are introduced 

A(T) - Acos^ + C(T) (4-2-4) 

B(T) - Bcos<«>2 ♦ n(x) (4-2-5) 

where 

<f1 w QgT + * (4-2-6) 

<P2 = 0 ST + * (4-2-7) 
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The $ and ty are the average value (over one period) of the phase angle defined 
in chapter 3-

These expressions are then substituted into equations (4-2-1) and (4-2-2) . The 
first order terms in the perturbations are retained. This procedure results in 
two coupled differential equations for C(x) and n(x), namely, 

2 2 2 
8 1 dT2 S 2 dT S 3 Sk dt2 S 5 dx S 6 

where t h e c o e f f i c i e n t s a .,, a - , . . . , a g and jj -., fL?» • • • • P s g a r e^ defined in 
Appendix 4-B. The d e t a i l s of d e r i v a t i o n of the equa t ions (4-2-8.) can be found in 
Appendix 4-C. 

I t i s obvious t h a t no c l o s e s o l u t i o n s of t h e s e e q u a t i o n s a r e known. However, 
a p p r o x i m a t e s o l u t i o n s can be ob ta ined by us ing numerica l i n t e g r a t i o n procedures 
d i r e c t l y o r i n d i r e c t numerical p rocedure s . I n the p r e s e n t a n a l y s i s , t h e method 
of s l o w l y v a r y i n g p e r t u r b a t i o n s [130] i s employed, i n which, t h e p e r t u r b a t i o n s 
C ( T ) and ii(x) a re assumed i n t h e form 

C ( T ) = q1(x)cos<P1 + q2(T)sin«P1 (4-2-10) 

n(x) = n . f x j s i n q ^ + TU(X)COS<P2 (4-2-11) 

where C1 , C ? , ,n1 and n_ a r e assumed t o be s lowly va ry ing func t i ons of T . Then 

2 2 
t h e d e r i v a t i v e s -**, — | , — and — | a r e rep laced by 

dx dx dx dx 

dx = ~ ^ i Q
s

s i n ( p i + C2Qscos<P1 (4-2-12) 

X 1 = TI.Q cos<p0 - TI_Q sin<P„ (4-2-13) 
dx 1 S 2 2 S 2 

,2 _ P di;1 dq_ 
^ = - CQ cos» . - UQsin<f . Q s in* , + — - Q cos» , (4-2-14) 
dx 2 X s 1 2 S 1 dx s 1 dx s X 

j 2 dn1 dn- 2 2 
9_fl „ — i Qacos<p2 - ; Qgsin<P2 - n ^ s i n ^ - n2Q cos<P2 (4-2-15) 
dx dx dx 
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together with the auxiliary conditions 

: cos<P1 + sin*. = 0 
dx x dx x 

(4-2-16) 

dn- dn2 
sin<p_ + cos<p_ = 0 

dx dx 
(4-2-17) 

These expressions for the derivatives are then substituted into equations (4-2-
8) and (4-2-9)/ and the procedure described in Appendix 4-D is used. This 
procedure yields four linear differential equations for iL, (L, n. and n-, which 
can be put̂  in matrix form as follows: 

[«](♦) = CH](£) (4-2-18) 

where 

( ♦ ) -

and [M] and [Nj are 4x4 matrices respectively. The elements that are contained 
in these matrices are functions of A, B, Q and T, which are defined in Appendix 
4-E. Equations (4-2-18) are derived for the case of the coupled mode response. 
The equations for the case of single mode response can be obtained easily from 
this matrix equation by letting B = 0 in the matrix elements and replacing sin2A 
and cos2A by sin? and cos5 respectively as shpwn in Appendix 4-E. 
It is indicated that (♦) = i^n) e is a possible solution of the matrix 
equation (4-2-18), where {$_) is a constant column matrix whose matrix elements 
wilj, be determined. 
Substituting ($) = (*0) e T into equation (4-2-18) leads to a standard 
eigenvalue problem for determining the x's, 

|N-XM| = 0 (4-2-19) 
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It is demonstrated in Appendix 4-E that the matrices [M] and [N] are nonsym-
metric. That means the solutions of equation (4-2-19) are complex. If any of the 
X's have a positive real part, then the corresponding perturbations will 
increase exponentially with time. In this case, the associated response is said 
to be unstable; conversely, if none of the X's have a positive real part, the 
response is said to be stable. 
Stability of both the single mode response as well as the coupled mode response 
for various values of damping, excitation and shell geometry were investigated 
by using equation (4-2-19). In order to ensure the required accuracy in the 
present analysis, the Newton-Raphson method was used to refine the values of A 
and B obtained by cross-plotting. These refined values are then substituted into 
equation (4-19) along with the Q, T and associated parameters sin2A and cos2A. 
For each case the eigenvalues were examined to determine whether or not they had 
a positive real part. In this manner, the stability of the responses plotted in 
chapter 2 and chapter 3 was determined. 
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CHAPTER 5 ERROR CHARACTERIZATION 

5-1 INTRODUCTION 

As mentioned before, the solutions of the present analysis are obtained based on 
a number of simplifications, assumptions and approximations, by which certain 
errors could be introduced if they are used incorrectly. First of all is the use 
of the relatively simple Donnell shallow shell equations, in which the axial and 
circumferential inertia contributions are neglected. Next one is the violation 
of the simply supported boundary conditions. 

The most interesting one is the application of the method of averaging (or the 
method of slowly varying parameters) based on the assumption that the variation 
of amplitudes of vibration during one period is quite small. In this chapter, 
the effect pf all these factors on the accuracy of solutions will be discussed 
in detail, except the violation of boundary conditions which will be discussed 
in Part II of this thesis. 

5.2 ERROR CHARACTERISTICS 

In Donnell*s shallow-shell equations the neglecting of the in-plane displace­
ments in the curvature relations and of the transverse shear force in the in-
plane equilibrium equations comes from the shallow shell approximation in which 
the circumferential wave length 2nR/£ (£ is the circumferential wave number) of 
the deformation mode is always small compared to the radius R. Essentially, it 
is saying that the curvature and in-plane equilibrium of the cylindrical shell 
are the same, as for a flat plate. The in-plane inertias a*u/at* and 3*v/3t* are 
neglected because of the assumption that the flexural motion is predominant in 
the present study. Rotary inertia is neglected because the wave lengths 2nR/£ 
and 2L/k are large compared to the shell thickness h. 

El Raheb made a detailed comparison for the case of linear vibrations between 
the results of Donnell's equations and the 'exact' equations of motion derived 
by Koiter based on the Love-Kirchoff hypothesis for shell theory in which all 
the quantities neglected in the Donnell's equations have been retained [121]. He 
found that the errors in frequency obtained by the approximation were 

"«PP*™- - i (5-2-1) 
exact 

and concluded t ha t : 

1. The maximum e r r o r due to neglecting in-plane displacements in curvature and 
transverse shear in in-plane equilibrium i s 

3. I 
4 2 

3 5« 
e,) (5-2-2 
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where 

e- - h knR 
1 /Ï2 R * L 

2. The maximum error due to neglecting tangential inertia is 

e2 - 2V f ° r £ >> 3 (5_2_3) 

3. The error due to neglecting rotary inertia is 

e3 = -^~Y (5-2-4) 

With these estimations in errors due to the approximations in the Donnell 
shallow-shell equations, the present study, in general, will be limited to 
shells with the following configurations same as those used by Chen [82] 

< ïêö (5-2-5) 
JÏ2 R 

and 

| < 10 (5-2-6) 

Also, the vibration mode will be limited to 
4 < 2 < 30 (5-2-7) 

and 
1 < k < 6 (5-2-8) 

so as to keep the error within the acceptable range. 
Although El Raheb's error estimation for Donnell's shallow-shell equations has 
been made for the linear vibration case, it is assumed that it will also be 
approximately applicable to nonlinear vibrations since the nonlinearity of 
vibration in the present analysis is quite small. 
It should be noted that the vibration modes with k = 9 or £ = 35 were used in 
the present study. This may lead to larger errors, but this loss of accuracy is 
not expected to alter the qualitative behaviour of the solutions. 
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In the present study the analysis of the fundamental state was performed in such 
a way that the in-plane conditions are rigorously satisfied, whereas the out-of-
plane boundary conditions are satisfied only approximately. Therefore the errors 
introduced are not expected to be large. 

It should be noted that the present theory imposes no restrains on the axial in-
plane displacement at the ends of the cylinder in the analysis of the dynamic 
state. Ginsberg's results, which satisfied the in-plane boundary conditions as 
well as out-of-plane boundary conditions, show that these violations did not 
alter the vibration behaviour [89]. 

5.3 ERROR CHARACTERISTICS OF THE METHOD OF AVERAGING 

The method of averaging has been widely used in the analysis of nonlinear 
vibrations of thin cylindrical shells. Its basic concept is based on the 
assumption that the variation of vibration amplitude during one period is so 
slow that it can be replaced by its 'average value'. Besides the method of 
averaging many other methods are also used in the field. For example, Chen [82] 
applied a perturbation procedure to the problem, in which no such assumption 
(variation of amplitude is slow during one period) as well as mode shape was 
made a priori. One would expect that their solutions would be similar since they 
investigated the same problem. But, unfortunately, as shown in Fig. 2 the agree­
ment between Chen's solutions and those of Evensen is not satisfactory. The 
'gap' phenomena and the peak response of companion mode in the Evensen's solu­
tion are not predicted by Chen. This raises the question naturally about the 
method of averaging. Is it appropriate to apply such a method to the present 
problem? 

To be able to answer the question a direct numerical integration procedure, the 
Runge-Kutta-Gill method [57]. is used in this section to the integrate system of 
Eqs. (2-2-7) and (2-2-8). The solutions are compared with those of chapter 4. It 
should be noticed that Figs. 5-2, 5-4, 5-5 and 5*6 are simulations of those 
plotted by computer rather than the original which are too difficult to redraw 
by hand. 

5.3.1 FORMULATION OF THE PROBLEM 

To be able to apply the numerical integration procedure equations (2-2-7) and 
(2-2-8) are rewritten as 

all d ? + a12 d ? + a13 fe' + al4 fe) + a l 5 dT + al6 d7 + a l 7
 = ° (5'3"1) 

d*A d'B fdAi* /dB»* dA dB ' ,_ _ ',. 
a21 dïï- + a22 d ? + a23 fe) + a24 fc) + a 2 5 dT + a26 dT + a 2 7

 = ° (5"3'2) 
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where a . . , a i p ' •••» a i 6 a n d a 2 1 ' a22* • • • • a ? 6 a r e t n e ^ u n c t i ° n s ° f t he 

ampl i tudes A and B, damping Y and i n i t i a l geometric imperfections W, they are 
s 

defined in Appendix 5-A, and 

a17 = a s l A ' + a s 2 B ' + %Hmt + a s 5
( A 2 + B Ï ) A ' + a s 6 ( A 2 + B I ) 2 

+ ag?(A» + B*)* A + A - Fg D cos QT (5-3-3) 

a2? = pg2AB + p^A'B + ps4B' + ̂ (A'+B*) AB + ps6(A*+B») B 

+ PslB (5-3-4) 

where a ., a _. • • •. a 7 and f> . , p" „, ..., p g can be found in Appendix 4-A 

d* A d* B Solving -r-f and -=-7 from equations (5~3-l) and (5_3"2), one obtains 

dx> " P n W + pi2 teJ + pi3 dx + hn (5 3 5 ) 

d*B „ fdA,* . /dB,1 dB . Ic o c\ 
dV " *21 fe) + ^22 feJ + P23 dT + *2* ( 5 " 3 - 6 ) 

The c o e f f i c i e n t s P 1 1 # P12» •••» Piü a n d P?l* ^22* *"* ^24 a r e d e f i n e d i n 

Appendix 5" A. 

Introducing the new parameters 

dA 
dr" = p l 

dB 
dT = p 2 

and substituting them into equations (5-3-5) and (5~3-6) yields 

ff = P (5-3-7) 
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where 

A = {A, P r B, P2} 

P = {P1,,P1, P2, P2} 

and 

h " ̂llpl + *i3
pl + Pl4 

p2 = p21P^ ♦ p22P2 * P23P2 ♦ p24 

5.3.2. DISCUSSIONS 

The numerical integration procedure developed in this chapter and the related 
computer program MDEF had to be verified by comparison with the available exact 
linear solutions before they can be employed with confidence. One of the 
examples checked is 

X + 2 x 0.19808 x 10"2 x + x = 0.20587 x 10'1 x cos (0.92000 t) 

The exact solution of this equation is x = 0.13399- The result obtained using 
MDEF, letting At = |Q , where T = Qcb, achieves also 0.13399 after t = 600T (T 
is one period). This very good agreement leads to confidence in the program 
MDEF. 

1. Single mode response (A * 0, B = 0) 

The frequency-amplitude relationship of single mode response obtained using the 
method of averaging for the given damping (T = 9x10 ) and excitation (F-. = 

4.25xl0~5) is shown in Figure 5.1. 

It is obvious that the curve consists of two branches, upper branch EF and lower 
one EG. Additionly, the curve can be divided into two regions, the region 1, 
where at each frequency there are 2 or 3 possible vibration amplitudes, and the 
region 2, where each frequency is associated with a single vibration amplitude. 
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fi= 0.9906 

REGION 2 

UPPER BRANCH 

0.9680 0.9840 1.0000 1.0160 1.0320 
A 

* n 
Figure 5-1 Amplitude-frequency relationship of damped vibration of perfect ES2 

Shell. Damping Y = 9 x 10 , excitation F = 4.25 x 10 . 
In Table 5-1 and 5-2, the frequencies obtained in present study after t = 800T 
are compared with those obtained using the method of averaging for upper and 
lower branches, respectively. 

Table 5.1. Comparison of frequencies obtained using the numerical integration 
T procedure with it = rr at t = 800T with those obtained using the 

method of averaging (upper branch). 

AMPLITUDES 
1.05820 
1.95694 
2.95078 
3.04144 
3.13133 
3.30496 
3.39551 
3.43462 
3.48256 

Q 
NUMERICAL INTEGRATION 

1.0080 
1.0000 
0.9920 
0.9912 
0.9904 
0.9888 
0.9879 
0.9875 
0.9870 

Q 
AVERAGE METHOD 

1.0081 
1.0000 
0.9920 
0.9912 
0.9904 
0.9888 
0.9880 
0.9876 
O.9872 
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Table 5'2 Comparison of frequencies obtained using the numerical integration 
T procedure with At = xg a t fc = 800T with those obtained using the 

method of averaging (lower branch). 

AMPLITUDES 
1.38305 
1.52748 
3.06315 

Q 
NUMERICAL INTEGRATION 

0.9904 
0.9906 
0.9910 

Q 

AVERAGE METHOD 
0.9904 
0.9906 
0.9910 

It is evident that the agreement is excellent. The maximum errors are less than 
0.2% for the present time step At, and they would be expected to become less if 
At is taken smaller (- At, say). 

Figure 5-2 shows the phase plane of the response. It indicates that the shape of 
the limit cycle is nearly a perfect circle, which means that the variation of 
the amplitude in one period is very small indeed (less than 0.08#). 

It should be noted that the converging process of the present numerical integra­
tion procedure is sinusoidally asymptotical. This makes the calculations of the 
amplitude in Region 1 quite difficult, even impossible in the neighbourhood of 
the peak of the curve. The initial conditions must be chosen carefully. Slight 
differences in the initial conditions will result in different solutions. For 
example, as shown in Table 5-3t the different initial conditions result in 
different solutions corresponding to the points L and Q at Q = 0.9904 in Figure 
5.1, respectively. 

Table 5.3 Comparison of amplitude obtained using different initial conditions 
(at Q = 0.9904, t = 800T) 

INITIAL CONDITION 

A = 8.95814 x 10_1 

A* = 1.25314 x 102 

A = 8.95814 x 10"1 

A' = 1.25314 

SOLUTION OF 
NUMERICAL INTEGRATION 

A = 3.13071 

A = 1.38307 

Also, when tracing the curves in Fig. 5-1 the frequency step AQ must be kept 
small enough, especially in the.Region 1. For instance, if one uses the 
amplitude and velocity at Q=0.9888 of the point P along the upper branch as the 
initial conditions and one employs a frequency step of AQ=0.0009 then the 
solution converges at point Q along the upper branch. If, however, the frequency 
step is chosen slightly higher, say AQ=0.0011, one obtains a solution along the 
lower branch, as is shown in Table 5«4. 



< A " ^ 
4 5 -5-4 

0 - 200T 40IT - 600T 

D : The transient response region; 

C : The region where the stable response exists. 

Fig. 5.2 Phase plane of single mode response (A f 0, B = 0). Frequency Si = 0.9912. 
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Table 5-4 Effect of frequency step AQ. 
(at Q = 0.9888) 

FREQUENCY STEP AQ SOLUTION OF NUMERICAL INTEGRATION 

AQ = -0.0011 

AQ = -0.0009 

A = 8.9581314 * 10" 

A = 3.39551 

2. Coupled mode response (A * 0, B * 0) 

The amplitude-frequency relationship of the coupled mode response obtained using 
the method of averaging is shown in Figure 5-3- A comparison of the two sets of 
solutions is given in Table 5-5-

Table 5-5 Comparison of frequency obtained using the numerical integration 
T procedure with At = T . with those obtained using the method of 

averaging. 

CASE . Q 

a* ' 1.0010 

b 1.0000 

c 0.9960 

d 0.9920 

NUMERICAL INTEGRATION 

A 
1.87383 (s)** 
2.10926 (s) 

1.81733 (S) 
N.S.** 

B 
1.03442 (S) 

1.60653 (s) 

2.19571 (s) 

N.S. 

METHOD OF AVERAGING 

A 
1.88965 (s) 

2.10774 (S) 

1.82036 (s) 

N.S. 

B 
1.04786 (S) 

1.59821 (s) 

2.20031 (s) 

N.S. 

* a, b, c, d: see Figure 5-3. 
** S means solution is stable, N.S. instable 

As can be seen the agreement is once again very good, even for the large time 
T step 2Q. It is evident that by using a smaller time step the agreement could be 

further improved. 

Figure 5.4 shows the phase plane of the response at Q = 1.00. It is quite clear 
that solution of such a case is unique and stable. 

It can be seen from Figure 5.3 that in Region 2 of the response curve the 
vibration is unstable. The corresponding phase plane obtained using numerical 
integration is shown in Figure 5.5. It indicates that for the given initial 
conditions there is no stable limit circle. That means neither the coupled mode 
response nor the single mode response is stable at this frequency (at Q = 
0.9940). 
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It is quite difficult to get a solution for the frequencies in Region 1 using 
the present numerical integration, since in this region the amplitudes of the 
single mode response and the coupled mode response are so close that the 
numerical^integration procedure cannot identify them. Figure 5.6 shows the phase 
plane at Q = O.976O corresponding to the point e in Figure 5.3. As can be seen 
although the solution finally converged tö the lower branch, one still can 
observe that there are solutions between A = 4 ~ 6. 

A 
A 

REGION 1 
6.0 

5.0 

4.0 

3.0 

2.0 

1.0 

0.0 l—v—u 

REGION 2 REGION 3 

STABLE 

- - < - UNSTABLE 

\J\. 
0.9680 0.9840 1.0000 1.0160 
a. Single mode and driven mode response 

P. 

B 
A 

3.0 

2.0 

1.0 

0.0 \-\ 
0.9680 0.9840 1.0000 1.0160 

b . Companion mode response 
-*« P. 

Fig. 5'3 Amplitude-frequency r e l a t i o n s h i p of damped v i b r a t i o n of p e r f e c t ES2 
She l l . 

Damping T = 9 x 10 - \ exci ta t ion FD = 4.25 x 10~*\ 
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i •-
-4.8 

A' 
4.8 

4.8 

f-4.8 0 - 200T 

A' T5 

-3 
40IT - 600T 

A' T S 

I 1 i 
-5 

-i 1 i 

20IT - 400T 60IT - 800T 

C : The region where the stable response exists. 

D : The transient response region. 

Fig. 5'^ The phase plane of coupled mode response (driven mode) 
Frequency Q = 1.0000. 



114 

1 H -4 

A' 

4 

O - 200T 

A' 
■4 

-I A I H -. iA 

40IT - 600T 

i *-

A' 
■4 

...4 
201T - 400T 

A' , 

-i A i *--4 

_4 

-*——i A 

601T - 800T 

C : The region where no response is stable. 

Fig. 5.5 The phase plane of coupled mode response (driven mode) 
Frequency Q = 0.9940 
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H A 

200T 

A' T1.0 

« 1 A 

201T - 400T 

-1.0 -0.6 
i i • A 

401T - 600T 

1-1.0 

D : The transient response region 

C : The region where the stable response exists 

B : The region where no response is stable 

Fig. 5.6 The phase plane of coupled mode response (driven mode) 
Frequency Q = 0.9760. 
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PART II 

Nonlinear Vibrations of Imperfect Thin-walled Cylindrical 

Shells with Different Boundary Conditions 
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CHAPTER 6 DEVELOPMENT OF GOVERNING EQUATIONS 

6.1 INTRODUCTION 
It is the aim of Part II to study the effect of boundary conditions on the 
nonlinear vibration behaviour of imperfect thin-walled cylindrical shells. The 
governing equations of the problem are derived briefly in this chapter. The 
details of derivation are given in the relevant appendix. To be able to obtain a 
complete nonlinear amplitude-frequency relationship the concept known as the 
'end-shortening' is introduced in Section 6.3t which is a natural extension of 
Re f. [76] to the dynamic state. Of course, other methods, such as the incremen­
tal method described in Ref. [53~55] could also be used to overcome the problem. 
It was decided to use the parallel shooting method, which is presented in 
Section 6.4, since it has been proven to be very succesful for solving nonlinear 
problems [63]. The basic idea in the parallel shooting method is to partition 
the interval into subintervals and to compute the solution over each of them 
(more or less) independently. The initial guesses involved are then improved 
iteratively while one satisfies the given boundary conditions and the relevant 
continuity conditions, which are imposed at each subinterval interface. 

It should be mentioned that unlike in Part I, only the dynamic state is con­
sidered in this part. The solution procedure for the fundamental state is a 
direct extension of the present procedure. 

6.2. DEVELOPMENT OF BASIC THEORY 
The equations (1-3-47) and (1-3-48) can be written as 

LH(i) - LQ(W) = - R W ^ - § LNL(W,W) - § L^W.W^W) - § L^W.W) 
(6-2-1) 

LQ(*) + LD(W) = R * « ♦ LNL(*,W) ♦ L^S.W+W) ♦ L^S.W) 

- 4" 4 - phR w + qR (6-2-2) 

f t l 

where x = = . y = R and q = Q(x,y)coscot. 

If we assume that the initial imperfection surface can be represented as, 
W(x,y) = hAQ(x) + hAx(x) cosny (6-2-3) 
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where A (x) and A . ( x ) a r e known f u n c t i o n s of x , t h e n t h e s o l u t i o n s f o r t h e 
fundamental s t a t e a re [76 ] , 

W(x,y) = hWv + hWQ(x) + hW^x) cosny (6-2-4) 

* (x ,y ) = —— {- ^ y2 + * ( x ) * * 1 (x )cosny + 4>2(x)cos2ny) (6-2-5) 

Assuming that the dynamic solution has the form 

W(x,y,t) = hA(x,t)cosgy + hB(x,t)singy + hC(x.t) (6-2-6) 

and introducing equations (6-2-6) and (6-2-3)~(6-2-5) into (6-2-1) yields 

: 5' . . _ *» 
L ($) = a + I a. cos(a.y) + I b sin(a.y) (6-2-7) 

° i=l 1 j=l J J 

To allow separation of variables of equation (6-2-7) $ should have the form 

5 : .. _ 4 : ERh* 
9 (* + S $ cos(a.y) + 2 *. sin(a.y)) (6-2-8) 

c o ± = 1 l x j j 

where a and a. are the functions of the unknowns A, B, C and their derivatives, 
0 1 

a. and a. are the wave parameters, as shown in Appendix 6-A.l. 

Substituting the expressions for W, W and $ into the compatibility equation (6-
2-1), using some trigonometric identities and finally equating coefficients of 
like terms results in the following system of 10 nonlinear partial differential 
equations, 

» = p (6-2-9) 
o.xxxx o 

>. = P. (i = 1.2 9) (6-2-10) 
l.XXXX 1 J 
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where both P and P. are the functions of A, B, C and their derivatives, which 
are defined in the Appendix 6-A.2. The equation (6-2-9) can be integrated twice 
to yield 

♦ — = \ \ — C — C + ÏÏ 5 — «* (A«+B« ) 
o.xx 2 R g ,xx ^ 4 R H 

XX XX XX 

^n.jil^^VVA-^xx] (6"2-n) 
XX 

where the constants of integration are already set to zero in order to satisfy 
periodicity condition, as indicated in Appendix 6-B. 

Substituting in turn the expressions for W, W, W, $ and $ into the equilibrium 
equation (6-2-2) and applying Galerkin's method yields the following system of 
nonlinear partial differential equations, 

52 
A = Z a.f (6-2-12) 
,xxxx .=1 i a. 

44 
B = z b.f. (6-2-13) 
,xxxx j=1 j b. 

37, 
C = z c. f (6-2-14) 

k=l k 

The a., b , , c, are the functions of geometric parameters, while the f , f. and 
i j k a i D j 

f are t he func t ions of t h e unknowns and t h e i r d e r i v a t i v e s . A l l t h e s e 
c k 

coefficients and parameters are shown in Appendix 6-A.3. 

Eliminating the terms of A and B from Eqs. (6-2-10) wi th the he lp of 
,xxxx ,xxxx 

equations (6-2-12) and (6-2-13) yields the final equations of 4»1 and 

2,xxxx' 

: 51 
'l,xxxx - * dif« (6"2"15) 

1=1 i 
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: 44 
*2.xxxx " *ml

 e j f b . (6"2"1 6) 

where the d. and e . are l i s t e d i n Appendix 6-A.4. 
The problem thus involves the system of 12 non l i nea r p a r t i a l d i f f e r e n t i a l 
equations (6-2-10) and (6-2-12) - (6-2-16). 

I f we assume that the dynamic response A and B can be represented as 

A(x,t) = AQ(x,t) cosut (6-2-17) 

B(x, t ) = B (x , t ) s inut (6-2-18) 

then with the help of equations (6-2-10) and (6-2-11) we can assume further the 
form for the unknowns $. and C, 

l 

C(x,t) = CAx,t) + C2(x,t)cos2d>t + 6 -C,(x, t)cos<ot (6-2-19) 

L ( x , t ) = $.... (x.t)cos(üt + ♦1_(x,t)cos3<üt + ó -*1_(x,t)cos2<üt (6-2-20) 

M x . t ) = <>21(x,t)sin<i)t + 4>22(x,t)sin3ti>t + 6 .<l>2-,(x,t)sin2ü)t (6-2-21) 

L ( x , t ) = 4» (x , t ) + * (x,t)cos2(üt (6-2-22) 

«^(x.t) = 0 / | 1 (x , t )s in2ut (6-2-23) 

M x . t ) = <tc1(x,t)cosü)t (6-2-24) 
0 t>l 

<v(x,t) = <t>6l(x,t)costüt (6-2-25) 

>7(x,t) = ♦7 1(x,t)siniüt (6-2-26) 
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* 8 ( x , t ) = 4>8l(x,t)sin<i>t (6-2-27) 

* 9 (x , t ) = <>91(x,t) +-*g2(x,t)cos2<i)t + ö n 2 * g 3 (x , t ) cos (ü t (6-2-28) 

s u b s t i t u t i n g a l l of these express ions i n t o equations (6-2-10) and (6-2-12) -
(6-2-16) and applying the method of averag ing to the r e s u l t i n g equa t ions in 
sequence y i e l d s t he fol lowing system of 21 non l inea r o rd ina ry d i f f e ren t i a l 
equations, 

:iv 
0± = f\ ( i = 11,12,13.21,22,23,31.32,11,51,61,71,81,91.92.93) 

(6-2-29) 

AIV = f2 (6-2-30) 

B I V = f (6-2-31) 

CjV = f4j (j = 1,2,3) (6-2-32) 

where f., f_, f_ and fu . are functions of the geometric parameters, the e x c i t a ­

t i o n s and the unknowns A, B, C., $. and the i r der iva t ives . They are l i s t e d in 

Appendix 6-A.5. * . , A, B and C are the average values of 4>. , A, B and C. over 
one period of v ibra t ion respectively. 

For the case of s i n g l e mode response , where B = 0, t hese equa t ions can be 
reduced in to a system of 11 nonlinear ordinary d i f f e ren t i a l equations, 

:iv 
*± » f± ( i = 11,12,13,31,51,61,91.93) (6-2-33) 

AIV * f2 (6-2-3D 
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CIV - f ° i " f3J (J = 1.2) (6-2-35) 

The f., f_ and f„. are also listed in Appendix 6-A.6. Notice in such a case 
have new assumptions, 

we 

C = 2C,cos2<i>t + 6 „C-coswt 1 n,£ 3 (6-2-34) 

31 " 32 (6-2-37) 

fr_ = 2*n.cos2ut + ó „ G^-cosut 9 91 n,£ 93 (6-2-38) 

Once the boundary conditions are specified, the problem described by Eqs. (6-2-
29)*" (6-2-32) is well posed. The boundary conditions used in the thesis are 
summarized in Table 6.1. The derivation of these boundary conditions are given 
in Appendix 6-C. 

Table 6.1 List of boundary conditions 

Case 

1 

2 

3 

4 

5 

6 

7 

8 

Symbol 

SSI 

SS2 

SS3 

SS4 

Cl 

C2 

C3 

C4 

-
w 

w 

w 

w 

w 

w 

w 

w 

~ 

= 

= 

= 

= 

= 

= 

= 

0 

0 

0 

0 

0 

0 

0 

0 

Boundary 
» 
M = 0 
X 

M = 0 
X 

M = 0 
X 

M = 0 
X 

W, = 0 
X 

w, = 0 
X 

w, = 0 
X 

w, = 0 
*x 

conditions 
« 
N xy 

N xy 

v = 

v = 

N xy 

N xy 

v = 

v = 

« ■ 

= 

0 

0 

= 

= 

0 

0 

0 

0 

0 

0 

-
N = 0 x 

u = 0 

N = 0 
X 

u = 0 

N = 0 
X 

u = 0 

N = 0 
X 

u = 0 
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In the following study the boundary condition SS3 is used to illustrate the 
solution of the problem. Notice that the derivation of the reduced boundary 
conditions requires both the application of Galerkin's method to eliminate the y 
dependence and the use of the method of averaging to eliminate the time depend­
ence. For the SS-3 boundary condition one obtaines for the case of single mode 
response (B = 0) 

A = C * C_ = *i = 0 

(i = 11,12,13,31.51,91.93) at x = 0, L R 

A" = Q£ » C" = ♦£ = 0 (6-2-39) 

Introducing now as a unified variable the 44-dimensional vector Y defined as 
follows, 

Yl = Kv Y2 = *12 Y44 = S " (6-2-40) 

then the systep of equations (6-2-33) " (6-2-35) and (6-2-39) can be reduced to 
the following nonlinear 2-point boundary value problem 

— Y = f(x;Y,Q) for 0 < x < g 
dx 

Yi = 0 (i = 1,2 11) at x = 0 

(6-2-41) 

Yj = 0 (j = 23,24 33) at x = | 

The solution of this nonlinear 2-point boundary value problem will then yield 
the form tfye amplitude-frequency relationships and the vibration modes for the 
case of single mode reponse. For the coupled mode response case the system of 
equations (6-2-29) - (6-2-32) can be reduced to the solution of another 
nonlinear 2-point boundary value problem by proceeding as described above. 

6.3 CONCEPT OF END-SHORTENING 

A typical frequency-amplitude relationship of nonlinear vibration of a shell is 
shown in Fig. 6.1. 



124 

0.00 
1.0000 

fi 

Fig. 6.1 Typical frequency-amplitude relationship 
of nonlinear vibration of a shell 

It is quite clear that using the frequency increments in the present analysis 
one cannot obtain the solutions in the segment GF since the problem is multi­
valued there. A closer look at the curve shown in Fig. 6.1 reveals, however, 
that one would be able to extend the curve beyond the point F using increments 
in deformation instead of increments in frequency. Such technique is developed 
and discussed in detail in this section. For the sake of brevity, only the 
equations for the case of single mode response are shown here. 
The method developed following Ref. [76] uses the concept of 'end-shortening' , 
which is defined as 

2nR L . 
ó = k I J'v*"* 2nRL 

0 0 
where 

(6-3-D 

u = e - ± (W V ,x x 2 x ,x' (W )* - (W W ) v ,x' ,x ,x' (6-3-2) 

and 

1-v' e = p" -~- [(l+u0)N - vN.1 - (l+uJX^K + pWX-K x K Eh *■ K2' x yJ K2' r x 2 : (6-3-3) 

Substituting for $ and W into Eq. (6~3_3) and (6-3~2) , eliminating the y-
dependence by integrating over y and then making it nondimensional yields, 
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u t - - j k {. P ( l - V ) * Rh ^ ♦ <l+u2)XlPh C t ~ - J h'A'_ - | C 
,x 

" h ï A 0 , x C ,x) + 6n,£ Sh {ê( l -v ' ) ( l*u 2 )Rh i i 6 f ~ - | h> A 1 (- A - } 
(6-3-4) 

This equation can be reduced further by introducing $ n — from the equation (6-
\J f X X 

2-11). This yields 

,x 2 c R xx L 1+u. v J ,xx 2 R - R n - - l+pi 
"± ,x 0,x ,x n. 

1 h _ v _ 1 h , _ f 1 h _v_ „ A . 1 h ^ 
4 R l*Ul £ A 4 R A - ön,fi I 2 R 1 + P l

 £ A 1 A 2 R \ - A- J 

(6-3-5) 
where 

u = hu 

Substituting Eq. (6-3~5) into (6-3-1) and then expressing the resulting equation 
in the form qf a differential equation one obtains 

dx L l 2 q R xx L 1+u., v J — 2 R - R _ - ■ 
^1 ,xx ,x 0,x ,: 

+ 1 + P l
 C 5 R 1+ U l

 £ A 4 R A 

,x 

■1 h v „ , , . . l h 
HL l , x ,x 

Recalling that 

C(x,t) * 2C1(x,t) cos*ü)t + 6 0C„(x,t)cosü)t x n, K 5 

A(x,t) = A(x,t)cos<üt (6-3-7) 
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and substituting them into Eq. (6-3-6) yields 

d - - 4 -
— <5 = e (x,t) + 2 e. (x, t) cosiut 
dx ° i=l 1 

and 
6(0,t) = 0 
<5(|. t) = 6L (6-3-8) 

where the e and e. are listed in Appendix 6-D. 0 1 

Basing on the concept of harmonic balance the form of e could be guessed as 

6(x,t) = e (it, t) + Z e (x, t) cosiut (6-3"9) 
° i=l 

Theoret ica l ly , e i ther e or any one of the c . ' s could be chosen as the expres­

s ion for ' e n d - s h o r t e n i n g ' , for example e 2 ( x , t ) . Subst i tu t ing equations (6-3-9) 
and (6-3-7) i n t o ( 6 - 3 - 6 ) , and then applying the method of averaging to the 
r e su l t i ng equation using cos2u>t as a weighting function one obtains 

1_ - _ 1 1 5 r v ^!Ü2i ö " + M A p' h _ v _ r . hi' ,*' w 
A- £2 ~ 2 c Qxx Ll + U l " v J Cl RL \ -1 L 1+Ul

 Cl + LR (C 1> dx Hl 0,x Kl 

+ 6n.£ £ m <53)2 + 5 m ï ^ "* + 5 S (A')1 <6-3-io) 

and 

c2(o) = 0 

^2{R} = *2L 

1 h C2 
Introducing the parameter e . = - p and letting e_ = one obtains 

c£ 
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*Z ï2 - fe (6-3-lD 
dx 

with the boundary conditions 

è2(o) « 0 

*2<£> " 6o 
ë2L where ort = -1—̂ , and the function f is of the form 0 e T e cL 

1 h r v 1 + u2 
e 2 L Ll+Ui v J xx 1 L _ - 1 L 1+u. I L v 1' 1 0,x ^1 

•1 h , = \,i 1 h ♦««.«<! Ë " « t y ' l * * E " t i ^ » ' * *<5')'1 

Hence one must find the solution for the system of Eqs. (6-2-33) ~ (6-2-35) (for 
the case of single mode response) under the restriction that the solution must 
also satisfy the constraint condition given by Eq. (6-3-11). With Eqs. (6-2-33) 
~ (6-2-35) and (6-3-H) together one obtains a new system of nonlinear ordinary 
differential equations, in which the frequencies as well as amplitudes are both 
unknowns. 

Introduping now a new vector Y 

V = {Y. Y45> * (6-3-12) 
where 

Y45 = e2 
the system then reduces to the following nonlinear 2-point boundary value 
problem, 

— Y - f (x; Y, Q) for 0 < x < s 
dx 

Yj[ = 0 (i = 1,2 11) at x = 0 

Yj - 0 (j = 23,24 32,33) at x = | (6-3-13) 
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6.4. GENERAL NUMERICAL PROCEDURE 

Due to the nonlinear nature of the problem, anything but a numerical solution is 
out of the question. There are many numerical methods which are available to 
solve the problem, for example, the finite difference method, the perturbation 
method and the shooting method, etc. Trying to make use of the readily available 
coded subroutines for solving nonlinear initial value problems it was decided to 
employ thé 'shooting method' [57] to solve the present problem. Though, due to 
numerical instability, it becomes necessary to employ parallel shooting over 10 
intervals to carry out the integration over the shell lengths used. For the 
purpose of describing the method, let us consider just 'double shooting' or 
'parallel shooting over 2 intervals'. 

6.4.1 GENERAL PROCEDURE 

Let us associate the following 2 initial value problems with the 2-point 
nonlinear boundary value problem described by equation (6-2-41), 

du 
-^ = f (x, Q;u) for 0 <̂  x < x Forward Integration 
dx 

u(o) = s = {0,0,0,... ,0; slts2, s^; 0,0, ,0; s12,s13 522^ 
(6-4-1) 

and 

dv 

dx 
— = f(x,Q;y) for x < x < - Backward Integration 

v(|) = t = {0,0 0; t r t 2 t n ; 0, 0,..., 0; t12>t13 t22)(6-4-2) 

Under appropriate smoothness conditions on the nonlinear vector function 
f(x,Q;Y) we are assured of the existence of unique solutions of these initial 
value problems, here denoted by 

U(x,Q;s) and V(x,Q;t) (6-4-3) 

These solutions must satisfy matching conditions at x = x . Introducing the new 
vector function $ these conditions can be written as 

$(S) = U(x = x0,Q;s) - V(x = xQ,Q;t) = 0 (6-4-4) 
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where 

s 
s - Q 

Thus the solution of the nonlinear 2-point boundary-value problem (6-2-41) has 
been transformed to the solution of the two associated initial value problems 
(6-4-1) <~ (6-4-2) and to the finding of the roots S of the system of simul­
taneous equations defined by equation (6-4-4). 

Using Newton's method for finding the roots of <|(S) = 0 we have the following 
iteration scheme, 

3 U + 1 = S» ♦ AS» (6-4-5) 

where AS/1 is the solution of the 44th-order linear algebraic system 

!_ A^U I s ♦ ( § U ) . A § P - - JCS11) (6-4-6) 

To apply Newton's method we must be able to find the Jacobian matrix J 

J<S*) 3S t(f) -

3S„ 

9 O, 

a$ 44 
as, 

as, 
a*< 
as 44 

a* 44 
as 44 

(6-4-7) 

In order to solve for the components of the Jacobian matrix J let us introduce 
the following new vectors 

du du 
*iaispi^fori = !-2 22 

a^ av 
~i = aS~" = aT f o r ± = 2 3 , 2 i j ^ and j = i-22 (6-4-8) 
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These vectors then are found as the solutions of the corresponding variational 
equations obtained by implicit differentiation of the associated initial value 
problems. Thus, for i = 1,2 22 we must solve 

dW. 3 f 

dx 
for 0 < x < x Forward Integration 

S±(0) = l± (6-4-9) 

and for i = 23,24 44 

dW 9 f 

dx 
for x < x < Ö o - - R Backward Integration 

*il{0 - h (6-4-10) 

were I. = {0, .... 0, 1, 0, .... 0} is the ith unit vector in the n-space. 
The components of the Jacobian matrix J' can be calculated analytically 

3f 3f 
si; <*»°5s) = sü ^« Q i x ) 3u 3V 

3u« 

3f2 

3fi 44 
3U. 

3U. 
3f« 
3U 44 

af 44 
3u 44 

(6-4-11) 

Since the Jacobian matrix J' is a function of u (or v), the variational equa­
tions (6-4-9) depend step-by-step on the results of the associated initial value 
problem (6-4-1), and the variational equations (6-4-10) depend step-by-step on 
the results of the associated initial value problem (6-4-2). Thus the varia­
tional equations depend on the initial guess S. Also, it is advantageous to 
integrate the 22 variational equations simultaneously with the corresponding 
associated initial value problem. This results, for double shooting, in a 
1012 dimensional, lst-order, nonlinear differential equation. 
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6 . 4 . 2 PROCEDURE INCLUDING END-SHORTENING 

F o r t h e p r o b l e m d e s c r i b e d by e q u a t i o n ( 6 - 3 - 1 3 ) . i f t h e e n d - s h o r t e n i n g i s 
cons ide red , t h e 2 i n i t i a l va lue problems a s s o c i a t e d with i t become 

dx 
u = f (x,Q;u) for 0 < x < x - Forward I n t e g r a t i o n 

y(0) = s ( 0 , 0 0; s ^ S g , . . . s 1 1 ; 0 , 0 . . . , 0 ; s ^ . s ^ s ^ ; 0) 

(6-4-12) 
and 

— = f (x ,Q;y) 
die 

for x 0 < x < - Backward I n t e g r a t i o n 

Y(R) = % ~ ( 0 , 0 . . . . 0 ; t l t t 2 , t 1 ] L ; 0 , 0 , . . . , 0; t g , t 1 0 t 2 2 ; O) 

where 
(6-4-13) 

u = 
u 

V = 

Under a p p r o p r i a t e smoothness cond i t ions on the non l inea r v e c t o r funct ion 
f (x;Y,Q) we a re assured of the existence of unique so lu t ions of t h e s e i n i t i a l 
value problems, here denoted by 

U (x,Q;s) and V (x,Q;t) (6-4-14) 

In this case these solutions satisfy the following matching conditions at 
x = x : 

0 

U± (x = xQ,Q;s) = V±(x = x0,Q;t) for i = 1,2,...,44 
(6-4-15) 

UU(- (x = xn,Q;s) - VK (X = xn,Q;t) = <5 ^5 45 
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Introducing a new vector function $ these matching conditions can be written as: 

$ (§.) = U (x0,Q;s) - V (x = x0,Q;t) - T = 0 (6-4-16) 

where 

and T = 
J0 

Using Newton's method for finding the roots of $ (S) = 0 we have the following 
iteration scheme 

s »* = s11 + AS*1 

where AS/ is the solution of the 45th-order linear algebraic system. 

a* . . ' . . 
-4 (Su) • ASy = - *(SU) 
3S 

(6-4-17) 

- H (SP) 
The components of the Jacobian matrix J = : are once again calculated from 

as 
the appropriate variational equations. However, here the dimension of the system 
of variational equations derived in equation (6-4-9) must be increased by one. 
Thus for i = 1,2,...,22 one must include as the 45th equation 

, ,e_ 3f 3u 3f d_ a 2u e _^ § 
,- as. " au as. ~ au 
dx i ~ l 

W. for 0 £ x £ x_ Forward Integration 

whereas for i = 23,24,...,44 the 45th equation is given by 

(6-4-18) 

, 3e_ 3f 3v 3f d 2v e ~ e — I ? " = ̂ T ÏQ- = TT S< for x_ < x < - Backward Integration 
dx i 3v 3S. 3v ~i l R 

JS~±
 E2v (R> = ° (6-4-19) 
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In addition we must also solve the following lnhomogeneous variational equations 

, 3u 3f 3u 3f 
~"" i^k) a ~^ (iTi) + 7n f ° r 0 1 x < x n Forward Integration 
-— 3Q ^ 3S 3U *~ U 
dx 3u 

3Q u(0) = I (6-4-20) 

and 

3v 3f 3v 3f 
d i ^ - -^ ("aS) = ̂  lag) + ii for *0 - * - R Backward Integration dx 3v 

*- v ft] = I 3Q - lR' *N> (6-4-21) 

Here I = (0,0..., 0) 

3f 3f 3f 3f 
In these equations the Jacobian matrix J' = —r = —r and the vectors j— = JQ~ 

3u 3v 
3f 

and rx can be calculated analytically. 
Oil 

The solutions of these additional variational equations are then used to add one 
3$ 

row and column to the 44-dimensional Jacobian T Ö derived in (6-4-11). 
Schematically the resulting 45th dimensional linear algebraic system (6-4-17) 
can then be represented as: 

3$ 
3S 

3S 

3$ 

3Q 

3 6 
3Q 

A§M 

AQV 

I Cf) (6-4-22) 

Since the Jacobian J is a function of u (or v) therefore, as pointed out above, 
the variational equations depend step-by-step on the results of the associated 
initial value problems. It implies that the variational equations depend on the 



134 

initial guess S. Thus once again we must iterate at a prescribed value of 6n, 

the value of the end-shortening, until all components of the ratio | T — | are 

smaller than some preselected positive quantity. 

It has been shown in [76] that the shooting method is slower than the standard 
finite difference or finite element schemes. However, if the length of the 
intervals in integration is properly chosen so that numerical instabilities are 
avoided, this method gives more accurate results. 

6.4.3 PROBLEM OF STARTING VALUES 

One of the greatest difficulties in 'shooting' consists of obtaining a starting 
estimate of the initial data which is sufficiently close to the exact initial 
data so that the iteration scheme used to find the solution of the nonlinear 
problem will converge. In the case of single mode response, fortunately, the 
nonlinear solution approaches the linearized solution asymptotically for values 
of the frequency Q sufficiently far from resonant point (Q ■» 0 or 0 ■» «) . Thus, 
for sufficiently low (or high) values of the frequencies one can use the linea­
rized solution as the starting values for the nonlinear iteration scheme. The 
governing equations for the linearized problem can be reduced by a procedure 
similar to the one described for the nonlinear problem above, and they can also 
be solved by 'parallel shooting'. It is well known that for the linear problems 
the 'parallel shooting' will yield the correct solution directly, no iteration 
is required [76]. 

For the case of coupled mode response, as shown in Fig. 2.29c the problem of 
obtaining a starting estimate for the initial data becomes complicated since the 
left branch of companion mode response seems to approach infinity while the 
frequency Q decreases towards zero. A careful look at the picture reveals, 
however, that the curve tends toward the backbone curve of the relevant single 
mode response if the amplitude of imperfection is small enough. This fact makes 
the problem solvable since one can use the values of the backbone curve as a 
starting estimate for companion mode. This works as long as one is far enough 
removed from the resonant frequency. As to the right branch of the companion 
mode, Fig. 2.29c shows that it approaches the values of both the driven mode and 
of the single mode response. So one can use values of the single mode response 
as a starting estimate for it. The problem of obtaining a starting value for the 
initial data for the driven mode presents no difficulty, since the nonlinear 
solution approaches the linear solution asymptotically as long as the frequency 
is far from the resonant point (Q ■* 0, Q -* ») , which is quite similar to the 
case of single mode response mentioned above. 
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CHAPTER 7 CHECKING THE CORRECTNESS OF THE PROPOSED SOLUTION PROCEDURE 

7.1 INTRODUCTION 

The combined analytical/numerical procedure, which has been successfully 
employed for the solution of buckling problems by Arbocz is now used to obtain 
the dynamic response of thin cylindrical shells with different boundary 
conditions. As usual, the solution procedure developed in the thesis has to be 
checked out by using some examples the solutions of which have been proven to be 
correct. In the present thesis two examples are used. First, one considers the 
problem of nonlinear vibrations of beams with different boundary conditions, 
with which the correctness and applicability of the solution procedure can be 
demonstrated. Second, one looks at the problem of linearized vibrations of thin 
cylindrical shells with different boundary conditions. These known solutions are 
employed to check the program developed by the author for nonlinear problems 
and to supply the initial estimates for the starting data needed in the case of 
nonlinear calculations. 

7.2 NONLINEAR VIBRATIONS OF A BEAM WITH DIFFERENT BOUNDARY CONDITIONS 

When the longitudinal inertia term is neglected the equation of motion of a 
uniform beam with immovable end supports is [32], 

E I Ü W _ N i i w + p 3 i w = p ( x ) c o s w t (7-2-1) 

3x* 3x* 3t2 

where N is the axial tension, given by 

Lb 

W i s the l a t e r a l def lec t ion , A i s the cross-section area, L. i s the length and 
b 

P(x) is the external forcing function which is uniformly distributed along the 
x-axis. The other symbols have their usual meaning. 
We are seeking a s o l u t i o n to Eqs. (7-2-1) and (7-2-2) which s a t i s f i e s the 
preselected boundary conditions, for instance, hinged-hinged one, 

a* w 
w = £-5 B o (x = o) 

ax* 

a'w 
3x* 

(x = Lb) (7-2-3) 

Defining the 'end-shortening' as 
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Ub(x) I 3x dx (7-2-4) 

then using the relationship 

3x 
N_ 
EA (7-2-5) 

and applying in sequence the procedure described in Section 6.4 to these 
equations yields the solution of the problem. 

The accuracy of the procedure is verified by comparing the natural frequency 
obtained using the current theory with those of exact solutions. For example, 
the exact fundamental frequency of a beam with hinged-hinged boundary condition 
is Qfe = IT2 = 9-8696 [115], while the present approximate solution is Q, = 9.8701 

W for the case of small vibration (W = - = 0.00315, Ax = 0.05, where r is the 

radius of gyration of cross-section, Ax is the integration step). Here the 
relative error is only 0.005/Ü and it could be decreased further if one specifies 
smaller integration steps Ax. 

Table 7*1 Natural frequencies of beam with different boundary conditions 

Amplitude (-) 

Frequency (Q^) 

Hinged-Hinged 

0.00315 

9.8701 

Hinged-Clamped 

0.00126 

15.6006 

Cl ainped- Cl amped 

0.00195 

22.3712 

Table 7-1 lists the fundamental frequencies for the beam with the different 
boundary conditions, where the excitation is fixed of a constant value of F =1.1 

and where FB= (P/EI)(L*/r). The amplitudes are those of the middle point of the 
beam. As can be seen the fundamental frequency of the hinged-hinged beam is 
lower than that of the clamped-clamped beam, which indicates that the stronger 
boundary conditions make a beam 'stiffer'. 

The curves shown in Fig. 7.1 are the backbone curves of the beam with different 
boundary conditions. As can be seen the clamped-clamped beam exhibits the least 
nonlinearity. These results are quite similar to those reported by Evensen [32], 
who applied the perturbation method to the same problem. Notice that in Figures 
7.1 and 7.2 the frequencies are normalized using their respective nondimensional 
fundamental frequencies from Table 7.1 as the normalizing factor. 
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0.5 
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0.1 

^Clamped- Clamped 

/ / ^ Hinged- Clamped 

/ / ^S^, Hinged- Hinged 

I// 
V 

_J J i.. JL i i i i x i i 
0.9924 1.0014 1.0104 1.0194 1.0284 A 

P. 

Fig. 7-1 The amplitude-frequency re l a t ionsh ips of free v ib ra t ion for 
various boundary conditions. 

W 

Fig. 7.2 The amplitude-frequency relationships of forced vibration for 
various boundary conditions. 
Excitation F_ = 1.1 
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The response curves of the clamped-clamped and the hinged-hinged beams are shown 
in Fig. 7.2. As can be seen from this figure the response of the hinged-hinged 
beam to a given excitation is much stronger than that of the clamped-clamped 
beam. The 'resonant region' of the hinged-hinged beam is wider than that of the 
clamped-clamped beam. 
The modal shapes in the x direction for different cases considered are shown in 
Fig. 7.3- As expected, the maximum amplitude occurs at x = 0.5 for the symmetric 
boundary conditions, whereas for the unsymmetric boundary condition the position 
of the maximum amplitude is shifted away from the middle point of the beam. 

Clamped ^ — \ Hinged 
l '-• 1 - ^ 1 -

Ctamped 

Hinged ̂ s*^' i ^"^-«v^ Hinged 

0 0.5 1 

F i g . 7«3 Modal shapes of beams with d i f f e r e n t boundary c o n d i t i o n s 

As m e n t i o n e d b e f o r e t h e o b j e c t i v e of t h e p r e s e n t a n a l y s i s i n t o p r o v e the 
* a p p l i c a b i l i t y ' of t h e s o l u t i o n procedure developed i n the t h e s i s . Therefore the 
c o m p a r i s o n i s l i m i t e d t o t h e c a s e of t h e lowest o r d e r v i b r a t i o n . There i s no 
d i f f i c u l t y i n s o l v i n g p r o b l e m s of h i g h e r o r d e r v i b r a t i o n of beam u s i n g t h e 
p r e s e n t p rocedure . 
The r e s u l t s p r e s e n t e d fo r t h e p rob lem of n o n l i n e a r v i b r a t i o n s of beams w i t h 
d i f f e r e n t boundary c o n d i t i o n s show t h a t t he s o l u t i o n procedure developed in the 
t h e s i s i s r e l i a b l e . Next i t w i l l be appl ied d i r e c t l y t o t h e problem of n o n l i n e a r 
v i b r a t i o n s o f i m p e r f e c t t h i n c y l i n d r i c a l s h e l l s w i t h d i f f e r e n t bounda ry 
c o n d i t i o n s . 

7 . 3 LINEARIZED VIBRATIONS OF THIN CYLINDRICAL SHELLS 

The n o n l i n e a r v i b r a t i o n s of i m p e r f e c t t h i n w a l l e d c y l i n d r i c a l s h e l l s w i t h 
d i f f e r e n t boundary c o n d i t i o n s as t r e a t e d i n t h i s t h e s i s i nvo lve the s o l u t i o n of 
a response problem. However, i f one l e t s t h e e x t e r n a l e x c i t a t i o n F_ a p p r o a c h 

z e r o t h e f o r c e d v i b r a t i o n c u r v e s a p p r o a c h e v e r more t h e backbone c u r v e 
r e p r e s e n t i n g t h e case of f r ee v i b r a t i o n . Thus, as can be seen fron F i g . lA, i t 
i s p o s s i b l e t o s imu la t e t h e l i n e a r i z e d v i b r a t i o n problems of p e r f e c t c y l i n d r i c a l 
s h e l l s under d i f f e r e n t boundary c o n d i t i o n s . 
As h a s b e e n p o i n t e d o u t e a r l i e r ( s e e p . 84) t h e n o n d i m e n s i o n a l f r e q u e n c y 
parameter Q i s ob ta ined by d i v i d i n g the fo rc ing frequency <o by t h e f r e q u e n c y of 
f r e e v i b r a t i o n ( l i n e a r theory) of the p e r f e c t unloaded s h e l l VE/2pR* . Assuming 
t h a t Evensen 's s o l u t i o n of Ref. [ 3 0 ] r e p r e s e n t s t h e e x a c t s o l u t i o n f o r SS3 
boundary c o n d i t i o n s , t h a t i s 

Clamped 
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(O* 
-j- = 1.0 
mn 

where 

u> mn pR* (52+l)2 12(l-v') 
_E_ {_£! 

then 
Q* 

E 
2 [^— ♦ € -i^Üli) 

(52+l)2 12(l-v') 

Hence for 5=0.1, €=0.01 and Q *=1.0 one obtains 

Q* B 2.06437 x 10"2 (-> Q = 4.54354 xlO"2) 

In Fig. 7.4 the response curves of the mode with one half-wave along the x-axis 
and 2=5 full waves in the circumferential direction are shown for different 
values of the excitation F_. 

Fig. 7.4 Simulation of the natural frequencies 

Notice that the frequency Q along the horizontal axis has been normalized by the 
natural frequency of the SS3 boundary condition (Q = 4.54354 x 10 ). 
Table 7-2 lists the upper- and lower bounds of the lowest natural frequencies 
(m=l, 2=5) for the usual 8 boundary conditions listed in detail on p. 122. 
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Table 7.2 Natural frequencies of Shell ES2 

B.C. 

ssi-ssi 
SS2-SS2 . 

SS3-SS3 

SS4-SS4 

Cl-Cl 

C2-C2 

C3-C3 

C4-C4 

SS3-C1 

Resonant Frequency 

-2 Approximate solution (xlO ) 

4.54140 -

5.26075 ~ 

4.54353 -

5.28375 -

4.55975 -
5.283OO -

4.56320 -

5.2877O -

4.54867 '-

4.54180 

5.26120 

4.54360 

5.28381 

4.55987 
5.28400 

4.56345 

5.28777 

4.55733 

-2 Exact solution (xlO ) 

-

-

4.54354 
-

-

-

-

-

-

I t i s not surpr is ing that the C4-C4 (the strongest boundary condition) has the 
highest natural frequency. As a matter of fact a l l boundary conditions with a 

s t r o n g a x i a l c o n s t r a i n t (with u=0) have jus t about equally high natural 
frequencies. 
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CHAPTER 8 NUMERICAL SOLUTIONS 

8.1 INTRODUCTION 
Two computer programs were developed based on the present approach for the two 
different cases of n = £ and n * £. They provide a powerful tool for examining 
the influence of both various boundary conditions and initial geometric 
imperfections on the nonlinear vibration behaviour of thin-walled isoptropic or 
orthotropic shells. In this chapter two problems are considered. One of them is 
the.influence of different boundary conditions on the nonlinear vibrations of a 
particular shell. Here the shell ES2 with a slight change in the charateristic 
data is used. The second one is to study the effect of initial geometric 
imperfection on the nonlinear vibration of the shell WN with different boundary 
conditions. 
In studying the nonlinear vibration of a system, generally three factors, the 
natural frequencies, the backbone curve and the modal shape are considered since 
these factors outline its principal dynamic behaviour. Following this approach, 
in this chapter we shall consider the influence of the different boundary 
conditions and the inital geometric imperfections on the natural frequencies, 
the backbone curves and the modal shapes. 
There is no unique approach for comparing and discussing the solutions for the 
different boundary conditions. Normally, one way is to compare the results 
based on the fundamental frequencies which probably have different 
circumferential wave numbers for different boundary conditions [106]. On the 
other hand, one can also compare the solutions for different boundary conditions 
based on a constant circumferential wave number, keeping in mind that the 
frequencies under such cases may be not the fundamental ones. In the present 
study the later way is followed. 

8.2 NUMERICAL SOLUTIONS AND DISCUSSIONS 
The characteristic data of the ES2 shell are slightly changed to make the 
calculations simpler. The new data are as follows, 

e = (^) = 0.00999998 : 0.010 

S = 7 7 ^ = 0.10471976 = 0.105 

v = 0.3 
The associated geometric and vibration mode data are 

R = L = 1 

h = 1.111 x 10"1* 
£ = 30 
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The way the non l inea r modal shapes were calculated for the different boundary 
conditions i s i l l u s t r a t e d in Fig. 8 . 1 . As s t a r t i n g values one uses the r e s u l t s 
of the l inea r ized response calculat ions for the desired boundary condition (say 
SS3). 

0.8 

0.4 

0.0 L-Ar 

Backbone curves Linear solution 

Nonlinear solution 

0.9968 1.0000 1.0032 
n 

Fig. 8.1 Steps involved in nonlinear response calculations 

Thus when attempting to find the linearized natural frequencies of the modified 
shell ES2, by inputing the values of Q and Fn one obtains the linearized modal 

shapes at point 'a'. Using the same values of Q and Fn and the linearized modal 
shapes as an initial guess one can solve the nonlinear problem iteratively and 
obtain the nonlinear modal shapes and the value of the control variable e_, also 

called 'end-shortening' at point 'b'. Next one sets F = 0 and uses Q and the 
D a 

nonlinear shapes a t point ' b ' as i n i t i a l guesses to calculate the value of Q and 
the non l inea r modal shapes a t point ' c ' while keeping the value of the control 

var iable e_ fixed a t the value found a t po in t * b ' . F i n a l l y by i nc r ea s ing or 

dec r ea s ing the va lue of the c o n t r o l v a r i a b l e e„ one can trace out the whole 

backbone curve. For very small va lues of A ( the maximum ampli tude of the 
J max 

modal shape A) the value of Q corresponding to the backbone curve i s the 
( l inearized) natural frequency for the specified boundary condition. 
Table 8.1 l i s t s the lowest natural frequencies of the modified ES2 she l l for 8 
d i f f e r e n t boundary c o n d i t i o n s , which were a l l c a l c u l a t e d by the nonl inear 
procedure descr ibed above. The exac t l i n e a r i z e d n a t u r a l frequency given by 
Evensen's formula [30] for the SS3 boundary condition i s 4.59044 x 10 . A s can 
be seen from Table 8.1 t h i s value i s matched quite accurately. For a detailed 
l i s t of the different boundary conditions refer to Tabel 6.1 on p.122. 
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Table 8.1 The natural frequencies of modified shell ES2 with different boundary 
conditions 

CASE 

B.C. 

QxlO-2 

1 
SSI 

4.58753 

2 
SS2 

5.41926 

3 
SS3 

4.59041 

4 
SS4 

5.44970 

5 
Cl 

4.60936 

6 
C2 

5.44784 

7 
C3 

4.61304 

8 
C4 

5.45454 
Considering the relative changes in the lowest natural frequencies introduced by 
varying the different constraints one finds that varying the axial constraint 

(u=0 vs. N =0) results in a change of about 18%, varying the circumferential 

constraint (v=0 vs. N =0) produces a change of only about 0.1%, whereas varying 
xy 

the rotational constraint (w,-=0 vs. M =0) gives rise to a change of about 0.5#. 

Thus i t i s c lear that the axia l constraint u=0 has a very strong influence on 
the value of the lowest natura l frequency. In comparison, the effect of the 

rota t ional cons t ra in t w,-=0 i s small and the effect of the circumferential 

x 

constraint vwO is nearly negligible. 

The backbone curves for the different boundary conditions are plotted in Fig. 
8.2. Notice that the frequencies Q for all curves have been normalized by their 
respective natural frequencies listed in Tabel 8.1. 

A 

0.8 

0.6 

0.4 

0.2 

0.0 , 
0.9968 1.0000 1.0032 

Fig. 8.2 Backbone curves of the modified ES2 she l l for different boundary 
conditions 

Clearly a l l curves show a softening type behaviour, which agrees with the 
previously obtained solut ions where the SS3 boundary condition was satisfied 
approximately. This means that the different boundary conditions do not change 
the basic nonlinear v ibra t ion cha rac t e r i s t i c s of the modified ES2 shell . A 

SS2.SS4 
C2.C4 

_ A _ 

A 

n 



m 

closer look a t these curves reveals the fact tha t the backbone curves for the 
boundary c o n d i t i o n s SS2, SS4, C2, C4 and for the boundary conditions SSI, SS3, 
Cl, C3 are p rac t i ca l ly i den t i ca l . This c l ea r ly means t h a t the c i r cumfe ren t i a l 

c o n s t r a i n t v=0 and the r o t a t i o n a l constra int w,-=0 have l e s s influence on the 
x 

nonlinearity of vibration of the modified ES2 shell then the axial constraint 
u = 0, but this influence becomes significant only for the cases of large 
amplitude vibrations (A > 0.3, say). 

A study of the modal shapes for single mode response of the perfect shall ES2 
reveal the changes in the modal shapes produced by the different boundary 
conditions. Since in these comparisons one is especially interested in the 
differences of the modal shapes, therefore Figures 8.3 " 8.6 are drawn about the 
same sizes and there are no scales indicated along the vertical axes. To help in 
understanding the differences besides the modal shapes A and C also their first 
derivatives are plotted. 

As can be seen from Fig. 8.3b, for the SS3 boundary condition the modal shape of 
the driven mode A is a perfect half wave sine, whereas the modal shape of the 
axisymmetric term C, needed to satisfy the circumferential periodicity 
condition, is a perfect cosine term plus a constant value. These results agree 
with the assumptions made in Part I of this thesis (see Eq, 2-2-4, p. 39)• 

Changing the circumferential constraint condition from v=0 to N =0 (from SS3 to 
xy 

SSI boundary condition) one gets the results shown in Fig. 8.3a. As expected, 
the modal shapes are practically identical except within a very narrow region 
next to the edge of the shell. 
Looking now at Fig. 8.4 one sees immediately the strong influence of the axial 

constraint condition u=0. The modal shape of the driven mode A no longer 
resembles a half wave sine but is more like a full wave cosine. This statement 
is confirmed by the shape of the first derivative of A, which looks like a sine 
wave except in a narrow region close to the edge of the shell. Notice also that 
the modal shapes of the axisymmetric terms C are no longer pure trigonometric 
shapes. 

Considering now the clamped boundary conditions, as can be seen from Fig. 8.5 
the modal shape of the driven mode A resembles once again closely a half wave 
sine shape, except in a very narrow region close to the edge of the shell. If, 

however, one changes from N =0 to the axial constraint condition u=0, then as 

can be seen from Fig. 8.6 both modal shapes A and C deviate considerably from a 
simple trigonometric function, especially in a narrow region close to the edge 
of the shell. 
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A (A') 
I DETAIL D 

a. SSI boundary condition (N =0, N =0) 

A (A') 

b. SS3 boundary condition (N =0, v=0) 

Fig. 8.3 Modal shapes for single mode response using simply supported boundary 
conditions. Modified ES2 Shell; 2=30. 
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DETAIL D 

X = 2 R 
X=0.0 

a. SS2 boundary condition (u=0, N =0) 

DETAIL E 

X=0.0 

b. SS4 boundary condition (u=0, v=0) 

Fig. 8.4 Modal shapes for single mode response using simply supported boundary 
conditions. Modified ES2 Shell; C=30. 
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A(A') 

i ,_ , _+. 

CIC') 

X=0.0 

a. Cl boundary condition (N =0, N =0) 

A {A') 

X=0.0 

b. C3 boundary condition (N =0, v=0) 

Fig. 8.5 Modal shapes for single mode response using clamped boundary condi­
tions. Modified ES2 Shell; 2=30. 
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XrO.0 

DETAIL D' 

a. C2 boundary condition (u=0, N =0) 
xy 

DETAIL E 

b . C4 boundary cond i t i on (u=0, v=0) 

F i g . 8.6 Modal s h a p e s f o r s i n g l e mode r e s p o n s e u s i n g clamped boundary condi­
t i o n s . Modified ES2 S h e l l ; C=30. 
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The second s h e l l i n v e s t i g a t e d in t h i s chapter i s the WN s h e l l . I t s geometric 
data, as introduced before, a re 

R 

L 
R = 

720 

2 
3 

and 
v = 0.272 

Since the asymmetric imperfection used in this study is 

j[ = 0.4 sin 5j5 cos 25 g 

t h e r e f o r e one expects the dominant s i n g l e mode v i b r a t i o n to have s i m i l a r 
c h a r a c t e r i s t i c s . As a m a t t e r of f a c t , f o r SS3 boundary c o n d i t i o n t h e 
corresponding p e r f e c t s h e l l v ibra t ion mode i s expected to closely approximate 
the following form 

W „ . 5"x -_ y _ . , 5»x 
r = A sin *=— cos 25 * + C sin1 - ~ 

With this yibratlon characteristics 

c = U* | ) * = 0.09425 

5 = J/it = °-°7535 
and the exa.qt linearized natural frequency for SS3 boundary condition is given 
by Evensen's formula [30] yielding 

QSS3 = °'96236 

Table 8.2 lists the natural frequencies of the perfect WN shell which correspond 
to the vibration mode k=m=5, £=25 for the 8 different boundary conditions 
listed. As can be seen the SS3 value matches closely the exact result. For a 
detailed list of the different boundary conditions refer to Table 6.1 on p. 122. 
Table 8.2 The natural frequencies of shell WN with different boundary 

conditions. 
CASE 
B.C. 
Q 

1 
SSI 

0.9288 

i i " " - — — 

2 
SS2 

0.9288 

3 
SS3 

0.9624 

4 
SS4 

0.9689 

5 
Cl 

O.9918 

6 
C2 

Q.9932 

7 
C3 

1.0017 

8 
C4 

1.0082 
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To understand the relative changes in these higher order natural frequencies 
introduced by varying the different constraints it is helpful to present the 
data of Table 8.2 regrouped so as to better visualize the results. Thus Table 
8.3 shows the relative changes in higher order natural frequencies produced by 
varying the rotational constraints (w,-=0 vs M =0), Whereas fable 8;4 displays 

thé relative changes caused by varying the axial constraint (u=Ó vs N =0) , and 
finally fable 8.5 lists relative changes produced by varying the circumferential 
constraint (v=0 vs N =0). 

xy ' 
fable 8.3 Relative change in the higher order natural frequencies (k=m=l, £=25) 

(w,-=0 vs M =0) 
X X 

^HP = 6.78* 

°2S2 ■ «•** 

- N = 0 xy 

- N = 0 xy 

^ H 2 = 4.08* - v = 0 

C4-SS** ,. nM - n 

"ssT = ̂ oe% ~ v = ° 
Table 8 A Relative changes in the higher order natural frequencies (k=m=l, 2=25) 

(u=0 vs N =0) 
x X 

SS2-SS1 
SSI 

C2-C1 
Cl 

SS4-SS3 
SS3 " 

C4-C3 
C3 

0 

0.14 

0.68 

O.65 

- N = 0 xy 

- N = 0 xy 

- v = 0 

- v = 0 
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Table 8-5 Relative changes in the higher order natural frequencies (k=m=l, H-25) 

(v=0 vs N =0) 

SS3-SS1 _ , ,_, 
SSI = 3'62% - N = 0 x 

SS4-SS2 
SS2 = 4.32?; - u = 0 

C3-C1 
Cl 1.00* N 

C4-C2 
C2 1.51X - u = 0 

From these results it is obvious that sofar as the influence on the higher order 
natural frequencies is concerned, variations in the rotational constraint have 
the largest effect (about k - 1%). The effect appears to be the strongest if the 
shell is unrestrained in the circumferential direction. On the other hand the 
effect of the axial constraint on the higher order natural frequencies appears 
to be negligible (only about 0.1JÜ) if the shell is unrestrained in the 

circumferential direction. Even if v=0 the effect is less than 1%. 

This result is somewhat surprising in view of the earlier results obtained for 
the lowest natural frequencies of the very thin modified ES2 shell (r - 9000). 

Finally, the circumferential constraint has a noticeable effect on the higher 
order natural frequencies, which is stronger for the simply supported boundary 
conditions (about k%) than for the clamped ones (about 1.3%)-

The backbone curves for the different boundary conditions are plotted in Fig. 
8.7. Notice that the frequencies Q for all curves have been normalized by their 
respective natural frequencies listed in Table 8.2. 

0.8 

0.6 

0.4 

0.2-

0.0 

SS3 

LV 
0.8237 

A 

0.91)9 1.0000 
' 

1.0881 

Fig. 8.7 Backbone curves of the WN shell for different boundary conditions 
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Comparing the results of the backbone curve for the higher order modes (Fig. 
8.7) with those of the lower order modes (Fig. 8.2) it becomes evident that the 
higher order modes exhibit a much stronger softening type nonlinearity than the 
lower order modes. (Notice the difference between the scales used in Figures 8.7 
and 8.2.) 
A study of the higher order modal shapes for single mode response of the perfect 
and imperfect WN shell reveal the changes in the higher order modal shapes 
produced by the different boundary conditions and by the inclusion of moderate 
size initial imperfections. 
As can be seen from Figures 8.8 and 8.9. for the 4 different simply supported 
boundary conditions the changes in the higher order modal shapes are slight. 
Notice also that the inclusion of a moderate size asymmetric imperfection 
(<5_=0.4) results only in small changes. There is now, however, also the response 

term C_ present, which accounts for the circumferential periodicity correction 
necessary because of the inclusion of the asymmetric imperfection. 
Considering the modal shapes for single mode response using clamped boundary 
conditions, as can be seen from Figures 8.10 and 8.11 the effect of the 
rotational restraint is restricted to a narrow region next to the shell edges. 
Otherwise the higher order clamped modal shapes ressemble closely the simply 
supported ones. Also the inclusion of a moderate size asymmetric imperfection 
produces once again only small changes. However, the presence of a initial 
asymmetric imperfection will result in noticeable distortion of the higher order 
modal shaped as can be seen in Fig. 8.12. 
On the other hand, as can be seen from Fig. 8.13, the size of the maximum 
amplitude of the nonlinear vibration response A has only a negligible 

IDclX 
influence on the shape of the higher order modal shapes. Notice t h a t the 
amplitudes of the different modal components have been normalized so that 
identical amplitudes at x=L/2 resulted. 
Final ly Fig. 8.14 displays the frequency-asymmetric imperfection relationships 
for various boundary conditions. Notice that in this figure the frequencies of 
the d i f ferent curves are normalized using respective nondimensional natural 
frequencies l is ted in Table 8.2 as normalizing factors. Proceeding this way the 
4 curves for simply supported boundary conditions and the 4 curves for clamped 
boundary conditions practically collapse into a single curve each for moderate 
s ize asymmetric imperfections (for 6- < 0.5. say). However, the effects of the 
d i f fe ren t boundary conditions become more and more pronounced for l a r g e r 
imperfections. I n i t i a l l y the general tendency i s that the natural frequency 
decreases with increasing values of the asymmetric imperfection. I t appears that 
for very large imperfections (6- > 2.0, say) th i s trend i s reversed, the 
frequency begins to increase with increasing asymmetric imperfections. 



a. SSI Boundary condition (N =0) b. SS3 boundary condition (N =0) 

. 8.8 Modal shapes for single mode response using simply supported boundary conditions 
WN Shell; k=5, n=£=25 



61=0.0.62=0.0 6,=0.0.62=0.0 

6,=0.0.62=0.4 

X=0.0 x - 2 R X=0.0 

a. SS2 Boundary condition (u=0) b. SS4 boundary condition (u=0) 

Fig. 8.9 Modal shapes for single mode response using simply supported boundary conditions 
WN Shell; k=5, n=e=25 



a. Cl Boundary condition (N =0) b. C3 boundary condition (N =0) 

Fig. 8.10 Modal shapes for single mode response using damped boundary conditions 
WN Shell; k=5, n=C=25 



6,=0.0,ó2=0.0 6,=0.0,«2=0.0 

6,=0.0.62=0.4 

X=0.0 X=0.0 
X-2 R 

a. C2 Boundary condition (u=0) b. C4 boundary condition (u=0) 

8.11 Modal shapes for single mode response using damped boundary conditions 
WN Shell; k=5, n=£=25 



fif-(M>.6x-l0 

*■*§ 

Fig. 8.12 Nodal shapes for single «ode response using C2 boundary conditions 
laperfect VIN Shell; k=5, n*£=25 
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-0.8 -

0.3 -

0.2 . 

0.1 -

0.0 

,(C, = 0.001) ' 1 max 
'<Clmax= 0.268) 

X = 0 Y IL 
X = 2R 

Fig. 8.13 Modal shapes for single mode response using SS3 boundary condition. 
WN Shell; k=5, n=2=25 



159 

a. Simply supported boundary conditions 

0.0 1.0 2.0 
b. Clamped boundary conditions 

Fig. 8.l4 The frequency-asymmetric imperfection relationships for various 
boundary conditions. 
WN Shell; k=5, n=£=25; amplitude of vibration A=0.001 
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8.3 CONCLUSIONS 

The present approach demonstrates a technique for the examination of the in­
fluence of different boundary conditions on the nonlinear vibration behaviour of 
thin-walled perfect and imperfect cylindrical shells. In principle, there is no 
difficulty in extending this method to the investigation of the nonlinear vibra­
tions of cylindrical shells with elastic edge restraints. 

Numerical results for two isotropic shells are presented. From these initial 
results it appears that the effect of boundary conditions on the nonlinear 
vibration behaviour of cylindrical shells varies wether one is dealing with the 
lower order or the higher order modes. Further it appears that the presence of 
not all too large asymmetric imperfections (<5- < 1.5t say) always results in a 
lowering of the natural frequencies if n=£. 
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APPENDIX 1-A 

DEFINITION OF CONSTANTS AND PARAMETERS 

1-A.l Smeared stiffener definitions 
The smeared stiffener approach is often used to account for the effect of ec­
centric stringers and rings [102]. If the basic stiffener data, such as material 
properties and geometric dimensions and constants are known, a number of para­
meters can be defined. 
(a) Parameters to represent the increase of the effective cross-sectional area 

of the shell due to stringers and rings respectively 

E A 
H = (1 " V,) Êhd^ s 

E A 
»2= ( i - ^ s r 

(b) Parameters to represent the change of the extensional stiffness of the shell 
due to eccentricity of stringers and rings respectively 

E A 
Xl = {1 " vZ) Êh/es = ^les 

ErAr X2 = (1 " v2) ^«r'Vp 

(c) Parameters to represent the increase in flexural stiffness of the shell due 
to stringers and rings respectively 

E 
n01 = O (Is + esAs> 

s 

E 
n02 * Tü (Ir + erV r 
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(d) Parameters to represent the increase of torslonal stiffness of the shell due 

to stringers and rings respectively 

G !* s t 
s 'tl d D s 

r t r 
*t2 = d D r 

where 

E 
G = S 
s 2(l+v ) s' 

and 

E 
G = r 
r 2(l+v ) 

are the shear moduli of stringers and rings respectively. 

(e) parameters to represent the change of flexural stiffness of the shell due to 
the eccentricity of stringers and rings respectively 

E A s s 
n = d D es s 

E A r r 
7 ' d D er r 

In these parameters the bending stiffness is used. This is defined as 
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(f) The specific mass of the combination of shell wall, stringers and rings is 

represented as follows 

A A 
s . . r p = p + ps d~h ■* pr d h 

l-A.2 Normalized wave numbers 

The normalized wave numbers are defined as 

a£ " * 2c lRJ K£ 2c U Kf ' 

Using the normalized wave numbers the following extended stiffener parameters, 
which also account for the wave numbers and hence the deformation patterns, can 
be defined: 

?n i n = 5 a* + D a* a* + D a* 
D,k,£ xxTc xy ic £ yy £ 

Y« , „ = Q a* + Q a?al + D a*„ 
Q,k,£ wxxTc vxy"ku£ yyu£ 

^u i o = H a* + H a«a* + H a* 
H,k,£ xxTc xyTc £ yy £ 

l-A.3 Load parameter 

The load parameter (axial compression only) is defined as 
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APPENDIX 2-A 

COEFFICIENTS OF CHAPTER 2 

2-A.l The weighting functions for Galerkin's method 

The weighting functions which were used in Galerkin's method are as follows: 

Gl * S = h(cOS ££ y Sin 2kX + — 2 ~ tA + Ón,£(62 + «2> Sin* **x]] 

a
: h £* R 

G2 = |g = h(sin ££y sin £kx + | — B sin* £fflx)) 

2-A.2 Coefficients of equation (2-2-6) 

f(A,x,y) = 

A1cos(£2gy) + A2sin(£2gy) + A3cos(£n+gy) + A^sin(£n+gy) + A5cos(£2kx) + 

+ A6cos(£2kx)cos(£n_gy) + A^cosU^xJsinU^y) + AgCos(£n_gy) + 

+ A9sin(£2 m + kx)cos(££y) + A1 0sin(£2 m + kx)cos(£ny) ♦ A ^ i n U ^ x J c o s ^ y ) ♦ 

+ A1 2sin(£2 m_kx)cos(£ny) + A1 3sin(£2 m + kx)sin(£gy) + Absint£2 m_kx)sin(£gy) + 

+ A1 5cos(£2 kx)cos(£n + gy) + A l 6cos(£2 kx)sin(£n + gy) + A ^ s i n U ^ y ) + 

+ A l 8sin(£kx)cos(£gy) + A1 9sin(£kx)sin(£gy) + A2()cos(£2mx) + 

+ A21sin(£k+1x)cos(£gy) + A22sin(£k_1x)cos(£gy) ♦ A23sin(£k+ix)sin(£gy) + 

+ A^sinUj^xJsin^y) 
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where the A , A_, . . . . A?/, are functions of the time-dependent amplitudes A and 

B, the i m p e r f e c t i o n terms Ó., and 62, and the fundamental response 6^ and 6^. 

These functions are given as fo l lows . 

± (A*-B*) h* £*. 
32 H £* 

yy £ 

1 m h ' gk 
32 H w £ j 

i <en - q>? 

4 H £* yy n+£ 
h l £ ^ ( ó 2 + Ó2) A 

- - 5 — I ^ T h l ( 6 2 + V B 
'yy gn+£ 

h'£ 
A5 = fe S T - % <A* * B ' > xx k 

, h*£*£2 . 

6 4 M ( T H,2k,n-£ ) 2 2 

1 h 2 £ k g n+£ 
4 M<TH,2k,n-£> " 2 ' " 2 ' 

(<5~ + 6») B 

8 " 

9 " 

» 

M( 

h*£2 
1 n Kk 

" k H £' yy n-£ 

v. m 
T ) H,2m+k,r 

(<52 + 62) A 

AC 

n = £ 

n * £ 
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h* £* £* n m 
10 M(Y H,2m+k,n 

j ( ó 2 + ó 2 ) C 

£ m 
1 1 M(TH.2,n-k,£) 

AC 

h 2 £2 £2 
n m 

12 " M(Y H,2m-k,n 
) ( ó 2 + ö 2 ) C 

h l£*£2 
£ m 

13 M(TH,2m+k.£) 
BC 

£ m 
' l4 M<TH,2m-k.£> 

BC 

*« ■ *»< w « > ( * 2 * ^ A 

h* £* £* 1 n Kk n-£ 
*l6 " 4 M(Y H,2k,n+£ 

y ( ó 2 ♦ 6 2 ) B 

h2£2 

r \ H - ^ T <ö2 + «2> B 
yy n-£ 

17 

n 

2c 
, 1 K* + f Vk.£) 

1 8 = « M < Y H . k , £ > 

19 
i (gkh - I r TQ.k.£) 
R M < T H , k , £ > 

B 
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^20 

. h (§ + 8 Q £*) 1 lR xx m' 
16 H £* 

xx m 

h* £* £* 1 n KiK£ 
(6 , ♦ « , ) A 21 2 M(T„ , . J * 1 1 

x H,k+i ,£' 

h* ai pi 
1 n KiK£ 

22 2 M(Y H,k- i ,£ 
y (6± ♦ 6X) A 

h* £* £* 1 Ki*£ 
23 2 M(T H,k+i,£ 

y (6± + öx) B 

h* £* £* 1 Ki*£ (<5, + 6 , ) B 
2 4 ' 2 M<TH,k-i,£> W l ' ^ 

where, the parameter Y i s d e f i n e d i n appendix l - A . 2 and the parameter M i s 
defined as 

M " W Eh 

2-A.3 Coefficients of equations (2-2-7) and (2-2-8) 

c 1 = ph* 

Ehf_ 
: 2 = R* 

v. 

1 aC r 1 _ 6 i k 1 
+ ïï c* T^ (<52+2ó2ó2) + c ' [ * '* + ^ 

Hxx H,k- i ,£ 'H.k+i.fi 
] a^a*(61+ö1)' 



+ < z(Z9*Z9) (l9+l9) =-f zOZ + (Z9+Z9) 

<ZnXn,\nZMZn\M AZ„T f t,»ïnT. a'T-^l'H. J H ' H 
r 9 1 9 + l9^9Z+V9Z+ c9 u93) V * 0 [ _ ^ 1 . 0 ) " * V U9 

3 * 3ï+m • , H , (5j+m)2«T 3 ' u 
+ ( (Z9+Z9) (Z9l9+T9Z9Z+Z9l9Z+Z9l9Z) - - T * r>tj > v_' "* r 9 " 9 + 

\ - . . . . , » , » « D / 

+ / (Z9+Z9)(Z9l9+l9Z9Z+Z9l9Z+Z9T9Z) 
3'T+l 'H 

ra 3 T - t3t? ) V^ 'C '9° 9 + 

+ /(W9)(V9+VW9W9X9Z) ^ ^ coA ( ^ V ^ + \ - . . . . t D ö D ^ D / 

XX 
H 3-u'lZ'H, 

, (^ ) [^> ' ] - ^ ■» f * .<*?♦*«** [FS^ral'3 * 

3*5l'H 
X X 

H 
+ (39Z+29)(V9)W> [-—JL]^) * V U9 - (V* [r^f-]^ ♦ 

■'"M» T XX_ 
**> Ö+T 

T T X T 3 , > r H l \ M 7 ' T 7 7 » Ï + U , 3 ^ ' H . 

+ i_i _ïï + 

3*u 

At 

>=u , (V*9) * ^ ^ 

AC 

!(39+29)^o h f 1 ] ,o ^ 

28T 
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+ ó 'n.e te* [- - + = ] a*a*a*(ó,+ó-)* Y u o i n Yu-» i / . n m £ 2 2 
K H,2m+k,£ H,2m-k,£ 

1 , r < 1 + Q xx a 2m ) 2 

♦ f c - [ 
H 

xx 

+ 5xxa
2J «1<V«2>* + ïï C' jf" lh+2ö2V 

yy 

3 = | ph'efcR 

Eh' 
5 = R* - 6_ „6 n,£ m,k 

<* - Qxx°2k> 
H xx 

a £ ( ö 2 + Ó 2 ) * 

+ 6c> Y Q ' k ' g «Ac£(ö +ó ) + 

+ 2c8 ^ Q > k ' g a»a»ó0 \ + TH,k,£ g m V 

" ö n £ 6 i 2m < 2 ^ i 0 ' * ^ + T^ I t Z ó ^ ó ó +26 ó +6 ó +ó +ó ] 
n.K x.^m \ d ï K ^ H k + i > £

 T H,k- i ,£ W W ^ ^ -̂  J-

a* a* a* . ■„ \ 
t cJ - P - S - (ó1+ö1)(ó2+ö2)^ + 

yy 

+ <5 «6. 0 „ . / 2c'a2.a*a2 -n,£ i ,2(k-m) \ l £ m Y H,2m-k,£ 
(ó 1+ó 1 ) (4ó 2+3<5 2 ) ) + 

+ 6 n , £ ó i . 2 ( m - k ) < 2 c ' « i H,2m-k,£ 
(ó 1+ó 1 ) (4ö 2+3ó 2 ) ) + 
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+ ö n,£ ö i ,2 (m+k) 2c' a2. a* a; i £ m T H,2m+k,£ 
(61+ó1)(4Ö2+362) 

• ó n l A 1 2 m ( 1 6 c t a ; a i r - W 7 ♦ 
^ yy 

+ 6 n( 16c ■«M [^rr—:+ V T T T ] (V*2>' + 2c' ^ <v«2>' * 
H,2m+k.£ H,2m-k.£ H 

1 > i. r xx2m' =: t i , . _ > 

H xx 2mJ 2 2 W a < £ c 2 (ó 2 + 6 2 ) 

xx 

Eh2 

:6 = R2 

k n,£ 
S , , ; » i c a k 

H 
xx 

( V Ö 2 > + 2 fi n 
(62+62) 2 A a ^ c M 6 2 + 6 2 ) + 

yy 

H,2m+k,n H,2m-k,n 

1 , , r^^Aj' 
♦ ü c ' a j [ : H 

+ D a i 1 (Ó-+6-) ) + xx 2mJ x 2 2' / 
xx 

5n,A,k 
XX * * 

- <5 „ 6 . 0 / J c'a*a* [ n,£ i,2m \ 4 ï £ L 
TH,k+i,£ Y H,k-i ,£ 

] (46162+46162+ /tó162+361ö2) > + 

+ 6 -6 . - , , x ( c 'a 'a'a' n,£ i,2(m+k) \ i m £ T ininint ± (4616,)+4ó1ó,)+4ö16,>+3ó16-) ) + 
H,k- i ,£ 'V'Z "1"2 1 2 ^ i " 2 ' 

+ ón.£6i,2(k-m) («'«Mrë T^; ( v ^ i V ^ i V ^ z y * 
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+ ö n ,£ 6 i , 2 (m-k) < C ' a i a m a £ T H,k+i,£ 
(i»61ó2+4ó162+4ö1ó2+3<51<52) 

n,£ k,2m \ £ m Y H,2m-k,£ 
(ö 2 +ó 2 ) ' 

' 7 " R* 
r ^ . a £ 

, i - , * 

'».* \ ï " [f- * f-] «V52» ) * Sn,3e \ * 5 H H 
yy xx 

H 
yy 

Eh* 
'8 " R* n,£ Sc^a-oC [T-3-

3-6 k,2m 
■] (« ,+« , )» > ♦ *£"m lY ' Y J ^ 2 2' 

* m 'H,2m+k,£ 'H^m-k.E 

/ c » °ka£ " N 

x yy 

Eh» 
c 9 " R2 f £-♦*-] 

c'a* (1+Q a* V 
2HUL ♦ T T * [ f 2 ° * D _ « U * 

H H 
xx yy 

m £ 4 
H xx 2mJ 

X X 

+ 2c*"Mrt t v T T T + v T T T 1 (Ó2+*2)' + 

H,2m+k,£ H,2m-k,£ 

5i 2m (c 3 a£a i Ir1 + T-1 1 ( < W ) + 

* 5 i , 2(^)< •«"«i-M t ï - r — ] «W ) * H,2m+k,£ 

6i,2(k-m)( ^ C ' W f i 
1 ' 

H,2m-k,£ 
] ( ó ^ ) ) + 

+ 6i.2(m-k) ( ^^K tïTzrrJ ( W > + 
H,2m-k,£ 
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6_ ,. ( ^r m,k 2 ae 
(l+Q a* ) v xx 2m' 

H xx 
♦ 4cHa* fë^±) 

H,k,£ 

- ö. _ < 2c* a* a* a* 7 k,2m \ n £ m T. H,2m-k,n 
( 6 2 + 6 2 ) / + 

6n,£6k.2m(iCHa£^<Wy + 

^ yy 

V . 

Ó„ 0 ( 12c* a»a* [- + = ] (6-+Ó-)2 

n,£ \ £ m LY„ . . „ T„ „J 2 2 / 'H,2m+k,£ TH,2m-k,£J 2 2 , x 

Ehf. 
:10 " R* ó n.£< 8 c * a £ a mt7 

1 + ] (6-+Ó-) + 
H,2m+k,£ YH,2m-k,£J ' 2 2 

♦ 4c»a-a; [ ^ ♦ 7
1"6k>2m 3 < V 6 2 ) \ + 

K m TH,2m+k,£ 'H,2m-k,£ ' ' / 

/ 1 c 4 a k a £ * ^ ^ e - N 

V A . 2 . ( ï g (Ó2+Ö2) * C' " f ^ <V«2>, 
^ yy yy 

' i l 
Eh* 
R* Jn,£ 3c*a«a* [ — i ♦ T — ^ ] (Ó-+L) 

2 m TH,2m+k,£ YH,2m-k.£ 2 " 2 ' 

~ <5 „ó. 0 / 6 c * a » a * — (Ó-+Ó-) n,£ k,2m \ £ m 5 2 2 ' ' 
H 

yy 
> 

Eh* 
:12 = R* c*a'a* [- ^ + = *il*-] - ó . _ / 2c*a*a* -

2 m TH,2m+k,£ YH,2m-k,£ k ' 2 m \ m £ H 
yy 

d - c 
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Eh* 
R2 [ — ♦ T k £ ] - 2Aa*k ♦ 5 - — (6 

TH,k,£ U * k ' K k 4 H 

c*a*a* T 
c a i a £ LT„ , 

1-6 i . k 

H,k+±,£ H,k- i ,£ 
] (<51 * 62y + 

H 
yy 

<4<VÓ2>' n*£^ 

n 
yy 

n=£ 

,z a l i f l ( l - ó „ „) a» n-£ ^ c l . r n+£* n,£' _ 
5~ "k1 T T J v v ,2'"2' 
H K H,k,n-£ H,2k,n+£ 

■] (<V<5-)1 * 

/ ak+TQ k £ 
ca; 

H.k,£ 

1 + Q a* xx l 
H 

yy 

<5_ „ ( £ r 1 ^ (ó?,+2ó0ó0) 

N 

' n , £ \ l T s v"2"~2"2 
x yy ' ^ 

f ph'ejR 

Eh* 
R* 

k 

/ j a* a* 

\ yy xx 

n m Ê TH,2m+k,n TH,2m-k,n 2 2 

. (1+Q a* )» 1 J * r xx 2m = . i + -̂  c*ai I-'—■ + D a i I ? " 5 xx 2mJ 
n xx 

2 v u£ 2A c4a» f(«2 +«2) 
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ón,£ói,2m f- a*a« [ ♦ rr-1 ][4ó ó2+4ó 6 +4ó ó +3Ó.Ó-] ♦ 
K H,k+i,£ H,k-i,£ x * A 4 l ' 1 * 

+ _ (ö162+ö1ö2+ó1ó2+ó1ö2) > + H / 
yy 

ön,£6i,2(m+k) (2c,aia£am ̂ 7777^ ^ W ^ l V ^ l V 3 0 ! ^ O + H,k-i,£ 

n,£öi,2(k-m) ( 2 c , ai a£ am ̂  + <5_ „<5 
H,2m-k,£ 

] [köjö^köjó^öjó^^n + 

ón.£öi.2(m-k) (2c3qia£am U ' J [ ^ ö ^ ö ^ ö ^ ^ ö , ] ) ♦ H,2m+k,£ 

* ':*>.> O C' ̂ W ? ̂ r t ^ ' * 
+ c_ q ^ Q ^ ^ + e a . {62+62) + 2 T. H,k,£ 

°k+T0 k £ " ^ O k £ 
+ 2c* ^ q'k'g a»rfó + 4c» * ^'k'e am a£ ( ö2 + ö2 ) + 

TH,k,£ K K * H,k,£ m K * * 

c* 1+Qxxa2m 
XX 

6 „ó, _ / c'a'a* 0.a*al [- 1 (ó.+ó-)1 ) + 
n,£ k,2m \ n 2m-2k £ m lT„ _ . J 2 2' / 

x yy 
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3 Eh* 
d6 = W~ 

3-<5,, 

k 
'n,£ 

t c » ^ [- 2 _ + k*2m_] (6 2 + ó 2 )* 
H,2m+k,£ H,2m-k,£ 

n,£ k,2m 
yy 

7 = R* 4 L ^ ^ J n m LY -] (Ó-+Ó.,)1 + 
H H 

xx yy 

Y j »~2 2 ' 
H,2m+k,n H,2m-k,n 

. (1+Q a* V c* r xx 2m' 

X X 

D a* 1 a* xx 2mJ £ 2k a2 a* + m £ 

- 6 
^ ■ " X T H,k + i ,£ T H,k- i ,£ 

] a ^ ó ^ ) 

i,2(m+k) \ l £ m LT„ . . „J 1 1 ' / H,2m+k,£ 

* «i.2(k-») (*c ,°i°W I T ^ H ' V V / * 

* fii.2(»-.o <..«*<M<4 I r - r — ] (si*«i»:>. * Ht2m-k,£ 

(1+Q„ a» ) 
m , k \ 2 £ 

xx 
H 

+ 4c*c£a*£ [ T ' ' J 
xx 

H,k,£ 

> 

- Ö, _ / -r- a*a2al ~ at [- 1 
k , 2 m \ 2 n m 2m-2k £ LT„ . . 0

J H,2m-k,£ 

A Eh2 
d8 = W~ \ H,2m+k,£ H,2m-k,£ / 
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v*«* 

x yy x 

d 9 = R*" 
3-6, 

k 
c * ° M i t ? — 2 * T k ' 2 m ^ " 2Ók 2m C'a,£öm ^T~1 1 

K m 7H,2m+k,£ 7H,2m-k,£ K ,^m K " V a n - k , £ , 

2-A.4 Coef f i c i ent s of equations (2-2-15) and (2-2-16) 

* ■ 2 ( 7 D k £ + T > 

h - h il)* «• 

f>, - 2 [
<°t*Ta.k.«>' . , ] ♦ 

2 c , 1 * 2 « M „. 
' H 

yy 

o*(ö 2 + ö 2 ) ' 

H,k,£ 
D,k,fi­

ns £ \ 

l , °k 
c* — H * 'n=£ 

yy 

* 7H,2k,n-£ THt2k,n+£ 

+ 6 „ < 8c n,£ \ H,2m+k,n H,2m-k,n H 

(1+Q a* )2 

H xx"2m-J "£v"2 "2' 
xx 

" 6 n , £ < V k ( 8 c ' t r r t ^ l « 4 a J ( V i 2 ) ( V 2 i 2 ) . 
H,k,£ 
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X X 

'H,2k,n-£ K * * * / 

- AtH-^IW C o t o j ^ ) » ] ♦ f - ^ - (62+2ö262) + 
n xx 

1 - Ö 1 Ir 1 

+ 2c' [- ^ + — ± .] a»a» («,+ÖJ» + 
'H.k-i.fi H,k+i,£ x « A / 

' ' XX 

+ ón.£6i,2(k-m) l*°' T ^ ^ ( ^ ♦ ^ ♦ ^ ♦ Ö ^ X Ö ^ ) ] ♦ 

■iA.Z.^26' ET^7 + T^H a^zh^ZÖ^Z^Ö^iö/ö^ * 

+ 2c* - ^ (ó1+ó i) (ó2+ó2)^ > + 
H / 

yy 

+ ón.£öi .2(m-k) ( 8 c ' T ^ ^ <4aJfl;(2i1«2 +2i2c51*M1ö2 +ö1ö2)(«2 + i2)^ ♦ 

+ 6n.£ói.2(m+k) (** T ^ ^ a i a K ( 2 ¥ 2 ^ 2 ó l ^ l V 6 l ó 2 » < V « 2 > / + 

-ón,£ók.2m(8^ f ^ V . 
^ yy ' 
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Po = 1 
4 

C* ra£ "k i , h r 

H H 
xx yy 

-] a»c<*<Ê<«,♦«,)« ♦ 
H,2m+k,n TH,2m-k,nJ "£ n m 2 2 

. (1+Q ai, ) l 
c* r xx 2m' f-[-

H 
♦ D a i . ] a' xx 2mJ £ * _ 4c*Aa2a* + m £ 

xx 

+ ó_ „( 40c* [- ± + ± — ] a'a* (ó,+ó,)« ♦ n,£ 'TH,2m+k,£ TH,2m-k,£J £ m 2 2 

8c* [ 
1-6, k l^-] « X M , ) V + 

TH,2m+k,£ TH,2m-k,£J 2 m 2 2 

(1+Q-„a« ) 
- ó m,k 

ht!xxa2k' rak+T0 k £i \ 
- ^ ^ - a* + 8c* [ % Q ' k ' g ] aj f t ) ♦ 
Hxx

 E TH,k,£ k V 

«a.A.2. ff C* ^ {V*2>'3 + «±.2<k«) [ T T T ^ <VÖ1>] + 
8c»a"a«a* i £ m 

yy 
H,2m+k,£ 

6. - / 2cJ [- + ] a*a«(öi+«i) / + 

^ X TH,k+i,fi T H,k- i ,£ 1 £ * l7 

+ ó i , 2 (k -m) t 8 c l y H,2m-k,£ 
a i a £ a m < ó l + ¥ ] + 

+ ó i ,2(m-k) L"" T [8c 
H,2m-k,£ 

a W a ^ i + V ] 

\.2m V" f1 <*2«2ÏÏ + 

yy 

V. 

+ ó i,2(m+k) l w * T. [8c 
H,2m+k,£ <4<WVM 
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1 ■] aio* (V^)* + 

v 
H,2m+k,fi TH,2m-k,fiJ e m 2 2 

Y « « * 

H,2m+k,£ H,2m-k,£ H 
yy 

+ 4 6 n , £ ó k . 2 m ^ 
W 
H ■ <vy] 

yy 

^ 
ft - i 
P5 " 8 

^ 

2c* [- i + ^ 2 j 5 - l a'a* + 
IY T J Cm 

H,2m+k,£ H,2m-k,£ 

♦ 4c* [ ^ * ? 
H,2m*k,£ H,2m-k,£ 

1 a o a m ± — ] a-a* - & , [4c* - ^ ] . „J £ m k,2m L rj J 

■ ■ * . * . H
y y ) 

\ - \ 

1-hö 

' TH,k,£ U , K , K "M + 

2c. _2 »>* ci(«2+i2)« 
yy 

°k 
c1 — (cyöj* 

H 
yy 

n=£ 

2 a i c2 £ l - ó , 

2 H 
xx 

(ó ? + 26 2 6 2 ) + 2c* [- i K- i ^ _ ] a*a* (ó +6 )* + 
' H,k+i,£ H,k- i ,£ * 

- «. . t c ' ^ h.« L2-ÏT (%*2«2«2>1 * «i^I"» W T ^ °i°*£<V«l> ' 
H 

yy 
H,k,£ 
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1+Q a2. 

+ 2c ~* 
H 

a£öl^ 
xx 

1 
4 c* ra£ °k i ,, .r 1 1 

H H H,2m+k,n H,2m-k,n 
xx yy 

1 a;a£am{ó2+ó2)2 + 

. (1+Q a% y c' r xx 2m 
H 

+ D a* ] a* xx 2mJ £ 4cIAa*a* + m a 
XX 

6n,£< 8 c^7 1 + = ' ] a-a*(ö-*ó,)» 
H,2m+k,£ TH,2m-k,£J ~2 m 2 2 

16c* [- ^ ♦ 1 -] <WV<5,)' ) * TH,2m+k,£ TH,2m-k,£J e m 2 2 

- «„ A ?. tc* r ^ («,♦«?)'] - 0™ J« <1+Qxxa2k> 
'n . r 'k^m L g w 2 "2 ' J m,kL~ g "*£ a* ♦ 

yy xx 

n , K , ld n 
yy 

- ó i 2m V 2 0 ' ^ + H1 ^ aia^i+V 
H,k+i,£ H,k- i ,£ 

+ 6 i . 2 ( m + k ) ( 8 c ' 7 H,2m+k,£ 
a i a £ a m ( ö l + 6 l V + 

i,2(m-k) \ T H,2m-k,£ 
aia£am<6l+6l7 + 

+ ö. -,. . ( 8c» -1,2(k-m) \ T H,2m-k,£ 
aia£am<6l+öl> 
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f>a = 3 J 8 - l ï ö n . £ < 8 c ^ H,2m+k,£ H,2m-k,£ T„ !k',2mJ a WV*2>' * 

16c* [ 1 ♦ 1 ] a j « ; ( « 2 + ó 2 ) » ) ♦ 
H,2m+k,£ H,2m-k,£ . / 

1 r °ka£ * -i 

yy 

ho = p5 
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APPENDIX 2-B 

PERIODICITY REQUIREMENT FOR THE CIRCUMFERENTIAL DISPLACEMENT 

S i n c e t h e c y l i n d r i c a l s h e l l i s assumed t o be c o m p l e t e and c i r c u l a r , t h e 
d i s p l a c e m e n t s , s l o p e , moments, s h e a r s , and s t r e s s must s a t i s f y c o n t i n u i t y 
r e q u i r e m e n t s . I n p a r t i c u l a r , the c o n t i n u i t y requirement on the c i r cumfe ren t i a l 

d isp lacement v r e s u l t s i n cond i t i ons which the func t ions w and $ must s a t i s f y . 
The cond i t i on for c o n t i n u i t y of v i n the c i r c u m f e r e n t i a l d i r e c t i o n i s : 

2nR : 

ƒ g dy = 0 (2-B-l) 

Substituting w = w into equation (A-3) yields: 

ê = 0 - ^ + ^ W * + W W (2-B-2) 
y ,y R 2 ,y ,y ,y 

Hence: 

1-v v = B ^ - [-v $ + (1+u,) * 1 - vB X, W + ( 1 + u J B X- W + ,y H Eh L ,yy x K l ' ,xx J K 1 ,xx K l ' K 2 ,yy 

+ ^ W - ^ W J - W (W+W) (2-B-3) 
R ^ »y »y 

S u b s t i t u t i n g for $ , W, W and W y i e l d s : 

(1) Case 1 (n= £) 

\ y * i I S T <1+U1> t - A
5

£ 2k C O s £ 2k X - A 6 e 2k C O S e 2k X " A 20 £ 2m C O S e 2 m ^ + 

2Ch£2vBX1cos£,) X + J Chsin*£ X - | (A*+B*) h* £* + m ^ 1 2m R m o £ 
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+ I (A* +B*) h* £*gcos£2kX - J (62*62) Ah* £ £* 

+ | (ö2+62) h* £*£Acos£2kX (2 

(2) Case 2 (n * £) 

1-v 
\ y " P T 5 T <1+»»1> [ -y2k C O S *2k X " A20£2mcos£2mXl * 

- 2Ch£lv^X1cos£0 X + I Chsin*£ X - J (A1 +B1 ) h*£» + m l <:m K m o £ 

♦' g (A2 +B*) h* £»£cos£2kX (2 

Substituting for — and carrying out the integration results in: ay 

(1) Case 1 (n = £) 

£*Rh 
C = -Q— [(A*+B«) * 2A(Ó2+Ó2)] (2 

(2) Case 2 (n * £) 

££Rh 
C = - 5 — (A»+B«) (2 

The Eq. (2-B-6) and (2-B-7) then can be rewritten 

£*Rh 
C = - 5 — [(A«+B«) + 26ntÉA(ó2+ó2)] 

where 

( 0 n * £ 
n,£ is the Kronecker Delta function. 

I 1 n = £ 

(2 
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COEFFICIENTS OF AMPLITUDE-FREQUENCY EQUATIONS 

2-C. l Coef f i c i ents of equations (2-2-26) and (2-2-27) 

P, = 1 , f ü l ' o> 
'nl ~ 16 lR ® «' 

m2n* 1 1 rh*1 
P n2 = f(L/R)* + e*l 6(l-v') U 

1 m*n* /h»1 _, 
1 lmnRJ J 

2 (R) \ l 9 M f e 1 ] 1 [ l * & ) i ] V 2 

3 ^ 7 (L] Ó2 
2m* 2* n *«* 

3 ( l - v » ) 2 [1 ♦ I^H'] 
L lmnRJ J 

1 lLJ ° 2 + i| " IR' °2 

P n3 " *» 
1 m*n» f hj« « jhj» r 1 
8 (L/R)* lR' 1» * lRJ l

l n . fl'L* 011.1 . * ] ó 

fq ♦ " , L - ) ' f l +
 g 2 L I ) 2 + 

m* n1 R» m*nzRl 

£»m*n» f h , * 2£* f h , 
+ 6 ( l - v « ) lL J " r + i H - i * ! 1 lRJ 

L lmnR' J 

5n4 
1 
3 

> 

B 3 8 
2 [ 

(9 £»L' 
m* n* R* 

_ + 1 1 £ i fill' 
■l' (1 ♦ g ' L ' ) R 

n5 64 £ lRJ 

P n 6 " P n l 

file:///l9Mfe1]1
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m2Ti2 i l 1 r h , 2 1 m*n* , h , 2 
Q _ r m " + Oil x f"-! + * *. i m n fül Ai 
Pn7 " l(L/R)« * -J 6 ( l - v » ) lRJ

 n f lL_i*i l 4 (L/R)* lRJ °2 
1 + lmnR' J 

ft n8 = 4 
1 m*^ 
8 (L/R) 

r^ 1 * I o* fill* r 1 1 -I 
* lRJ + 4 * IRJ L e i L j i + giL ï Ï J (9 + -±-*— 1 fl + * L 1 

ó 2 + 

m2n2R2 m2n2R2 

£* m* n* , h 
X - V 2 ) l L J ' r , f £ L » 2 1 2 l R J 6(l-v«) 

2£\ ,h , 2 

£L U * lEfe) 1 mnR' 

^ n 9
 = 3 

N , 

J8 8 
* [ ■ 

(9 £ 2 L 2 

m2n2R2 ) (1 
1 1 C . f Ü ] * 
£2Lf_,2 j K lRJ 

Ï R l J m2n2RJ 

P nlO = Pn5 

2-C.2 Coef f ic ients of equations (2-2-28) and (2-2-29) 

= ;L fhl2 « J n l " 1 6 if) r 

T r_m*_nf_ 0 I i 2 #h»2 1 1 m*n* fh»2 „ 
P n 2 = L(L/R)2 *. J l.RJ 6 ( l - v 2 ) + 2 (L/R)* lRJ ö 2 £L 2 - 2 

[1 * l£j) ] mnR1 

+ 1 n*°>* fhi1 « / U+n)* (£-n)* 

5n3 = 4 
1 u*m 
8 (L/R) T7 (R) + IT n* (R) 

9 ♦13») n L » 2 2 

tnnR' 

\ 

i n L i ' 2 1 + tïS) ' 
x 2 £*m*n* fh»* 
ó 2 + 6 ( l - v 2 ) I I ' 

2£« 

[ i * ( £ 5 ) ' ] ' l R (S)' 
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hu = 3 ^ 3 

h5 = h" ^ \ [ 9 + _^{L/R)2]ï
 +

 [1 + _ | i ! { L / R ) 2 ] I 

Pn6 = Pnl 

Pn7 = Pn2 

^n8 = 3 ^n3 

pn9 = Pn3 

Pnl0 = Pn5 

2-C.3 Coefficients of equation (2-2-19) and (2-2-20) 

Pel - 16 c 

P e 2 ■ 2 tï2(ï^T (51+1)ï + (^ÏF] 

pe3 32 ^ 2 c (52+l)2 2 12(l-v*) 

hk = 3 Pe3 

Pe5 64 c L(9£*+D2 (5*+DlJ 
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APPENDIX 3-A 

a9 = c 7 

°il = c9 

a 12 = c10 

a l 3 = c l l 

COEFFICIENTS OF CHAPTER 3 

°1 " Cl h = dl 
a2 = ch* P2 = ch' 

a3 = c2 P3 = d2 

a/j = c^ fy = d^ 
°5 « fch'££*R P5 = fch*££'R 

a6 = ̂  *6 - d4 

°7 = 5 5 *7 = d 5 
a8 = c6 P8 = d6 

P9 =d 7 

°io = h ho = a8 

where c., c_, .... c... and d1, d_, ..., d» are the coefficients defined in 2-A.3 
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APPENDIX 3-B 

COEFFICIENTS OF CHAPTER 3 

«i " 10° & 

a2 = 440BJ 0A 2 - 40B3 Q(B 6Q 2-B 9) - 100B30(B6Q2-B8) 

°3 = 4 ^ 1 0 ( P 6 Q 2 ' P 9 ) 2 + 2 5 P 1 0 ( P 6 Q 2 ' P 8 ) 2 + ^ P ? O ( ^ 6 Q 2 " P 8 ) ( P 6 Q 2 " P 9 ) + 

- 40B3 Q(Q 2-B 7) + 21 Y2Q2B2B2
0 ♦ A 2[80B 8B3 0-128B3 0(B 6Q 2-B 9) + 

- 3 4 0 B 3 0 ( B 6 Q 2 - B 8 ) ] * 780BJ QA 4 

'<*H - 40B20(Q2-P7)(B6Q2-Bg) + 8B20(Q2-B7)(B6Q2-B9) - J*P10(P6Q2-P9)2(P6Q2-Pg) + 

- 10P10(B6Q2-B8)2(B6Q2-B9)+ 2T2Q2B6B10[12B10-5P6(P6Q2-P8) - 2B6(B6Q2-B9)+ 

+ B6 (V P8 ) ] + A2[8p2
0(P6Q2-P9)2 ♦ 60B2

0(B6Q2-B8)2 - 128B3 Q(Q 2-B 7) + 

+ 88p20(B6Q2-Bg)(B6Q2-B9) - l6BgB20(B6Q2-B9) - SOBgB^B^-Bg) + 

+ 52T2Q2B2B2
0] + A 4[256BQB3 Q - 1606^ (BgQ2-^) - 408Bj0(B6Q2-Bg)] + 

4 -6 + 720BJ 0A° 

a5 = [ 6 4 B 2
0 + B 2 ( B 9 - B Q ) 2 + 6B2B10(B7-Q2) - 16B 6B 1 ( )(B 6Q 2-BQ) - l Ó B ^ ^ - B g ) * 

- 8B6B10(B6Q2-&9) + 2B2(B6Q2-Bg)(B6Q2-B9)]Y2Q2 + (QTBg)4 + ̂ ( Q 2 - ^ ) 2 * 
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+ (P6Q2-P9)2(P6Q2-Pg)2 - 8pi0(Q2-P7)(P6Q2-Pg)(P6Q2-P9) + 

- 10P10(Q2-P7)(P6Q2-Pg)2 ♦ 

+ A2(4p6P10T2Q2[3P6Pg * 2P6-(P9-Pg) + 4P10-P6(P6Q2-P9) - 3P6(P6Q2-Pg)] ♦ 

♦ 88p2
0(Q2-P7)(P6Q2-Pg) + 16P2

0(Q2-P7)(P6Q2-P9) - 16 PgP2
0(Q2-P7) ♦ 

- 4p10(P6Q2-P9)2(p6Q2-p8) + 16 P 8 P 1 0 (P 6 Q 2 -PQ) (P 6 Q 2 -P 9 ) + 

" 1 2 ^ I O ^ 6 Q 2 - P 8 ) 2 ^ 6 Q 2 - P 9 ) + 20WlO{hQ2-h)2ï * 

+ A4(^2p2p2
0Y2Q2 + 4p2

0(P6Q2-p9)2 + I6p^p2
0 ♦ l4p2

0(P6Q2-p8)2 ♦ 

- l60p3Q(Q2-p7) + 72p2
0(P6Q2-Pg)(P6Q2-P9) - 32PgP2

0(P6Q2-P9) + 

- 176p8p2
0(P6Q2-Pg)) + 

♦ A6(320p8p30 - 96p3Q(p6Q2-p9) - 200p30(p6Q2-p8)} + 380pJQ A8 

a6 = (2Y2Q2[p2(P9-p8)(P7-Q2).- 16P1()(P6Q2-Pg) + 2P6(P9-Pg)(P6Q2-Pg) + 

- tpi0P6(P7-Q2) ♦ 2P6(P6Q2-Pg)(P6Q2-P9) ♦ P6(Q2-P7)(P6Q2-Pg)] + * » ^ Q V + 

- 1P10(Q2-P7)2(P6Q2-Pg) + 2(Q2-p7)(P6Q2-Pg)2(P6Q2-P9)) ♦ 

♦ A2(4Y2Q2[l6p2
0 ♦ 3P10P^(P7-Q2) * ̂ g d y P g ) - 2P6P10(P6Q2-Pg) * 
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+ 8^ 0 (Q 2 -P 7 ) 2 - 8p i0(Q2-P7)(^6Q2-Pg)(P6Q2-P9) - l6(Jg(J10(U7-Q2)(fJ6Q2-fJg) + 

- 12P10(Q2-P7)O6Q2-Pg)2 - 4Pg(P6Q2-Pg)2(P6Q2-P9)) ♦ 

+ A4{2p6P10Y2Q2[i2p6P8 ♦ 3&609-Pg) - 4fr10 ♦ 3P6(P6Q2-Pg)] + 

+ 72P2
0(Q2-P7)(P6Q2-Pg) + 8p2

0(Q2-p?)(P6Q2-P9) - 32 |JQU 2
0 (Q 2 -U 7 ) ♦ 

'+ l6PgP10(P6Q2-Pg)O6Q2-P9) - 6fi10(P6Q2-Pg)2(P6Q2-(J9) - l6p2p i0(P6Q2-^g) + 

* 24PgP10(P6Q2-Pg)2 ♦ 12P10(P6Q2-Pg)3} * 

* A6(l2p2p2
QT2Q2 ♦ 32pgP2

0 - 36p2
0(P6Q2-Pg)2 - 96^0(Q2-P7) ♦ 

+ 2^?o^6ö2-p8)(P6fl2"p9) " l W ^ ï o ^ 6 a 2 - p 8 ) " l 6 p 8 4 ( P 6 Q 2 - p 9 } ) + 

A8(l92Pg^o - 2 4 ^ ( ^ - 1 ^ ) - 36p30(p6Q2-Pg)} ♦ 120pJ0A10 

cu = {T2Q2[4(p6Q2-p8)2 * p2(P7-Q2)2] + 4 p 2 ï V ♦ (Q2^7)2(P6Q2-Pg)2} ♦ 

A2(4Y2Q2[p2Pg(P7-Q2) - 4p10(P6Q2-Pg)] - ̂ 10(Q2-P7)2(P6Q2-Pg) * 

- 4p8(P6Q2-Pg)2(Q2-P7)) + 

* A4{2Y2Q2[8p2
0 ♦ 2P

2P2 - p2(P6Q2-Pg)2 ♦ 3P^ 1 0O 7-Q 2)] * 
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♦ 4^ 0 (Q 2 -P ? ) 2 ♦ 4p2(P6Q2-P8)2 + l6p8P10(Q2-P7)O6Q2-^8) + 

- 6P10(Q2-P7)(P6Q2-Pg)2 - (P6YQ)4 - (P6Q2-P8)4) + 

+ A6{4p6P10T2Q2[3P6Pg + 2P6(P6Q2-P8)] + 24p2
0(Q2-P7)(P6Q2-Pg) + 

" ^ a ^ O ^ - V " I 6 ^ 8 P 1 0 ( P 6 Q 2 ^ 8 ) + 1 2 ^ 1 0 ( P 6 Q 2 ^ 8 ) 2 + Sho^6QZ-h)5> 

A8(p2p2
0T2Q2 ♦ I6p2p2

0 - 15P2
0(P6Q2-P8)2 - 48p8p2

0(P6Q2-p8) ♦ 

- 24p3o(Q
2-37)) + 

+ A10{48p3op8 - ^30(p6Q2- |S8)) ♦ 20pJ0 A12 

K ■ 2 0 4 

p2 = m&l0 - 4p3o(p6Q2.p8) + I 2 O P ; O B 2 

*3 = ( ^ 2 0 T 2 Q 2 + l 6 $ ï o - 15P?O ( P6Q 2"P8 ) 2 " ^ V l O ^ ' t y + 

-2^\Q(Q2-^)) + B2(. l92p8^0 - 36p30(p6Q2-p8) - 24p3oo6Q2-p9)} + 

♦ 38opJQBH 

h = {4P6P10T2Q2[3P8+2(P6Q2-p8)] * 24p2
0<Q2-iJ7)(f>6Q2-{J8) - l6p8p2

0(Q2-p7) + 

- 1 * & 1 0 ( * 6 B 2 - * 8 ) + 1 2 ^ 1 0 ( P 6 Q 2 " P 8 ) 2 + 8PlO (^6Q2-p8 )35 + 



+ B2(l2(P6fJ10YQ)2 ♦ 32P^ 2
0 - 36P2

0(P6Q2-Pg)2 - 96^ 0(Q 2- & 7) + 

+ 24p2
0(P6Q2-Pg)O6Q2-P9) - l4^gP2

0(P6Q2-Pg) - l6PgP2
0(P6Q2-pg)) ♦ 

+ B4{320Pg^o - 200^o(p6Q2-&8) - 96^o(p6Q2-p9)) + 720pJ0B6 

l5 = (Y2Q2[l6p2
0 + 4p2p2 ♦ 6PgP1()07-Q2) - 2P2(P6Q2-Pg)2] - (P6YQ)4 ♦ 

+ 4p 2
0(Q 2-p ?) 2 ♦ 4p2(P6Q2-pg)2 ♦ l6pi0Pg(Q2-P7)(P6Q2-Pg) ♦ 

- 6P10(Q2-P7)(P6Q2-Pg) - (P6Q2-Pg)4) + 

♦ B2{Y2Q2[24p2PgP10 ♦ 6P2P10(P9-Pg) - 8P 6P 2
0 * 6P

2P10(P6Q2-Pg)] ♦ 

+ 72P2
0(Q2-P7)(P6Q2-Pg) + 8(i20(Q2-P7)(P6a2-P9) - 32PgP2

0(Q2-P7) + 

+ l6p8P10(p6Q2-Pg)(p6Q2-p9) - 6p10(p6Q2-p8)2(P6Q2-p9)-l6 PgP10(P6Q2-P8) + 

+ 2%ho^eQ2-h)2 + 12ho(hQ2-h^ + 

+ B4{42P2P2
0Y2Q2 * 4p2

0(P6Q2-P9)2 ♦ 16P2P2
0 ♦ 14P2

0(P6Q2-Pg)2 ♦ 

- 160 P^0(Q2-P7) * 72p2
0(P6Q2-Pg)(P6Q2-P9) - 32PgP2

0(P6Q2-p9) ♦ 

- 176p8p2
0(P6Q2-Pg)} + 

+ B6(l96Pgp30 - 408p30(p6Q2-p8) - l60p3Q(p6Q2-p9)} + 780pJ0B8 
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Ü6 = {472Q2[^p8(p7-Q2) . 4pi0((i6Q2-Pg)] - 4P10(Q2-P7)2(P6Q2-Pg) ♦ 

- ^8(u6a2-p8)2(Q2-u7)) + 

+ B2(4T2Q2[l6p2
0 + 3PgP10(P7-Q2) ♦ ̂ g(P 9-Pg) - 2 P 6 P 1 0 ( P 6 Q 2 " P 8 ) + 

- 2P6PIO(^6Q2^9) " ^ehofy-h* - lWio-$io(*6f,2-*8,] + 

+ 8p 2
0(Q 2-p 7) 2 - 8p10(Q2-p7)(P6Q2-Pg)O6Q2-pg) + l6PgP10(Q2-P7)O6Q2-p8) + 

- 12fJ10(Q2-(J7)(P6Q2-Pg) - 4p806Q2-Pg)2(P6Q2-P9)} ♦ 

+ B4(4T2Q2[3^PgP10+ 2P2P10(P9-Pg) ♦ ^ 6 P ? O ' ^ 1 0 ( P 6 Q 2 - P 9 ) + 

" ^lho{h^'hn + 88p2
0(Q2-p7)(P6Q2-Pg) ♦ l6p2

0(Q2-p7)(P6Q2-p9) + 

- l6p8p2
0(Q2-p7) - 4p10(P6Q2-p9)2(P6Q2-Pg) + l6p8P10(P6Q2-Pg)(P6Q2-p9) ♦ 

- 12P10(P6Q2-Pg)2(P6Q2-P9) + 20PgP10(P6Q2-Pg)2} ♦ 

+ B6(52PgP2
0Y2Q2 + 8P2

0<P6Q2-P9)2 ♦ 60P2
0(P6Q2-Pg)2 - 128p3Q(Q2-P7) + 

♦ 88p2
0(P6Q2-Pg)(P6Q2-P9) - l6PgP2

0(P6Q2-P9) - 80PgP2
0(P6Q2-Pg)) + 

♦ B8(80p8p30 - 340p3QO6Q2-p8) - 128p30(p6Q2-pg)) ♦ Wop^B1 0 

P? = (T2Q2[4(P6Q2-Pg)2 * P^(P7-Q2)2] ♦ ^(TQ> 4* (Q 2 -P 7 ) 2 (P 6Q 2 -Pg) 2 ) ♦ 
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+ B2{2Y2Q2[Bj:(B7-Q2)(B9-B8) + 2B 6(B 6Q 2-Bg)(fyPg) - ^ ( ^ ( f y Q 2 ) ♦ 

" I 6 ^ I O ( P 6 Q 2 " P 8 ) + 2 B 6 ( P 6 Q 2 ' P 8 ) ( P 6 Q 2 " P 9 ) + ^ 6 ( Ö 2 ~ P 7 ) { P 6 Q 2 " & 8 ) ] + ^ 6 ( Y Q ) 4 + 

- UB10(Q2-B7)2(B6Q2-Bg) + 2(Q2-B7)(B6Q2-Bg)2(P6Q2-B9)) * 

+ B^T2Q2[64B2
0 + P g 0 9 - P g ) 2 + 6B2B10(B7-Q2) - 16P6P10(P6Q2-Pg) + 

- 16B6B10(B9-Bg) - 8P6P1 0(P6Q2-B9) + 2B2(B6Q2-Bg)(B6Q2-B9)] ♦ p||(YQ)4 ♦ 

+ 4B 2
0 (Q 2 -B 7 ) 2 + (B6Q2-P9)2(P6Q2-Pg)2 - 10P1()(Q2-P7)(B6Q2-Bg) * 

- 8 p 1 0 ( Q 2 - p 7 ) ( p 6 Q 2 - p 8 ) ( p 6 a 2 - p 9 ) } ♦ 

♦ B6{Y2fi2[2B2B10(B9-Bg) - 2 ^ * , - l O B ^ B ^ - B g ) - 4B2B1 0(B6Q2-B9)] ♦ 

+ 40P 2
0 (Q 2 -P 7 ) (P 6Q 2 -Pg)+ 8B2

0(Q2-B7)(B6Q2-B9) - % 0 ( P 6 Q 2 - P g ) (PgQ 2 -^ ) 2 * 

- 10P10(P6Q2-Pg)2(P6Q2-P9)) ♦ 

♦ B8(21B2B2
0Y2Q2 + 4p2

0(P6Q2-P9)2
 + 25B2

Q(B6Q2-Bg)2 - ̂ OB^fQ2-^) + 

+ i*0p2o(P6Q2-Pg)(P6Q2-P9)) ♦ 

- B10(40pJ0(P6Q2-P9) + 1 0 0 B J 0 ( B 6 Q 2 - B Q ) ) ♦ 100pJ0 B 1 2 
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APPENDIX 3-C DERIVATION OF EQUATIONS (3-3-8) TO (3-3-11) 

The equations are derived from equations (3~2-l) and (3"3-2) using the method of 
averaging. 
To apply the method of averaging to equations (3-2-1) and (3-2-2), let 

A = AQ(t)cos[(üt + ♦«(t)] = AQ COSXJ^ (Cl-1) 

B = BQ(t)sin[ü)t + 40(t)] = B Q sinX2 (Cl-2) 

where A0, B_, ♦-. and t|i0 are assumed to be slowly varying functions of time t, 
and 

Xx = «at + 0Q(t) 

X2 = wt + t|«0(t) 

Taking the derivative of A and B respectively gives 

dA dAQ dO-
dt = dT cos Xl " V sln Xl " A0 d T sln Xl (C2-1} 

dB d B n dt|)n 
dt = dT Sin X2 + V COS X2 + B0 dT COS X2 (C2_2) 

Using the assumptions that A ' Bn,*0 and *_ are slowly varying functions of time 
gives 

dA d$ 
dT cos Xi " Ao d T sin Xi = ° (C3-1} 

dB d*Q 
dT Sin X2 + B0 dT COS X2 = ° (C3"2) 

and 

i - - V s in xi w-v 

f = B0<ocoSX2 (Ctt-2) 

2 P 
The second derivatives — ~ and —■= are then computed from equations (C4) 

dt dt 
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d 2 A dAQ 2 d*Q 
— 5 = usin X.. - A_w cos X1 - An ©cos X1 (C5-1) 
dt* dt i u i u d t 1 

d2B ^ 0 2 d*Ü 
—P = + - r ^ (ÜCOS X_ - Bnti> s i n X_ - Bn — - «s in X_ (C5-2) 
dt* dt ^ u ^ u dt ^ 

Substituting the equations (C5), (C4) and (Cl) into equations (3-2-1) and (3-2-
2) yields 

dAQ d*Q 
c^C- JT~ ̂ sinX. - AQ<ü COSX. - A_ -r— wcosX.} + cuf-AgWsinX.) + cufA-cosX^ + 

- ^fa 2 ^ 0 2 2 d\) 2 
+ QL -r—((A-usinXj) - A_ -rr-usinX.cosX.. - (A.ucosX.) - A- -T—- (ÜCOS X^ + 

~ dB_ _ _ d$_ 2 0 2 2 0 2 + (BQÜJCOSX-) + BQ -r—-0)sinX_cosX2 -(B0ü>sinX_) - B_ -r—-wsin X_ + 

dA d$ 
6n,e (" dT " ^ l " V 2 c 0 s X l ' A0 dTWÏOBXl ,(ó2*ó2)5 {VOSXl + 

+ «n.£<V«2» + 

fi2Rh -
+ a_ - | — {- A.wsinXjCosXj^ + B0ü>cosX2sinX2 - A-coö . ( ó p + ó ^ s i n X ^ 

(A0cosx1 + ó n £ (Ó2+ó2)} ♦ 

+ ög A_cos X1 + cu ((A-cosXj^) + (B0sinX2) } + ag { (AQCOSX^ + 

- (B 0 s inX 2 ) 2 } + q9 (AQCOSXJ)3 + a1Q ((AQcosX1)2 + (B 0s inX 2 ) 2 ) AQcosX1 + 

0 0 0 0 
* a u {(AQcosX1) + (BQsinX2) ) (AQCOSX^ + a±2 ( (AQCOSX^ + 
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+ (B Q s inX 2 ) 2 ) 2 + a13 ( (A ( )cosX 1) 2 + ( B 0 s i n X 2 ) 2 ) 2 AQcosX1 = FD cosUj-Og) 

(C6-1) 
and 

dBn 0 d* ' 
K^* d T 0)COSX2 " V s l n X 2 ' B O d T w s i n X

2 ) + P2^VC O s X2^ + ^BosinX2^ + 

- £ £ R h 2 ^ 0 2 
+ Pj. ~2—((A0<i)sinX1) - A_ —- wsinX.cosX. - (AgUcosXj) + 

2 0 2 2 2 2 0 2 
- AQ -TT— (OCOS X. + BQ UI COS X_ + B . 7 T - wsinX-cosX- - (B0<i>sinX_) + 

2 d *0 2 ^ 0 2 d *0 
B0 d T " 8 l a X2 + ó n , £ ( ' d T W s i n X l " ( V COsXl " A0 dP , , C O B l l l , ( ó2* ö2 ) i 

BQsinX_ + 

£gRh ? 2 - ■ 
+ jL -^—("AQ0 sinX1cosX1 + B0o)sinX2cosX2 - A-uó £(Ó2+<52)sinX1} B_sinX2H 

jjg A0B0sinX2cosX1 + jL A0B0sinX2cosX* + Êg { (AQCOSX^ + (B0sinX2) ) 

BQsinX2 

+ P9 {(AQcosX1)2 + (B0sinX2)2) A0B0sinX2cosX1 + P1Q {(AQCOSX^ 2* 

+ (B0sinX2)2) B0sinX2 = 0 (C6-2) 

Both sides of equation (C6-1) are multiplied by cosX1# and the results are added 
to equation (C3-1) after the latter has been multiplied by ü>sinX1. 
This procedure yields 

c^ {- AQÜ) cos X^ - AQ -rr- o>) + aJ- A-wsinX.cosX^ + cL{A_cos X^j + 
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2 

- ^0™* 3 2 2 2 2 ̂ O i 3 2 k 3 ^n 
+ ĉ  ~ 2 — (A^Ü) sin X1cos X - A^ —■ wsinX^os^ - Aju cos Xj - A^ ^ 

4 
(OCOS Xv + 

2 2 2 2 0 2 2 2 2 2 
+ BQAQÜ) cos X^cos X_ + AQBQ T - (osinX-cosX.cos X - A-B-w s i n X_cos X. + 

2 0 2 2 *^0 2 2 2 3 + B-A,; -r— <osin X_cos X. + ó „f-A- -r— (üsinX.cos X. - Anto cos^X.. U O d t 2 1 n , £ l 0 d t 1 1 0 1 

2 Ó 3 * 2 2 2 ^^O 2 
A0 d t " ü)COS 1 ̂  ^ 2 + < 5 2 ^ + ^n É^O10 s i n x i c o s X i " An dt~ w s i n X i c o s x i 

d<fr dB 2 2., 3 2 0 3 2 2 2 0 - A-u cos X.-A. -rr— «cos X, + B_ü) cos X_cosX< + B-. -T—-<üsinX_cosX_cosX1 + U 1 0 d t 1 0 2 1 0 d t 2 2 1 

2 2 2 2 d *0 2 ^ 0 2 2 Bnw s i n X_cosX. - Bn -rr~wsin X_cosX4 - -Tr— usinX.cosX. - A_Ü) cos X.+ 0 2 1 0 d t 2 1 d t 1 1 0 1 

d *0 A0 d T "e08**!) (<52
+<52)':) + 

?Rh — v 3 3 2 2 2 2 
+ a c - i : — f- A;?ü)sinX.jCOS X, + A-B-wsinX-cosX-cos X,- ó . A-usinX.cos X„ 5 H l 0 1 1 0 0 2 2 1 n ,£ 0 1 2 

(62+ó2) + 

o p p * 
ö - (-Anü>sinX..cos X.. + B^sinX-cosX-cosX. - AQÜ^óp+ó-JsinXjCOsX^) 

(ö 2 +6 2 ) ) ♦ 

— P 3 — P ^ P P — P 3 
ö> A-cos^x' + cu (AQCOSX. + BQsin X^osX. ) + cu { A - c o s ^ + 
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O O — Q Zl — ^ 2i 0 0 0 
- BQsin X_cosX1) + Cu A^cos X. + O;10{AQCOS X. ♦ A-B-sin X_cos X.) + 

+ a1 1(A0cosDX1 + A^B^sin X ^ o s ^ ) + a 1 2 (A 0 cos X̂^ + BQsin X2) AgCOSXĵ  + 

— 0 0 0 0 0 0 0 
+ a13(AQcos %1 + B^sin X2) AQcos X̂ ^ = Fncos(X1-«())cosX1 (C7) 

At this state of the analysis, this equation is "averaged" by integrating over 
one period on x. or x_. In the integration, A_, B_, $0 and t|»n are approximated 

by their average values A, B, $ and i. For example: 

/2n AQ(t)cos2X1dX1 * 72n Acos^dXj^ = An 

d$ d$ 
'o" A0<fc) d T « A ^ l * j20 A3

 Tt cos3X1dX1 = 0 

72n F^cos^dX.. = 2nF,cos$ U D U 1 d 

/■Q" A()BQCOs2(00-tl.0)dX1 = 2nAB2cos2A 

where d*/dt and A are the average values of d$0/dt and *0-*nt respectively. 
When equation (C7) is averaged in this fashion, it becomes 

2 
0 Rh 

- r - d$ - 2i - f \ - « • - • » - i f l -3 2 3 - 3 d * 
aJ-2nA T - W nA<i) J + a_ (.0J + a_ (nAJ + aj, —~— {- 2

 n A w " ü n A dt ^ + 

1 - —? ? 1 - 1 —— <1R - 1 -—P P 1 -
+ | nAB u (1+ ± cos2A) -^-nAB ^ o>sin2A - ± nAB o> ( l - | cos2A) + 

+ | nAB2 | * w ( 1 - | cos2A) + <5n g ( 6 2 + 6 2 ) 2 (-nAo)2 - nA ^ w) + 
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£2Rh 

+ a 1 Q {| TIA3 + \ AB2(1- | cos2A)) ♦ a u (o) ♦ 5 1 2 (o) ♦ 

+ a 1 3 {| nA5 + | nA3B2(| - cos2A) + ̂  TIAB4(| - cos2A)) = nFdcos$ (C8) 

It should be noted that the steady-state vibrations are studied in the present 
analysis, which means the average values A and 5 remain steady (i.e., constant) 
with time. In this case, the average derivatives dA/dt, dB/dt, d$/dt and dij/dt 
are identically zero, and equation (C8) can be reduced to 

2 
~ X 2 - 7 - g £ R h r 1 T3 2 1 ?52 2„ 1 ,7x 1 T 52 2 - a1 ACD + a- A + aj. 2 {- 3* A w + 2 w ' 2 cos2A' " 2 u 

2 
£«Rh 

( 1 - I cos2A) - 6 n gAo)2(62+ó2)2) + cL - | — {- I AB2tosin2l) + a g J A3 + 

+ a 1 Q (J A3 + I AB2(1- I cos2A)) + a 1 3 { | A5 + \ A 3 B 2 ( | - cos2A) + \ AB4 

( | - cos2A)} = Fdcos5 (C9) 

In nondimensional form, equation (C9) i s 

- Q2A{1 + P1(A2 - B2cos2A + 26n £ ( 6 2 + 6 2 ) 2 ) } + ty - YQAB^sitóA + 

+ P3A3+2fyAB2(l- I cos2A) + &5(5A5 + 4A 3 B 2 ( | - cos2A) ♦ 2AB 4 ( | - cos2A)) 

= FDcos$ (C10) 

where 
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- 2 2 2 _ 2pRV 

" ~ E 

2R2F, 
F = 
D Eh2 

and 

T = C/ 

In a similar fashion, equation (3-3"9) is obtained by 
(1) Multiplying both sides of equation (C6-1) by sin X1 

(2) Adding this result to equation (C3-1) after multiplying the latter by 
- wcosX. 

(3) Averaging the final equation by the method of averaging. 

These manipulations give equation (3-3~9). 

Similarly, the equations (3-3~10) and (3-3-H) can be obtained by multiplying 
both sides of equation (C6-2) by sinX- and cosX_respectively cosX_, and then 
using the procedure mentioned above. 

■h, 
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APPENDIX 4-A COEFFICIENTS OF EQUATIONS (4-2-1) AND (4-2-2) 

*si = (pi5 + he + V / p 2 

?s2 = (P16 " <V / P2 

as3 = 3 V P 2 
a s 4 = 4 p 4 / p 2 

a s 5 = P110 / P2 

a s 6 = ^111^2 

a s ? = 8 p 5 / p 2 

hi - h'*2 
Ps2 = P 25 / P 2 

h3 - V * 2 

Ps4 = 3 V P 2 

Ps5 = P28 / P2 

Ps6 = 8 P 10 / P 2 

where 0- , ft», . . . . P1Q are defined in Appendix 2-A.4, whereas {*._ P\g« P i 7 

^2R* ^28' ^110 a n d ^111 a r e d e f l n e d *? follows: 

p15 

*16 

P17 

2 R 2 -
Eh'1 ° 

2 R 2 -
_ E h 2 C 6 

2 
2R -

= *~2 C7 
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2 

R 2R 7 
P l l 0 ~ E h 2 10 

R 2 R 2 7 
* m " Eh2 U 

2 
R - iB- 3 
P25 " ^ ^ 

R 2R2 ,ï *28 - ^ 2 - 7 

where c_, c,-, c-, c10, cl1', dV and d_ are defined in Appendix 2-A.3-
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APPENDIX 4-B COEFFICIENTS OF EQUATIONS (4-2-8) AND (4-2-9) 

a g l = 1 ♦ | cCA^cos 2 ^ + 2<5nfe(<52
+<5

2) * c o s < P i * 6 n , £ ( < 5 2 + 6 2 ) 2 ] 

a s 2 = 2Yg - | cQsA2sin<P1[cos<P1 + ó ^ £ ( ó 2 + ó 2 ) ] + J Y^ACAcos2*^ + 
k 

+ 2 6n,£<ö2+*2>C O S < P l + 6 n . £ ( 6 2 + ^ 2 ) 2 3 

3 2-2 2 2 2-2 2 2 a 0 = 1 + 5 e[Q A ( s i n <p.,-2cos < 0 ♦ Q B (cos <p_-sin <p_) + s3 o s 1 I s 2 2 

- 2Q2Aón ^ ó y ó ^ c o s ^ ] - J TgcQs[A2sin(2<P1) - | B2sin(2<P2) + 

- - -2 2 - 2 2 
2A<5 . ( ó ^ + ó ^ s i n » . ] + 2a . A c o s ^ + 3a JV cos <p. + a uB s i n « 2 + 

- 3 3 -2 2 - - 2 2 + a 1_[4A JCOS J<P< + B s i n <p_ + 2AB s i n <p~cos<p. ] + s5 1 2 2 1 

-•3-3 -2 2 2 2 
+ 2a A2AJcos <P1 + B s i n <p_ + 2AB s i n <p_cos<P1] + 

-4 4 -2-2 2 2 -4 4 
+ a ?[5A cos <p. + 6A B s i n <p_cos <f* + B s i n » 2 ] 

° s4 = 8 ^ [ A c o s ^ s i n ^ + 6 n £ ( 6 2 + 6 2 ) s i n » 2 ] 

- 3 - - " 3 - -
a j . = r T eBCAcosv^sin^ + 6 c(ó2+ó2)sin<t>2] + * eQ B[Acos<P1cos<P 2 + 

+ <5nf£(<52
+,52)cos<P2] 

3 2 - - * 3 - -a c - ~ o cQ Bsin<p_[Acosq>.. + ó . (Ó-+6- ) ] + if eY Q Bcos<p_[Acos<P.. 
SO O S 2 1 n , t £ £ 4 S S iL 1 
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_ - 2 - 2 
+ 6 . ( öp+ö- ) ] + 2a_2Bsin<P2 + 2a j.ABcosv.sir*^ + 2agt-A Bcos « j^s in^* 

-■3 3 - 2 - 2 - ^ - ^ 
♦ 4a 6[B->sin-><P2 + A Bcos « jS in* - ] + 4a _[AJBcosJ<P1sin<P2 + 

o o 
+ ABJsinJ<j>2cos<P1] 

V - 2 2 B 1 = 1 + geB s i n X2 

^s2 = 2 T s + 8 e V 2 s l n { 2 < p 2 ) + 4 Y s C § 2 s i n *2 

P s 3 = &7 /B2 + |c[Q2A2(s in2«P1 - c o s 2 ^ ) + Q2B2(cos2<P2 - sin2<P2) 

Ö s S ö n , 2 ( ó 2 + ^ 2 ) c o s < P l ] + 

" 4 7 s c Q s ^ 2 A 2 s in(2« 1 ) - B2sin(2<*2) + Aón £(ó 2+ó 2)s in<P 1] + B ^ A c o s ^ + 

A"2„^ 2 O Q ö2„j 2 . Q rÏJ».««3. . OAÖ^^om o<n « 
+ B _ A cos <P1 + 3Bgtj B s i n « 2 + Bs5[A-,cos-)<«»1 +' 3AB c o s ^ s i n <j>2] + 

-4 4 - 4 4 -2-2 2 2 
+ B AA cos 9.. + 5B s i n <p_ + 6A B cos ^ s i n <?2] 
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APPENDIX 4-C DERIVATION OF EQUATIONS (4-2-8) and (4-2-9) 

The details of the derivation are demonstrated here by deriving equation (4-2-8) 
from equation (4-2-1). 
Substituting equations (4-2-4) and (4-2-5) into equation(4-2-1) and keeping only 
the first order terms of the perturbations in the resulting equation one obtains 

^(Qg.Tg.A.B.F^) + f2(Qs.Ts,(;1,i;2tn1,n2,A,B) = 0 (B-l) 

where 
2 - - - 3 2-2 2 2-2 2 f 1 = - Q Acos«1 + 21 (-Q Asin<pJ + Acos<P.. + * e[Q A s i n <t>1 - Q A cos <?.. + 

X S X ' S S X X O S X S X 

2-2 2 2-2 2 2 -+ Q B cos <P_ - Q B s i n <p_ + ó\ „ ( ó V ó J (-Q Acos».. )][Acos<p.. + s 2 s 2 n ,£ 2 2 s 1 i 

+ ö n . £ ( Ó 2 + ö 2 > ] + 

3 - 2 -2 -
+ £Y e[-Q A sin<P1cos«1 + Q B sin<p_cos<P2 + ó n . ( ó 2 +ö 2 ) (-Q Asin<pJ ] 

-2 2 -2 2 - 3 3 
[Acosq^ + 6 . ( 6 2 + 6 2 ) ] ♦ a .A cos ^ + a 2B s i n « 2 + a - A - ' c o s - ^ + 

2 2 -4 4 -2=2. 2 2 -4 4 a i.AB s i n <p_cos<pi + a -[A cos «p. + AT5 cos «p..sin <p_] + a Ah cos <p1 s4 2 1 s5 1 1 2 s o 1 

-4 4 -2-2 2 2 -4 4 - 4 4 
+ B s i n <». + 2A B cos «p^sin <?2] + a ?[A cos <p. + B s i n * 2 + 

-2 -2 2 2 -
+ 2A B cos « jS in <P2]Bsin<?2 - F DCOSQT 

(B-2) 

and 
2 2 

„ - d C - d C - _ - d n - d T i - /oo\ 
f2 - asl 7 2 + as2 f + a s 3

 q + as4 T 2 * as 5 T + as6 n {B_3) 

dr dx dT ^ dx 
It is evident that the function f1 is identically equal to zero since equations 
(4-2-4) and (4-2-5) are its solution. Only f2 remains. Equation (4-2-9) can be 
obtained using a similar procedure. 
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APPENDIX 4-D DERIVATION OF EQUATION (4-2-18) 

The p u r p o s e of t h i s a p p e n d i x i s t o g i v e t h e d e t a i l s of t h e d e r i v a t i o n o f 
equa t ion (4 -2 -18 ) . 
S u b s t i t u t i n g express ions fo r the d e r i v a t i v e s (4-2-12) t o (4-2-15) i n t o equa t ions 
(4-2-8) and (4-2-9) y i e l d s two coupled e q u a t i o n s : 

2 2 d q i d<:2 
0 s l * " q i Q s C O S * l " q 2 Q s s i n * l " d T Q s S l n < P l + d T Q s C O S * l ï + 

+ ° s 2 ^ " q i Q s s i n < p l + ^2Q3Coa<9l^ * ° s 3 ^ 1 C O S * l * ^23±n<pl^ * 

d n l d n 2 2 2 + a i, ( j — ' Q cos<p0 - -=— Q sin<p_ - n,Q sin<p_ - TUQ cos<p_) + s'f'-dT s 2 dT s 2 I s 2 2 s 2J 

+ a (-{njQ cos<p_ - n-Q s i n ? . } + a / - ( i^s in*- + n2cos<P2) = 0 (D-l) 

diij dn~ 2 2 
Kl^öT QsCOS<P2 " d r - Q s s i n < P 2 ' n l V i n , p 2 ■ n2QsCOS<P2^ + 

S 2 ( T , i Q
s

C O S ( p 2 " n 2 Q s s i n < P 2^ + ^ s ^ n l s i n < P 2 + n2COS<p2^ + 

2 2 d C l d C 2 
+ W _ i ; i Q s008*! " W l n * i " dT Qss in*i + dT Q

s
cos*i1 + 

+ ^ s 5 t - ^ l Q
s

s i n < p l + ^2 Q s c o s < p l ^ + ^ s 6 ^ 1 c o s < p l * ^ 2 s i n 9 l ^ = ° *D"2* 

Equation (D-l) i s m u l t i p l i e d by sin<p.. and i s added t o t h e a u x i l i a r y c o n d i t i o n 

( 4 - 2 - 1 6 ) a f t e r the l a t t e r has been m u l t i p l i e d by (- a JQ c o s * . ) . This procedure 
y i e l d s the fo l lowing equa t ion : 

dC1 ^ d n 1 dn-
" a « i 7iT~ Q„ + a„h ~A7~ Q„sin<pi COS<P_ - a i. -r— Q s i n ^ s i n * -s i dx s SH dT s 1 2 SH dT s 1 2 

* ( 2 ° s l Q f s i n 2 < P l + ° s 2 Q s S i n 2 < P l " 2 ° s 3 S i n 2 9 l } q i + 
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+ . _ „2_J_2_ 1 -{5 s l Q s s in <P1 - 2 as2Qgsin2<P1 ♦ o ^ s i n vj ^ * 

+ (a i.Q sirnf-sinip. - a _Q sin^.cos*- - a / -s in^s in*.} n. + 

mm O mm m. 

+ (a ,.Q„sin<p..cos<p_ + a CQ sin<p.. sinq>0 - a /-sinX.cos*^) n- (D-3) 
s t s 1 2 s5 s 1 2 so 1 2J 2 

At t h i s stage of the a n a l y s i s , the c o e f f i c i e n t s a 4 , a - , .. ., a <■ are sub­s i s2 so 
s t i t u t e d i n t o equa t ion (D-3) and then the resu l t ing equation i s "averaged" by 
in tegra t ing x from 0 to 2n. This procedure yie lds 

dCj dq 2 d t^ dT>2 

m l l dT" + m12 d T + m13 d T + m14 d T = n l l h * n12 q2 + n13 n l + n14 n2 
(D-i*) 

Similarly, if both sides of equation (D-l) are multiplied by cos*, and the 
resulting equation is added to the auxiliary condition (4-2-16) after the latter 
has been multiplied by (- a 1sin«1), and then the average procedure mentioned 

S X m. 

above is used again, one can obtain a second equation as 

<^1 (fc2 dT^ dn 2 
m21 d T + m22 d T + m23 dx~ + m24 d T = n21 *1 + n22 ̂ 2 + n23 "l + °24 *2 

(D-5) 
Applying the same procedure to equation (D-2) yields another two equations. 

**1 ^*2 ^nl ^n2 m31 dT" + m32 d T + m33 d T + m34 d T = n3l ll + n32 ̂ 2 + n33 "l * n34 *2 
(D-6) 

and 
dCj dt2 dV dn2 

m4l d T + m42 d T + m43 d T + m44 d T = n4l *l + n42 ̂ 2 + n43 "l + n44 S2 
(D-7) 

where iL., C2, ni an<̂  n? are a v e r aK e values of Q1, 52, n..and n2 respectively and 
m.. are coefficients defined in Appendix 4-E. 
These four linear differential equations can be put in matrix form as follows: 

["](♦) - [N](g} (D-8) 
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APPENDIX 4-E COMPONENTS OF MATRIX [Ml AND fN] 

"11 " " Qs^ + 16 C*2 * 8 e6n,£(62^2)2J 

"12 = "21 = ° 

"13 = 64 e Q
s
A B c o s 2 Ï 

"14 = "13 

"22 = " "ll 

"23 = " 64 *V 
■i i 

"24 = " ̂ 2 e Q
s
A B ( 1 " p c o s 2 A) 

"31 = ' m13 

"32 = "23 

"33 = «tf1 + 16 ^ 33 
"34 = "43 = ° 
"41 = " "23 

"42 = " "24 
m,.,. = - m„ "44 " -33 
nll = Vs ( l + 8 ct" 4 A2 + 5 ë2cos2Ï + Ón,£(62+*2)21) " 5 ̂ 4 c Qs + a 

+ ag? [3A2 - B2]) sin2A 

n i o = f t A f a - - i eQ2) - |^ eQ2B2 cos2A ♦ |^ eY Q B2sin2A + l<i ö v si o s' 32 s 32 s s 

+ | asliB2(l* | cos2A) + |g aS7{5A4 + 6A2B2 + B^O + 2cos2A) + 
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" Qs(| + 32 eA2(l-|cos2A) + 3g eöne(62+62)2} * § 

n
1 3

 s - 5 AÊ{as4 + aS7[A2 + 2B2] - ̂  eQ2)sin2A + |_ cT Q ABcos2A 

nl4 = 5 ^^84 + as7^ 2 + *2] " 4 e Q s ) c o s 2 A " + 16 c TsQsABsin2A 

noi = ?£ A (a 0 + r cQ2) - |^ eQ2B2cos2A - ?— eQ Y B2sin2A + 21 lb l s3 4 sJ 32 s 32 s s 

+ | ag/tB2(l-|cos2A) + jg as_(25A'* + 12A2B2(| -cos2A)) + 2§/*(| -cos2A) + 

+ Qst| + 64 ̂  + 16 eón,£< W ^ + I 

n22 = _ Vs(l + 8 E [ 4 A* ' k §2cos2Ï + <5n,e{ó2+^2)25 + 

+ I ̂ 4 eQs " as4 " « V ^ + ë 2 ] ) s l n 2 A 

n__ = - | AB(ag/t(l-2COs2A) + a ?[A + B ] (| -cos2A) + g eQ2cos2Ï) + 

t ^ e T Q ABsin2A 16 s s 

n 2 4 = \ AB(as4 ♦ ag?[2A2 + B2] - J cQ2)sin2A - ̂  CYgQsABcos2A 

n 3 1 = \ AB{Ps3 ♦ Ps6[2A2 + B2] - | cQ2)sin2A ♦ |g ETsQsABcos2A 

n 3 2 = - AB(Ps5 + | Ps6[A2 ♦ B2] - |g eQ2)cos2A ♦ 3g eTsQsABsin2A 

n33 = 5 S2fPs3 + P s6^ 2 + 3 § 2 1 " 4 e Qs ) s i n 2 Ï + 32 eVsA2cos2A ♦ 



225 

- fr eY Q B2 - Y Q 32 ss ss 

n34 = 2 Ö s ^ + 16 C ^ 2 + A2cos2A]) + 1^ cYgQgA2sin2A - J &s-A2(l+|cos2A) + 

" I Ps6^(2 + cos2Z) + 2 ** + ̂  " I *sl " 8 *sH*2 

n4l = " 16 eA^(QgCOs2^ + T Q sin2A) - | p* -,AB(l-|cos2A) + 

- | &s6AB[A2 + B2](| - cos2A) 

n42 = " 16 eAö(Qssin2^ " Y Ögcos2A) + J ps-ABsih2A + J Pg6A§[A2 + 2B2] sin2A 

n43 = 2 Qs^■ * 16 C^Ë2 ~ A2cos2A]) - |2 eTgQsA2sin2A - J &g3A2(l-|cos2Ï) + 

' I Ps6^ (2 " COs2Ï) + ¥ ^ + 6 S 2B 2(| " cos2A)] - | pal - § Psl|B2 

n W " S A 2 ^ S 3 + Ps6^ 2 + ^ - 1 «#■*** ♦. I5 «Vy2co82Ï " 32 eYsQsë2+ 

+ Y Q s s 

Notice t h a t i n the case of A t 0 and B ^ 0, namely, the case of coupled mode 
response sin2A and cos2A assume the va lues def ined in Chapter 2 , which are 
repeated here for convenience: 

sin2A = - YQ(2[p6Q2 - jig - 2P1Q(2B2 + A2)] ♦ p j p ^ - Q2 + B 2 ^ - ?>Q) * 

* 2pgA2 + fi1Q(B* + itA2B2 + 3A*)])/Sd 

cos2A = (Q2Y2P6(2 + P6B2) + [Q2(l + ^ B 2 ) - p ? - fr B2 - 2BgA2 
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- P10(5B4 ♦ 6A2B2 + 3A4)][P6Q2 - Pg - 2P1Q(A2 + §2)])/Sd 

Sd = A2((P6TQ)2 + [P6Q2 - Pg - 2P1Q(A2 + B 2)] 2 ♦ 

- 2Ê10A2B2[U6Q2 - &g - 2P1Q(A2 + B2)]} 

But for the case of A / O and B = 0, namely the case of single mode response the 
quantities sin2A and cos2A must be replaced by sin* and cos*, respectively; 
where 

sin* = {-Q2A[l ♦ f^A2 + 2p16nfi(Ó2+ó2)2] ♦ P̂ A * p y 3 + S p y 5 ) / ^ 

cos* = -QY[2A + pxA3 ♦ 4piAóng(Ó2+ó2)2]/FD 
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APPENDIX q-A COEFFICIENTS OF CHAPTER 5 

5-A.l 

a n = 1 ♦ | c [A + 6ntg{62*i2))* 

a12 = 8 B £ A + 6n.£(V*2>3 

l13 = 8 e tA + ö n , £ ( ó 2 ^ 2 » l 

alU = a13 

a15 = 2T3 + 4 Ts e > + 6 n .£ ( 6 2 + V^ 

al6 = K c B tA + <5n,£(V«2^ 

a21 = a12 

8 2 2 = i + 8 c B I 

a _ 2 a23 8 

a 2t = a23 

a25 = a26 

ao £ = 2Y + 4 T c B ' 26 s 4 s 

where T i s defined by Eq.2-3) on p . 99• 
s 
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5-A.2 

h l ' h [A*óni£(62*62)]/n 

P12 = Pll 

P13 = 2 Ys C1 + 8 C tA + 6n,t^62^ + 8 C B ' } / T 1 

hH = (a17S22 ■ a2 7
a12 ) / n 

^21 = 8 C B/n 

P22 = P21 

hl = P13 

P24 = {a27all " a17a21)/n 

where 

n « - (1 ♦ £ c B* * | c [A + V^VVl'} 
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APPENDIX 6-A COEFFICIENTS AND FUNCTIONS OF CHAPTER 6 

6-A.l COEFFICIENTS OF EQUATION (6-2-7) 

aQ = | h*£' ( A » + B * ) . „ + g Q ^ C . . . , , - Rh C.__ 
XX XXXX XX 

ÉL = h2£*[A(W +A ) , + AC, ] + !£- [Q A, - Q £*A, + Q £*A] - RhA, 1 L o o — —J 2c l xx xy — yy J 
XX XX XXXX XX XX 

b\ = h*£» [B(W +A ) , + BC, 1 + ■£- [Q B, - Q £ ' B , + Q £ * B ] - RhB, 1 L v o o — —J 2c L xx xy — yy J 
XX XX XXXX XX XX 

a 2 = I h 2 £*(AA,__ - BB,__ - A» ,_ + B* , _ ) 
XX XX X X 

b 2 = I h*£*(AB,__ + BA,__ - 2A,_B,_) 
XX XX X X 

a- = I h 2 £ I (W 1 +A 1 ) , __A + | h*n*(W1+A1)A,__ - h*n£(W 1+A 1) ,_A,_ 
XX XX X X 

a^ = I h i£*(W1+A1),__A + | hln* (W1+A1)A,__ + hin£(W]L+A1) ,_A,_ 
XX XX X X 

b- = I h 8 £ 2 (W 1 +A 1 ) , __B + | h i n ï ( W 1 + A 1 ) B , _ _ - h I n£(W 1 +A 1 ) , _B ,_ 
XX XX X X 

b4 = | h*£ i(W1+A1),__B + | h ïn ï(W1+A1)B,__ + h«£n(W1+A1),_Bt_ 
XX XX X X 

a = h*n2(Wl+Al)C1 
X X 

a1 = £ 
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a 2 

a3 

% 

a5 

= 21 

= n+e 

= e-n 

= n 

6-A.2 FUNCTIONS OF EQUATIONS (6-2-9) AND (6-2-10) 

c 1 -Po " o Rh ao n xx 

Pi " j f <S±>' \ - ~ j f &JK + f" Rh ai U-1.2.....5) 
H i , x x H H 
XX XX XX 

H 2 : H 
J+5 g J J+5.^ „ J 3+5 g Rh j 

XX . XX XX 

6-A.3 COEFFICIENTS AND FUNCTIONS OF EQUATIONS (6-2-12) AND (6-2-1*0 

A = A, (Linear part) + A, (Nonlinear part) 
'xxxx xxxx xxxx 

= {a^G + a2<»,_ + a„<>1 + a^A, + a,_A,_ + â -A + et_C + a.,C, 
l,xx x ^ xx ^ x •* xx 

+ al6*Q - + a 1 7 ^ - + al8*3 + a25* c - + a26* - + a27*5 3,xx 3,x J J 5,xx 5,x 

+ a 28* , - + a29\ - + a30*6 + WQ - + %5* - + a36*9 6, xx 6,x 9. xx 9.x 
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a 5 l A ' t t + a 5 2 q ) + 

{agA* + a^B* + a1QAC + ^ j A ' * ^'2^* * a i 4 A C » ~ + a l t5*lC ' 
XX XX 

a19A* __ + a 2 0 A , . ^ _ + a21A,_J> ♦ a^B* _ . + a ♦ _B,_ 
3,xx x 3.x xx H,XX 4,x x 

a24"SB ' — + a31A* — + a32A*-* - + a 3 3 A ' — *5 + a34A* 
xx 5.xx x 5 . x xx 6,xx 

a „ A , ♦ + a-^-A, t, + a-.^^C, + a-ftB* + a„QB, * 
3 5 x 6,x 3 6 xx 6 3 7 6 xx 3 8 7,xx 3 9 x 7.x 

a 4 0 B ' - * 7 + a*»lB* - - + a 42 B ' - * - + a f»3B ' -*8 + a i t 7
M

Q -
XX O,XX X Ö , X XX 9 . X X 

a 4 8 A ' - * - * a49A«—♦o) x 9.x xx 

B, ■__ (Linear part) + B, (Nonlinear par t ) 
xxxx xxxx 

<V, -- + V, - + b3*2 + V'-- + V'- + Vü -2,xx 2,x xx x 4,xx 

b l4* - + V* + b22* - + b 2 3 \ - + b24*7 + Vo -4,x 7.xx 7.x o,xx 

b26% - + V8 + V'tt> + 
ö , x ï 

{b BC + bQBA + bgBA2 + b ^ B ' + b11BC,__ + b ^ B * __ + b^JB . J _ + 
xx 3.xx x 3.x 
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* b l 8 B ' ~ * 3
 + V\ - + b 2 0 A ' - \ - + b2lV'-- + b28 B* c - + xx ' 4,xx x 4,x xx 5.xx 

+ b?qB»A + bonB' -♦* + bai* B * bQ9B' * + b^*fiB» 2 9 x 5,x 3° xx 5 31 6,xx 3 2 x 6,x 33 6 xx 

3 4 7.xx 35 x 7.x 3É> xx 7 37 8,xx 3Ö x 8,x 

+ NoV'- + bi»o*8C,~ + b4lB* — + b*»2* -B'- + bilAB'-- ̂  xx xx 9.xx 9.x x J xx 

C, = C, (Linear part) + C, (Nonlinear part) 
xxxx xxxx xxxx 

= {cjC, + c„C + c_A + C(.A,_ + CgA, + c1Q* + c*A _ + o.J>. 
XX X XX 1,XX 1,X 

+ c19* " + C20*, - + C21*3 + C22*, - + C 2 3 * . - + C24*6 + C31*Q " 3.xx 3.x 6,xx J o.x 9.xx 

+ C32* 9 t- + c33*9 + C37C'tti + 

{c A* + CgB* + CQ[(A,_) + (B,_) + A,__A + B,__B] + c^-A* 
X X XX XX 1,XX 

♦ ci4A'-* - + ViA-- + ci6 B* 5 -- + C17B*-*, - + cl8*2 B'-x 1.x ^ xx 2,xx x 2,x xx 

♦ c A# „ ♦ c26A.• _ ♦ c A.__*6 ♦ c28B* ._ ♦ c B. ♦ _ 
6,XX X D,X XX O,XX X Ö,X 
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♦ c30B'--*8 ♦ c 4A* __ + c35A._* . + c 6t A,__ 
J XX J 9,XX X 9.X XX 

where 
Q * ™ XX a = D + o xx rj 
XX 

al = all + a12 

o H 
XX 

a12 = a" ó2£,n [~2C K n2 <V\>] o 

a2=a762£.nt-4cK£n(VV'-3 

a3 = a3l + a32 

0 H 
«hu = — f2 J.-255-^ ̂  - 2.P £* Q - 4c £ £« (A +WJ, 
31 a L h jj h yy h o o' 

XX 

a32 = a-62£,n[-2c^£°(W'-J 

a4 = a4l + a42 + a43 

in, - ~ ([5 - ̂ 5 ] £ « * 2c g ̂  - 4c g A} 41 aQ " xy g h g h i 
XX XX 
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i " 6 n.e [ - 2 c H( 2 n >' f 2J 

O n 
xx 

a 5 l + a52 

J- («ntf[-8c g-nl f ]) 
o 2,x 

r - ö 2 e . n [ - 2 c r 5 ( v A i , , - £ n " 4 c h f
1 -^ 

u - l , x H x 
XX 

a 6 l + a62 + a63 

Q e Q 
f- {-2c -25 (W +A ) , £« - - S L f f £* - D £* - 4c £ f £» } 
a_ ,- o o — r, yy h — ' 

o, xx 
o H ~ " xx H 

XX XX 

r 6 n , £ ["2c* ^ < V A i > ' £ ' " 2 c K f , - - « • ] 
o H 2,xx X X 

1 cQ . D 

o n xx l ,xx 
XX 

X X 

«n p [-3 r ~ (W +A >£♦] 
XX 
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9 a n,£ L g 1 
xx 

10 ao l H h J 

11 ao H 
XX 

a12 = all 

Q_, 
13 " a ^n,e[-4e f* (W1+Al)£« - W f t ] * 6 £ 2 n [-4c g (2n)«f2]) 

H xx 

^^Hc^^) H xx 

a._ = ±-- (-4c £ £*) 15 aQ l h. ' 

al6 = al6l + al62 

aiei = i" W ' 2 c £ <VV^ 
o 

V = ^3£,nf- 2 cE (V Al ) n^ 

a17 = a171 + a172 

ifl a~n?£ [ - * i 5 i " l A l . (20n] 
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R l172 = r 6
3 e . n [- i*cg(W1 +A1),_(2£)n] 

a l 8 = a l 8 l + a l82 

R /,", + , 1181 r Ö n , £ [ 2cg (W 1 A 1 ) . " (2£ ) ] 
xx 

a l 8 2 = r ó 3 £ . n t - 2 c H ( W l + A l ) ' - - <2£> 1 
O XX 

a19 = 2 a15 a20 = 2 a15 a21 = a20 a22 

a25 = a-t-2cK (VV»2] 

a26 = a [ ' 4 c h ( V V ' - (2+n).n] 

a = J- [-2c g (W +A ),__ (n+£)*] 
O XX 

H Q. 

*28 o n 
XX 

R + 6n,£ [2c 5 (W 1 + A l) 

a29 = a~ ^ C h < V A i > ' - ( f i-n)n] 

a30 = a301 + a302 

R a301 = a - t - 2 c h ( V A l ) - - <«'n> ) 
xx 
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Q...H 

*302 o H "'*' xx 
XX 

a31 = 2 6n,£a15 

a„ 4 ö „ o E-*c jj (n+0«] *32 aQ vn,{ 

a33 = i ; 6 n , £ . [ - f c ü <»♦«>■] 

a34 = 2 ö3£,na15 

a35 = ̂  ó3£,n t4c § (£"n)£l 

^^^.nt^l^)2] 

a37 = a- 62£,nt- 4 ci< n- C>^ 

*38 = a31 a39 = a32 a40 = a33 

a4l = " 2 63£,n a15 

a42 = "a35 a43 = a36 

Q....H. 
a, 44 ±_ (-2 | Ssüa n, + 2 S öx y n, + 4c ( g , ' j + Ö £ 2 n [ - 2 c B (w1+Al)n-]) 

o n 
xx 

a45 = a-K.2n^cH<VV'-n2]) 
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Q H ** - - (6 . [2 ë -2ËLJ^ "* -2 3 Q n* - 4c g (W +A ), n« ] 46 a l n,fi L h JJ h yy h v o o''— J 
H xx XX 

R «£.2n[-2cE<VAl>'~n,H 
xx 

a47 = 2 ö2£,n a15 

alifl = — <5ofl [_ / t c ? £ n ] 
48 a 2fi,n L h J 

o 

aJm = — o-™ [-2c 7- n* 1 
49 a 2C,n L h J 

ac_ = — ó „ [-4c ? n«] 50 a n,fi L h J 
o 

^ 4pR* c2 1_ 
5 1 Eh> a o 

4R»c* 1_ 
* 5 2 = Eh* a o 

b l = a l l " a 12 b 2 = - a 2 

b3 = a31 " a32 b4 = a4l " a42 " a43 

R Q. 
b5 = " a51 + F 62£.n t"4c S £n f , - + 2C f £n <W'J o 1 ,x H x 

XX 

o 2 ,xx 



b7 = a10 

b8 = 2 a8 

b9 = al2 

b10 " b9 

bll = al4 

b12 = a15 

b13 = al6l " al62 

bl4 = a171 " a172 

b15 = al8l " al82 

bl6 = ■ a19 

b17 = " al8 

bl8 = "a2l 

b19 = a22 

b20 = a23 

b 2 1 = a24 

b 2 2 = a25 



b23 = a26 

b24 = a27 

b25 = "a28 

b26 = a29 

b27 = a301 " a302 

b29 = "a32 

b30 = 'a33 

b31 = ■ 2 ó3£.nal5 

b32 = "a35 

b33 = "a36 

b34 = 'b28 

b35 = "b29 

b36 = "b30 

b37 = a4l 

b38 = a42 

b39 = a43 



241 

40 " "B37 

34l 

'42 

~a47 

*a48 

-a,, J43 " 49 

b44 = a51 

o H 
XX 

2 ao H h 

XX 

' XX XX 

c„ = 

<50 on N e g £-f ._]) '£,2n 2,xx 

O n 
xx 

C5 = F fón,£ ^ C 5 to' - " 2C ^ (W1+Al)..£n] ♦ p ^ [-8c f £ n f _]) 
XX 

— (6 „ R e j ; £nf a l n,£L h _ - 2 c ^ ( W 1 + A l ) , r £ n ] ♦ « | f 2 n[-8c § «nf ]} 
l,x H x 2,x 

XX 
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i_c!_R 
a 5 h * o H 

XX 

c8 = c7 

XX 

R '10 " a 6n,£ t-2c E («i^Jn»] 

R '11 " a 
ön,£ ["*cg£n (W1+Al),J 

'12 = a-6n,£[-2cHn' <VA1>'-J 
O XX 

C13 = 2 a15 

clU = c15 

c15 = °13 

C16 = c13 

c17 = cl4 

C, o - C 18 " ̂ 15 

R :19 = r 6 2 £ , n [ - 2 c H n 2 <VAi>] 
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:20 = T Ö2£,n [-*c S (2£) n < V V ' J 

C21 " r ö2£.n t"2c S (2e ) l <VV'-J 
O * XX 

R 
'22 a 6 £ , 2 n t - 2 c H n 2 <W1+A1>] 

'23 a 
6£,2n t4 c h £ ( n '£ ) <VA1>'J 

C24 " a" 6£.2n I"20 I <»-«>' <V A1>'-J 
O XX 

c 2 5 " i ; ó 2 J . „ [ ' 2 < : K « ' ) 

C27 " 5" S2B,n I*« Ê «<«-»J 

C_o = -C 28 " 25 

c29 = 'q26 

C-rt = -C 30 "27 

R c31 = T f"2c h n' (Wl+Al)} 

c32 = r t-4c K n ' ( » i * V - J 

c33 = i" ("2c K nï <"i + Ai>.-J 
O XX 
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'34 " aQ °n,e 

c_c = — ó , [-4c £ fin] 35 a n,£ L h J 
o 

c„, = — 6 „ [-2c ? n2] 36 a n.fi L h J 
o 

C37 = a51 

6-A.4 COEFFICIENTS AND FUNCTIONS OF EQUATIONS (6-2-15) AND (6-2-16) 

1 Qxx h 
o 2 g R 

xx 

H 
d, = - ^ «* + d a, 1 H ° 1 xx 

d_ = d a_ 2 o 2 

H 
d_ = - - ^ £* + d a_ 
3 ij ° 3 xx 

d4 - 2 R g £ g doa4 
XX XX 

d„ = d 5 o^ 

d6 = J - | c £ J (üo+Ao)f__+I|Sïï4 , +doa6 
n xx n 

XX XX 



h = doai {1=7'9 13) 

di4 " f~1 e' + Vi* 
XX 

dj = doaj (j=15.l6.....5D 

e. = 
H 
-** 2* + d bn H o l 
xx 

e2 = dob2 

H 
-^ £» + d b H o"3 
XX 

2 R H 
XX XX 

e,. = d bc o 5 

H xx 
XX 

e± = dQb± (1=7.8,9.10) 

c h 2* + d b , '11 5 R * o 11 n xx 

e. = d b. (J-12,13 M) 
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6-A.5 COEFFICIENTS OF EQUATIONS (6-2-29) TO (6-2-32) 

f2 = fo (Linear Part) + f (Nonlinear part) 

= ( a ^ * B2Vn + a3*11 * a^A" ♦ a^' + agA ♦ « „ ^ [ a ^ ♦ a^C»] 

+ a25*51 + a26*51 + a27V + a28*6l + a29*6l + a
30*6l 

+ ^4*93 + a45*93 + a46*93] " ""«si* + ^ + 

(a1QAC1 + | AC2 + £ a n A 3 + J a^AB2 ♦ a^AC" ♦ | a^AC" 

+ Vll0! + I V l l Ö 2 + I al5*1252 + a l 9 % + I a19^32 

+ a20A'*31 + 2 *20l'*32 + a21*Sl + 2 a21A"*32 + I a22V 

+ I a23
;4lë ' + I a24*4l§" + a37 ;6i a ï + I a37*6l52 + <V*91 

+ § V * 9 2 + a48A '*9l + 2 ai»8A'*92 + V"V + 2 a49A,,*92 

+ ón, JÜ V l 3
Ö 3 + V 9 1 Ö 3 + i a50 i9253 + a50 ;93aï + \ V9352> 

h = ( b i ; 2 i + Vk + V 2 1 + V" + V' + b 6 5 + b 2 2 ; 7 i + Vn + b2^ 7 i 
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25*81 + Vél + b27*8l " u 'b44§) + 

{bJx^ - | b BC2 + J bJÏA2 + J b„jj3 «■ b„4BCÏ - * b^BCS + b-^^CY 4 u10° T "11^1 2 ull°"2 "12*12*1 

i - _ i ~ _ _~ - * _ -=■ b * C" + = b $ C" + b ,Ein + b B'$' + b «B"$ 2 D12V21V2 2 D12V22 2 Dl6ü*31 D17 31 18 31 

I £bl6ë*32 + b l7ë , i32 + bl8ë,,i32^ + ï IWhl * b20***4l * b21A"*4l] + 

+ b40*8l5ï - I b40*8l52 + b4l§*91 " I b4lëi92 + V ^ l " 2 b42§'*92 

+ b43§M*91 ' \ V 9 ? 5 " + I <5n.£b12i23C3) 

?4l= K 5 Ï + C2Ö1 + c19*31 + Q20*31+ c21 V °31 V C32*91+ C33*91 

+ ón.£ h V Ï 3 + 2 c l l V 2 c12*13]) + 

(| c?A8 + | CgB* + | c9[(A')1 + (§')* ♦ AA" + BB"] + | c^A ^ 

+ I <l4A' *il + I V"; + I Cl6ë ♦Si + I C17ëf *21 + I Cl8ëM*21 

+ I fc25A V V *61 + C27SM*61+ c28§ Hl + c29§' *8l * c30ë"*8lJ 
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+ 6n,£ t| C34 S *93 + 2 c35A,i93 + I c36*" *93]) 

?4 2- (C lc- + c2c2+ c 1 9* 3y c 2 0 i ' 2 + c2 1 i3 2 + c31i-2* c32;-2* c33*92 

" 4 C^~C2 + I ön,£ ^10^3 + cll*i3 + C12;13]} + 

+ | {c A* - CgB* + [(A1)» " (§•)« + AA" - BB"] + c^A t ^ + c^A *£ 2 

+ c l ^ ' *il + cl4*' hz + <V" *ll + V " l12 ~ C16§ *21 

+ c l6 ë J22 + c l 7
ë* *21 + c17ë ' *ZZ + c l 7

ë ' hz ' c l8 ë " *21 

+ C18 5" *22+ c25* *6l + C26A' *6l + V " *6l " c28ë *8l 

" c 2 9
§ ' hl' C30P" *8l + 6n,£ ^ *93 + V ' *93 + C36S" *93]) 

% = 6n,£ ^ + V ' + C6X"* c10#ll+ Cll*il+ c12fll* C22*61+ C23*6l+ C24*6l 

+ c i e3 + c2a3+ C31*93 + c32*93 + c33*93_ clf%] + 

+ 6n,£ terfhl* 2 c^92 + c35*'*91 + ï C 3 5 A ' V C 3 6 X " V 2 C 36 A 'V 
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* ? [«13* *h + ' l ^ ' V c15S,,i133 + I [ c l 8 ë " V c17§'*2 23 

+ cl6ë * 2 3 ^ 

f n= f2 <a±* d±) 

f12 = (dliÏ2 ♦ d 2^ 2 + d3i12) ♦ {§ d1QA C2 ♦ | d uA' - J d12 A B> + | d^A C2 

+ I d15 *H52 * V « 5 Ï + 2 V *32 + I d20A,i32+ I d 2 1 S " V I d22ë^l 

| d23^1 e- - 1 d24B«;4l * | d37*61c2 + | d47Ai52 + \ d48A' ;.2. 

.. . I + I V"*92 + ón.C tf dl5*X3Ö3 + Z V92 53 + I V 9 3
Ö 2 ^ 

'f13 = 6n.* K*Ï3+ d2*i3
+ V l3 } + WV' + d

3 i % + ^ " S l + V^l 

+ V *61+ V ' * 6 1 + V"*61+ d10A V dl4* 53 + V l l C 3 

+ dl5*13C" + d3706lC3 + V *9l + W V V V93
C3 

+ I ^9* + V V V**7l+ V V d4lë *8l+ d42ë'*8l+ V ^ è J 
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+ f I V l + d135ï + dl6*31 + d17*31 + dl8J3l + Wl * V91 + <V 9 1 

+ V 9 1 Ö Ï + 2 V 9 2 Ö 2 + 5 d15 *13 ^ + 

* f [ V 2 + d13Ö2 + dl6*32 + dl7*32 * dl8 ;
32 + V92 * V92 + <V 9 2 

+ V Cï + V91C2 + I Vl2C3 + I V^S" 

f21 = f3 (b± * e.) 

f22 = ( e ^ ♦ e2 i2 2 ♦ e3i22} ♦ [\ e7B C2 ♦ J e9§ A* - \ e^B' ♦ § e^B C» 

+ I e12*2152 + e12*225ï + ï tel6ëi32 + V ' V el8e"*32]+ V 'il 

+ e 2 0 V^ 1 + e21A»i4l ♦ e40i8lC» ♦ e ^ ^ B ♦ e ^ J - B ' ♦ e ^ ^ B » 

+ ón,£ I e12 i23
e3 ) 

?23= Ön.£ K*2 3
+ e2*23

+ e3*23+ e13*Sl* e l M l + V^ + 

+ 6nA [ e8A ë + e28ê V e29 * * V e30§M*51 + e31*6l ë + e
32ë '*6l 
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+ e33* B " f e 34 M 71 + e35A '*71 + e 3 6 A " V + e37A*8l + e
3 8 

*■ e39A"*8l + e 7 B C 3 + e H B C3 + e12*21C3 + e12* C3 + e12< 

_ i 

+ e4o*8l53 + e 4 l B *93 + e 4 2 ^ 3 B + e43 §"*93 3 ) 

? 3 l = s l*31 + g2*3l" 2 g 3 t ( A , ) * " { § , ) ' " ffi" + BB"3 

f32= g^2 * g 2 * 3 2 - | 8 3 [(A')« + ( § ' ) ' - AA" - BB"] 

hi" hhi+ g A r g3 [A'B' ~ I A B":" I B A"] 

f51= V i l * V51 + h3A" " V + V 

f6l= VSl + V + h 3 A " + V + V 

f?1= h ^ ^ + V ? 1 ♦ h3B" - h^B' ♦. h5B 

f8l= VSl* V8l + h 3 B " + V + h 5 B 

f = 1 4 " + i 6 + i C" 
r 9 i J i 91 J 2 v 9i J 3 l 
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f92 dl*92 + j2*92 + J3C2 

V ón,£ ̂1*93 + j2*93 + j3 Ö3 ] 

Where t h e c o e f f i c i e n t s a ± , d± ( i - 1 , 2 , . . . , 52) b . , e ( J - l . 2 44) and 
c , ( k = l , 2 , . . . ,37) a r e l i s t e d i n 6 - A . 3 , t h e c o e f f i c i e n t s gffl ( m = l , 2 , 3 ) , 
h n (n=l ,2 5) i (£=1,2) and jm(m=l,2,3) are l i s t e d below: 

H 
g , - -^L (2£)« 

H xx 

g 2 = - -** (2£)» 
H xx 

1 c h 
S 3 = 2 g R 

xx 

H 
h - - ^ (n+£) J 

H xx 

H 
h?= - -E*- (n+£)< 

H xx 

h3 = I ̂  I < V V n' 
XX 

n xx 
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V 

V 

i 2= 

1 c 

XX 

H 

H 
XX 

H 
_ -XX 

H 
XX 

h 
R 

!-n 

U 

(W1+A1)" 

)2 

-n)* 

e1 

H 
H 
XX 

H 
J2- - J ï n* H xx 

n xx 

6-A.6 COEFFICIENTS OF EQUATIONS (6-2-33) TO (6-2-35) 

V al*ïl+ a2*Ü+ V i l + V" + V' + V + 2 a10* 5 1 + 4 a l l * ' 

+ 2 V CJ * f a ^ C - ♦ | a15i12CJ * \ a ^ A ^ ♦ \ a ^ \ ♦ \ â A"* 

+ a25*51+ a26*51+ a27*51+ a28*6l+ a29*6l+ V ö l + 2 a37*6lÖï 

+ 2 V*91+ 2 a48S'V 2 V " V " "' V + *52* 
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* ö n . £ W 5 3 * a13Ö3 * i a15i1353 * a ^ 9 3 * V f e * a46*93 

+ 2 a
5 0 ï*9lö3 + i 9 3 5 ï n 

f31= c^l + c ^ *\ (C?A« ♦ c9(A')2 + c9AA" + c13Al«n+ c ^ A ' ^ * c ^ ^ A " 

+ c25
A*6l+ c26A '*6l+ c27A" i6l ) * c19*31* C20*31 * C2l*31 * c31*91 

* c32*91* C33*91 * 2 ön,£ tcio*Ï3* C11#13+ C12*13* C34S *93 

* C35A'*93 * C36A";93] * I (c13Ai12* c10A '*i2
+ c 1 5 ^ 1 2 ) " | * C37Ö1 

?32= ön,e K S * C263 * c 3 * * V ' + C 6 A " + clO*ïl * c l l * i l * c12*ll + c22*6l 

+ c23*6l + c24*6l * c3l*93 * c32*93 * c33*93 " * °3753 

+ 4 t2c34A *91* 2 c35A ' *9l * 2c36A" V * C13* *h * cl4S* *i3 

+ C15A" ; 1 3 ] ) 

f n - f2 <a± ♦ d.) 



255 

?12- d^-2 * d2; i 2 ♦ d3;1 2 +1 d10A gj * f dux« ♦ | dl4A g- * | d 1 5;ue-

d15*125ï + I ̂ 9* ;31 + d20*' J3l + d21^) + I d37;6lÖï 

| (d4 7Ai5 l ♦ d ^ A - ^ ♦ d / l 9A-;9 1) ♦ ö n f £ ( | d 1 5 ; 1 3 c 5 * | d 5 0 ; 9 1 c 5 

+ I i9352') 

V ön,£tdl*Ï3 + Vi 3
+ Vl3 + V * V ;51 + d32A' *5l + d33*" V 

+ < V *61 + V' *6l + d36A" ♦ei + d10 A 53 + dl4* C3 + dl5*llÖ3 

+ dl5*l3Cï + d37*6lC3 + V *93 + d48A' *93 + V " *93 

+ V9353 + 2 ( V i + di3Ö2 + dl6;3i + V31 + dl8J3i 

V91 + Vs>l + V9l + 3 V9l 5 ï + I V l 3 ~°ï + è V l 2 C 3 n 

?31= gl*31 + g2*31~ 2 «3<A')« + | 83 AA" 

f = f 51 51 

f6l " f6l 
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f = f 91 91 

f = f 93 93 

APPENDIX 6-B DERIVATION OF THE PERIODICITY CONDITION 

To satisfy the periodicity condition for the dynamic state we must have 

2nR * 
ƒ g dy = 0 (6-B-l) 

where 

3y ^ Eh l yy x Kl' xxJ r 1 'xx x »*]_#K 2 yy 

♦ 5 » ■ r (Ü, )* - W, (W, + W, ) (6-B-2) 
R 2 'y' *yv 'y 'y' 

Substituting the expressions for $, W, W and W into Eq. (6-B-l), carrying out 
the y-integration and introducing the nondimensional quantities defined in 
Appendix 1-A.l reduces Eq. (6-B-l) to: 

i o . ~ - i s r 5 c - » - f - c ' ! f - 5 « ' <A'*B,) 
xx H H H 

XX XX XX 

«n/V-^f^VV"1*) (6-B"3) 
xx H 

XX 

Eq. (6-B-3) is the periodicity condition which should be satisfied in the 
analysis. 
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APPENDIX 6-C DERIVATION OF THE REDUCED BOUNDARY CONDITIONS 

It is necessary to express the different boundary conditions of the dynamic 

state in terms of the average values of A, B, C and $.. The individual boundary 
conditions can be transformed as follows. 

SSI Boundary Condition 

W = N = M ■ N = 0 at x = 0, s 
xy x x R 

W = 0 becomes upon substituting for W 

W (x.y.t) = A(x,t)h cos (£y) + B(x,t)h sin (£y) + C(x,t)h = 0 (6-C-l) 

This must be true for all values y, therefore 

A(x,t) = B(x,t) - C(x,t) = 0 at x = 0, | (6-C-2) 

Applying the method of averaging to (6-C-2) yields 

A(x) = B(x) = C1(x) = C2(x) = C (x) = 0 (6-C-3) 

N = 0 becomes, upon substitution 

N = - £ , = - 15^. (_ I e sin (£y) + i e cos (£y) . I (22) sin (2£y) 
xy xy c i,- <i,- 5,-

+ ♦ ,, (2£) cos (2£y) - <fr_ _(n+£) sin (n+£)y = 0 
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- $(■ (É-n)sin (fi-n)y + *_ (n+£)cos (n+£)y 
D,x 7'x 

+ *Q (C-n)cos (É-n)y - * n sin (ny)) (6-C-4) 
ö,x y,x 

This must also be true for all values y, therefore 

♦. = 0 (i=l,2,...,9) (6-C-5) 
^ x 

Substituting Eqs. (6-2-20) to (6-2-28) into Eq. (6-C-5) and then applying the 
averaging technique to the resulting equations yields 

♦j = 0 (j=ll,12,13.21,22,23.31.32.41.51.61,71,81,91.92.93) (6-C-6) 

M = 0 becomes upon subs t i tu t ing and i n t r i d u c t i o n of the usua l nondimensional 

parameters 

5 „ 5 „ 
a + I a.cos (m.y)+ I p .s in(n.y) = 0 ( i=l ,2 5. J - 1 . 2 . . . . 4 ) 
° i - l i ± i=l i i 

(6-C-7) 

where 

R - : R 1 + u ? - : 

a, = D A, + 2 £ Q ♦, + 2 £ Q £* ♦ , 1 xx ' — h xx 1,— h v xx 1 
XX XX 

a , = - 2 J Q ♦_ - 2 £ Q (21)* ♦-
2 h xx 3 .— h v xx 3 

-"xx 

R - : R 1 + * * 2 - " a, = - 2 £ Q ♦_ - 2 £ Q (n+£)« ♦, 3 h x x 5 . — h v xx 5 
J -"xx 
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aj. - - 2 § Q ■ ' ♦ , - 2 £ — - Q H h xx 6 ,— h v xx 
XX 

Q„„ (n -£ )* ♦ , 

R - R 1+**? -a_ = - 2 - Q <fr - 2 - Q n* * "5 h Wxx * 9 , ~ h v wxx n 9 
XX 

'O - (5. 
Q* ■ ' 

♦ — J e , - 2(5) Q 6 0 ♦, xx 's ' ' — *hJ xx n,£ 6,— H xx xx xx 

Pi " * B. - 2 g Q. 
R 1 + J I 2 

+ 2 r — - - Q £* ♦. 1 xx 'xx h xx 2 , — h v xx 2 
XX 

R ^ R * 1 + P 2 P_ = - 2 £ Q '♦,. - 2 £ Q - (2£)* ♦,. 
K2 h xx 4 , — h xx v 4 X X 

R - : R - 1 + y 2 : 

P_ = - 2 £ Q ♦_ - 2 £ Q (n+£)* .♦_ K3 h xx 7 , ~ h xx v 7 

P, - 2 1 Ö ^ ; 8 . . - 2 5 Q ^ ^ ( n - t ) . ; 
XX 

(6-C-8) 

m4 = £ 

m2 

m3 

m4 

m5 

n l 

= 

= 

= 

= 

= 

2£ 

n+£ 

£-n 

n 

m l 
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n2 = m2 

n3 = m3 

n4 " »ij 

Notice that in Egs. (6-C-8) the conditions A=B=C=0 have been used. 
The y-dependence is eliminated by using the following Galerkin integrals 

2n 
ƒ { ) dy = 0 
0 

2n 
ƒ { } cos £y dy = 0 (6-C-9) 
0 

2n 
ƒ ( ) sin £y dy = 0 

0 

which lead to the following expressions 

R Qxx : R Qxx 1 + U2 : 
A, = - 2 ? — ♦, - 2 2 - ^ ^ £* ♦, (6-C-10) h =: l,— n - v l xx D xx D 

XX XX 

R Q w : R Qxx 1+U2 : 
B, = - 2 j: — ■♦, - 2 5 - ^ * £* ♦, (6-C-ll) h - d,— n = v <L xx D xx D XX XX 

c... - - 2 I Sa s ( L_) { _ (6.c.12) 
xx D Q* xx XX .. XX 1 + — — — 

H D 
XX XX 

Recalling the assumptions for A,B,C and *.. , *_ and $,- described in equations (6-
2-17) to (6-2-28) and applying the method of averaging yields: 
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* 2 h g 'll 2 h g v { 'll (b C 15) 

XX XX 

R Q Xx : R Qxv 1 + U2 : 
B« a _ 2 5 -55 AH _ 2 5 _>« __£ £2 *i2 (6-C-14) 

XX XX 

XX . XX 
1 + H D 

XX XX 

CJ = C£ = O (6-C-16) 

N = 0 becomes upon substitution and application of method of average 

♦j = 0 (j=ll,12,13.21,22,23,31.32,41,51.61,71,81,91,92,93) (6-C-17) 

SS2 Boundary Condition 

W = u = N = M = 0 xy x 

Here we must express the condition u = 0 in terms of W and $. By definition 

N = - ~ *. = 0/1 x T = 0/1 x è (". + v , + è [W. (W, + W, + W, ) 
xy R* — 2(l+v) xy 2( l+v) R *• - - R L - v - - -

, x y v / r f V ' y x x y y y 

+ I w,_ (w,_ + w,_)]) = 0 (6-C-18) 
y x x 

Recalling the procedure described in Ref. [76] when specializing Eq. (6-C-18) to 
the shell edges results in the following simplifications: 
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L u,_ = O Since u = O at x = O, 0 
y 

W,_ = O Since W = O at x = O, | 
y 

Thus Eq. (6-C-I8) reduces to 

xy x x y 

This equation is valid at any point of the shell, thus the relation obtained by 
taking its derivatives with respect to y must also be valid at any point of the 
shell. 

v,__ = - I [ ^ ^ ». ~ W,_ W,__ - W,_ W,_J (6-C-20) 
xy xyy y xy x yy 

Considering further 

*y = R *>- ~ I w + § |r (w!. + 2w,_ w,J + |r w,_ w._ (6-C-21) 
y y y y y y 

This equation is also valid at any point of the shell, thus the relation ob­
tained by taking derivatives with respect to x must also be valid at any point 
of the shell. 

v,„ = W,_ - I W,__ W,_ + p ̂ - i [(1+Ul) $,___ - v ft. ] 
xy x xy y xxx yyx 

P (1+U1)X2 i W. - I vp^ W, 
yyx xxx 

~ I [W._ W,__ + W,_ W,__ + W,_ W,__] (6-C-22) 
y xy y yx y xy 
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Specializing it to the shell edges W, =0. Thus at x = 0, r 
y 

v»__ = w,_ - | w,__ w,_ + i ^ - 1 [(l+i^) *, - v #, ] 
xy x xy y xxx yyx 

+ p (l+y1)x2 | w, - | vpx1 w,___ (6-C-23) 
yyx xxx 

Eliminating v,__ between Egs. (6-C-23) and (6-C-20) and substituting for W and 
xy 

$, and then equating the coefficients of like terms yields: 

h «« 1+*1 * — Ö-
1. L 5 1+U,J 1. 5 L 2 R c v V - 2 R D r> — ' H 1 - H x H xxx xxx "xx ~ x "xx "xx 

(if i=l, p=A; if i=2, p=B) • (6-C-24) 

1 = [2il±vi _ j ^ _ ] (2É)2 - ■ (j=3>4) (6-C-25) 
J..__ H X Ul J,x 

XXX XX 

; = r2U±^l _ _vL_lai A +I!l_c , A fk.-— L -5 1+uJ P V - 2 R 5
 n Al xxx H H. 'x H 

^ ^ r ^ n« A, P,_ 
x 

(if k=5, ap=(n+£), p=A; if k=6, ap=(£-n), p=A) 

(if k=7, a =(n+£), p=B; if k=8, a =(£-n), p=B) (6-C-26) 

i ... - [ ^ - ÏÏT-In' J + -£- | „. A, C,_ (6-C-27) 
y,xxx H X yl **x H n x 

XX XX 

Applying the method of averaging to equations (6-C-24) - (6-C-27) yields: 
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! ♦ " , 

'± L ij 1 + u l i H 2 R C V y y 2 R H 
XX XX XX 

( i f i = l , P=A; i f i=2, P=B) (6-C-28) 

\y = [ ü i + v l _ ^ — ] a ^ ; • ( i f j=i2,13.22,23, aq=£; i f j - 3 1 . 3 2 . n i , aq=2£) 

xx 
(6-C-29) 

;«. . [2ü±vi. ^ ] a , ;, 1g _c_ n, A p. 
5 U l P H 

xx xx 
( i f k=51, a =(n+£), P=A; i f k=6l, a =(£-n), P=A) 

Sr F 

( i f k=71, a =(n+fi), P=B; i f k=8l, a =(£-n), P=B) (6-C-30) 

hk - ^ ' ^h]a' *«• * t » n ' A i 5* (g"1,2,3) (6"c_31) 
XX XX 

The other conditions are the same as for the SSI boundary condition. 

SS3 Boundary Condition 

W = v = M = N = 0 at x = 0 , è x x R 

Here we must express the condition v = 0 in terms of W and $. Applying the same 
procedure as the one used with Eq. (6-C-21) yields 

v, = jj P(l-v») [(1+Uj) «,__- v $,__] - vpxx I W,__ at x=0, I (6-C-32) 
y xx yy xx 

Substituting for W and $ and eliminate the y-dependence by using the Galerkin 
integrals defined previously (see Eqs. 6-C-9) yields 

http://j-31.32.ni
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V-= t~ [ 2 « ö - p,xx" *™ ï % £ ' i l ] (if 1=1, P=A; i f 1=2, P=B) 
XX XX 

(6-C-33) 

: H : 
*< " a\ !** T^T ♦< <if l s3.^. «,=2£; if i-5.7. a.-(n+£); if 1=6,8. 
j » _ _ ï jj J.+J1— *■ -̂ ■*■ 

ai=(£-n); if i=9. cyn) (6-C-3^) 
XX XX 

Substituting the time expressions for W and * and applying the method of averag­
ing to the resulting equations yields: 

♦±1 = f~ t! i «xx P" - i ^ fiyy B° 'ill <«■ P"Ai U2' P"B> f6"0"35' 
XX 

: H : 
♦ J = a« ^ j ~ - ♦j (if j=12,13.22,23. Oj-£; if j-31.32.4l, aj=2£; if j=51.71. 

XX 
aj=(n+£); if j=6l,8l, aj=(£-n). if j=91.92.93. a^n) (6-C-36) 

The other conditions have been reduced previously. 

SS4 Boundary Condition 

W = u = v = M = 0 at x=0, 5 x n 

These have been reduced previously. 

Cl Boundary Condition 

W = W , = N = N = 0 at x = 0, 5 ' - xy x R x rf 

W,_ = 0 becomes upon substituting for W 
x 

http://j-31.32.4l
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W,_ = h(A,_ cos £y + B,_ sin £y + C,_) = 0 (6-C-^O) 
X X X X 

This must be true for all values of y, therefore 

A,_ = B,_ = C,_ = 0 (6-C-41) 
X X X 

This equation becomes after applying the method of averaging: 

A' ■ B' ■ 0 

C'± - 0 (1=1.2,3) 

All the other conditions have been reduced previously. 

Symmetry Condition at x = 0, =: 

W, = N = u = H = 0 - xy 

The condition H = 0 can be transformed as follows: 

where 

M = D [ ( I + T U J K + VK + C e 1 x L v 0 1 ' x y H l x J 

M = D[ ( l -v ) + n , ] ic xy L v ' tlJ xy 

M = D[ ( l -v ) + TI J k yx L t 2 J xy 

(6-C-*42) 

H = M + (M + M ) , - + N (W, + W, ) + N (W,- + W,-) (6-C-43) 
x ,x v xy yx ' ' y x x x ' xy ' y *y' 
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Substituting for M and M and applying the symmetric conditions to the 
resulted equation, and then employing the procedure used previously yields: 

~ D^ p . „ _ " 2 jj Q ^ *± (if i-1, P=A; if i-2. P=B) (4-C-44) 
XXX '—— 

XXX 

♦ . ' = 0 (j=l,2 9) (4-C-45) 
XXX 

C, = 0 (4-C-46) 
XXX 

These equations then become after applying the method of averaging: 

p«. = _ 2 5 _2« $«. (lf 1=lf p=A; lf i=2, P=B) (4-C-47) 
nD 

XX 

cy (j=l,2,3) (4-C-48) 

♦J' -.0 (k=12,13.22,23,31.32.41.51,61,71.81.91.92.93) (4-C-49) 

SUMMARY OF THE REDUCED BOUNDARY CONDITIONS 

SSI 

W = 0 A = B = C± = 0 

N = 0 0. = 0 x j 

N = 0 *i = 0 xy j 
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M = O x A" = - 2 £ — ♦ " 
h D U 

xx 

SS2 

n« - _ o — x x *« 
h D 2 1 

xx 

C? = O 
ï 

W = 0 

A 

N = 0 xy 

M = 0 
X 

A = B = C± = 0 

. -

<K = 0 
J 

Alt _ _ o 5 XX 
h = 

l+p« 

1 1 . . 
£■ ♦ „ ] 11-

xx X X 

R QXX r 1 1 + P 1 : , 
h g - 2 1 v 

XX 
21J 

CJ = C^ = 0 

C3 
Q 

o 5 _XX * f 
h D n ' £ 

XX 
Q * 

XX 

H D 
XX XX 

-) n 
1+ 

u = 0 kn i 
kl 

_ 1 h _xx =„, c_ r i _ 1 h 
~ ? R - r - i± on 

l h t ' 1+lij _ 

2 R 2 R c 
H H 

XX XX 
( i f k=l, P=A; i f k=2, P=B) 

Q ] P' xxJ 

>"• = 0 
e 
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SS3 

>£' = k ë — n* Ai P' ( i f k-51.71. P=A; i f k=6l ,8 l , P=B) n £ K | j 1 
XX 

' 9 i 5 R 1 i n xx 

W ■ O A = B = C± = O 

N = 0 
X 

. 

v = 0 

M = 0 
X 

♦j 

-
A l l 

A" 

= 

= 

= 

0 

0 

B" = ~C1 = 0 

SS4 

w = o A = B = C± = O 

M = O x 
R QXX r 1 1 + ^ 1 : , 

* A" = - 2 - -== r*" + — - t1 t 
A ^ h g l * l l v £ 9 1 1 J 

xx 

« n i l §11 _ _ p - - ^ O " + =• £» 4 1 
B ^ h g l*21 v * 21 J 

XX 

e, - c2 - o 

V h fi
 6n.£ l 5 , M 6 

xx 1+ X X 

H D 
XX XX 
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: H : 
♦ " = a, - ^ T^— 4>4 ( i f j=12 ,13 .22 ,23 , a.=£; i f 0=31.32.41, 

XX 
2£; i f j=51 .71 . aj=n+£; i f j - 6 1 , 8 1 , a j = £ - n ; i f j=91.92,93. a^n) 

11 - L2 R xx n XX 

H £* * „ ] 
*7T7 T 1 J i+y 2 "yy * 11J 

)» = - ^ - f- - Q B" H £* * - J r 21 _ g l 2 R " x x " l m 2 " y y * ' 2 1 J 

xx 

,,, = [2[i*») 
11 H 1+Ui ] ^ l i - f [ l - 1 h £« U^ -

11 
xx 

H 2 R c 
^ Q . ]A ' v yy J 

xx 

X X 

l+y1 

21 ' L g 1+^J * 21 g L 1 2 R c v wyyJ 

X X X X 

1 h ^cx 5,,, 
* 5 R B

 B 

XX 

yi 1 
g 

L g 1+y^ v q' g 
xx 

( i f g=12,13.22,23. aq=£; i f g=31.32 ,4 l , aq=2£) 

Qh L
 fi 1 + V P h 2 R g 1 

XX XX 
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( i f h=51, a =n+£, P=A; i f h=6l, a =n-£, P=A, 

i f h=71, a =n+£, P=B; i f h = 8 l , , a =£-n, P=B) 

;. . . = riil±vl . _v_int I, + _c_ h g, 
V L

 fi l+pj11 91 g R l i 
XX XX 

* These conditions imply 

Q 1+u ~ Q* 
h g v 1+p J llM - -

XX XX XX 

Cl 

Q 1+u ~ Q* 
8 - - - 2 g J B « . [—S.jt - ]» / | l r _ a _ ] 

n D X Ul H D 
XX XX XX 

: Q1 i*p- : Q* 
»ïi--[H!--r2-^r]«1«u /u-- i?-J 
1 1 H D V X yl iA H D 

XX XX XX XX 

Q» 1+u - Q* 

■ H D X yl *A H D 
XX XX XX XX 

W = 0 A = B = Ci = 0 

W, = 0 A' = B' = C! = 0 x i 

N = 0 ♦. = 0 x j 

N = 0 <t>' = 0 xy j 
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W = O A = B = C ± = O 

W, = O x A' = B' = C^ = O 

N = O 
x y >'. = O 

J 

u = O 1 tl f _ ± ü X X A I» » 
11 2 R S 

XX 

kil I 
21 

k h _xx 5,,, 
2 R j 

XX 

kil I 
g 

= O 

<MM = O 
>h' 

C2 

> " • = O 9± 

W = O A = B = C 1 = O 

W, = O x A' = B' = C' = O 

v = O k 11 - A _ XX 7 „ 
' i l " 2 R D

 A 
n 

XX 

kil _ — — X X = n 
21 " 2 R g 

xx 
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4>" = O g 

►h-° 

4»" = O 9i 

N = O ♦ = O x j 

Cl 

W = O A = B = C± = O 

W, = O x A' = B' = C| = O 

v = O > " 11 H L 2 R " xx XX A" I + P 2 yy K« £ï *n] nJ 

MI _ _L_ fi 2 5 B" — H Q.* * l 
P21 g L2 R yxx B l+p2 yy * V21J 

XX 

: H : 
fn = _ a» -J2L -1— $ 
g q g i*y2 g 

XX 

(if g=12,13.22,23. aq=£; 

if g-31.32.ifl. aq=2C) 

'" = -
h 

n _ 
9i 

H : 
a p g 1 ^ 2 *h < 

XX 

H : 

H 1 + »2 9 i 

4>. (if h-51.71. a =n+£; if h=6l,8l, a =£-n) 

xx 

http://g-31.32.ifl
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u = O 1+ViJ 11 2 R K A 11 H 
xx 

H 
xx 

... _ r2Ü±vl _ v 1 *z : , . 1 h j x ; » , 
91 L - n . , J * yoi o o _ D 
21 H 1+U 21 2 R 

xx 
H xx 

L - l+n1
 J q e g H q g 

xx 

( i f g=12,13 .22 ,23 , a =£. 

i f g=31 .32 ,4 l , aq=2e) 

h L g l + p 1
J q h 

xx 
( i f h=51 .7L ap=n+£; 

i f h = 6 l . 8 l , a =fi-n) 

9 i L
 fi 1+U^ 9 i 

xx 

SUMMETRY CONDITION 

W, = O A' = B' = C'. = O 
x 1 

N = O 4>' = O 
xy j 

u = O # A l t l _ i ü XX A.» » 
*11 " 2 R G n xx 

♦ A H . _ A il XX = M , 
*21 " 2 R g 

XX 

g 
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>-• = 0 

>$i = ° 

H = 0 * A1" ■ - 2 ? — ♦"' h 5 U 
xx 

« R i l t . . I 2 XX A H t 

" 2 h 5 *21 
XX 

C£' = 0 

* The solutions of these equations are 

A » 1 » _ D i l l - A M I _ A t t l _ (\ 

where i= l , 2 , 3 

j=ll ,12.13.21.22.23,31.32.41,51.61,71.81.91,92.93 

g=12.13,22,23,31.32.41 

h-51,61,71.81 

APPENDIX 6-D COEFFICIENTS OF EQUATION (6-3-8) 

% - ~ l K Ö Ï ~ ~2 »2 ^V' + I <52>' + \ ön.£ <53)1] " °3 5 
+ a45l " 2 V 2 -|a2(A')1} 

51 = " E 6n.£ K 6
3* " a2Öi S " \ Q2 52 Ö3 " °353 + ̂ V «6* 

52 " " Ê K 5 2 " I a26n.£(a3)l " a2 '^ï «352 + Vi" | «5* 
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h = - l [ - 2 6n,£ a2 52 53 3 

è4 = -? ( - \ « 2 <C£)«) 

where the coefficients a. (i=l,2,...,7) are 

al " 2c R l v " l+y1J Wxx 

h 
a2 = R 

3 R o 

y= ^ 

a5 = k a2 a4 e' 

a6 = - | a2 a4 n £ A1 

°7 2 R A 1 
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SUMMARY 

The main purpose of this thesis is to investigate the influence of the initial 
geometric imperfections and of the boundary conditions on the nonlinear vibra­
tion characteristics of thin cylindrical shells. The thesis consists of two 
parts. 

In the first part the nonlinear vibrations of imperfect thin-walled stiffened 
cylindrical shells with SS3 boundary conditions at both ends is considered, 
subjected to axial compression N and lateral excitation q. Both single and two 
modes initial geometric imperfection models are considered. One of the objec­
tives of this part is aimed at the study of the discrepancies existing in the 
previous investigations and to. obtain a reasonable explanation for them. Next 
the influence of geometric imperfections on the coupled mode response is studied 
where up to now no solutions are available. The Donnell type nonlinear differen­
tial equations for axially compressed stiffened shells with simply supported 
boundary conditions at the two ends are used. The 'smeared' theory is applied to 
treat stiffeners and rings. Galerkin's method and the method of averaging are 
employed in sequence to obtain a set of coupled nonlinear algebraic equations, 
from which the frequency-amplitude relationship can be obtained for various 
dampings, amplitudes of excitations and imperfections. The stability of solu­
tions is studied using the so-called method of slowly varying parameters. 

The second part of the thesis deals with the investigation of the influence of 
various boundary conditions on the nonlinear vibrations of imperfect cylindrical 
shells, which is the first step of the effort to study the effect of elastic 
boundary conditions on the nonlinear vibration of shells. The problem of deter­
mining the effects of elastic boundary conditions on the dynamic response cannot 
be avoided because in practical applications 'perfect' boundary conditions, for 
example the simply supported one, do not usually exist. In reality the boundary 
conditions are elastic or intermediate between the extreme of fixed and free. 
Once again the Donnell type nonlinear partial differential equations are 
employed. The procedure used in this part is an extension of the one used by 
Arbocz for the buckling problems in Ref. [76]. Proceeding as in part one the 
Donnell type equations are reduced to a set of nonlinear first order ordinary 
differential equations with two sets of boundary conditions. The resulting 2-
point nonlinear boundary value problem is solved by the numerical integration 
procedure called 'shooting method' yielding the frequency-amplitude relation­
ships and vibration modes for various boundary conditions. 
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SAMENVATTING 

Het hoofddoel van d i t proefschri f t i s de invloed van i n i t i ë l e geometrische 
imperfecties en de randvoorwaarden op de n i e t - l i n e a i r e t r i l l i n g s - k a r a k t e r i s -
t ieken van dunwandige cylindrische schalen te onderzoeken.Het proefschrift 
bestaat u i t 2 delen. 

In het e e r s t e deel worden de niet- l ineaire tri l l ingen beschouwd van imperfecte 
dunwandige verstijfde cylindrische schalen met SS3 randvoorwaarden op beide 
u i te inden, die aan een axiale drukbelast ing N-. onderworpen zijn en lateraal 
geexiteerd worden door een belasting q. Zowel enkele als gecombineerde i n i t i ë l e 
geometrische imperfectie vormen zijn beschouwd. Een van de doelstellingen van 
d i t gedeelte i s gericht op het onderzoek naar de verschillen die er bestaan in 
voorgaande onderzoeken en hiervoor een verklaring te vinden. Hierna wordt de 
invloed van geometrische imperfecties en de gekoppelde vorm responsie onder­
zocht. Hiervoor waren nog geen oplossingen gevonden. De niet-l ineaire Donnell 
differentiaal vergelijkingen voor axiaal belaste verstijfde schalen met schar­
nierend opgelegde randen b i j beide uiteinden zijn gebruikt. De "uitgesmeerde" 
theorie i s toegepast om de v e r s t i j vers en ringen te behandelen. De Galerkin 
methode en de middelwaarde (averaging) methode worden na elkaar gebruikt om een 
s te l gekoppelde niet-l ineaire algebraïsche vergelijkingen te krijgen, waaruit de 
frequency-amplitude relat ie voor verschillende dempingen, excitatie amplitudes 
en imperfecties zijn te verkrijgen. De s t a b i l i t e i t van de oplossing i s bestu­
deerd door gebruik te maken van de zogenoemde methode van langzaam varieerende 
parameters. 

Het tweede deel van dit proefschrift i s het onderzoek naar de invloed van ver­
schi l lende randvoorwaarden op de n i e t - l i n e a i r e t r i l l i n g e n van imperfecte 
cylindrische schalen, hetgeen de eerste stap i s van een poging om het effect van 
elastische randvoorwaarden op n i e t - l i n e a r e t r i l l i n g e n van schalen te onder­
zoeken. Het probleem van het bepalen van de effekten van elastische randvoor­
waarden op dynamische responsie kan niet voorkomen worden omdat in praktische 
toepassingen perfecte randvoorwaarden, b.v. scharnierende opleggingen, normaal 
niét voorkomen. In de praktijk zijn de randvoorwaarden e l a s t i s ch of z i t t en ze 
tussen het u i t e r s t e van ingeklemd en v r i j in. Opnieuw worden Donnell's niet-
l ineaire part iële differentiaal vergelijkingen gebruikt. De oplossingprocedure 
welke gebruikt wordt i s een uitbreiding van die welke Arbocz gebruikt voor de 
knikproblemen in Ref.(76). Op dezelfde wijze als in deel 1 zijn de Donnell ver­
geli jkingen te vereenvoudigen tot een set niet-l ineaire eerste orde differen­
t iaa l vergelijkingen met twee stelsels randvoorwaarden. Het resulterende n ie t -
l i n e a i r e 2-punt randwaarde probleem i s opgelost door gebruik te maken van de 
numerieke integratie methode genaamd "shooting methode', waardoor de frequency-
amplitude r e l a t i e s en de t r i l l i n g s vormen voor verschil lende randcondities 
verkregen worden. 
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