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1
INTRODUCTION

1.1. WHAT IS ACTIVE LEARNING?
The primary target of machine learning is to learn from existing examples and discover
general hidden patterns which can be used to evaluate the unseen future objects. When
it comes to the input of machine learning algorithms, usually called training data, one
important concern is whether these training data points are labeled, i.e., each sample
has corresponding output variables such as class label or other meaningful tags. The
majority of machine learning algorithms are supervised learning methods, where all the
training samples are labeled [1, 2]. On the contrary, there also exists many unsupervised
learning algorithms in which the input data are totally unlabeled [3]. A special case is
semi-supervised learning, where a training set typically consists of a limited number of
labeled data and a large amount of unlabeled data [4].

In many real-world applications, to obtain satisfactory classification or regression
performance, we, in general, first categorize a subset of training data available and then
apply supervised machine learning models. However, categorizing a large amount of
data is usually time-consuming and expensive. Examples of such challenging labeling
tasks are:

• Medical image annotations. In the field of medical image analysis, various anno-
tation tasks have to be conducted by specialists that are highly trained in a par-
ticular branch of medicine. Hiring these medical experts for annotation is very
expensive, especially when the manual annotations take a long time. For example,
Kohli et al. [5] show several practical issues of collecting and annotating medical
imaging data, which indicates that currently labeling medical images is costly and
difficult.

• Large-scale visual database annotations. For some large-scale visual datasets which
generally contains a large number of different categories, it is very difficult to con-
duct manual annotation since human experts have to choose one class label from
hundreds of candidates. For example, the ImageNet database [6] contains more

1
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than 1000 categories and over 14 million images. This situation is even worse
when human annotators are asked to also provide the exact position of objects
like bounding box, e.g. the Youtube-BoundingBoxes dataset [7] consists of about
380,000 videos and 5.6 million bounding boxes.

In these fields where data is abundant but labels are expensive to obtain, it is partic-
ularly valuable if we can carefully choose the most useful instances that are to be labeled
instead of just randomly selecting a subset of unlabeled instances. Active learning tech-
niques have been proposed to tackle the labeling challenge by selectively querying use-
ful instances for human annotation to achieve similar performance with as few labeled
instances as possible. The key hypothesis is that if an active learner can freely choose
which instance to query and can learn from the feedback (i.e., usually the true label, ob-
tained from an oracle, e.g. a human expert), it can achieve a good learning performance
with less labeled data.

Active learning has been applied to a large number of real-world applications, e.g.
image classification [8–14], image retrieval [15–17], remote sensing [18–22], text catego-
rization [23–26], named entity recognition [27, 28], natural language processing [29–31],
and recommender systems [32–35]. The aforementioned works have verified that active
learning can indeed reduce the labeling cost.

Generally speaking, there are two different scenarios for active learning, depending
on how the unlabeled instances are posed to the active learning algorithms [36].

• Pool-based active learning. It assumes that a large pool of unlabeled instances is
given in advance. An active learner is required to select a single instance or a batch
of instances from the unlabeled pool in each iteration, and the chosen samples will
be categorized by a human annotator and added into the labeled data set. Figure
1.1 illustrates an example of pool-based active learning.

• Stream-based active learning. In this scenario, the unlabeled instances are sam-
pled from an underlying data distribution. Typically, the unlabeled instances are
queried one by one and active learning algorithms have to decide whether or not
to ask a human expert to label it. This setting is preferred in many real-world ap-
plications that data is presented in a stream, such as in visual surveillance tasks
[37], or spam filtering [38].

An advantage of stream-based strategies over pool-based ones is its computational
efficiency: there is no need to go through the data pool to query the best sample. But the
price of high efficiency is a weaker performance: Ganti and Gray [39] found that stream-
based active learning algorithms are likely to perform worse than pool-based methods,
for instance, more data points are queried for human annotation in the stream-based
setting than that in the pool-based setting. One reason is that in the stream-based set-
ting, active learning algorithms can not go through all the unlabeled data to select the
most useful samples. It is likely that before the most informative samples are presented
in a stream, the annotation budget is already finished. Most active learning algorithms
focus on the pool-based scenario [11, 15, 24, 40–46]. In this thesis, we mainly concen-
trate on exploring new strategies for this setting as well.
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Figure 1.1: Illustration of pool-based active learning. Based on the already labeled data the active learner picks
several samples to be annotated from a set of unlabeled samples and asks the oracle (human annotator) to
label those. This can be repeated multiple times.

In the remainder of this chapter, we first provide a brief overview of various active
learning strategies in the literature, followed by a summary of the contributions of this
thesis. Overviews, reviews, and surveys of active learning can be found in the following
list of works: [36, 47–51].

1.2. GENERAL ACTIVE LEARNING STRATEGIES
The core of active learning algorithms is the selection criterion which measures the use-
fulness of unlabeled instances, i.e. for which instances information about the label would
result in the largest improvement for the classifier to be built. Generally speaking, active
learning methods can be roughly divided into two categories: label-free and label-based
approaches, depending on whether these active learning algorithms make use of the
true label information obtained from human experts or not. The vast majority of active
learning algorithms belong to the label-based category, where the true labels of selected
instances must be obtained to choose the subsequent queries.

1.2.1. LABEL-FREE ACTIVE LEARNING
As label-free approaches do not use label information for selecting instances, they can
also be seen as unsupervised active learning approaches. Some examples are: optimal
experimental design based methods [26, 52–54], dissimilarity-based approaches [55],
and density or diversity-based methods [41, 56].

Experimental design methods: Optimal experimental design approaches select the



1

4 1. INTRODUCTION

most representative samples by minimizing some criteria of a statistical model. For ex-
ample, Yu et al. [52] proposed the so-called transductive experimental design (TED) that
selects representative instances by minimizing the expected predictive variance on unla-
beled data. Cai and He [26] argued that TED fails to consider the manifold structure and
proposed to add a manifold regularizer to TED to capture the local geometry of the data.
Similar to Cai and He [26], He et al. [57] utilized a graph Laplacian regularizer to preserve
the intrinsic geometry of the pool of data. As TED can be transformed to a kernelized
version, Wang et al. [58] proposed a learned kernel to TED via multiple kernel learning
[59]. To further increase the diversity of selected instances by TED, Shi and Shen [60]
added a diversity regularizer to TED. There are also two graph-based variance minimiza-
tion methods [53, 54]. The difference between these two methods and TED is that they
minimize the predictive variance of a Gaussian random field while TED minimizes the
predictive variance of regularized least squares.

Dissimilarity-based methods: Another category of label-free methods is the dissimilarity-
based methods. For instance, Elhamifar et al. [55] proposed a dissimilarity-based tech-
nique which chooses representative samples by minimizing the dissimilarity between
the selected instances and all data in the pool.

Diversity/density-based methods: Other alternatives propose to select diverse in-
stances which are far from already labeled instances. One example is Kernel Farthest-
First (KFF) [41], which selects the samples that are farthest from currently labeled data.
Hu et al. [56] considered not only how far the sample is from labeled data (what they
refer to as diversity) but also whether the sample is located in a dense region (what they
refer to as density).

The advantage of label-free approaches over label-based methods is that they can act
independently from the true labels such that all the instances to be labeled can be deter-
mined in advance. This means that human experts are not required to be present during
the process of selecting instances. They can more freely decide when to carry out the an-
notation task. However, this also means that these label-free active learning algorithms
only concentrate on exploration by sampling representative instances and cannot con-
sider exploitation, i.e. selecting instances to refine the classification boundary. Brinker
[61] found that these pure exploration based methods performed well in the very early
stage but failed to outperform exploitation-based models in the later stage.

1.2.2. LABEL-BASED ACTIVE LEARNING

Most active learning algorithms exploit the true labels provided by the oracle and decide
which instance to query by training on currently labeled data. The received label infor-
mation will have an influence on which instance to select. Depending on the number
of selected instances in each iteration, label-based active learning can also be catego-
rized into two classes. The first one is myopic active learning, where a single instance
is queried at a time. The other one is batch mode active learning in which a batch of
samples is selected and labeled simultaneously. Normally, the batch size is equal to
or greater than 2, which means that the correlation and redundancy between selected
samples should be taken into consideration. We start with an overview of existing my-
opic active learning algorithms, followed by a short survey of batch mode active learning
methods.
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MYOPIC ACTIVE LEARNING

Extensive studies have been undertaken for myopic active learning. Here we classify
existing myopic active learning into the following categories according to the criteria
which are used to measure the usefulness of unlabeled samples.

Query-by-committee methods: Seung et al. [62] first proposed the so-called query
by committee (QBC) technique. QBC constructs a committee which consists of a num-
ber of different models. Each committee member can vote on the labeling of unlabeled
instances. The instance which causes greatest disagreement within the committee will
be selected for annotation. For exemplified in Figure 1.2a, if an instance is classified as
positive by half of committee members and is categorized as negative by the other half,
the committee is most uncertain on the label of this sample. Hence getting information
about its label will reduce the uncertainty of the classifier most. Several variants of QBC
have been proposed with respects to two aspects: how to generate the committee and
how to measure the disagreement. Seung et al. [62] used Gibbs sampling to generate
hypotheses which are consistent with currently labeled data. Mamitsuka [63] proposed
two variants, Query by Bagging and Query by Boosting, which employ the bagging tech-
nique [64] and AdaBoost algorithm [65] to construct committees, respectively. McCal-
lum and Nigam [23] trained the classifiers on the same training data but with different
parameters. Melville and Mooney [66] generated artificial training data to obtain diverse
committee members. There are also some methods which split the feature space to gen-
erate different models [15, 67]. In [68], the committee members are the learning models
that are trained on currently labeled data and an additional unlabeled instance asso-
ciated with a possible label. As measure of disagreement, vote entropy [69], Kullback-
Leibler (KL) divergence [23], and Jensen-Shannon divergence [70] have been proposed.
The variance of class probability can also be used to estimate the disagreement [71].

Uncertainty sampling methods: Another popular active learning method is uncer-
tainty sampling. The main idea is that we should query the instance that lies closest to
the decision boundary as knowledge about its label will help us most to refine the deci-
sion boundary. There are many different ways to define “uncertainty”, such as the least
confidence [72], the entropy [73], the smallest margin [9, 74], the nearest distance to the
decision boundary [24]. The last criterion is illustrated in Figure 1.2b. It first trains SVMs
on currently labeled data and then selects instances which are nearest to the decision
boundary. Querying those instances helps us the most ot obtain information about the
true decision boundary according to this criterion.

Expected error reduction methods: The motivation of expected error reduction (EER)
is to select samples which can reduce the future generalization error once labeled. Since
the future test data is not available, Roy and Mccallum [40] used the expected error on the
remaining unlabeled instances as an approximation of the generalization error. An opti-
mistic variant of EER was proposed by Guo and Greiner [75], who consider the minimal
error that can be obtained instead of the expected error. One issue of EER approaches
is that the estimated error is an approximated error of the future error. This approx-
imated error may be distant from the true one, especially when the number of labeled
instances is limited such that a reliable learning model can not be obtained. Inaccurately
estimated error would mislead us to select uninformative samples.

Expected variance reduction methods: Schein and Ungar [76] proposed a technique
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Labeled instances
Unlabeled instances
Next queried instance

1

3

2

(a) Query-by-committee. Three straight lines represent three different clas-
sifiers, which are on behalf of three committee members. The yellow triangle
point is chosen since it causes the maximum disagreement among three com-
mittee members.

Labeled instances
Unlabeled instances
Next queried instance

Decision boundary

(b) Uncertainty sampling based on SVMs. Labeling the yellow point can help
us refine the classifier to the utmost extent.

Labeled instances
Unlabeled instances
Next queried instance

!

B

(c) Density/diversity based methods. The instance A is selected as the next
queried instance, though it is less uncertain than the instance B. The reason is
that the instance A is representative of other unlabeled instances.

Figure 1.2: Illustration of three types of active learning algorithms. One square and circle represent the labeled
instances from two classes while one triangle represents an unlabeled instance.
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called Expected Variance Reduction (EVR). Instead of minimizing the future generaliza-
tion error like EER, EVR selects the sample that can reduce the expected variance of the
model’s output. A disadvantages of EVR is that it suffers from a very high computational
complexity, which makes it impractical on large-scale datasets.

Maximum model change methods: Another approach is to select the instance which
can cause maximum change of the current learning model once added to the training
set. The intuition is that if one instance can impart greatest changes to the model, this
instance is more informative than other instances. Settles et al. [77] selected the instance
which results in the maximum gradient of the objective function once labeled. Freytag
et al. [78, 79] proposed several approaches to efficiently calculate the expected model
changes for Gaussian process regression models. Similarly, Cai et al. [45] approximated
the model change with the expected gradient of the empirical risk when a new sample
is annotated and adapted their principle to two popular classifiers, SVM and logistic re-
gression.

Minimum loss increase methods: These methods directly measure the loss function
of some learning models (e.g. SVM and logistic regression) when a new instance is to be
labeled. They will query the sample which is most likely to result in a minimum increase
of the loss. This idea was first proposed by Hoi et al. [80], who presented a technique
called min-max view active learning since it considers the worst-case scenario. Their
technique proposed to query the instance that leads to the smallest value of the objec-
tive function of SVMs. Yang and Loog [81] considered a variant of this method for logistic
regression. Huang et al. [82] presented the so-called QUIRE method which shares a sim-
ilar idea with [80]. The key difference is that QUIRE considers a regularized least square
model.

Density/diversity based methods: There are many works which incorporate a den-
sity or diversity measure into active learning [11, 25, 27, 83–86]. The intuition behind
using a density measure is that active learning should select the samples which are lo-
cated in dense regions of the input space. The diverseness principle expresses that the
queried samples should be different from each other, i.e. the redundancy between se-
lected data should be small. Many studies try to combine the density or diversity mea-
sure with some uncertainty measures. This combination is usually implemented by us-
ing a weighted sum or weighted product. For example, Settles and Craven [84] proposed
a density-weighted technique where the density is measured by the overall similarity be-
tween queried instance and all remaining unlabeled instances. Their method calculated
a weighted product of their density criterion and an entropy criterion. Zhu et al. [25, 87]
proposed to combine uncertainty and density, in which the density is measured based
on the cosine similarity. Gu et al. [85] presented a technique that jointly maximizes the
density and minimizes the redundancy (in other words, enhances the diversity). Fig-
ure 1.2c gives an example of density/diversity based methods. The unlabeled point B is
closer to the decision boundary than point A, which means that B is more uncertain than
A. However, this algorithm chooses to label point A because querying A is likely to give
us more information about the labels of the remaining unlabeled instances.

Disagreement-based methods: The aforementioned strategies are built based on a
variety of heuristics. Though they empirically perform well in many real-world applica-
tions, most of them do not have any theoretical guarantee on their performance. There is



1

8 1. INTRODUCTION

a particular active learning technique, called disagreement-based active learning, which
behaviour has been theoretically analyzed in various settings. It was first studied by
Cohn et al. [88] in the realizable scenario where the data is linearly separable. The idea is
that we maintain a set of candidate hypotheses that are consistent with all labels revealed
so far, check the unlabeled instances one by one, and select the instances whose labels
cause disagreements among at least two hypotheses. Balcan et al. [89] extended that
method to the agnostic scenario in which label noise and model misspecification exist.
There are a series of variants of disagreement-based methods that provided theoretical
guarantees under various conditions [90–96]. Generally, we see an apparent divide be-
tween heuristics-based active learning algorithms and the theoretical ones: the former
depicts promising empirical performance without any mathematical guarantee whereas
the latter has solid theoretical guarantees without empirical evidences that show it works
well in practice. Finding concrete directions toward bridging this divide can lead to a
deeper understanding of how to design good active learning strategies, theoretically and
practically.

BATCH MODE ACTIVE LEARNING

The advantage of batch mode active learning over myopic active learning is that it does
not need to train the model many times during a single selection step and is more suit-
able on some parallel labeling platforms. However, there also exists several challenges
for batch mode active learning. The first one is that selecting k samples from a pool of n
instances may lead to computational complications as the number of possible choices
can be very large. The second challenge lies in the formulation of an appropriate crite-
rion to measure the overall information carried by a batch of samples. Brinker [61] found
that simply using a myopic selection criterion often leads to poor performance since it
disregards the redundancy among selected instances.

Existing batch mode active learning algorithms can be roughly divided into three
categories: clustering-based methods, exploration-exploitation approaches, and the re-
maining algorithms which formulate batch selection as some combinatorial optimiza-
tion problems.

Clustering-based methods: Clustering-based methods typically first select the top
m instances (m > k), based for instance on some myopic criterion. Then they partition
these candidates into k clusters and eventually choose one instance from each cluster
[97, 98]. Figure 1.3 illustrates the main idea of these approaches (the batch size k = 2). In
this example, m = 13 unlabeled instances are selected based on the uncertainty scores
and are divided into two clusters. The instance which is near to the centroid of one
cluster is queried for labeling. A shortcoming of these approaches is that their perfor-
mances are sensitive to the parameter m, which is hard to set. For instance, in Figure
1.3, there is a cluster of unlabeled instances at the upper right corner that are not se-
lected for clustering. Including these instance for clustering is likely to change the result
of batch selection.

Exploitation-exploration methods: The second class of methods first balances a
measure of exploitation (i.e. uncertainty) and a measure of exploration (e.g. diversity
or density) via a trade-off parameter and then selects the top k instances based on the
combined criterion [44, 46, 47, 61, 80, 99–103]. For example, Yang et al. [101] proposed
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Labeled instances
Unlabeled instances
Next queried instance

Figure 1.3: Clustering-based batch mode active learning with a batch size k = 2.

a multi-class batch mode active learning by combining uncertainty and diversity with a
trade-off parameter. Similarly, Chakraborty et al. [44] proposed to select a batch of sam-
ples which are highly uncertain and have minimal redundancy among each other. The
key differences among these approaches are the criteria used to evaluate the exploitation
and exploration. They share a common weakness: their performances are very sensitive
to the choice of the trade-off parameter. How to set this parameter is a challenge referred
to as the exploration-exploitation dilemma [104–106].

Combinatorial optimization methods: The third class is composed of various ap-
proaches which deal with batch selection using some, more or less, sophisticated op-
timization techniques [13, 107–110]. For example, Hoi et al. [13] extended the work of
Zhang and Oles [111] to the batch mode setting and solved the combinatorial optimiza-
tion problem by using a greedy algorithm. Guo [108] put forward an NP-hard combina-
torial optimization problem to query a batch of examples. Chen and Krause [109] viewed
the batch selection as an adaptive submodular problem and proposed a greedy solution.
The drawback of these algorithms is that they usually rely on a relaxation of the actual
problem and will typically converge only to a local optimum.

Some of the aforementioned works are specifically designed for one particular clas-
sifier. The methods in [11, 107, 112] use logistic regression for instance, while the ap-
proaches in [61, 80] employ SVMs. Since deep convolutional neural networks (CNN)
[113] have attracted much attention in recent years, many efforts have been devoted to
combining active learning and CNNs in the batch mode setting. The reason of only batch
mode setting being considered is that training the CNNs is usually time-consuming and
batch selection can save training cost. Stanitsas et al. [114] investigated several active
learning strategies for actively selecting samples to train CNN models. Wang et al. [115]
proposed to use a self-labeling strategy which presents pseudo labels to high confidence
samples and used pseudo-annotated samples to jointly fine-tune the CNN models. Fi-
nally, they applied uncertainty sampling techniques to choose the top k instances. Sener
and Savarese [116] formulated active learning as a core-set selection problem based on
the extracted features by using CNN models. Yang et al. [117] first selected top m (m > k)
instances based on the uncertainty scores and then chose the most representative in-
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stances by solving an approximated maximum set cover problem.
Several approaches have been proposed to integrate deep transfer learning with ac-

tive learning [118–120]. For example, two active selection criteria, uncertainty and diver-
sity, are combined to select samples for fine-tuning deep neural networks [119]. Huang
et al. [120] proposed a new active learning criterion called distinctiveness and further
combined distinctiveness and uncertainty for sample selection. Also meta-learning is
combined with active learning by learning an active learner [121–123]. For example,
Contardo et al. [121] proposed to learn the label acquisition strategy using bi-directional
recurrent networks and selected all the required samples in a single step. Bachman
et al. [122] learned effective active learning algorithms in an end-to-end fashion for pool-
based setting while Woodward and Finn [123] focused on the setting where a stream of
samples come one after the other.

1.3. CONTRIBUTIONS
This thesis focuses on pool-based active learning, especially for classification tasks. Our
main contributions are providing a benchmark and comparison of current active learn-
ing algorithms, proposing new myopic and (single) batch mode active learning strate-
gies, and investigating how to efficiently construct an initial labeled subset. In the re-
mainder of this section, I provide a more detailed overview of the individual chapters.

In Chapter 2, we provide a comparison of state-of-the-art active learning algorithms
on the basis of a logistic regression classifier and explicate the links and relationships
between methods. Specifically, a preference map is proposed to reveal characteristic
similarities and differences of compared methods. A fair and comprehensive compari-
son of the empirical performance of these active learning methods is conducted on three
synthetic datasets and 44 real-world datasets. We find that uncertainty sampling, one of
the earliest and simplest suggested active learning methods, performs exceptionally well
in comparison with other supposedly more sophisticated algorithms.

Motivated by the fact that many active learning algorithms fail to outperform uncer-
tainty sampling, we focus on investigating new myopic active learning strategies which
can perform better than the current state of the art in Chapters 3 and 4. These two chap-
ters concentrate on retraining-based active learning methods which estimate the use-
fulness of an instance by adding it to the training set and examining its influence to the
current model. Since the true label of the selected instance is unknown before query-
ing a human expert, existing retraining-based methods resort to calculating either the
average-case [40] or worst-case criteria [80] with respect to the unknown label. Chapter
3 proposes a new technique which uses the uncertainty information (measured by the
estimated posterior probabilities) to address the problem of not knowing the true labels.
In particular, this technique estimates the usefulness of unlabeled instances by incor-
porating uncertainty sampling with retraining-based algorithms. We employ this new
technique on two state-of-the-art retraining-based models and verify its effectiveness.

Chapter 4 proposes a new myopic active learning method which measures the use-
fulness of unlabeled data according to the predictive variance. The idea is that an in-
stance has a large uncertainty if its posterior probability is very susceptible to the vari-
ations of input training data and possible labelings. More specifically, we keep track of
the estimated probability of each unlabeled instance during the retraining procedure.
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Two types of variance are exploited to measure the informativeness and representative-
ness of unlabeled instances. The proposed method clearly improves upon uncertainty
sampling and other state-of-the-art algorithms in both binary and multi-class tasks.

Different from previous chapters which focus on myopic active learning, Chapter
5 turns to batch mode active learning. We consider the scenario in which human an-
notators are not readily available during the active selection procedure. Therefore, a
single shot setting is studied: all the required instances should be selected in one pass.
The challenge is that no human annotation can be exploited during the selection pro-
cess. We turn the single shot selection into a sequential selection by substituting the
human annotator for multiple pseudo annotators. These pseudo annotators uniformly
and randomly annotate queried samples, which urges standard active learners to ex-
plore. Furthermore, the exploratory behavior is promoted by selecting the most repre-
sentative sample via minimizing nearest neighbor distance between unlabeled data and
queried data.

Chapter 6 studies a practical issue for myopic and batch mode active learning: how
to initialize active learning algorithms. That is finding a set of labeled samples which
contains at least one instance from each class. The goal is to construct such an initial
set with as few annotations as possible. Some previous methods which can be used for
the initialization problem are revisited and compared with our proposed criterion, the
Nearest Neighbor Criterion. Our method sequentially queries the most representative
instance from unlabeled data such that the overall distance between queried data and
unlabeled data achieves a minimum value. Our method can be seen as a deterministic
greedy clustering method, which can find the representative samples in an efficient way.
Experiments on various test sets show that the number of queried samples obtained by
our method is much less than that of other compared algorithms.





2
A BENCHMARK AND COMPARISON

OF ACTIVE LEARNING FOR

LOGISTIC REGRESSION

Logistic regression is by far the most widely used classifier in real-world applications. In
this chapter, we benchmark the state-of-the-art active learning methods for logistic regres-
sion and discuss and illustrate their underlying characteristics. Experiments are carried
out on three synthetic datasets and 44 real-world datasets, providing insight into the be-
haviors of these active learning methods with respect to the area of the learning curve
(which plots classification accuracy as a function of the number of queried examples) and
their computational costs. Surprisingly, one of the earliest and simplest suggested active
learning methods, i.e., uncertainty sampling, performs exceptionally well overall. Another
remarkable finding is that random sampling, which is the rudimentary baseline to im-
prove upon, is not overwhelmed by individual active learning techniques in many cases.

This chapter is published as:
Yazhou Yang, and Marco Loog.“A Benchmark and Comparison of Active Learning for Logistic Regression.” Pat-
tern Recognition 83C (2018) pp. 401-415.
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2.1. INTRODUCTION
In practice, it is easy to acquire a large amount of data, yet difficult, time-consuming,
and expensive to label data since human experts are usually involved [36]. For instance,
collecting millions of images from Google is not that difficult, while categorizing these
images may need a lot of manpower and other resources. Active learning addresses this
challenge by selecting the most valuable subset from the whole data set for human an-
notation. Many research studies have demonstrated that active learning is effective in
maintaining good performance while reducing the overall labeling effort over a diverse
range of applications, such as text categorization [24, 26], medical image classification
[13, 14], remote sensing [19, 20, 22], image retrieval [15–17] and natural language pro-
cessing [30].

To choose the most informative subset, it is of vital importance to choose an appro-
priate criterion which measures the usefulness of unlabeled instances. Most commonly
used criteria in active learning include query-by-committee [62], uncertainty sampling
[24], expected error minimization [40, 75, 124], and variance reduction [52, 76, 111], vari-
ance maximization [125], maximum model change [45, 77, 79, 126] and the “min-max”
view active learning [80, 82]. They are derived from diverse heuristics and classifier de-
pendent. Some of them are specifically designed for one particular classifier, e.g. the
simple margin criterion for support vector machines [24], while others can be adapted
to different types of classifiers, e.g. expected error reduction for logistic regression and
naive Bayes [40].

In this work, we benchmark the state-of-the-art active learning algorithms built on
logistic regression. Logistic regression is chosen because it is the most widely applied
classifier in general and especially outside of machine learning in the applied sciences1.
In addition, it is also used by most active learners (see, for instance, [13, 43, 75, 76,
107, 112, 127–130]). In part, the latter is because logistic regression readily provides
an estimate of the posterior class probability, which is often exploited in active learn-
ing. In the binary classification setting, logistic regression models a posterior probabil-

ity P (yi |xi ) = 1/(1+ exp−yi wT xi ), where xi ∈ Rd is a training feature vector labeled with
yi ∈ {+1,−1} and w is the d-dimensional parameter vector that is determined at training
time. During training, we minimize the log-likelihood of the training data L to learn the
model parameter w as follows:

min
w

λ

2
‖w‖2 + ∑

xi∈L

log(1+exp−yi wT xi ) (2.1)

where ‖w‖2 is a regularization term for which λ controls its influence.
All in all, we study six different categories of active learning algorithms in which nine

active learners are compared in an extensive benchmark study. Our work differs from
two relevant earlier surveys on active learning [36, 49] in two important respects: (1) our
work constructs extensive experiments to investigate the empirical behaviors of these
active learning algorithms while these two surveys do not compare the performance of

1An advanced search on www.nature.com on October 1, 2017, gives us, for example, 1,126 hits for “support
vector machine”, 6,182 for “nearest neighbor” (containing more hits than just to the classifier), 1,231 for “LDA”,
and 14,715 for “logistic regression”. Other classifiers are retrieved even less often.
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different methods; (2) our paper presents a detailed summary of the active learning algo-
rithms on the basis of logistic regression classifier because of its popularity while these
two surveys offer an overview of existing active learning algorithms without specifying a
type of classifiers. We believe that an empirical comparison can lead to a better under-
standing of the characteristics of active learning algorithms and provide guidance to the
practitioner to choose a proper active learning algorithm. We should also mention the
work by Schein and Ungar [76] here, that already provided an evaluation of active learn-
ing methods using logistic regression. In this chapter, however, we compare some new
methods, which appeared only recently [11, 45, 82], and we generally provide a fair and
comprehensive comparison with much more extensively conducted experiments. We
also investigate how active learning algorithms generally perform in comparison to ran-
dom sampling, and point out the underlying relationships among the compared meth-
ods. The computational cost of each method is also evaluated.

In this chapter, we focus on the pool-based setting, where few labeled samples and a
large pool of unlabeled samples are available [36]. We consider the myopic active learn-
ing which assumes that a single unlabeled instance is queried at a time. Batch mode
active learning, which selects a batch of examples simultaneously, is not considered in
this work and we refer to [13, 107, 131–134] for further background of typical approaches.

The main contributions of this work can be summarized as follows:

• A review of the state-of-the-art active learning algorithms built on logistic regres-
sion is presented, in which links and relationships between methods are expli-
cated;

• A preference map is proposed to reveal characteristic similarities and differences
of the selection locations in 2D problems;

• Extensive experiments on 44 real-world datasets and three artificial sets are carried
out;

• Insight is provided for the behaviors of classification performance and computa-
tional cost.

2.1.1. OUTLINE
The remainder of this chapter is organized as follows. Section 2.2 describes the gen-
eral procedure of active learning and reviews the various approaches to active learning
built on logistic regression. At the same time it sketches the relationships among dif-
ferent methods. Extensive experimental results on synthetic and real-world datasets are
given in Section 2.3. The experimental setup is described and the outcomes are reported.
More importantly, it provides an extensive discussion of the findings and aims to criti-
cally evaluate these compared methods. Section 2.4 concludes our work.

2.2. ACTIVE LEARNING STRATEGIES AND METHODS
For myopic active learning in the pool-based scenario, we assume that a small set of la-

beled instances with a large pool of unlabeled samples are available. Let L = {
(xi , yi )

}l
i=1

represent the training data set that consists of l labeled instances and let U be the pool
of unlabeled instances

{
xi

}n
i=l+1. Each xi ∈ Rd is a d-dimensional feature vector and

yi ∈ C is the class label of xi . In this work we restrict ourselves to binary classification,
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which does not pose any essential limitation. For this reason, C is simply taken to be
the set {+1,−1}. The active learner will select an instance x∗ from the unlabeled pool
based on its measure of utility, obtain the corresponding label y∗ by manual annotation
and extend the training set with the new labeled sample L = L ∪ (x∗, y∗). The whole
procedure is repeated until some stopping criteria are satisfied.

The remaining part of this section presents six different categories of active learn-
ing algorithms built on logistic regression, i.e., uncertainty sampling, error reduction,
variance reduction, minimum loss increase, maximum model change and an adaptive
approach, one per subsection. As also shown in Fig 2.1, nine different active learners
which relate to the above six categories are used in our benchmark and comparison.

Active
Learning

Error Reduction

Variance Reduction

Maximum Error Reduction

Combined Error Reduction

Expected Error Reduction

Expected Variance Reduction

Fisher Information

Adaptive Approach Adaptive Active Learning

Maximum Model Change Maximum Model Change

Minimum Loss Increase Minimum Loss Increase

Uncertainty Sampling Maximum Entropy

Figure 2.1: Nine active learners from six different categories are used in our comparison.

2.2.1. UNCERTAINTY SAMPLING
Uncertainty sampling, which selects the instances for which the current classifier is least
certain, is a widely used active learning method [36, 73]. Querying these least certain
instances can help the model refine the decision boundary. Intuitively, the distances
between unlabeled instances and the decision boundary can be measures of the un-
certainty. Tong and Koller [24] proposed a simple margin approach which queries the
instance closest to the decision boundary.

Entropy is a different and more widely used general measure of uncertainty [135].
Entropy-based approaches query the instances with maximum entropy:

x∗ = argmax
x∈U

− ∑
y∈C

PL (y |x) logPL (y |x) (2.2)

where PL (y |x) is the conditional probability of y given x according to a logistic classifier
trained on L . This method is called ENTROPY for short. It calculates the entropy of



2.2. ACTIVE LEARNING STRATEGIES AND METHODS

2

17

each x ∈U and selects the instance x∗ which has maximum entropy. It can be used with
any classifier that produces probabilistic outputs. For binary classification, ENTROPY is
equivalent to the simple margin approach [24].

One of the main risks of such uncertainty sampling based approaches lies in the fact
that, due to a lack of exploration, they can get stuck at suboptimal solutions, continu-
ously selecting instances which do not improve the current classifier at all [82].

2.2.2. ERROR REDUCTION
Error reduction approaches are another type of popular active learning methods [40, 75,
107, 124]. These approaches attempt to measure how much the generalization error is
likely to be reduced when adding one new instance into the labeled dataset. Though one
does not have direct access to the future test data, Roy and Mccallum [40] proposed to
estimate the expected error rate over the unlabeled examples under the assumption that
the unlabeled data is representative of the test data. In other words, the unlabeled pool
can be viewed as a validation set. Roy and Mccallum proposed to estimate the expected
error using expected log-loss or 0-1 loss. For the former, which we consider in our work,
the following objective is considered:

x∗ = argmin
x∈U

∑
y∈C

PL (y |x)

− ∑
xi∈U

∑
yi∈C

PL + (yi |xi ) logPL + (yi |xi )

 (2.3)

Here, L + = L ∪ (x, y) indicates that the selected instance x is labeled y and added to
the labeled dataset L . We refer to this method as Expected Error Reduction (EER) in this
chapter. The first term PL (y |x) is the posterior probability of y given x trained on the
labeled dataset L .

However, since using the labeled data L , which is typically of small size, can re-
sult in a bad classifier, PL (y |x) may not be estimated very adequately [75]. To avoid
problems with such misspecifications, Guo and Greiner [75] proposed an optimistic or,
equivalently, maximum error reduction approach (called MAXER in this chapter), which
estimates the best-case error reduction, without considering PL (y |x). MAXER considers
the following objective instead:

x∗ = argmin
x∈U

min
y∈C

− ∑
xi∈U

∑
yi∈C

PL + (yi |xi ) logPL + (yi |xi )

 (2.4)

Note that the error reduction approaches above only take the unlabeled data into
consideration when estimating the future error. To obtain better generalization perfor-
mance, it has been suggested to compute the loss both over the training set L and over
the unlabeled set U . This idea was proposed in [136] for semi-supervised learning, while
Guo and Schuurmans [107] extended it to the batch mode active learning. Focusing on
the myopic setting, one can adopt the related criterion as follows:

x∗ = argmin
x∈U

min
y∈C

− ∑
x j ∈L +

logPL + (y j |x j )−α ∑
xi∈U \x

∑
yi∈C

PL + (yi |xi ) logPL + (yi |xi )


(2.5)
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where α is a trade-off parameter used to adjust the importance of loss over labeled and
unlabeled data. We name this combined approach CEER in this chapter.

One general, potential disadvantage of error reduction approaches is the high com-
putational cost [36]. Each time a new queried instance x with its label y is added to the
training dataset, we need to retrain the classifier to get the new posterior probabilities
PL + (yi |xi ). This retraining step may amount to great computational efforts.

2.2.3. VARIANCE REDUCTION
Optimal experimental design, which attempts to minimize particular statistical criteria
with the aim of saving in sampling cost, is an approach that has been classically used
in the design of linear regression experiments [52, 137, 138]. A-optimality, which is one
of the classic, commonly used measures, is the trace of the inverse of the information
matrix [137]. Minimizing A-optimality can also be seen as reducing the average variance
of the estimates of model parameters and therefore is wildly practised in active learning
[13, 76, 111].

In the binary classification setting, regarding regularized logistic regression, the Fisher
information matrix over the unlabeled pool U is defined as IU (w) = 1

|U |
∑

i∈U σi (1−
σi )xi xT

i +λId where σi = σ(wT xi ) = 1/(1+ exp(−wT xi )) is the posterior probability of
P (y = 1|xi ), and Id is the identity matrix of size d × d . Zhang and Oles [111] utilized
A-optimal design to minimize the Fisher information ratio between IU (ŵ) and Ix (ŵ):

x∗ = argmin
x∈U

tr(Ix (ŵ)−1IU (ŵ)) (2.6)

where Ix (ŵ) =σi (1−σi )xi xT
i +λId and ŵ is the maximum likelihood estimator. The en-

tity IU (ŵ) can be interpreted as the variance of model output with respect to unlabeled
data U , and Ix (ŵ)−1IU (ŵ) can be viewed as the future output variance once x has been
labeled. The criterion suggested selects unlabeled examples that minimize the Fisher in-
formation ratio or, equivalently, reduce the future variance. We call this approach Fisher
information variance reduction (FIVR) in this chapter. Hoi et al. [13] exploited the same
idea as in [111] and extended it to the batch mode setting. When the batch size is set to
one, Hoi’s method is identical to FIVR apart from some approximations introduced for
dealing with the batch setting.

Schein and Ungar [76] proposed a similar A-optimal active learning method based
on logistic regression. In doing so, one can define the Fisher information matrix over the
training data L as F = 1

l

∑
i∈L σi (1−σi )xi xT

i +λId . Schein proposed to minimize the

variance of the estimated distribution of the estimator σ(ŵT xi ) as follows:

Var(σ(ŵT xi )) ' cT
i F−1ci

where ci = σi (1−σi )xi is the gradient vector of σi . The variance over all the unlabeled
instances can be formulated as follows:

g (L ,U ) = ∑
xi∈U

∑
y∈{+1,−1}

Var(σ(y ŵT xi )) ' 2
∑

xi∈U

tr {cT
i F−1ci }

The benefit of a newly selected instance, can then be measured in terms of the ex-
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pected variance reduction:

x∗ = argmin
x∈U

∑
y∈C

PL (y |x)g (L ∪ (x, y),U ) (2.7)

We refer to this method as Expected Variance Reduction (EVR) in this chapter. EVR rep-
resents the potential variance changes weighted by current estimated model PL (y |x).
EVR can also be extended to log-loss based EVR [76], but we do not consider this algo-
rithm any further since we observed that it generally performs poorer than EVR in our
experiments.

EVR is similar to EER in some respects. First, see Equation 2.3 and 2.7, we can find
that both EER and EVR measure the utility of an unlabeled instance x by repeatedly la-
beling it y (i.e. y ∈ {+1,−1}) and retraining the model on L ∪(x, y). Second, both of them
calculate the expectation value, e.g. EER evaluates the expected future error while EVR
computes the expected future variance.

EVR is also computationally expensive since it goes over all the pool and re-estimates
ŵ and Fisher information matrix F each time. The need to calculate the inverse of matrix
typically makes it even slower than expected error reduction approaches.

2.2.4. MINIMUM LOSS INCREASE
The next heuristic we consider is minimum loss increase (MLI), which directly bases
its criterion on already labeled samples. Related to this class, Hoi et al. [80] originally
proposed a min-max view of active learning that minimizes the gain of the objective
function. We here look at the work of Hoi et al. [80] in a more general formulation and
demonstrate its relationship with the expected error reduction framework.

Let us consider an unconstrained optimization problem using an L2-loss regularized
linear classifier and a loss function V (w ; xi , yi ):

min
w

g (w) = λ

2
||w ||2 +

l∑
i=1

V (w ; xi , yi ) (2.8)

where yi ∈ {+1,−1}. Many loss functions can be adopted for linear classification. For
example, hinge loss, V (w ; xi , yi ) = max(0,1− yi wT xi ), results in linear SVM and squared
loss, V (w ; xi , yi ) = (yi −wT xi )2, leads to ridge regression. We will consider the logistic

loss in the experimental section: V (w ; xi , yi ) = log(1+exp−yi wT xi ), which results in L2-
regularized logistic regression.

Now, to identify the most valuable instances for labeling, we could select the exam-
ple that, once labeled, results in the minimum gain in terms of the score of objective
function. That is, we consider

x∗ = argmin
x∈U

max
y∈C

gL + (w)− gL (w) (2.9)

where L + =L ∪(x, y) and gL (w) denotes the value of objective function over the train-
ing data L . Since gL (w) is independent of the next queried instance, we can rewrite
Equation 2.9 as follows:

x∗ = argmin
x∈U

max
y∈C

min
w

λ

2
||w ||2 + ∑

xi∈L +
V (w ; xi , yi ) (2.10)
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This method can be interpreted as directly minimizing the worst-case value of the
objective function when labeling a new instance. Considering kernel versions instead of
linear classifiers in the above, they would entail the earlier mentioned min-max active
learning methods [80, 82], which use the hinge loss and square loss, respectively. Hoi
et al. [80] originally presented the min-max view method and extended it to the batch
mode active learning. Huang et al. [82] extended the min-max view to consider all the
unlabeled data and proposed an active learning method which QUeries Informative and
Representative Examples (QUIRE for short) as follows:

x∗ = argmin
x∈U

min
yu∈C {nu−1}

max
y∈C

min
w

λ

2
||w ||2 + ∑

xi∈L∪U

V (w ; xi , yi ) (2.11)

where yu indicates the labels of remaining unlabeled pool U \x and nu is the number
of samples of U . We need to point out, however, that the unlabeled part U \x is of no
use since QUIRE relaxed the constraints of yu . Optimizing this unconstrained yu can
guarantee that the remaining unlabeled data U \x is useless, which can also be observed
from Equation (9) and (10) in the original work [82]. Therefore, QUIRE also fits this gen-
eral framework.

As we consider the logistic loss for the above framework, MLI will refer to this partic-
ular choice. The particular objective function we consider is as follows:

x∗ =argmin
x∈U

max
y∈C

min
w

λ

2
||w ||2 + ∑

xi∈L +
V (w ; xi , yi )

= argmin
x∈U

max
y∈C

min
w

λ

2
||w ||2 + ∑

xi∈L +
log(1+exp−yi wT xi )

= argmin
x∈U

max
y∈C

λ

2
||ŵ ||2 + ∑

xi∈L +
− logPL + (yi |xi )

(2.12)

where ŵ is the estimated parameter of the L2-regularized logistic regression model trained

on the labeled data L + =L ∪(x, y) and PL + (yi |xi ) = 1/(1+exp−yi ŵT xi ). Comparing Eqs.
(2.5) and (2.12), we find that MLI differs from CEER in two respects: (1) MLI adopts the
min-max criterion while CEER considers the best optimistic scenario (i.e. the smallest
loss); (2) MLI only measures the log-likelihood on labeled data while CEER also takes the
unlabeled data into account.

2.2.5. MAXIMUM MODEL CHANGE
Maximum mode change (MMC) is another strategy for active learning [45, 77–79, 126].
These approaches query the sample which can lead to a great change of the current
model once labeled. The differences among these approaches lies in the criteria to mea-
sure the model change. Settles et al. [77] proposed to measure the expected gradient
length of the objective function. Freytag et al. [79] estimated the change of model out-
puts instead of model parameters.

Cai et al. [45] proposed to use the gradient of the loss function to approximate the
model change and derived algorithms for both SVM and logistic regression classifier.
We briefly review this method built on logistic regression [45]. Assumed that the loss of
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logistic regression after adding a new sample (x, y) is

L(w) =− ∑
i∈L +

log(1+exp−yi wT xi )

where L + = L ∪ (x, y) and w is the parameter of logistic regression model. MMC ap-
proximates the model change as follows:

∂L(w)

∂w
≈ ∂ log(1+exp−y wT x )

∂w
= y x

1+exp−y wT x

Since the label y is unknown, MMC calculates the expected model change

M (x) = Ey

∥∥∥∥∥ y x

1+exp−y wT x

∥∥∥∥∥= 2‖x‖
(1+exp−wT x )(1+expwT x )

(2.13)

Finally, MMC selects the sample x∗ that leads to the largest mode change as follows:

x∗ = argmax
x∈U

M (x) (2.14)

Note that 1
(1+exp−wT x )(1+expwT x )

corresponds to P (+1|x)×P (−1|x). This value will be max-

imum when P (+1|x) = 0.5, which means that MMC prefers the sample with high uncer-
tainty. In addition, MMC is also likely to query the instance with large norm. Therefore,
MMC trades off the uncertainty and the norm of a sample.

2.2.6. ADAPTIVE ACTIVE LEARNING
Li and Guo [11] proposed an active learning approach which combines uncertainty sam-
pling and information density measure in an adaptive way. We call this method Adaptive
Active Learning (AAL). We should consider the instances which are located in a dense
region for two reasons. One is that they are less likely to be the outliers. And secondly,
they can represent the underlying distribution. By combining the uncertainty and infor-
mation density measure, their proposed method can balance the informativeness and
representativeness. There are some active learning methods that share a similar idea
[25, 61, 84, 101].

First, AAL trains a logistic regression classifier and uses the entropy as a measure of
uncertainty, which is equivalent to the ENTROPY approach in Subsection 2.2.1. Then,
AAL measures the information density by employing a Gaussian Process framework to
calculate the mutual information between the candidate instance and the unlabeled
pool. Finally, it combines the two criteria using a trade-off parameter β (0 ≤β≤ 1):

hβ(xi ) = u(xi )β×d(xi )1−β (2.15)

where u(xi ) and d(xi ) are the uncertainty and density values of xi ∈U , respectively.
It is difficult, however, to set a proper weighting parameter β. Instead of using a pre-

defined value of β, Li and Guo [11] proposed to adaptively choose the β value from a
given set [0.1,0.2, . . . ,0.9,1]. Each different β leads to picking a candidate instance from
unlabeled samples. Among these candidates, AAL chooses the sample which has mini-
mal expected classification error according to expected error reduction method [40]. In
other words, AAL adaptively changes the β value to form a candidate set, from which the
most informative sample is selected by using EER.
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2.3. EXPERIMENTS
The experimental setup is first described, followed by an analysis of the results on syn-
thetic datasets and real-world datasets, respectively. Finally, we investigate the compu-
tational costs of different active learning algorithms.

2.3.1. EXPERIMENTAL SETTING

We present the necessary information of three synthetic datasets and 44 real-world datasets
that we used in the following subsections, along with a description of the evaluation de-
sign.

SYNTHETIC DATA SETS

Three binary synthetic datasets are constructed to intuitively demonstrate the different
behaviors of active learning algorithms. The first dataset Synth1 is a standard 2D bi-
nary problem which is shown in Fig 2.2a. Positive and negative classes are generated
according to two multivariate normal distributions centered at [1,1]T and [−1,−1]T , re-
spectively. We want to explore which active learning method works well on this unam-
biguously specified problem. The second dataset, Synth2, displayed in Fig 2.2c, is gener-
ated according to the description in [82]. We can observe that Synth2 has a clear cluster
structure. On this kind of data, uncertainty sampling has substantial problems since it
only considers the most uncertain instance which comes closest to the decision bound-
ary. Initially, the decision boundary estimated from the limited number of labeled data
may be far away from the actual boundary and therefore uncertainty sampling may se-
lect less informative instances due to a poorly estimated posterior probability. This is
exactly what this dataset was designed for and set out to illustrate. This dataset prefers
some kind of active learning methods which can consider the so-called representative-
ness along with the informativeness at the same time [82]. Representative instances are
those that drive exploration, and not exploitation. The latter is what uncertainty sam-
pling typically aims for. The third synthetic dataset, named Synth3, is also a 2D classifi-
cation problem which is shown in Fig 2.2e. Synth3 is constructed to have a shape which
looks like a tilted t. Each part is generated from two multivariate normal distributions
with small overlap. Compared with Synth1, Synth3 is a more challenging dataset since
it has relatively complex structure and may mislead some active learning methods. We
are curious whether active learning can outperform random sampling on this kind of
data. We investigate how active learning approaches work in the above three synthetic
datasets and whether they perform better than random sampling.

REAL-WORLD DATA SETS

As real-world benchmarks, we use various UCI datasets [139], the MNIST handwritten
digit dataset [140], the 20 Newsgroups dataset [141] and the 80 subsets of the ImageNet
database [6]. Table 2.1 lists the preprocessed datasets used in our study together with
some basic information. All the datasets are pre-processed to become binary classifica-
tion problems.

There are a total of 44 benchmark datasets used in this comparison, including the
ImageNet dataset on which extensive experiments on 80 binary subsets are conducted.



2.3. EXPERIMENTS

2

23
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(e) Synth3
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Figure 2.2: Distribution for three synthetic datasets and the results on these same sets in terms of classification
accuracy with 90% confidence interval. Red and green points represent the two different classes. (a) shows the
distribution of the Synth1 dataset; (b) presents the average accuracy of each active learning method on the test
set for Synth1. (c)-(d) and (e)-(f) represent the same results for Synth2 and Synth3, respectively.
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Most datasets are pre-processed to have zero mean and unity standard deviation ac-
cording to [142]. Some datasets are linearly scaled to [−1,1] or [0,1] according to [143] 2.
These datasets have various sample sizes and diverse feature dimensionalities. Some of
them can be quite easily handled while others are quite difficult classification problems.
The Letter Recognition Data Set from UCI, which consists of 20,000 examples of 26 up-
percase letters in various fonts and distortions, is also used as a test bed in [144]. As in
this last work, 16 attributes are extracted from the letters as the feature and we consider
the following six classification tasks between pairs of letters: D vs. P, E vs. F, I vs. J , M
vs. N, V vs. Y, and U vs. V. These pairs of letters are selected since they have a somewhat
similar appearance and distinguishing them is challenging.

The MNIST 3 contains 60,000 training examples and 10,000 test examples which have
been pre-processed to the same size of 28× 28 pixels. The pairs 3 vs. 5, 5 vs. 8, and 7
vs. 9 constitute three difficult classification tasks and are used as the binary sets in our
benchmark. For each of the three pairs, we randomly subsample 1500 instances from
the original dataset for computational reasons. Each pixel value is extracted as a feature,
resulting in a 784-dimensional feature.

The 20 Newsgroups is a common benchmark used for document classification 4.
We use one version of this dataset which consists of 18,846 instances of 20 different
news topics. Similar to the work of [145], our work also evaluates three binary tasks
from this dataset: sport.baseball vs. sport.hockey, pc.hardware vs. mac.hardware, and
talk.religion.misc vs. alt.atheism. All the documents have been pre-processed into 26,241
dimensional tf.idf vectors to which we initially apply PCA to reduce the dimensionality
to 500 for computational reasons.

In addition, we also compare these active learning algorithms on a total of 80 binary
subsets taken from the large visual ImageNet database [6]. First, following the work of
[45], we take 8 different subsets of ImageNet: five categories of cats (i.e. Egyptian, Per-
sian, Siamese, Tabby and Tiger) and elephant, rabbit and panda. Subsequently, we con-
struct eight binary-class classification problems by considering cat vs. elephant, cat vs.
rabbit, cat vs. panda and each category of cat vs. the four remaining cats. Moreover, we
also randomly chose 72 paired classes to generate 72 binary data sets from the ImageNet
database provided by Tommasi and Tuytelaars [146]. SIFT features are first extracted
and then encoded into 1000-bin histograms. Detailed information of the 80 subsets of
the ImageNet dataset is included in Table 2.4.

EVALUATION DESIGN

In the evaluation, each dataset is randomly divided into training and test data sets of
equal size. Following some previous work [23, 24, 108, 112, 145, 147], we consider a diffi-
cult case of active learning, where only two labeled instances are provided as the initial
labeled set, one from each class. We repeat each experiment 20 times on each real-world
dataset. As for the synthetic datasets, we repeat the experiments 1000 times and every
time we randomly regenerate the whole dataset. The average performance of each active
learning method on each dataset is reported. In all the experiments, regularized logistic

2https://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/
3http://yann.lecun.com/exdb/mnist/
4http://qwone.com/ jason/20Newsgroups/

https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
http://yann.lecun.com/exdb/mnist/
http://qwone.com/~jason/20Newsgroups/
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regression included in LIBLINEAR package [148] is used as the classifier. We set the reg-
ularization parameter λ to 0.01. The trade-off parameter present in the active learners
considered, α for CEER, is set to 1.

For performance comparison, classification accuracy (or equivalently, the error rate)
is the defacto standard evaluation criterion: the higher the accuracy, the better the al-
gorithm. In active learning, however, performance varies depending on the number of
labeled samples that one is allowed to take and we cannot settle on a single number of
added labeled samples. For this reason, we use the area under the learning curve (ALC)
[149] as the evaluation criterion. The larger this value, the better the performance. The
optimal score is 1.

Table 2.1: Data sets information: It shows the number of instances (# INS) and the feature dimensionality (#
FEA)

Data set # Ins # Fea Data set # Ins # Fea
ac-inflam 120 6 acute 120 6
australian 690 14 blood 748 4
breast 683 10 credit 690 15
cylinder 512 35 diabetes 768 8
fertility 100 9 german 1000 24
haberman 306 3 heart 270 13
hepatitis 155 19 hill 606 100
ionosphere 351 34 liver 345 6
mushrooms 1000 112 mammographic 961 5
musk1 476 166 ooctris2f 912 25
ozone 1000 72 parkinsons 195 22
pima 768 8 planning 182 12
sonar 208 60 splice 1000 60
tictactoe 958 9 vc2 310 6
vehicle 435 18 wisc 699 9
wdbc 569 31 letterDP 1608 16
letterEF 1543 16 letterIJ 1502 16
letterMN 1575 16 letterVY 1577 16
letterUV 1550 16 3 vs 5 1500 784
5 vs 8 1500 784 7 vs 9 1500 784
baseball vs hockey 1993 500 pc vs mac 1945 500
misc vs atheism 1427 500 subsets of ImageNet 180,821 1000

2.3.2. ANALYSIS ON SYNTHETIC DATASETS

In Fig 2.2, we display the distributions of the three synthetic datasets, along with the
performance of each active learning method in terms of the classification accuracy on
the test set. We also present the 90% confidence interval around each learning curve.
To start with, note that no single method outperforms all the other methods on all the
datasets.
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PREFERENCE MAP

To generally show a difference in characteristic of the various active learning methods,
we introduce a visualization technique, called Preference Map, for our synthetic datasets
(see Fig 2.3 and 2.4).

The preference map is generated by keeping track of the locations of the queried in-
stances selected by each active learning algorithm. Presenting kernel density plots of all
these locations and displaying them using pseudo-colors gives an impression where in
feature space the active learners request their data from. The highest density regions
are marked in red while the lowest density regions are indicated in blue. The preference
map of the instance first queried is shown in Fig 2.3a. More specifically, for our 2D syn-
thetic datasets, we record the location of the first queried sample selected by each active
learner during 1000 repetitions of the experiment and generate the density plots.

We also plot the preference maps corresponding to the complete learning, where
we exponentially weigh down later observations based on the intuition that the exam-
ples selected early on in the process are more valuable than the examples selected in
the later rounds. The specific weight function we employ is exp(−r /R), where r and
R are the current round and the total rounds, respectively. In other words, we make a
record of the locations of all queried samples during the whole active learning process,
followed by producing weighted preference maps. The corresponding preference maps
are in Fig 2.3b.

RESULT ON SYNTH1
Synth1 is a simple classification problem and some algorithms perform well in the be-
ginning stage, such as the variance reduction approaches FIVR and EVR. On the other
hand, ENTROPY achieves rather poor performance at the beginning and is the worst ap-
proach at the first selected point in Fig 2.2b. To understand this specific aspect of how
uncertainty sampling behaves, we refer to the preference map in Fig 2.3a. We can see
that random sampling prefers the region where the mean vector of each class is. Clearly,
the preference map for random sampling should ultimately reproduce the original un-
derlying distribution, which is a mixture of two normal distributions in the setting we
consider. Uncertainty sampling clearly prefers to query the points in the middle of two
clusters since it focuses on the instances near the estimated decision boundary. Even
though these samples may be close to the true decision boundary, they may not be a
good choice, as they lead to instable estimates. This is what we see in the results, where
ENTROPY performs rather poor in the beginning stage. CEER and MAXER show similar
behaviors in the preference map and also seem to give relatively worse performance at
the start of the active learning cycle. Their maps, however, seem a bit more rectangular,
which may lead to slightly improved stability and therefore better performance as com-
pared to ENTROPY. Variance reduction methods like EVR and FIVR also sample parallel
to the decision boundary, but more through the respective class centers, which indeed
leads to more stable and therefore better performing estimates. MLI, on the other hand,
seems to sample perpendicular to the decision boundary, away from the regions with
high density. This may be because MLI, which is similar to QUIER [82], tends to balance
the informativeness and representativeness. When only two initial points are available,
MLI prefers to select the instance far away from already labeled ones. AAL queries the
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first instance from a broad region since it is able to explore a large region by adaptively
changing the trade-off parameter. MMC performs similarly to MLI. The reason may be
that MMC balances uncertainty and the norm of unlabled instance. MMC prefers the
samples with large norm and high uncertainty.

Turning our attention to the overall weighted preference maps Fig 2.3b, we see a dra-
matic change in behavior for at least six strategies. FIVR and especially EVR change their
sampling from parallel to more perpendicular to the decision boundary. The changes
we see for EER and MLI may be interpreted as changes from the more explorative initial
phase to a more exploitative later stage, where a sampling around the decision boundary
is performed to refine it. That active learning should actually deal with the exploration-
exploitation tradeoff is at the basis of MLI. AAL also changes from the initial exploration
to the subsequent exploitation. MMC seems to attach more importance to the uncer-
tainty than the norm of sample. In addition, we observe that some active learning ap-
proaches, of which overall preference maps are similar to each other, performs similarly
to each other in the later stage (e.g. after 8 samples are queried). For example, FIVR and
MMC have similar maps while their performances are almost identical when 8 instances
are labeled.

RESULT ON SYNTH2
Fig 2.2d shows that on the second synthetic problem, random sampling far surpasses all
the active learning methods except for MLI, which is the best performing strategy. We
use the overall preference map to explain this result. Fig 2.4 displays preference maps
corresponding to the whole learning curve on Synth2 dataset.

We can see that the preference map of random sampling reproduces the underly-
ing distribution. The preference maps of the remaining active learning methods except
MLI, which are almost identical to each other, only highlight the two large clusters in
the middle. This indicates that most of the queried samples are from the two middle
clusters. This happens because that these active learning methods are misled by an in-
correct model estimated with limited initial training samples. For instance, assume that
we have two initial labeled points separately located in the two middle clusters. This ini-
tial training data will lead to a completely wrong estimation of the decision boundary.
Then, these active learners will keep selecting the points which come close to the wrong
decision boundary. However, these selected points cannot provide much more informa-
tion about the true underlying distribution. Finally, they miss a chance of selecting the
samples from other small clusters to discover the underlying distribution. This shows a
common situation where some active learning methods get stuck in keeping querying
useless instances due to inaccurate estimation of model parameter. Random sampling
does not suffer from this because it acts purely random in selecting new instances. This
is why random sampling surpasses these active learning methods.

MLI can perform even better in this situation. MLI can select the samples in the
upper left corner and lower right corner on Synth2 dataset since it also considers the so-
called representativeness of each instance, such as whether the instances are inside of
some clusters [82]. This leads to the exploratory behavior of MLI. As shown in Fig 2.4,
MLI is more likely to query the instances along four clusters on the border line while
some methods like uncertainty sampling and error reduction approaches favor the in-
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(a)

(b)

Figure 2.3: (a) Preference maps of first queried example selected by each active learning method on the Synth1
dataset; (b) Weighted preference maps over the whole learning process on the same problem.

stances in the two middle clusters. This is the reason that MLI can significantly outper-
form random sampling and other active learning methods on this artificial set.

RESULT ON SYNTH3

From Fig 2.2f, we can observe some negative results that random sampling outperforms
all the other active learning methods after 6 instances are selected. The possible reason is
that random sampling can explore the whole structure of this dataset while other meth-
ods just pay attention to some local parts without exploring the whole dataset. And an-
other reason may be that it is difficult to achieve good classification result on this dataset
due to its complex structure. On this kind of hard datasets, active learning methods can
easily get stuck in local structure while ignoring the global view of the problem. Due to
space limitations, the preference maps of Synth3 are omitted.
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Figure 2.4: Weighted preference maps for the overall learning procedure by each of the active learning methods
on the Synth2 dataset.

2.3.3. ANALYSIS ON REAL-WORLD DATASETS

Table 2.2 presents the results for applying each active learning method on the real-world
datasets. We adopt the paired t-test at a 95% significance level on all the experiments
to test which method does not significantly differ from the best method. The best per-
formance is highlighted in bold face and surrounded with a box, together with the com-
petitors that perform at a comparable level. The average ALC (“Mean” in Table 2.2) of
each method is also reported. “Average Ranking” shows the average ranking of com-
pared methods. “Win counts” shows the total number of datasets on which one method
achieves the best performances. “win/tie/loss” demonstrates the win, tie, and loss counts
of one method versus random sampling over all of the datasets.

As shown in Table 2.2, no single algorithm outperforms all others on all the datasets.
Still ENTROPY and EER seem to markedly outperform other active learning methods. It
may be surprising that uncertainty sampling can compete with relatively sophisticated
active learning algorithms as it is a rather simplistic approach. In fact, uncertainty sam-
pling gets the highest ALC score and performs best in terms of win/tie/loss counts versus
random sampling. It also obtains the best average ranking. MLI and MMC behave the
second best among the remaining methods in terms of win counts while their average
ALC and average ranking are outperformed by uncertainty sampling.

Considering the error reduction approaches, it is clear that EER outperforms MAXER
and CEER. The overall performances of MAXER and CEER remain close to that of ran-
dom sampling. MAXER merely surpasses random sampling on 20 of the 44 datasets. This
seems to demonstrate that the best-case criterion is not an appropriate choice for active
learning, at least for error reduction approaches. The possible cause may be that such
optimistic measure simply puts too much trust in a typically badly estimated model. As
a result, initial errors may get reinforced rather than mitigated by correctly chosen ad-
ditional samples. This is comparable to some of the issues that arise in self-learning
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Table 2.2: Performance comparison on the Area under the Learning Curve (Accuracy). The higher the score,
the better the performance. For each data set, the best performances and its comparable competitors are
highlighted in bold face and surrounded with a box. Average performance of all the active learning methods
are also reported as “Mean”. “Average Ranking” shows the average ranking of compared methods. “Win counts”
shows the total number of datasets on which one method achieves the best performances. “win/tie/loss”
demonstrates the win/tie/loss counts of one method versus random sampling on all the datasets based on
paired t-test at 95 percent significance level.

Dataset Random ENTROPY EER MAXER CEER FIVR EVR MLI AAL MMC

hill 0.581 0.593 0.616 0.606 0.575 0.549 0.590 0.626 0.544 0.570

planning 0.586 0.584 0.580 0.568 0.574 0.574 0.587 0.614 0.575 0.581

cylinder 0.586 0.593 0.610 0.575 0.576 0.630 0.591 0.608 0.590 0.607

liver 0.627 0.612 0.635 0.623 0.621 0.645 0.632 0.615 0.616 0.631

splice 0.659 0.685 0.679 0.666 0.663 0.676 0.664 0.650 0.672 0.650

german 0.664 0.694 0.673 0.652 0.654 0.687 0.678 0.691 0.679 0.707

ooctris2f 0.679 0.665 0.678 0.648 0.652 0.651 0.680 0.686 0.669 0.646

musk1 0.682 0.702 0.699 0.672 0.668 0.679 0.689 0.702 0.684 0.675

fertility 0.693 0.701 0.706 0.679 0.674 0.716 0.686 0.727 0.699 0.705

haberman 0.711 0.712 0.712 0.704 0.704 0.692 0.708 0.694 0.710 0.691

sonar 0.713 0.711 0.715 0.713 0.715 0.720 0.720 0.708 0.723 0.718

pima 0.716 0.717 0.706 0.710 0.707 0.727 0.708 0.711 0.709 0.700

pcmac 0.717 0.727 0.715 0.698 0.696 0.717 0.711 0.747 0.713 0.776

diabetes 0.719 0.721 0.723 0.726 0.724 0.707 0.725 0.726 0.709 0.736

religionatheism 0.720 0.740 0.710 0.687 0.687 0.712 0.704 0.691 0.702 0.720

hepatitis 0.731 0.753 0.753 0.744 0.741 0.745 0.754 0.730 0.757 0.708

blood 0.743 0.718 0.740 0.732 0.736 0.723 0.732 0.730 0.728 0.728

heart 0.774 0.793 0.791 0.788 0.788 0.799 0.781 0.797 0.784 0.787

ImageNet 0.778 0.783 0.763 0.761 0.760 0.775 0.765 0.762 0.761 0.774

ionosphere 0.779 0.782 0.818 0.806 0.801 0.790 0.812 0.674 0.812 0.768

credit 0.779 0.822 0.793 0.795 0.804 0.819 0.791 0.797 0.758 0.780

mammographic 0.780 0.779 0.774 0.781 0.784 0.795 0.777 0.766 0.775 0.775

basehockey 0.793 0.822 0.784 0.772 0.770 0.820 0.783 0.817 0.768 0.857

vc2 0.807 0.814 0.815 0.802 0.803 0.816 0.822 0.825 0.796 0.823

parkinsons 0.811 0.823 0.824 0.824 0.828 0.825 0.825 0.830 0.803 0.838

australian 0.823 0.844 0.832 0.839 0.838 0.817 0.831 0.842 0.829 0.828

letterIJ 0.853 0.871 0.879 0.807 0.806 0.841 0.869 0.865 0.865 0.889

letterVY 0.855 0.880 0.878 0.814 0.814 0.753 0.886 0.861 0.876 0.830

3vs5 0.856 0.884 0.903 0.890 0.889 0.869 0.903 0.859 0.894 0.884

vehicle 0.859 0.884 0.878 0.851 0.855 0.830 0.884 0.883 0.837 0.847

5vs8 0.864 0.891 0.907 0.896 0.895 0.875 0.909 0.850 0.899 0.891

7vs9 0.876 0.904 0.914 0.905 0.906 0.909 0.917 0.841 0.912 0.904

ozone 0.882 0.884 0.860 0.862 0.861 0.843 0.901 0.892 0.863 0.868

tictactoe 0.894 0.902 0.912 0.673 0.684 0.903 0.898 0.853 0.902 0.843

letterMN 0.916 0.939 0.944 0.910 0.910 0.932 0.941 0.927 0.930 0.935

mushrooms 0.931 0.971 0.969 0.967 0.967 0.972 0.960 0.971 0.968 0.971

letterEF 0.933 0.959 0.954 0.949 0.950 0.954 0.956 0.956 0.952 0.957

wdbc 0.938 0.955 0.953 0.955 0.954 0.943 0.951 0.958 0.948 0.954

letterDP 0.939 0.964 0.963 0.950 0.950 0.954 0.961 0.967 0.956 0.967

letterUV 0.945 0.970 0.972 0.955 0.955 0.963 0.966 0.974 0.963 0.975

wisc 0.949 0.956 0.951 0.958 0.957 0.954 0.953 0.956 0.956 0.956

breast 0.950 0.958 0.956 0.956 0.957 0.960 0.955 0.962 0.947 0.962

ac-inflam 0.955 0.985 0.981 0.962 0.965 0.982 0.967 0.980 0.983 0.983

acute 0.977 0.991 0.971 0.958 0.965 0.991 0.954 0.992 0.986 0.991

Mean 0.796 0.810 0.809 0.791 0.790 0.801 0.806 0.803 0.800 0.804

Average Ranking 6.86 3.89 4.36 6.89 6.89 5.36 4.84 4.70 6.11 5.09

Win counts 2 14 8 1 0 8 7 13 4 13

win/tie/loss - 33/7/4 32/3/9 20/5/19 21/3/20 29/3/12 32/3/9 30/2/12 25/2/17 25/5/14
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and EM-based approaches to semi-supervised learning [150, 151]. Guo and Greiner [75]
proposed the on-line adjustment for MAXER, which switches to another active learning
method when MAXER supposedly guesses wrong about the true label of latest queried
instance. We do not adopt this adjustment since it can be used for any active learning
algorithms and we only focus on the performance of original, pure active learning meth-
ods. CEER obtains performance comparable to that of MAXER, and it shares the same
problem with MAXER since it also uses the optimistic strategy [107]. One possible reason
why CEER underperforms is that the trade-off parameter α is not well determined.

As for the variance reduction approaches, EVR slightly outperforms FIVR in terms of
average scores and win/tie/loss counts. While FIVR achieves better performance than
MAXER and CEER, it is still exceeded by random sampling on 12 datasets. EVR behaves
comparably to EER. Three remaining methods, MLI, AAL and MMC, have similar per-
formances on average ALC score. ENTROPY, MLI and MMC perform the best in terms
of win counts. However, MMC is surpassed by random sampling on 14 datasets. AAL
performs worse than random sampling on 17 datasets.

As random sampling is the technique to beat, it is important to see how the active
learners perform in comparison to random sampling over the 44 datasets. Therefore,
we consider the ratio Vacti ve

Vr andom
where Vacti ve and Vr andom are the ALC scores of active

learning and random sampling, respectively. This gives us an indication of the relative
improvement (or deterioration) the active learning schemes provide. We compute the
ratios over all the datasets and visualize the outcomes with a box plot in Fig 2.5. The
25th, 50th and 75th percentiles are shown and the green crosses indict the average val-
ues of the ratios. We can observe that ENTROPY and EER may deliver satisfactory perfor-
mances, while MAXER and CEER behave rather poorly. MLI achieves the highest ratio on
one dataset, which means that MLI can improve most upon random sampling in some
instances. Possibly more importantly, however, ENTROPY and EER may be considered
safer: they may not reach the relative improvements that MLI does, but at least they also
do not show dramatic decreases in performance. Even though random sampling strat-
egy is expected to be less efficient than actual active learning algorithms, at times, it can
perform so well in comparison to the latter. Similar observations have been made before
in [152] that random sampling is a runner-up in the active learning challenge.

Table 2.2 is divided into three different sections according to the ALC value achieved
by random sampling. The first group, in which ALC scores range from 0.5 to 0.75, rep-
resents the datasets on which reaching good performance seems difficult. The second
group, ranging from 0.75 to 0.90, corresponds to the datasets which have medium levels
of difficulty for classification. The last group consists of the remaining datasets, which
seem fairly easy to solve by a linear logistic classifier. We can see that random sam-
pling surpasses all the other methods on the blood dataset. On the medium and easy
datasets, random sampling does not achieve the best performances, which may indicate
that we need only consider random sampling on relatively hard tasks. For the difficult
classification datasets in the first group, ENTROPY, FIVR and MLI achieve comparable
performances. FIVR performs best on the datasets in the first group while it performs
poorly on the easy and medium datasets. In the second group, EVR obtains the best per-
formance, while it underperforms in the last group. For the easy datasets, MMC, MLI
and ENTROPY are slightly better than the other methods. ENTROPY also performs well
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ENTROPY EER MAXER CEER FIVR EVR MLI AAL MMC
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Figure 2.5: A box plot of the ratios of the ALC scores of active learning to that of random sampling over all the
datasets. The green crosses represent the average values of the ratios. The black dashed line is at one, at the
performance of random sampling.

on medium and hard datasets. The experiments demonstrate that uncertainty sampling
is a robust active learning algorithm, regardless of the difficulty-level of the tasks.

Table 2.3 shows the average performance of all the methods over 80 subsets of the Im-
ageNet database. A detailed description of the performance on each subset is shown in
Table 2.4. We can observe that, also in this setting, ENTROPY performs the best in terms
of the four measures, i.e. average ALC, average ranking, win counts, and win/tie/loss.
Interestingly, all other methods are outperformed by random sampling in terms of av-
erage ALC and average ranking. In conclusion, all but the simplest approach overall fail
to outperform random sampling on this particular ImageNet database. This seems to
indicate that more attention may have to be devoted to seeking safe, yet effective active
learning algorithms [153].

Table 2.4: Performance comparison on the Area under the Learning Curve (Accuracy). The higher the score,
the better the performance. For each data set, the best performances and its comparable competitors are
highlighted in bold face and surrounded with a box. Average performance of all the active learning methods
are also reported as “Mean”. “Average Ranking” shows the average ranking of compared methods. “Win counts”
shows the total number of datasets on which one method achieves the best performances. “win/tie/loss”
demonstrates the win/tie/loss counts of one method versus random sampling on all the datasets based on
paired t-test at 95 percent significance level.

Dataset Random ENTROPY EER MAXER CEER FIVR EVR MLI AAL MMC

Egyptian 0.554 0.550 0.559 0.546 0.545 0.546 0.555 0.544 0.553 0.533

Continued on next page



2.3. EXPERIMENTS

2

33

Table 2.4 – Continued from previous page
Dataset Random ENTROPY EER MAXER CEER FIVR EVR MLI AAL MMC

Tabby 0.565 0.569 0.569 0.568 0.570 0.564 0.586 0.559 0.563 0.570

Siamese 0.616 0.622 0.621 0.615 0.618 0.630 0.632 0.611 0.628 0.614

Persian 0.621 0.629 0.640 0.628 0.633 0.661 0.650 0.606 0.638 0.619

umbrella vs. ball 0.622 0.614 0.604 0.572 0.577 0.626 0.592 0.604 0.554 0.599

computermouse vs. helmet 0.638 0.624 0.617 0.599 0.601 0.620 0.617 0.624 0.592 0.630

scissors vs. cellphone 0.638 0.641 0.624 0.616 0.623 0.633 0.615 0.619 0.636 0.632

bottle vs. cellphone 0.638 0.645 0.616 0.617 0.616 0.624 0.631 0.629 0.624 0.631

ewer vs. knife 0.644 0.629 0.610 0.586 0.586 0.588 0.631 0.637 0.592 0.630

spoon vs. telephone 0.649 0.641 0.632 0.623 0.623 0.635 0.639 0.642 0.618 0.626

catrabbit 0.652 0.663 0.667 0.652 0.659 0.648 0.659 0.657 0.669 0.637

Tiger 0.655 0.660 0.667 0.658 0.670 0.645 0.672 0.629 0.658 0.637

bottle vs. spoon 0.666 0.680 0.648 0.667 0.657 0.635 0.649 0.639 0.687 0.635

calculator vs. cellphone 0.672 0.674 0.649 0.652 0.634 0.650 0.656 0.659 0.639 0.644

teapot vs. lightbulb 0.678 0.676 0.667 0.620 0.646 0.668 0.658 0.659 0.640 0.678

spoon vs. cartire 0.679 0.675 0.658 0.647 0.659 0.648 0.655 0.672 0.650 0.671

flag vs. tower 0.682 0.679 0.667 0.664 0.670 0.678 0.673 0.661 0.679 0.667

rifle vs. eyeglasses 0.701 0.713 0.692 0.684 0.683 0.686 0.667 0.672 0.693 0.684

truck vs. boat 0.714 0.728 0.695 0.681 0.687 0.736 0.704 0.688 0.662 0.714

table vs. cellphone 0.718 0.713 0.689 0.673 0.670 0.674 0.682 0.698 0.651 0.680

motorcycle vs. baseballbat 0.719 0.717 0.681 0.658 0.658 0.664 0.700 0.674 0.666 0.678

skunk vs. umbrella 0.721 0.724 0.699 0.699 0.683 0.720 0.698 0.695 0.702 0.701

catpanda 0.725 0.742 0.726 0.731 0.728 0.691 0.736 0.703 0.743 0.681

apple vs. cup 0.725 0.728 0.723 0.715 0.707 0.735 0.708 0.714 0.718 0.722

sheep vs. skunk 0.726 0.725 0.719 0.718 0.716 0.724 0.716 0.708 0.735 0.705

motorcycle vs. bridge 0.732 0.737 0.661 0.637 0.634 0.727 0.699 0.697 0.603 0.734

bike vs. spoon 0.754 0.769 0.733 0.751 0.750 0.744 0.750 0.736 0.765 0.753

bathtub vs. basketball_hoop 0.756 0.756 0.736 0.734 0.733 0.749 0.734 0.734 0.756 0.741

washingmachine vs. cup 0.759 0.772 0.736 0.729 0.727 0.754 0.736 0.746 0.754 0.748

piano vs. scissors 0.763 0.755 0.721 0.728 0.728 0.713 0.725 0.743 0.731 0.756

lama vs. kangaroo 0.766 0.771 0.779 0.780 0.788 0.790 0.782 0.764 0.766 0.793

catelepant 0.768 0.795 0.781 0.788 0.791 0.765 0.789 0.762 0.797 0.763

horse vs. windmill 0.770 0.771 0.728 0.741 0.722 0.795 0.754 0.750 0.737 0.769

washingmachine vs. umbrella 0.771 0.785 0.770 0.767 0.767 0.771 0.762 0.762 0.776 0.780

bear vs. flower 0.772 0.775 0.737 0.708 0.700 0.770 0.748 0.765 0.734 0.726

piano vs. ball 0.772 0.781 0.755 0.773 0.760 0.779 0.753 0.754 0.759 0.779

scorpion vs. scissors 0.773 0.772 0.763 0.759 0.759 0.739 0.759 0.750 0.776 0.749

tomato vs. umbrella 0.774 0.785 0.765 0.765 0.764 0.778 0.762 0.752 0.769 0.751

buildings vs. lamp 0.776 0.783 0.757 0.761 0.759 0.775 0.757 0.753 0.769 0.762

billiards vs. umbrella 0.779 0.788 0.742 0.728 0.726 0.759 0.746 0.762 0.713 0.770

binder vs. grand_piano 0.790 0.785 0.774 0.779 0.782 0.805 0.775 0.772 0.782 0.819

chandelier vs. baseballglove 0.791 0.797 0.768 0.755 0.762 0.798 0.791 0.779 0.740 0.806

knob vs. giraffe 0.791 0.805 0.765 0.755 0.758 0.789 0.774 0.775 0.770 0.798

palmtree vs. rifle 0.799 0.808 0.776 0.792 0.786 0.798 0.767 0.777 0.811 0.768

bird vs. tombstone 0.805 0.804 0.807 0.798 0.784 0.804 0.778 0.807 0.758 0.813

motorcycle vs. buildings 0.808 0.820 0.777 0.758 0.762 0.791 0.794 0.780 0.787 0.815

flower vs. ewer 0.815 0.812 0.805 0.795 0.793 0.834 0.806 0.804 0.797 0.816

dog vs. headphone 0.817 0.825 0.795 0.793 0.786 0.816 0.810 0.813 0.803 0.823

Continued on next page



2

34 2. A BENCHMARK AND COMPARISON OF ACTIVE LEARNING FOR LOGISTIC REGRESSION

Table 2.4 – Continued from previous page
Dataset Random ENTROPY EER MAXER CEER FIVR EVR MLI AAL MMC

horse vs. shoe 0.819 0.823 0.805 0.791 0.795 0.830 0.804 0.817 0.815 0.826

umbrella vs. gorilla 0.819 0.832 0.812 0.828 0.827 0.812 0.809 0.807 0.833 0.816

chandelier vs. mushroom 0.820 0.829 0.808 0.810 0.800 0.803 0.803 0.794 0.810 0.810

bottle vs. boat 0.829 0.836 0.812 0.820 0.818 0.836 0.813 0.819 0.828 0.821

lighthouse vs. bike 0.830 0.845 0.817 0.808 0.799 0.842 0.811 0.809 0.805 0.827

bridge vs. skunk 0.831 0.842 0.784 0.790 0.780 0.840 0.792 0.806 0.799 0.824

lama vs. can_soda 0.833 0.841 0.813 0.791 0.812 0.840 0.811 0.820 0.751 0.836

lightbulb vs. giraffe 0.843 0.850 0.831 0.824 0.826 0.865 0.841 0.827 0.826 0.863

cerealbox vs. skunk 0.846 0.859 0.845 0.858 0.855 0.865 0.844 0.830 0.853 0.854

dog vs. stapler 0.847 0.848 0.827 0.833 0.828 0.841 0.831 0.841 0.833 0.850

traffic_light vs. chimp 0.848 0.856 0.819 0.835 0.827 0.858 0.822 0.835 0.801 0.850

bridge vs. washingmachine 0.849 0.864 0.839 0.844 0.850 0.857 0.838 0.834 0.837 0.839

octopus vs. scissors 0.851 0.850 0.820 0.821 0.821 0.800 0.828 0.832 0.824 0.843

bear vs. fireextinguisher 0.853 0.861 0.837 0.823 0.820 0.856 0.842 0.845 0.834 0.864

cannon vs. tombstone 0.857 0.868 0.857 0.864 0.863 0.852 0.852 0.854 0.863 0.871

aeroplane vs. sheep 0.857 0.871 0.861 0.857 0.866 0.878 0.861 0.850 0.862 0.881

frying_pan vs. bear 0.864 0.865 0.828 0.816 0.812 0.880 0.831 0.845 0.801 0.875

chandelier vs. kangaroo 0.865 0.870 0.831 0.814 0.808 0.878 0.827 0.841 0.787 0.872

spoon vs. tombstone 0.867 0.874 0.857 0.870 0.877 0.845 0.852 0.850 0.853 0.872

cerealbox vs. monitor 0.871 0.876 0.865 0.866 0.866 0.882 0.848 0.845 0.848 0.881

butterfly vs. cerealbox 0.873 0.883 0.873 0.873 0.878 0.870 0.868 0.845 0.873 0.879

headphone vs. people 0.875 0.891 0.862 0.868 0.877 0.874 0.877 0.860 0.880 0.891

tenniscourt vs. ladder 0.879 0.886 0.886 0.892 0.891 0.890 0.885 0.878 0.889 0.877

people vs. computermouse 0.895 0.906 0.890 0.908 0.909 0.911 0.889 0.894 0.904 0.914

firetruck vs. bathtub 0.899 0.903 0.879 0.904 0.902 0.910 0.897 0.892 0.897 0.915

keyboard vs. bonsai 0.900 0.913 0.906 0.921 0.918 0.906 0.886 0.879 0.914 0.913

keyboard vs. bonsai 0.900 0.913 0.906 0.921 0.918 0.906 0.886 0.879 0.914 0.913

skyscraper vs. bonsai 0.901 0.903 0.867 0.870 0.869 0.907 0.884 0.882 0.896 0.909

teapot vs. tree 0.911 0.918 0.920 0.914 0.911 0.920 0.895 0.895 0.894 0.914

frying_pan vs. microwave 0.919 0.907 0.868 0.906 0.898 0.911 0.881 0.895 0.892 0.921

flashlight vs. tombstone 0.922 0.922 0.922 0.925 0.926 0.930 0.919 0.909 0.916 0.939

tree vs. dinosaur 0.936 0.941 0.939 0.944 0.946 0.943 0.938 0.938 0.942 0.946

Mean 0.778 0.783 0.763 0.761 0.760 0.775 0.765 0.762 0.761 0.774

Average Ranking 3.96 2.58 6.54 6.66 6.78 4.40 6.53 7.22 6.03 4.31

Win counts 11 30 2 3 2 17 3 0 9 16

win/tie/loss - 58/7/15 15/7/58 17/8/55 21/4/55 35/8/37 13/3/64 3/4/73 22/6/52 31/10/39

2.3.4. COMPUTATIONAL COST ANALYSIS
Computational cost can also be a critical issue when employing active learning methods.
Table 2.5 assesses the average computational cost of selecting 40 unlabeled samples of
each of the methods. All the experiments are constructed with MATLAB 9.1 on an In-
tel(R) Core 2.8GHz i7-4980HQ CPU PC with 16 GB memory. We test the computational
cost on 8 datasets that vary in the numbers of instances and the feature dimensionali-
ties. Clearly, random sampling, ENTROPY and MMC are the most efficient methods due
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Table 2.3: Average performance of the Area under the Learning Curve on 80 subsets of the ImageNet database.
The best performances are highlighted in bold face and surrounded with a box. “Mean” reports the average
performance of the Area under the Learning Curve. “Average Ranking” shows the average ranking of compared
methods. “Win counts” shows the total number of datasets on which one method achieves the best perfor-
mances. “win/tie/loss” demonstrates the win/tie/loss counts of one method versus random sampling on all
the datasets based on paired t-test at 95 percent significance level.

Dataset Random ENTROPY EER MAXER CEER FIVR EVR MLI AAL MMC

Mean 0.778 0.783 0.763 0.761 0.760 0.775 0.765 0.762 0.761 0.774

Average Ranking 3.96 2.58 6.54 6.66 6.78 4.40 6.53 7.22 6.03 4.31

Win counts 11 30 2 3 2 17 3 0 9 16

win/tie/loss - 58/7/15 15/7/58 17/8/55 21/4/55 35/8/37 13/3/64 3/4/73 22/6/52 31/10/39

to their simplicity. MLI also has a low computational burden compared with other algo-
rithms. Error reduction and variance reduction have, on the other hand, a significantly
higher computational cost than other methods. Both of them are especially significantly
less efficient for handling high dimensionality datasets like 3vs5 and basehockey. The
reason may be that both need to retrain the logistic regressor in every selection step over
all the unlabeled instances and all possible labels, which is relatively time consuming es-
pecially in higher dimensions. We also note that EVR has the highest computational cost.
This is because EVR has to repeatedly calculate the inverse of matrix, which is extremely
computationally expensive. AAL has the second-highest computational cost since it also
needs to compute the inverse matrix multiple times.

Table 2.5: Computational cost comparison of querying 40 unlabeled instances for each active learning method
(in seconds)

Dataset (#Ins #Fea) Random Entropy EER MAXER CEER FIVR EVR MLI AAL MMC
acute (120,6) 0.006 0.015 0.520 0.502 0.824 0.085 0.719 0.530 0.171 0.017
australian (690,14) 0.013 0.030 6.794 6.619 8.618 0.830 11.287 4.794 11.848 0.044
musk1 (476, 166) 0.005 0.054 16.855 16.113 18.077 8.725 39.832 10.510 14.159 0.059
hill (600, 100) 0.006 0.045 16.842 16.534 19.355 5.011 34.041 8.121 16.025 0.051
mushrooms (1000, 112) 0.007 0.029 15.179 15.313 17.706 7.787 89.594 9.686 46.020 0.110
letterEF (1543, 16) 0.006 0.031 25.400 25.382 28.850 1.129 44.214 11.635 203.500 0.082
3vs5 (1500, 784) 0.006 0.186 219.578 219.838 230.834 609.544 1806.288 55.369 216.266 0.247
basehockey (1993, 500) 0.007 1.132 1133.409 1122.366 1139.517 289.424 2060.489 165.871 2251.607 0.719
Mean 0.007 0.190 179.322 177.834 182.973 115.317 510.808 33.315 344.949 0.166

2.4. DISCUSSION AND CONCLUSION
This survey focuses on logistic regression because it is broadly applied and because of
the fact that many active learning methods can be used in combination with this par-
ticular classifier. It should be clear, however, that some categories of active learning dis-
cussed in this work can also be used in combination with other types of classifiers. For
instance, uncertainty sampling and error reduction approaches can be readily employed
in combination with other probabilistic classifiers that can provide a posterior probabil-
ity per sample, e.g. like naive Bayes [40]. Especially in the two-class case, uncertainty
sampling can already be applied as soon as one has a notation of distance to the deci-
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sion boundary. A technique like minimum loss increase has also been studied in relation
with SVMs [80] and ridge regression [82]. Maximum model change can also be used in
combination with SVMs [45].

On the other hand, there are also some active learning algorithms which are not
easily combined with logistic regression. Examples are particular graph-based methods
[53, 54] and methods that rely on model change with a closed-form estimate [78] as these
methods are specifically derived on the basis of Gaussian Processes. Other approaches
rely on the notion of a version space or a margin [24, 154] and therefore can also not be
combined readily with logistic regression.

More recently, quite some effort has gone into the study of scenarios that deviate to
a smaller or larger extent from the standard myopic active learning setting that we fo-
cus on. The main research directions that we identified are multi-label active learning
where every instance may have multiple labels simultaneously [155, 156], multi-task ac-
tive learning in which various tasks are meant to be learned jointly [157, 158], multiple
instance active learning where human experts annotate an entire set that contains some
samples instead of individual instances [17, 159], cost-sensitive active learning where
different samples have varying labeling costs [12, 160], and active transfer learning which
combines transfer learning and active learning [118, 161].

Finally, there are of course approaches in which deep learning and active learning
come together. An original application is [162] which proposed to use a generative ad-
versarial network (GAN) to synthesize training instances for labeling instead of using
real, observed samples. Another contribution, offering an original way of active label-
ing is [163]. In that work, a GAN is used to generate new images along a 1-dimensional
query line and a human expert is asked, rather than to provide a label, to provide the
point where the images change class.

In this chapter, we compared current state-of-the-art active learning methods for
logistic regression and pointed out their main similarities and dissimilarities. The ex-
periments on the synthesis datasets and the large number of real-world datasets show
some of the chief underlying characteristics of each of the active learning methods. On
average, we would deem ENTROPY the most promising method. Though ENTROPY is a
rather simplistic criterion and quite short-sighted when picking instances, it does out-
perform the min-max view approach, variance reduction methods and maximum model
change algorithm in our experiments. Uncertainty sampling was first proposed in 1994,
which may indicate that, in some sense, little progress has been made since then. MLI
demonstrates its advantage in querying the representative instances on the synthesis
data Synth2. A possible downside of expected error reduction approaches is the high
computational cost it incurs. Variance reduction approaches and MLI suffer the same
problem. How to speed up these methods is definitely a worthwhile problem for further
research.

Overall, on the positive side, we can conclude that active learning can indeed provide
improved performance over random sampling, most certainly if we consider the whole
ensemble of active learners in this work. This, however, also seems to be a negative as-
pect. On its own, none of these methods can prevent becoming worse than random
sampling. While this seems impossible anyway for every single instantiation of a prob-
lem, our results indicate that it does not even hold in the average. That is, for every active
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learner there are (real-world) datasets on which the active learner performs significantly
worse than random sampling, even when averaged over multiple runs. Finding active
learning methods that are, in some sense, safe and yet give significant performance gains
at times, still seems to be the challenge ahead (cf. [93, 153, 164–166]).





3
ACTIVE LEARNING USING

UNCERTAINTY INFORMATION

Many active learning methods belong to the retraining-based approaches, which select
one unlabeled instance, add it to the training set with its possible labels, retrain the clas-
sification model, and evaluate the criteria that we base our selection on. However, since
the true label of the selected instance is unknown, these methods resort to calculating the
average-case or worst-case performance with respect to the unknown label. In this chap-
ter, we propose a different method to solve this problem. In particular, our method aims to
make use of the uncertainty information to enhance the performance of retraining-based
models. We apply our method to two state-of-the-art algorithms and carry out extensive
experiments on a wide variety of real-world datasets. The results clearly demonstrate the
effectiveness of the proposed method and indicate it can reduce human labeling efforts in
many real-life applications.

This chapter is published as:
Yazhou Yang, and Marco Loog. “Active Learning using Uncertainty Information.” In Proc. International Con-
ference on Pattern Recognition (ICPR), pp. 2646-2651, 2016.
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3.1. INTRODUCTION
Over the past decade, a primary foundation of much progress in machine learning is the
rapid growth of the number and size of data sets available, such as ImageNet [6] con-
taining over 14 million labeled images for object recognition. In a practical scenario, we
frequently encounter the situation where few labeled instances along with abundant un-
labeled samples are available. Labeling a large amount of data is, however, very difficult
due to the huge amount of time required or expensive because of the need of human
experts [36]. Thus, it is very attractive to propose a proper labeling scheme to reduce the
number of labels required in order to train a classifier.

Active learning has been put forward to overcome the above labeling problem. The
main assumption behind active learning is that if an active learner can freely select any
samples it wants, it can outperform random sampling with less labeling [36]. Thus, the
main task of active learning is querying as little data as possible to minimize the anno-
tation cost while maximizing the learning performance. Active learning tries to achieve
this by selecting the most valuable samples. However, it is difficult to define or measure
the value of one instance to the learning problem. We can view it as the amount of infor-
mation carried which potentially promotes the learning performance, once its true label
is known [100]. As a result of the fact that we do not have an exact measure of the value,
there are a great number of selection criteria proposed from different perspectives on
how to estimate the usefulness of each sample.

Most commonly used criteria in active learning include query-by-committee [62],
uncertainty sampling [24, 167, 168], expected error reduction [40, 75, 107, 124], expected
model change [77, 79, 169, 170], variance reduction [13, 52, 76, 111] and “Min-max” view
active learning [80, 171]. Query-by-committee put forward multiple models as the com-
mittees and selected the samples which receive highest level of disagreement from the
committees [62]. Uncertainty sampling approach preferred the instances with maxi-
mum uncertainty. Based on the measurement of uncertainty, uncertainty sampling can
be roughly divided two categories: maximum entropy of the estimated label [167] and
minimum distance from the decision boundary [24, 168]. For example, Tong and Koller
[24] proposed to query the instance which is closed to the current learning boundary us-
ing the classifier of support vector machines. Campbell et al. [168] shared the same idea
with Tong and Koller [24].

Roy and McCallum [40] proposed the expected error reduction (EER), which is a pop-
ular active learning method. EER aimed to reduce the generalization error when label-
ing a new instance. Since we do not have access to the test data, Roy and McCallum
suggested to compute the “future error” on the unlabeled pool under the assumption
that the unlabeled data set is representative of the test distribution. In other words, the
unlabeled pool can be viewed as a validation set. Also, we have no knowledge about the
true labels of unlabeled samples. EER estimated the average-case criterion of potential
loss instead. Expected model change followed the idea of EER, but turned to select the
instance which leads to maximum change of the current model. The variance reduction
methods tried to minimize the output variances [36]. Schein and Ungar [76] extended
this approach to expected variance reduction method on logistic regression by follow-
ing the idea of EER. “Min-max” view active learning was originally proposed by Hoi et
al. [80], where “Min-max” indicates the worst-case criterion is adopted. The key idea
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behind is to select the sample which minimizes the gain of objective function no mat-
ter what its assigned label is. Huang et al. [171] extended this framework by taking into
account all the unlabeled data when calculating the objective function.

Current active learning methods can be split in two classes: retraining-based and
retraining-free active learning. Retraining-based active learning represents methods which
measure the information of unlabeled sample by labeling it (any possible label) and
adding it to the training set to retrain the classification model. Then, some appropriate
criteria can be evaluated and used for the sample selection. The second class, retraining-
free active learning, contains the remaining methods which not need repeatedly train
the model for each unlabeled instance during one single selection. For example, uncer-
tainty sampling and query-by-committee belong to this category.

However, since the true label of the selected unlabeled instance is unknown, these
methods resort to calculating the average-case or worst-case criteria with respect to the
unknown label. In this chapter, we propose a different criterion for retraining-based
methods. We incorporate the uncertainty information (measured by the posterior prob-
abilities within the min-max framework) for the selection. The proposed criterion can
be seen as a trade-off of the exploration and the exploitation. The uncertainty informa-
tion plays the role of the exploitation while the retraining-based models act as the ex-
ploration part. We concentrate on the pool-based active learning setting which assumes
a large pool of unlabeled data along with a small set of labeled data already available
[36]. We consider the myopic active learning which sequentially and iteratively selects
unlabeled instance.

3.1.1. OUTLINE

The rest of this chapter is organized as follows. Section 3.2 firstly reviews the frame-
work of retraining-based active learning. Then two state-of-the-art methods under the
retraining framework are briefly described. Section 3.3 demonstrates the primary mo-
tivation of the proposed method and derives a general algorithm for retraining-based
active learning in detail. It also illustrate how to extend the proposed criterion to current
methods. Experimental design and results are reported in 3.4 ; Section 3.5 concludes this
work followed by some future issues.

3.2. RETRAINING-BASED ACTIVE LEARNING
In this section, we summarize a general framework of retraining-based active learning.
Then we demonstrate two examples under this framework: Expected error reduction
and Minimum Loss Increase.

3.2.1. RETRAINING-BASED ACTIVE LEARNING

Firstly, let us introduce some preliminaries and notation. Let L = {
(xi , yi )

}m
i=1 repre-

sent the training data set that consists of m labeled instances and U be the pool of
unlabeled instances

{
xi

}n
i=m+1 . Each xi ∈ Rd is a d dimensional feature vector, and

yi ∈ C = {+1,−1
}

is the class label of xi . In this chapter, let us focus on binary clas-
sification problem firstly, and it is easy to extend this work to multi-class problem by
extending C to multi-labels set. We denote PL (y |x) be the conditional probability of y
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Algorithm 1 General Retraining-based Active Learning Procedure

1: Input: Labeled data L , unlabeled data U

2: repeat
3: Train the classifier on L and calculate PL (yi |xi ) for each xi ∈U , each yi ∈C ;
4: for each xi ∈U do
5: for each yi ∈C do
6: Re-train the model on L ∪ {xi , yi };
7: Calculate some criterion V (xi , yi ), (e.g., error or variance);
8: end for
9: end for

10: Compute some kind of performance based on PL (yi |xi ) and V (xi , yi );
11: Query the instance x∗ which leads to the best performance and label it y∗, update

L ←L ∪ {x∗, y∗},U ←U \{x∗};
12: until Stopping criterion is satisfied

given x according to a classifier trained on L .

For the retraining-based active learning, its framework can be summarized in Algo-
rithm 1, where V (xi , yi ) represents any selection criterion associated with (xi , yi ). The
main procedure contains the loops which checks all the points in unlabeled pool U over
all the possible labels. For example, we firstly select one instance from the unlabeled
pool and assign it any possible label. Then we update the labeled set (since we acquire
a new labeled sample) and retrain the classifier we use. Based on the new trained clas-
sifier, we can measure some kind of selection criteria (e.g., generalization error in EER
[40]). However, since the true label information of last selected sample is unknown, we
need calculate some kind of performance, e.g., the average-case in [40, 76, 79], worst-
case in [171], or even the best-case criteria in [75]. Finally, we will query the instance
which leads to maximum or minimum value in terms of the criterion we are interested
in.

EER is one example of retraining-based active learning, which uses the generaliza-
tion error as V (xi , yi ). We get expected model change [77, 79, 169, 170] by adopting
model change as the criterion. By adopting variance and logistic regression as the clas-
sifier, we get expected variance reduction [76]. Similarly, if we want to minimize the
value of objective function after labeling a new instance and use the worst-case perfor-
mance (corresponding to min-max framework), then we can get [80, 171]. Clearly, the
retraining-based approaches may suffer from high computational cost due to the fact
that they need go over all the unlabeled data and all the possible labels.

3.2.2. EXPECTED ERROR REDUCTION

Expected error reduction has demonstrated its effectiveness on text classification do-
main [40]. There are also some follow-up work of EER contributed by other researchers
[75] [124] [107]. EER aims to select the sample which will reduce the future generaliza-
tion error. Since we can not see the test data, the unlabeled pool can be used as the
validation set to predict the future test error. We encounter a new problem since we
do not know the true labels of the pool. Roy and McCallum [40] suggested, in practice,
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we can approximately estimate the error using the expected log-loss or 0/1 loss over the
pool. For example, if we adopt the log loss, EER can be written as follows:

arg min
x∈U

∑
y∈C

PL (y |x)

− ∑
xi∈U

∑
yi∈C

PL + (yi |xi ) logPL + (yi |xi )


where L + =L ∪ (x, y) means that the selected instance x is labeled y and added to L .

Note that the first term PL (y |x) contains the pre-trained label information. The second
term is the sum of potential entropy over the unlabeled data set U .

3.2.3. MINIMUM LOSS INCREASE
We can find that EER attempts to reduce the future generalization error, however, it is
not easy due to the missing of test data and true label information of unlabeled data.
There are some researchers which try to solve this problem from a different perspec-
tive. Hoi et at. [80] presented a so called “min-max” view active learning. It prefers the
instance which results in a small value of an objective function in spite of its assigned
label. This is because the smaller the value of an objective function, the better the learn-
ing model, at least in high probability. Assume GL is the value of an objective function
on current labeled data L . When we label a new instance and update the training data
L + = L ∪ {xi , yi }, we get a new value of objective function GL + . What we want is the
minimum increase of objective function, i.e., GL + −GL , when adding one more labeled
sample. However, because the second term GL is independent of the next queried in-
stance, so we can ignore it and focus on minimizing GL + . Since we expect a minimum
value of GL + regardless of the assigned label of xi , we adopt the worst-case performance
as follows, instead of the average-case version.

arg min
xi∈U

max
yi∈C

GL +

Note that we can view GL + as one choice of V (xi , yi ) mentioned in Algorithm 1.
Let us consider an unconstrained optimization problem using L2-loss regularized

classifier with arbitrary loss l (w ; xi , yi ): g (w) = 1
2λ ||w ||2 +∑

xi∈L l (w ; xi , yi ), where w is
the parameter of learning classifier. If we adopt the Hinge loss l (w ; xi , yi ) = max(0,1−
yi wT xi ), we can derive the same model with “min-max” view active learning described
in [80], but without extend it to batch model setting. If we use square loss l (w ; xi , yi ) =
(yi − wT xi )2, we can get the same model with [171]. Note that, as is stated in [172],
though [171] includes all the unlabeled data when calculating the objective function,
the unlabeled examples play no role since [171] relaxes the constraint of the labels of
unlabeled pool in the end. This operation can guarantee zero contribution of unlabeled
data to the objection function. Thus, [171] is also one special case using the square loss.
Moreover, we can conclude that the main idea of min-max view active learning is to
minimize the increase of the value of an objective function.

In our paper, we consider the logistic loss l (w ; xi , yi ) = log(1 + exp−yi wT xi ), which
results in:

arg min
x∈U

max
y∈C

1

2λ
||ŵ ||2 + ∑

xi∈L +
− logPL + (yi |xi ) (3.1)
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where ŵ is estimated parameter of L2-regularized logistic regression model. Logistic
regression is chosen as the base classifier since it is generally widely used in many fields
and can output the conditional probability straightly, which can be used in active learn-
ing [172]. We call this method Minimum Loss Increase (MLI) in this chapter. EER tries
to minimize the error on unlabeled data while MLI aims to minimize the loss on data
already labeled.

3.3. A NEW RETRAINING-BASED ACTIVE LEARNER
In this section, we motivate our proposed method and, subsequently, describe a general
adaptation for retaining-based active learning models.

3.3.1. MOTIVATION
Obviously, not knowing the true labels of the unlabeled data complicates calculating the
final score of each instance in step 10 in Algorithm 1. One simple possibility is comput-
ing the average-case [40] or worst-case criteria [171], or even the best-case criterion [75].
These choices, however, may fail to take into account some potentially valuable infor-
mation: Firstly, although the average-case criterion makes use of the label distribution
information PL (yi |xi ) already known, the expectation calculation can hide or underes-
timate some outstanding samples due to the re-weighting by PL (yi |xi ). For example,
the true label of instance xi is +1 but the estimated PL (+1|xi ) = 0.1, and the V (xi ,+1)
has a maximum value compared with other instances. Then the average-case criterion
of xi , namely

∑
yi

PL (yi |xi )V (xi , yi ), is highly likely to be surpassed by other instances.
Secondly, as to the worst-case criterion, it suffers from not taking advantage of label dis-
tribution information at all. Worst-case analysis is a safe analysis since it is never under-
estimated. However, making no use of the available label information PL (yi |xi ) can lose
sight of some valuable information.

Thus, to overcome the shortcomings mentioned, a new criterion for retraining-based
active learning is proposed. The main motivation is that we want to incorporate the
uncertainty information (e.g., known label distribution information) within min-max
framework for retraining-based models. The proposed criterion is therefore as follows:

min
xi∈U

max
yi∈C

PL (yi |xi )V (xi , yi ) (3.2)

where PL (yi |xi ) contains the pre-trained label information and V (xi , yi ) represents any
criteria we are interested. Note that for some classifiers like logistic regression, we can
use the estimated posterior probability as PL (yi |xi ). For classifiers which do not pro-
duce a probabilistic output, e.g., SVMs, we can transform their output to some probabil-
ity using Platt’s [173] or Duin & Tax’s method [174]. And for V (xi , yi ), various choices are
possible, such as the test error on the unlabeled pool in EER, the output variance as in
[76], or the value of an objective function [171].

The proposed method can be interpreted as follows: it utilizes the pre-trained label
information, although this kind of information might be inaccurate due to limited la-
beled data we have, it still shows some underlying or potential useful clues which may
promote active learning. Firstly, it improves upon the average-case criterion since it does
not compute the expected value. The calculation of expectation tends to ruin the dis-
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Figure 3.1: Illustration of the inherent characteristics of the proposed method. The middle is the distribution
of a synthetic binary data set. Four corners represent the performance of four active learning methods, EER,
UEER, MLI and UMLI, respectively. One black triangle and circle represent the initial labeled set.

criminative information contained in the data due to its averaging manner. Secondly,
it outperforms the worst-case criterion because it takes advantage of the knowledge of
the potential label distribution while worst-case analysis does not use this at all. Thus,
it avoids the disadvantages of average-case and worst-case criteria. It can be seen as a
trade-off between the average-case and the worst-case criteria. Lastly, it can be consid-
ered as incorporating uncertainty sampling (encoded by the posterior probabilities) for
retraining-based model. If all V (xi , yi ) become one constant term like 1 or PL (yi |xi )
itself, then the proposed method will turn into exactly the uncertainty sampling. More
specifically, minxi∈U maxyi∈C PL (yi |xi ) or minxi∈U maxyi∈C [PL (yi |xi )]2 will act as to-
tally same as uncertainty sampling since they will select the instance whose posterior
probability comes closest to 0.5 on the binary problem. This shows that our proposed
method actually fuses uncertainty sampling with retraining-based models.

3.3.2. TWO EXAMPLES OF THE PROPOSED METHOD

To provide valuable insights on the underlying characteristic of the proposed method,
we apply it to two state-of-the-art retraining-based models EER and MLI. We also demon-
strate its advantage on a synthetic data set in Figure 3.1.

Since our method tries to make use of the uncertainty information, the following
adapted methods are termed uncertainty retraining-based active learners. It is easy to
extend EER to uncertainty-based error reduction by adopting our method in Equation
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3.2 as follows:

arg min
x∈U

max
y∈C

PL (y |x)

− ∑
xi∈U

∑
yi∈C

PL + (yi |xi ) logPL + (yi |xi )


This method is called UEER for short. We can also apply our proposed criterion on MLI.
The new approach is called UMLI in this chapter. Note that the regularization parameter

1
2λ in Equation 3.1 is usually quite small, so we ignore it in our adapted criterion:

argmin
x∈U

max
y∈C

PL (y |x)
∑

xi∈L +
− logPL + (yi |xi )

As is shown in Figure 3.1 , we construct a synthetic binary data set and two colours repre-
sent different classes. We demonstrate the performance of four retraining-based active
learners EER, UEER, MLI and UMLI on four corners, respectively. One black triangle and
circle in each corner represent two initial labeled points. When we compare UEER with
EER, it is obvious that UEER selects a number of instances near the decision boundary
while EER explores points in a wider range. This is because our method helps UEER
make use of the uncertainty information and uncertainty information makes UEER fo-
cus on the region which is least certain about. Similar results can also be found between
UMLI and MLI. MLI explores over the data space and queries the points around the bor-
der while UMLI balances the exploration and the exploitation. UMLI concentrates on
the central part (exploitation) and also searches around the edge. Therefore, we can see
that our method enhances retraining-based model by balancing the exploration and the
exploitation.

3.4. EXPERIMENTS
In this section, we investigate the performance of our proposed methods to examine the
effectiveness and robustness of our new criterion. The following experiments are limited
to binary classification problems. Firstly, we show the experimental setting, then present
the extensive experiment results, followed by further discussion and analysis.

3.4.1. EXPERIMENTAL SETTING
We compare the our proposed methods UEER and UMLI against their original version
EER and MLI, respectively. Random sampling is also included in this comparison. In all
the experiments, we use L2-regularized logistic regression included in LIBLINEAR pack-
age [148] as default classifier with the same regularization parameter, λ = 100, for all
methods.

The classification accuracy is used as the comparison criterion in our experiment.
However, since active learning is a iteratively labeling procedure, we care about the per-
formance during the whole learning process. Thus, it is not reasonable to merely com-
pare the accuracy at some single points. Instead, we generate the learning curve of clas-
sification accuracy versus the number of labeled instances. Then, we calculate the area
under the learning curve (ALC) as a measure of evaluation.

We test on totally 49 real-world data sets from various real-life applications, includ-
ing many UCI data sets [139], MNIST handwritten digit dataset [140] and 20 Newsgroups



3.4. EXPERIMENTS

3

47

dataset [141]. There are 39 datasets from UCI benchmark datasets, such as breast, vehi-
cle, heart and so on. These datasets are pre-processed according to [142]. For wine data
set, we conduct class 2 against class 1 and 3 as binary problem. For glass data set, we
also split it into two groups (class 1-3 vs. class 5-7) to build binary case. We randomly
sub-sample 1000 instances from mushroom for computing efficiency. We select six pairs
of letters from Letter Recognition Data Set [139], i.e., D vs. P, E vs. F, I vs.J , M vs.N, V vs. Y
and U vs. V since these pairs look similar to each other and distinguishing them is a little
challenging. 3 vs. 5, 5 vs. 8 and 7 vs. 9 are three difficult pairs taken from MNIST data
set 1 and used as the binary classification data set. We randomly sub-sample 1500 in-
stances from the three data sets for computing efficiency. We also test the performance
on 20 Newsgroups dataset which is a common benchmark used for text classification
2. Following the work of [145], we also evaluate three binary tasks from 20 Newsgroups
dataset: baseball vs. hockey, pc vs. mac, and religion.misc vs. alt.atheism. And the three
pairs represent easy, moderate and difficult classification problems, respectively. We ap-
ply PCA to reduce the dimensionality of the above three datasets to 500 for computation
efficiency. We also use the pre-processed data autos, motorcycles, baseball, hockey used
in [52].

To objectively evaluate the performance, each data set is randomly divided into train-
ing and test data set of equal size. At the very beginning of active learning, we assume
that only two instances randomly picked up from the training data are labeled, and one
of them is from the positive class and the other is from the negative class. We run each
active learning algorithm 20 times on each real-world dataset. The average performance
of each active learning method is reported in the following section.

3.4.2. RESULTS
Table 3.2 shows the experimental results on 49 data sets. The datasets in Table 3.2 are
sorted with respect to the performance of random sampling. We can find that the com-
parisons contain the datasets which vary from very difficult problems (e.g., hill) to easy
tasks (e.g., acute). To clearly demonstrate the advantage of the proposed method, we do
pairwise comparison between the original algorithm and its counterpart, e.g., EER vs.
UEER and MLI vs. UMLI, respectively. On each data set, a paired t-tests at 95% signif-
icance level is used to determine which method has the best performance or provides
comparable outcome. These methods are highlighted in bold face. Over all the experi-
ments, average performances are reported in Table 3.2. “Average Rank” shows the aver-
age rank of all the methods with regard to their performances on all the experiments. The
lower the value of average rank, the better the method. The “win/tie/loss counts” repre-
sents times of our proposed methods versus its counterparts over all the 49 datasets.

As is shown in Table 3.2, our proposed methods UEER and UMLI evidently outper-
form their counterparts EER and MLI, respectively. UEER surpasses EER in terms of
average accuracy, and improves its performance from 0.812 to 0.822. UEER also out-
performs EER in terms of “average rank”, which demonstrates the effectiveness of our
method. Similar results can be found between UMLI and MLI. UMLI is superior to MLI
on the overall performance. Moreover, it is interesting to observe that UEER attains the

1http://yann.lecun.com/exdb/mnist/
2http://qwone.com/ jason/20Newsgroups/

http://yann.lecun.com/exdb/mnist/
http://qwone.com/~jason/20Newsgroups/
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Table 3.1: Data sets information: It shows the number of instances (# INS) and the feature dimensionality (#
FEA)

Data set (# Ins, # Fea) Data set (# Ins, # Fea) Data set (# Ins, # Fea)
ac-inflam (120, 6) acute (120, 6) australian (690, 14)
blood (748, 4) breast (683, 10) credit (690, 15)
cylinder (512, 35) diabetes (768, 8) fertility (100, 9)
german (1000, 24) glass (214, 9) haberman (306, 3)
heart (270, 13) hepatitis (255, 19) hill (606, 100)
ionosphere (351, 34) liver (345, 6) mushrooms (1000, 112)
mammographic (961, 5) musk1 (476, 166) ooctris2f (912, 25)
ozone (1000, 72) parkinsons (195, 22) pima (768, 8)
planning (182, 12) sonar (208, 60) splice (1000, 60)
tictactoe (958, 9) vc2 (310, 6) vehicle (435, 18)
wine (178, 13) wisc (699, 9) wdbc (569, 31)
d vs p (1608, 16) e vs f (1543, 16) i vs j (1502, 16)
m vs n (1575, 16) v vs y (1577, 16) u vs v (1550, 16)
3 vs 5 (1500, 784) 5 vs 8 (1500, 784) 7 vs 9 (1500, 784)
base-hockey (1993, 500) pc-mac (1945, 500) misc-atheism (1427, 500)
autos (3970, 8014) motorcycles (3970, 8014) baseball (3970, 8014)
hockey (3970, 8014)

best overall performance among all the active learning methods. Over all the experi-
mental data sets, the “win/tie/loss” counts of UEER versus EER is 29/7/13, meaning that
UEER is the preferred active learner in over half the cases. With regard to UMLI and MLI,
the “win/tie/loss” count is 27/11/11, which also shows the clear benefit of our scheme
nonetheless. We also notice that even random sampling can surpass all the other meth-
ods, e.g., on the blood data set, indicating that, generally, one might not want to use
active learners in a blind way.

To investigate the robustness of our method, we also apply the worst-case criterion
on EER and the average-case criterion on MLI, respectively. Due to the lack of space, we
omit the results on each data set and only report the average performances. The average
performance (ALC) of the worst-case on EER is 0.771 while that of the average-case on
MLI is 0.710. To our surprise, they definitely show poorer performances in comparison
with our method and even perform worse than random sampling. The possible reason
may be that: EER computes the error on the unlabeled data and none of the true label
are known, the average-case criterion is a safe choice for EER. Since MLI estimates the
loss on the enlarged labeled set L ∪ {xi , yi } and only the true label of xi is unknown,
the worst-case criterion is more appropriate for MLI than the average-case criterion.
However, since the proposed method is a trade-off of the two criteria, it can adapt to
both settings and show a robust performance for different retraining-based models.
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3.5. CONCLUSIONS
In this chapter, we propose a new general method for retraining-based active learning.
The proposed method can balance a trade-off of the average-case and worst-case criteria
by incorporating uncertainty information (carried by the pre-trained posterior probabil-
ities) within min-max framework. It drives current retraining-based models to pay more
attention to the exploitation. We employ the new idea on two state-of-the-art methods
to investigate its effectiveness. The synthetic data demonstrates that our method prefers
to select the instances which are near the decision boundary in comparison with the
original retraining-based approaches. Moreover, extensive experiments on 49 real-world
datasets also prove that the proposed method is a promising approach for promoting
retraining-based active learners.
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Table 3.2: Performance Comparison on the areas under the learning curve (ALC)

Dataset Random EER UEER MLI UMLI
hill 0.581 0.616 0.599 0.626 0.612
planning 0.586 0.58 0.578 0.614 0.586
cylinder 0.586 0.61 0.597 0.608 0.617
liver 0.627 0.635 0.626 0.615 0.607
splice 0.659 0.679 0.682 0.65 0.666
german 0.664 0.673 0.679 0.691 0.703
ooctris2f 0.679 0.678 0.673 0.686 0.663
musk1 0.682 0.699 0.71 0.702 0.688
fertility 0.693 0.706 0.712 0.727 0.711
haberman 0.711 0.712 0.715 0.694 0.7
sonar 0.713 0.715 0.707 0.708 0.712
pima 0.716 0.706 0.714 0.711 0.722
pcmac 0.717 0.715 0.716 0.747 0.751
diabetes 0.719 0.723 0.723 0.726 0.728
religionatheism 0.72 0.708 0.718 0.691 0.739
hepatitis 0.731 0.753 0.75 0.73 0.738
blood 0.743 0.74 0.718 0.73 0.732
baseball 0.753 0.765 0.872 0.832 0.847
motorcycles 0.763 0.78 0.883 0.854 0.859
autos 0.768 0.768 0.872 0.838 0.835
heart 0.774 0.791 0.795 0.797 0.799
hockey 0.775 0.787 0.901 0.875 0.882
ionosphere 0.779 0.818 0.806 0.674 0.766
credit 0.779 0.793 0.814 0.797 0.809
mammographic 0.78 0.774 0.795 0.766 0.779
basehockey 0.793 0.785 0.801 0.817 0.847
vc2 0.807 0.815 0.812 0.825 0.82
parkinsons 0.811 0.824 0.821 0.83 0.826
australian 0.823 0.832 0.84 0.842 0.83
letterIJ 0.853 0.879 0.853 0.865 0.874
letterVY 0.855 0.878 0.884 0.861 0.867
3vs5 0.856 0.903 0.897 0.859 0.872
vehicle 0.859 0.878 0.888 0.883 0.89
5vs8 0.864 0.907 0.901 0.85 0.87
7vs9 0.876 0.914 0.921 0.841 0.874
ozone 0.882 0.86 0.899 0.892 0.882
tictactoe 0.894 0.912 0.899 0.853 0.88
glass 0.904 0.914 0.914 0.917 0.912
wine 0.906 0.936 0.943 0.94 0.939
letterMN 0.916 0.944 0.941 0.927 0.932
mushrooms 0.931 0.969 0.974 0.971 0.972
letterEF 0.933 0.954 0.961 0.956 0.957
wdbc 0.938 0.953 0.956 0.958 0.957
letterDP 0.939 0.963 0.969 0.967 0.966
letterUV 0.945 0.972 0.979 0.974 0.974
wisc 0.949 0.951 0.954 0.956 0.956
breast 0.95 0.956 0.959 0.962 0.962
ac-inflam 0.955 0.981 0.984 0.98 0.983
acute 0.978 0.971 0.984 0.992 0.992
Mean 0.798 0.812 0.822 0.812 0.818
Average Rank 4.143 3.102 2.388 2.857 2.510

Win/tie/loss counts - 29/7/13 27/11/11



4
A VARIANCE MAXIMIZATION

CRITERION FOR ACTIVE LEARNING

Active learning aims to train a classifier as fast as possible with as few labels as possible.
The core element in virtually any active learning strategy is the criterion that measures the
usefulness of the unlabeled data based on which new points to be labeled are picked. We
propose a novel approach which we refer to as maximizing variance for active learning or
MVAL for short. MVAL measures the value of unlabeled instances by evaluating the rate
of change of output variables caused by changes in the next sample to be queried and its
potential labelling. In a sense, this criterion measures how unstable the classifier’s output
is for the unlabeled data points under perturbations of the training data. MVAL main-
tains, what we refer to as, retraining information matrices to keep track of these output
scores and exploits two kinds of variance to measure the informativeness and representa-
tiveness, respectively. By fusing these variances, MVAL is able to select the instances which
are both informative and representative. We employ our technique both in combination
with logistic regression and support vector machines and demonstrate that MVAL achieves
state-of-the-art performance in experiments on a large number of standard benchmark
datasets.

This chapter is published as:
Yazhou Yang, and Marco Loog. “A variance maximization criterion for active learning.” Pattern Recognition 78
(2018): 358-370.
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4.1. INTRODUCTION
In many real-world applications of classification problems, we face the problem that
obtaining labels is more difficult than collecting input data: we can easily acquire a
large amount of such input data, but labeling these instances is quite burdensome, time-
consuming, or expensive [36]. For a large part, this is because of the heavy involvement
of human supervision during the labeling process. For example, a hospital produces
large amounts of digital images every day, but when categorizing these medical images
one often needs to rely on medical doctors with a particular, and therefore expensive, ex-
pertise. Hence, it is essential to reduce the need for human annotation, bringing down
cost by labeling fewer yet more informative samples. The problem studied in active
learning is how to select the most valuable subset and how to measure the value of indi-
vidual instances or collections of these.

In this work, we focus on, what we refer to as, retraining-based active learning in
which one measures the usefulness of particular instances based on all the possible
models that are obtained by adding the instances to the labeled dataset and retraining
the classifier with the different labels possible [24, 40, 76]. This means that with n unla-
beled points and k different classes to choose from, we train nk different classifiers. The
key idea behind this is that the value of an unlabeled instance can be estimated by the
change it brings to the model when it is queried and used to retrain the model.

Here we propose a new retraining-based active learning method: maximizing vari-
ance for active learning (MVAL). Our method selects the instances with maximum re-
training variance. This variance stems from the variation presented in the next sample
to query and the possible labels those samples can have. The idea is that if the output
of an instance changes dramatically, it means that this instance is very susceptible to
the variations of input training data. On the other hand, if an instance’s output does not
vary much, this indicates that the current classifier is very certain about it. A sample
with the largest changes in output value is most uncertain and this rate of change can
be naturally measured by the variance. Thus, the larger the variance of the output of
an unlabeled instance, the higher the uncertainty it has. We propose to keep track of
the estimated probability (or decision output) of each unlabeled instance during the re-
training procedure. The recorded information is utilized to produce so-called retraining
information matrices (RIMs), which are used to calculate the variances for all unlabeled
samples. More specifically, two different kinds of variance are computed to measure
the informativeness and representativeness. By selecting the instances with maximum
variance, MVAL is able to query instances that are both informative and representative.
Furthermore, MVAL can be incorporated with both probabilistic and non-probabilistic
classifiers, such as logistic regression, Naive Bayes, support vector machines and least
squares classifier. In this chapter, we construct the experiments of MVAL with logistic
regression and support vector machines.

The remainder is organized as follows. Section 4.2 reviews related work, focussing on
retraining-based active learning algorithms. The proposed method is presented in de-
tail in Section 4.3, followed by an extension of the proposed method to multiclass clas-
sification problems in Section 4.4. Section 4.5 and 4.6 report the experimental results
on binary and multi-class classification problems, respectively. Finally, we conclude this
chapter in Section 4.7.
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4.2. RELATED WORK
In the past decades, various active learning algorithms, based on many different selec-
tion criteria, have been proposed. These approaches rely on different heuristics. We can
roughly divide these heuristics into two categories: informativeness and representative-
ness. Informativeness estimates the ability of an instance in decreasing the uncertainty
of a statistical model, while representativeness indicates whether a sample is represen-
tative of the underlying distribution [36]. For example, query-by-committee [62], uncer-
tainty sampling [24, 73, 175], error reduction [40, 75], model change [77, 79, 169, 170], ex-
pected variance reduction [76] belong to the informativeness category, but each of them
has its own criterion of informativeness. Clustering-based approaches [14, 176, 177]
and variance minimization methods [52–54, 138] are included in the representativeness
group. There are also methods that try to combine the two criteria, such as min-max
view active learning [82], density or diversity weighted methods [16, 25, 61, 84, 101] and
multi-criteria fusion [21, 46, 178, 179].

The framework of retraining-based active learning, which our method is also an in-
stantiation of, was first proposed by Roy and Mccallum [40] to perform so-called ex-
pected error reduction (EER for short). Tong and Koller [24] used a retraining approach
in combination with SVMs to find instances that, after labeling, approximately halve the
version space. A series of active learning methods which propose a scheme similar to
EER, but with somewhat different motivations, were put forward in [75, 76, 79, 180].
All in all, retraining-based active learners can be roughly divided into four categories:
error reduction [40, 75], variance reduction [76], model change [79, 84, 126, 169], and
min-max view active learning [80, 82]. The principal difference among the above meth-
ods lies in how they measure the usefulness of unlabeled samples after retraining the
model. For example, error reduce methods like EER [40] attempt to estimate the future
generalization error as an indicator of the value of an instance while variance reduction
approach [76] turns to use the model variance as a measure of the informativeness. Sim-
ilarly, model change algorithms seek various ways of defining such change, e.g. as gradi-
ent length [84], and choose the instance which leads to maximum change. The min-max
view active learning directly measures the value of objective function during retraining
procedure and selects the instance with minimum score in the worst case scenario. Re-
cently, Yang and Loog [81] proposed to improve the retraining-based algorithms by inte-
grating the uncertainty information in the selection criterion.

We finally note that there exist close relationships between the proposed method and
various active learning techniques, such as query-by-committee (QBC) [62], and vari-
ance minimization [52–54]. Their connections will be particularly explained in Subsec-
tion 4.3.5.

4.3. MAXIMIZING VARIANCE FOR ACTIVE LEARNING
We give a detailed description of the proposed method. We provide the full algorithm
and introduce what is at the core of our method: so-called retraining information ma-
trices (RIMs). Based on these RIMs, we introduce the two main types of variance and
describe how these are fused into a single criterion for instance selection. In all of this,
we focus on probabilistic classifiers. In Subsection 4.3.4, we show one way to adapt our
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(d) N̂
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(c) P̂
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Figure 4.1: An overview of the proposed method MVAL. (a) retraining information matrix P represents that
each of the next queried instance xi ∈ U is labeled +1; (b) N means that each of the next queried instance
xi ∈ U is labeled −1; (c) and (d) are the weighted retraining information matrices of P and N , respectively,
where [e1, ...,en ] are the defined weights; (e) and (f) correspond to two matrices A and B, which are the com-
binations of P̂ and N̂ . V1 is the variance of each column in A while V2 corresponds to the variance of each
row in B. V >

2 is the transpose of V2. MVAL fuses V1 and V2 to evaluate the usefulness of unlabeled data.

method to a non-probabilistic classifier that does not directly provide a posterior prob-
ability estimate. We particularly focus on the SVM, which is the classifiers we are going
to experiment with next to logistic regression. In Subsection 4.3.5, we analysis the con-
nections of the proposed method and several existing active learning approaches. First
however, we spend a few words on the specific active learning setting we consider.

4.3.1. SPECIFIC SETTING

We study pool-based active learning in which the selection of individual instances to be
labeled is sequential and myopic. This means that we assume we already have a large
pool of unlabeled data with a small number of labeled data, and a single sample is se-
lected for labeling at a time [36]. We start with the binary classification problem, then
present how to extend the proposed method to multiclass tasks in the following section,
Section 4.4. We take U to be the pool of n unlabeled instances {xi }n

i=1 and L to be the al-
ready labeled training set, where yi = {+1,−1} is the class label of xi . PL (y |x) represents
the conditional probability of y given x on the basis of a classifier trained on L .

4.3.2. RETRAINING INFORMATION MATRICES

Figure 4.1 gives a pictorial overview of the proposed method. The proposed method
can be used with different types of classifiers. In addition, Algorithm 2 summarizes the
overall training procedure of MVAL for probabilistic classifiers. The proposed method
generates two matrices P , N , with the purpose of recording the probability of all unla-
beled instances after each retraining procedure. We first assume that the next queried
instance is labeled as +1, we then extend the current labeled set L + = L ∪ {xi ,+1}, re-
train the classifier on L +, and calculate the conditional probability PL + (+1|x j ) for all
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Algorithm 2 Maximizing Variance for Active Learning

1: Input: Labeled data L , unlabeled data U

2: repeat
3: Train on L and calculate entropy e j for all x j ∈U ;
4: For each xi ∈U , retrain on L + =L ∪ {xi ,+1}, let P i , j = PL + (+1|x j ), x j ∈U ;
5: For each xi ∈U , retrain on L + =L ∪ {xi ,−1}, let Ni , j = PL + (+1|x j ), x j ∈U ;
6: Obtain weighted P̂ and N̂ and compute the variance using Eq. 4.3;
7: Query the instance x∗ with maximum variance and label it y∗, update L ← L ∪

{x∗, y∗},U ←U \{x∗};
8: until Stopping criterion is satisfied

x j ∈ U . Each xi ∈ U is used to retrain the model, resulting in a matrix P of size n ×n,
where each element (i , j ) in P is assigned PL + (+1|x j ). For example, assuming that U

consists of six unlabeled samples xi , i = 1,2, . . . ,6, we could get the matrix P in Figure
4.1a. Equivalently, if we categorize all of the next queried instances as −1, we retrain the
model with L + =L ∪ {xi ,−1} for all xi ∈U , we can construct a matrix N that contains
the elements Ni , j = PL + (+1|x j ), of which an example is shown in Figure 4.1b.

The matrices P and N are the RIMs that collect and preserve the output informa-
tion over the unlabeled pool during the retraining process. We note here already that
since we assign all the elements in the RIMs the value of PL + (+1|x j ), for the variance
computation it will make no difference if we change the value to PL + (−1|x j ) since we
are dealing with binary classification problem and PL + (−1|x j ) = 1−PL + (−1|x j ).

We subsequently introduce a entropy weighted version of these RIMs, similar to the
correction strategy that was presented in [81], which reflects the ideas behind uncer-
tainty sampling [73], in which the selection mechanism is purely based on the current
classifier trained on the original L (rather than retrained on L +). With this weighting
we aim to trade off uncertainty due to instability of an instance and uncertainty due
to closeness to the decision boundary. Specifically, we firstly compute the pre-retraining
entropy e j =−∑

y j ∈±1 PL (y j |x j ) log(PL (y j |x j )), j = 1, . . . ,n and subsequently obtain two

weighted matrices P̂ and N̂ , where P̂ i , j = e j ×P i , j and N̂i , j = e j ×Ni , j .

4.3.3. VARIANCE COMPUTATIONS

The two information matrices we compute do not lead directly to a selection criterion
that we can determine for each instance. Here it is where we consider particular vari-
ances derived from these RIMs. As shown in Figure 4.1, we firstly construct two different
matrices by combining P̂ and N̂ . The first one concatenates P̂ and N̂ column-wise,
resulting in a new matrix A = [P̂ ;N̂ ] of size 2n ×n in Figure 4.1e. We obtain second
matrix B = P̂ −N̂ of size n ×n by subtracting N̂ from P̂ , as illustrated in Figure 4.1f.

For matrix A , the column-wise variance is derived to form a vector denoted as V1, in
which the j -th element corresponding to the variance in the j -th column is calculated
by

V1, j = 1

2n −1

2n∑
i=1

(Ai , j − 1

n

2n∑
i=1

Ai , j )2, j = 1, . . . ,n (4.1)
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where Ai , j represents the value of element (i , j ) in A . In contrast, we compute the row-
wise variance for matrix B, which is stored in the vector V2, i.e., the variance in the i -th
row is calculated by

V2,i = 1

n −1

n∑
j=1

(Bi , j − 1

n

n∑
j=1

Bi , j )2, i = 1, . . . ,n (4.2)

Herein Bi , j is the value of element (i , j ) of B.
The reasons for creating the matrices A and B and the way of calculating their vari-

ances V1 and V2 are the following. Firstly, the variance of each column of A is important
since it captures the variations of unlabeled samples when we query a different sample
in the next selection or label it a different category. Each column of P̂ and N̂ repre-
sents the scenario that we choose different instances as the next candidate. Concatenat-
ing P̂ and N̂ column-wise like A indicates that we attach totally contradictory label to
the next queried sample. Therefore, V1, which represents the instability or uncertainty
when the next queried sample or its corresponding label changes, is a measure of the in-
formativeness. Secondly, the element (i , j ) in B represents the difference of PL (+1|x j )
caused by assigning xi a totally different label. If xi is representative of x j , e.g., xi and
x j come close to each other or belong to the same cluster, element (i , j ) in P̂ should
vary markedly from (i , j ) in N̂ since xi is labeled differently and the element (i , j ) of B

should significantly differ from zero. Hence, the variance of the row of B indicates the
impact of an instance over other unlabeled data when its annotated label varies. V2 can
be seen as a measure of the representativeness. Finally, since the variances are calculated
over weighted P̂ and N̂ , both V1 and V2 essentially take advantage of the uncertainty
information provided by the entropy.

Now we need to fuse V1 and V2 to sort the unlabeled data. In this work, we use a
simple approach: element-wise multiplication V1 ·V2. We propose the maximizer of this
product as our new selection criterion for active learning:

argmax
x∈U

V1 ·V2 (4.3)

Since V1 and V2 can measure the informativeness and representativeness, respectively,
MVAL is able to select the samples which are both informative and representative.

4.3.4. ADAPTATION TO SVM
For classifiers which do not produce a probabilistic output, we can adapt the proposed
method by using their decision values. The particular example we focus on, which will
also be used in our experiments, is the SVM. Directly using the decision value f (x j ) as
the element of the RIMs leads the variance estimates to be overly sensitive to decision
values which may be extremely large or small and empirical experiments indeed show
poor results for the above choice. Therefore, similar to the scaling in [173], we are going
to transform the decision values into a type of probabilistic outputs. We do not directly
rely on Platt scaling, however, because the limited amount of labeled training data, es-
pecially in the beginning of active learning, fails to produce stable estimates for these
probabilities. Instead, we take a fixed sigmoidal transfer function (1+exp(− f (x)))−1 to
transform decision values into probabilities. This sigmoidal transfer corresponds to the
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probabilistic output one would obtain if instead of the hinge loss, one would plugs in a
logistic loss function that respects the same margin as the original hinge loss.

In order to obtain weighted RIM, P̂ and N̂ , we also need estimate the weight. In-
stead of firstly transforming the probability and then computing the entropy, we adopt
the e j = exp(−| f (x j )|) as the weight, which means that the instance that is nearest to
the decision margin receives the highest weight. The proposed method can be easily
adapted to other classifiers. In the experimental section, we validate the performance of
the proposed method with logistic regression and SVM, respectively.

4.3.5. COMPARISONS AND CONNECTIONS

The proposed method mainly preserves the relevant information during the retraining
procedure and creates RIMs to capture the variance of unlabeled samples. Indeed, there
exist several connections to other active learning approaches, such as QBC [23, 62, 63],
bootstrap-local variance method (BSLV) [71], and variance-minimization approaches
[52–54, 76].

MVAL shares a similar idea with QBC but performs slightly different. QBC approaches
first constitute a committee of models and then measures the disagreement among the
different committee members. Similarly, MVAL can be seen as a specific version of QBC
since it also makes use of a number of committee (such as the model re-trained on
L + = L ∪ {xi ,±1} and estimates the variance as the disagreement. The slight differ-
ences lies in: (1) typical QBC algorithms use Gibbs algorithm [62] or re-sampling method
such as boosting and bagging [63] to generate the a committee, while MVAL directly uti-
lizes the current training data and one more unlabeled sample with its potential labels.
The presence of additional unlabeled samples make the committee more flexible, which
can increase the levels of disagreements among committees; (2) QBC normally employs
vote entropy or KL divergence [23] to measure the disagreement, whereas MVAL designs
two particular variances based on RIMs as the disagreement. And these variances cor-
respond to the informativeness and representativeness, respectively. Therefore, one ad-
vantage of MVAL over QBC is that QBC is not able to estimate the representativeness of
samples.

MVAL is also different from the BSLV [71], which bootstraps from the already labeled
data and calculates the variance of each unlabeled instance. Several differences exist:
(1) BSLV uses bootstrap sampling to generate various models; (2) BSLV only calculate a
kind of variance which is slightly similar to the V1 in MVAL; (3) BSLV is not a deterministic
selection algorithm since it normalizes the variance as a randomly selection distribution.

There is a major difference between MVAL and several variance-minimization meth-
ods such as transductive experimental design (TED) [52], variance reduction [76, 111]
and graph-based variance minimization [53, 54]. The sharpest distinction is that MVAL
prefers the instance whose individual variance is the largest while these variance-minimization
algorithms favour the sample which leads to a minimum variance of a statistical model.
For example, experimental design approaches aim to minimize the output variance of
some specific statistical models to sequentially reduce the future generalization error.
Graph-based methods in [53, 54] focus on the tasks where the graph structure is avail-
able without the feature representation. Based on the Gaussian random field classifier,
it selects the nodes which minimizes expected prediction variance once labeled. Ex-
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pected variance reduction (EVR) [76], which also belongs to the retraining-based active
learning, obtains an approximation of the model variance during the retraining process.
Unlike experimental design, EVR and graph-based algorithms, MVAL directly estimates
the variance of each unlabeled sample introduced by retraining with different training
data instead of calculating the model variance. Another dissimilarity is that TED [52]
and two graph-based algorithms [53, 54] do not make use of the label information of
the queried samples. This means that these methods can not benefit from the feedback
information which comes from the human annotator. On the contrary, our method uti-
lizes the label information to update the model in each iteration. As shown in [181], the
label information can provide useful hints for active learning. Therefore, these meth-
ods in [52–54] is less competitive than the proposed method. We will verify this through
empirical experiments in Subsection 4.5.3 (See Table 4.3).

4.4. MVAL FOR MULTI-CLASS CLASSIFICATION
In this section, we extend MVAL to multi-class classification problems. A simple ap-
proach to addressing this issue is to reduce a multi-class task as multiple binary sub-
tasks using one-vs-all strategy. As Yang et al. [101] addressed, however, this may lead to
a degradation of the performance of active learners since it is difficult to fuse the results
across multiple binary classifiers. We present an alternative approach, which also fol-
lows the retraining procedures and keeps record of relevant information. When it comes
to the multiclass case, the main challenges are how to generate the RIMs and how to
construct the variances.
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Figure 4.2: An illustration of MVAL for multi-calss classification. Rk and R̂k are the original and weighted 3D
retraining information matrices, respectively, where k = 1,2, . . . ,K and [e1, ...,en ] are the predefined weights
of unlabeled samples. A and B are two combinations of R̂k on which two kinds of variance V1 and V2 are
computed. MVAL fuses V1 and V2 to evaluate the usefulness of unlabeled data.

For binary problem, RIMs are 2D matrices since each element of RIM is a single value
PL + (+1|x j ). Nevertheless, for a multiclass task of K classes {1,2, . . . ,K }, we need record
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all the posterior probabilities PL + (l |x j ), l = 1,2, . . . ,K when the model is retrained. The
advantage is that no information is discarded during the retraining process. Thus, we
can constitute K different RIMs of size n ×n ×K , where n is the number of unlabeled
samples and the third references dimension corresponds to the posterior probabilities.
These RIMs, which are 3D matrices, are denoted as Rk , k = 1,2, . . . ,K . The whole pro-
cedure is shown in Figure 4.2. First, the model is retrained by adding each unlabeled
instance with pseudo label k, resulting in a RIM Rk . The element (i , j , l ) of Rk is the
posterior probability PL∪{xi ,k}(l |x j ), k, l = 1,2, . . . ,K , i , j = 1,2, . . . ,n. Next, similar to
the weighting scheme used in binary case, each Rk is transformed to weighted R̂k . The
weighting function we use here is the margin sampling [36], which is equivalent to entropy-
based uncertainty sampling in binary case but demonstrates much better performance
than entropy-based uncertainty sampling on multi-class tasks [9]. Note that the origi-
nal criterion of margin sampling is finding the minima of minx j (PL (ŷ1|x j )−PL (ŷ2|x j )),
where ŷ1 and ŷ2 are two class labels which rank first and second, respectively based
on the model trained on current labeled data L . To be consistent to our objective of
querying the samples with maximum variance, we use exp(−(PL (ŷ1|x j )−PL (ŷ2|x j )))
as the weight e j of sample x j . More precisely, weighted R̂k are obtained as R̂k (i , j , l ) =
e j ×Rk (i , j , l ).

Finally, we estimate the variance of each unlabeled sample on the basis of these
3D RIMs. As shown in Fig 4.2, two new matrices are constructed as follows: (1) all the
weighted R̂k are concatenated column-wisely to form a matrix A = [R̂1; R̂2; . . . ; R̂K ] of
size nK ×n ×K ; (2) in the binary case, we measure the difference between two RIMs P̂

and N̂ to estimate the representativeness. However, we own K different RIMs instead of
two RIMs in the multi-class case. Here we propose to evaluate the differences between
all adjacent pairs R̂k and R̂k+1 and concatenate these results row-wisely, resulting in a
new matrix B = [R̂1−R̂2, R̂2−R̂3, . . . , R̂K −R̂1] of size n×nK ×K . An alternative approach,
which considers all the paired difference among R̂i and R̂ j , i , j = 1,2, . . . ,K , has a heavy
computational cost, especially when K is large. Therefore, we only consider the differ-
ence of adjacent R̂k and R̂k+1.

Even though a different ordering of the classes will, in principle, lead to a potentially
different outcome, preliminary experimental results show that the ordering has a negli-
gible effect on the overall performance of the proposed method.

Similarly to the binary case, the column-wise variance of A and the row-wise vari-
ance of B are calculated. Note that the A and B are 3D matrices, which means that
the variances of A and B are still 2D matrices. The idea used here is that we first calcu-
late the column-wise variance of A according to the first dimension and then measure
its mean over the third dimension as V1. On the other hand, V2 are firstly computed on
the second dimension and then averaged on the third dimension. In the end, the final
selection criteria of multiclass MVAL is the same with Equation 4.3: the element-wise
multiplication of V1 and V2. Accordingly, V1 and V2 indicate the informativeness and
representativeness, respectively.

4.5. EXPERIMENTS WITH BINARY CLASSIFICATION
We empirically compare our proposed method with state-of-the-art active learning al-
gorithms. Extensive results on 45 binary benchmark datasets demonstrate the effective-
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ness and robustness of our method. We start by a brief description of the various test
datasets. Subsequently, we examine how the proposed method works in comparison
with other active learning methods using logistic regression and SVM, respectively.

4.5.1. DATASETS
To evaluate the performance of different active learning algorithms, 45 benchmark datasets
are used as the test bed. Some basic information about the datasets after pre-processing
is shown in Table 4.1. Many of these datasets are commonly used in other active learn-
ing experiments, such as the 20 Newsgroups dataset in [52, 145] and the Letter Recogni-
tion dataset in [82]. A large number of datasets originally comes from the UCI Machine
Learning Repository [139]1, such as australian, mammographic, vehicle, wdbc and so
on. Here, however, we use the preprocessed version such as presented in [142]. Datasets
containing more than two classes are converted to binary datasets. Specifically, six pairs
of letters from Letter Recognition dataset, i.e., DvsP, EvsF, IvsJ, MvsN, VvsY and UvsV, are
constructed as the binary datasets. Seven binary datasets are taken from the 20 News-
groups dataset [141], which is a commonly used collection for text classification2. The
first three datasets, baseball vs. hockey, pc vs. mac, and misc vs. atheism, are also
used for comparison in [145]. The remaining four datasets, autos, motorcycles, baseball,
hockey, are pre-processed according to [52]3. Since a one-against-all scheme is used to
create the above four binary datasets, it represents a case of fairly imbalanced binary
classification problems. The MNIST database [140]4 is a commonly used handwritten
digit dataset and we construct three paired datasets based on it, i.e., 3vs5, 5vs8 and 7vs9,
to test the performance of the different active learners.

For computational efficiency, we apply random sub-sampling and principal compo-
nent analysis (PCA) on some datasets to reduce both the number of data points and the
size of feature dimensionality.

4.5.2. DATA SPLIT AND INITIAL LABELED SET
We randomly split each dataset into training and test set of equal size. We consider a dif-
ficult setting for active learning and start out with only two labeled instances at the very
beginning. We randomly labeled one example of the positive class and one example of
the negative class from the training set. For each active learning algorithm, the experi-
ment is repeated 10 times on each real-world dataset, followed by a report of the average
performance. Active learning is terminated when 100 samples are labeled on all of the
datasets, except on those datasets that have too few instances to leave a properly sized
test set.

4.5.3. RESULTS USING LOGISTIC REGRESSION
Many active learning algorithms are derived using particular classifiers. For example,
the simple margin [24] approach was created based on SVM, while QUIRE [82] was de-
veloped using ridge regression. In evaluating our active learning method, we benchmark

1http://archive.ics.uci.edu/ml/
2http://qwone.com/ jason/20Newsgroups/
3http://www.dbs.ifi.lmu.de/ yu_k/ted/
4http://yann.lecun.com/exdb/mnist/

http://archive.ics.uci.edu/ml/
http://qwone.com/~jason/20Newsgroups/
http://www.dbs.ifi.lmu.de/~yu_k/ted/
http://yann.lecun.com/exdb/mnist/
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Table 4.1: Datasets information after pre-processing: the number of instances (# Ins) and the feature dimen-
sionality (# Fea)

Dataset (# Ins, # Fea) Dataset (# Ins, # Fea) Dataset (# Ins, # Fea)
fertility (100, 9) wdbc (569, 31) 3vs5 (1500, 784)
ac-inflam (120, 6) hill (606, 100) 5vs8 (1500, 784)
acute (120, 6) breast (683, 10) 7vs9 (1500, 784)
wine (178, 13) australian (690, 14) IvsJ (1502, 16)
parkinsons (195, 22) wisc (699, 9) EvsF (1543, 16)
sonar (208, 60) blood (748, 4) UvsV (1550, 16)
glass (214, 9) diabetes (768, 8) MvsN (1575, 16)
hepatitis (155, 19) pima (768, 8) VvsY (1577, 16)
heart (270, 13) ooctris2f (912, 25) DvsP (1608, 16)
vc2 (310, 6) tictactoe (958, 9) pc-mac (1945, 500)
liver (345, 6) mammographic (961, 5) base-hockey (1993, 500)
ionosphere (351, 34) mushrooms (1000, 112) autos (3970, 8014)
vehicle (435, 18) ozone (1000, 72) motorcycles (3970, 8014)
musk1 (476, 166) splice (1000, 60) baseball (3970, 8014)
cylinder (512, 35) misc-atheism (1427, 500) hockey (3970, 8014)

against methods that either have been designed for the same classifiers or can be easily
adapted to the same classifiers. In this subsection, we firstly conduct experiments using
active learning algorithms whose base classifier is logistic regression. Subsection 4.5.4
then presents experiments with active learning methods that rely on SVMs.

The following state-of-the-art active learning algorithms based on logistic regression
are considered in addition to the standard baseline, i.e., random sampling (RS for short).

• BSLV: Bootstrap-LV algorithm, which bootstraps from the labeled data and esti-
mates the variance as the randomly sampling probability distribution [71];

• US: an uncertainty sampling approach, which queries the example with highest
entropy [36, 73];

• EER: Expected Error Reduction, which selects the sample with minimum future
generalization error [40];

• UEER: Uncertainty based EER, an improved version of EER using the uncertainty
information [81];

• MLI: Minimum Loss Increase, which switches from the square loss of QUIRE [82]
to the logistic loss.

• BMDR: Batch mode active learning, which queries discriminative and representa-
tive samples. The batch size is set as 1 in this comparison [179].
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Table 4.2: Performance comparisons of active learning algorithms in terms of the areas under the learning
curve (ALC), based on logistic regression. “Average ALC” reports the average ALC scores over all the datasets.
“Average Ranking” shows the average ranking within the compared methods. “Win Times” is the number of
datasets on which an algorithm achieving the best or comparable performance. “W/T/L MVAL VS” represents
the win/tie/loss counts of MVAL versus the other algorithms over all the datasets. Similarly, “W/T/L VS RS”
shows the win/tie/loss counts of other methods versus random sampling.

RS BSLV US EER UEER MLI BMDR MVAL
hill 0.583 0.599 0.591 0.619 0.592 0.616 0.622 0.621
cylinder 0.596 0.585 0.597 0.617 0.601 0.616 0.587 0.602
liver 0.628 0.612 0.581 0.629 0.606 0.600 0.621 0.631
splice 0.651 0.663 0.672 0.672 0.668 0.644 0.646 0.671
ooctris2f 0.686 0.681 0.671 0.688 0.679 0.685 0.666 0.699
musk1 0.688 0.690 0.699 0.704 0.714 0.703 0.704 0.713
sonar 0.688 0.701 0.698 0.707 0.691 0.690 0.696 0.704
pcmac 0.688 0.710 0.693 0.686 0.677 0.719 0.722 0.724
religionatheism 0.689 0.701 0.709 0.679 0.686 0.643 0.714 0.698
pima 0.704 0.717 0.714 0.700 0.708 0.699 0.685 0.725
fertility 0.707 0.729 0.705 0.720 0.719 0.728 0.665 0.728
diabetes 0.708 0.722 0.718 0.727 0.726 0.728 0.711 0.731
blood 0.727 0.738 0.721 0.740 0.705 0.734 0.661 0.739
hepatitis 0.727 0.732 0.773 0.768 0.758 0.742 0.760 0.767
heart 0.758 0.789 0.783 0.782 0.782 0.796 0.786 0.791
baseball 0.759 0.793 0.850 0.765 0.871 0.836 0.781 0.857
autos 0.760 0.793 0.845 0.769 0.871 0.839 0.779 0.866
motorcycles 0.765 0.798 0.858 0.777 0.883 0.853 0.796 0.888
basehockey 0.766 0.784 0.780 0.736 0.749 0.770 0.816 0.822
hockey 0.783 0.823 0.886 0.786 0.899 0.872 0.811 0.911
mammographic 0.783 0.791 0.770 0.772 0.801 0.776 0.796 0.793
australian 0.785 0.832 0.839 0.818 0.832 0.839 0.837 0.848
ionosphere 0.797 0.801 0.769 0.823 0.800 0.666 0.790 0.822
parkinsons 0.811 0.819 0.824 0.816 0.818 0.828 0.816 0.825
vc2 0.812 0.821 0.813 0.811 0.813 0.826 0.794 0.814
letterIJ 0.849 0.859 0.861 0.874 0.824 0.851 0.878 0.891
5vs8 0.855 0.877 0.894 0.907 0.906 0.846 0.898 0.914
7vs9 0.856 0.891 0.901 0.918 0.916 0.849 0.909 0.919
vehicle 0.858 0.870 0.881 0.871 0.886 0.886 0.877 0.900
letterVY 0.864 0.856 0.881 0.880 0.881 0.860 0.880 0.893
3vs5 0.866 0.871 0.886 0.906 0.898 0.860 0.883 0.902
ozone 0.877 0.875 0.883 0.853 0.889 0.872 0.877 0.887
tictactoe 0.896 0.893 0.898 0.907 0.905 0.849 0.875 0.905
wine 0.899 0.925 0.923 0.938 0.942 0.936 0.934 0.948
glass 0.899 0.908 0.904 0.907 0.912 0.915 0.908 0.913
letterMN 0.911 0.925 0.941 0.941 0.945 0.928 0.934 0.944
wdbc 0.916 0.952 0.952 0.951 0.953 0.956 0.942 0.954
mushrooms 0.931 0.953 0.973 0.969 0.972 0.971 0.957 0.976
letterEF 0.934 0.948 0.958 0.954 0.960 0.956 0.953 0.962
letterDP 0.938 0.949 0.961 0.962 0.967 0.966 0.952 0.970
breast 0.943 0.960 0.960 0.957 0.962 0.964 0.950 0.961
ac-inflam 0.947 0.972 0.984 0.979 0.983 0.979 0.966 0.981
wisc 0.949 0.951 0.954 0.952 0.956 0.956 0.947 0.956
letterUV 0.949 0.962 0.969 0.972 0.977 0.975 0.964 0.978
acute 0.967 0.975 0.991 0.955 0.978 0.993 0.984 0.991

Average ALC 0.803 0.818 0.825 0.819 0.828 0.818 0.816 0.839
Average Ranking 6.84 5.11 4.31 4.49 3.71 4.42 5.29 1.82
Win Times 1 2 5 11 10 12 4 34
W/T/L MVAL VS 44/1/0 37/6/2 36/8/1 31/12/2 29/14/2 32/6/7 41/3/1 -
W/T/L VS RS - 37/4/4 36/4/5 35/3/7 36/2/7 30/4/11 33/2/10 44/1/0
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We use the L2 regularized logistic regression method implemented in the LIBLINEAR
package [148] as the classification model for all the algorithms that we compare. Default
parameters are used and the penalty parameter C is set to 100 in all the experiments. For
BMDR, a trade-off parameter β is used to balance the informativeness and representa-
tiveness. We carefully tuned this parameter and set β= 1 which shows the best average
performance over all the datasets. We consider learning curves, which plot the classifier
accuracy on test data as a function of the number of labeled training examples. The area
under the learning curve (ALC) is then used as the performance measure [149].

The performance of seven active learning approaches based on logistic regression on
our 45 datasets are presented in Table 4.2. A paired t-test at a 95% significance level is
adopted to evaluate whether two methods are significantly different from each other. For
each dataset, the active learning methods which perform the best or are able to compete
with the best one are highlighted in bold face and coloured. Some criteria, like average
ALC and average ranking, are also reported in Table 4.2. The win/tie/loss counts are also
provided based on paired t-test at 95% significance level. All the datasets are sorted in
ascending order based on the average ALC scores of random sampling, or in other words,
they are sorted from difficult to easy classification tasks from the perspective of logistic
regression.

We see that the proposed method achieves the best performance in terms of average
ALC and average ranking. MVAL obtains the highest average ALC score 0.839 while the
second best one is 0.828 achieved by UEER. The average ranking of MVAL is smaller than
2 and, in most cases, MVAL ranks in the first or second position. There are 34 datasets
on which MVAL obtains the best performance or one not significantly different from the
best scoring other method. The second best one is MLI on 12 datasets. Generally, MVAL
demonstrates highly competitive performance in comparison with other methods over
all the datasets, e.g. the win/tie/loss counts of MVAL versus the second best one UEER is
29/14/2. And this value of MVAL versus US is 36/8/1. This confirms the effectiveness of
the proposed method. We also observe that though US is a quite simplistic approach, it
still outperforms some sophisticated methods like BMDR and MLI with regards to aver-
age ALC. There are some datasets on which many active learning methods actually lose
when compared to random sampling. For example, random sampling outperforms MLI
on 11 datasets. It therefore is very interesting to note that MVAL never performs worse
than random sampling over all 45 sets and only reaches a tie on 1 of the datasets.

Figure 4.3a presents the average accuracy of the first 30 labeled instances over all the
45 datasets for logistic-based active learning algorithms in. MVAL clearly outperforms
other methods, while UEER is a good second, being slightly better than EER and US.

To further investigate the distinction between our variance-maximization method
and variance-minimization methods, we also construct experiments to empirically com-
pare their performance. Random sampling (RS) and two graph-based methods V -optimality
(V -opt) [53] and Σ-optimality (Σ-opt) [54] are included in this comparison, followed by
two experimental design algorithms, TED [52] and Logistic Bound [112]. As shown in
Table 4.3, we only report the average performances of compared methods. A detailed
description of the performances on each single dataset is included in Table 4.4. Note
that we only show the results on 41 binary datasets since there are four relatively large
datasets, i.e. autos, motorcycles, baseball and hockey, on which we can not manage to
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conduct V -opt and Σ-opt due to high computational cost involved in computing the
inverse matrix. Still, we find that the proposed method obtains the best average perfor-
mance. Logistic Bound also has a very competitive performance and is far better than
TED. This is because that (1) Logistic Bound can be seen as a weighted version of TED
where the weights are closely related to the entropy of unlabeled samples and (2) Logistic
Bound takes into account uncertainty information derived form label information while
TED does not utilize this kind of label information. However, our method still outper-
forms Logistic Bound on 21 datasets and only fails on 7 datasets.

Table 4.3: Performance comparisons of the proposed method versus variance-minimization algorithms on 41
binary datasets.

RS V -opt [53] Σ-opt [54] TED [52] Logistic Bound [112] MVAL
Average ALC 0.807 0.806 0.815 0.810 0.827 0.834
Average Ranking 4.93 4.05 3.63 4.49 2.29 1.61
Win Times 1 6 6 3 18 30
W/T/L MVAL VS 40/1/0 33/7/1 34/3/4 34/6/1 21/13/7 -
W/T/L VS RS - 27/3/11 28/6/7 20/8/13 35/2/4 40/1/0

Let us, for completeness, also report the overall performance of each component of
MVAL based on the original RIMs and the weighted RIMs. The average ALC values over
all the datasets are provided in Table 4.5. V1, V2, and V1·V2 represent the different types of
variance as introduced in Subsection 4.3.3. The fusion of V1 and V2 significantly outper-
forms each single term on both original RIMs and weighted RIMs based on a paired t-test
at a 95% significance level, which demonstrates the advantage of combining the infor-
mativeness introduced by V1 and the representativeness carried by V2. We observe that
the same kind of variance on weighted RIMs markedly exceeds that on original RIMs. For
example, a paired t-test shows that the performance of V1 ·V2 on (P̂ ,N̂ ) surpasses that
on (P ,N ) at a 95% significance level. It is also the same situation for V1 and V2. This
demonstrates that our proposed weighting scheme is able to enhance the performance
of active learners.

4.5.4. RESULTS USING SVM
Support vector machines are a popular classification method used in active learning [24,
80, 154]. Here we compare our method with random sampling and several active learn-
ing approaches which are used in combination with SVM. These methods are named as
follows:

• SIMPLE: simple margin, which selects the example closest to the decision bound-
ary [24];

• CONF: confidence-based active learning, which estimates the uncertainty by its
conditional error [182];

• I-ALSVM: inconsistency-based active learning, which considers two extreme hy-
potheses and selects instance with highest inconsistency value [183];
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Table 4.4: Performance comparisons of the proposed method versus variance-minimization algorithms on 41
binary datasets.

RS V -opt Σ-opt TED Logistic Bound MVAL
hill 0.583 0.600 0.585 0.592 0.588 0.621
cylinder 0.596 0.583 0.612 0.598 0.603 0.602
liver 0.628 0.630 0.623 0.621 0.625 0.631
splice 0.651 0.612 0.667 0.661 0.671 0.671
ooctris2f 0.686 0.608 0.647 0.682 0.662 0.699
musk1 0.688 0.658 0.684 0.676 0.692 0.713
sonar 0.688 0.661 0.669 0.707 0.704 0.704
pcmac 0.688 0.730 0.687 0.679 0.712 0.724
religionatheism 0.689 0.691 0.708 0.625 0.638 0.698
fertility 0.694 0.698 0.695 0.671 0.693 0.717
pima 0.704 0.699 0.716 0.676 0.729 0.725
diabetes 0.708 0.715 0.715 0.702 0.732 0.731
blood 0.727 0.736 0.736 0.701 0.732 0.739
hepatitis 0.727 0.655 0.695 0.721 0.746 0.767
heart 0.758 0.777 0.770 0.776 0.787 0.791
basehockey 0.766 0.815 0.737 0.733 0.785 0.822
mammographic 0.783 0.778 0.785 0.767 0.780 0.793
australian 0.785 0.802 0.802 0.806 0.830 0.848
ionosphere 0.797 0.720 0.798 0.802 0.820 0.822
parkinsons 0.811 0.823 0.815 0.809 0.827 0.825
vc2 0.812 0.811 0.818 0.812 0.822 0.814
letterIJ 0.849 0.871 0.872 0.846 0.887 0.891
5vs8 0.855 0.892 0.907 0.905 0.915 0.914
7vs9 0.856 0.903 0.906 0.903 0.919 0.919
vehicle 0.858 0.885 0.875 0.877 0.896 0.900
letterVY 0.864 0.872 0.885 0.846 0.885 0.893
3vs5 0.866 0.880 0.896 0.887 0.904 0.902
ozone 0.877 0.635 0.827 0.859 0.900 0.887
tictactoe 0.896 0.865 0.922 0.899 0.889 0.905
wine 0.899 0.930 0.918 0.908 0.944 0.948
glass 0.899 0.911 0.909 0.905 0.911 0.913
letterMN 0.911 0.933 0.936 0.932 0.945 0.944
wdbc 0.916 0.938 0.933 0.932 0.955 0.954
mushrooms 0.931 0.965 0.966 0.961 0.975 0.976
letterEF 0.934 0.945 0.940 0.939 0.962 0.962
letterDP 0.938 0.954 0.953 0.957 0.968 0.970
breast 0.943 0.962 0.954 0.962 0.964 0.961
ac-inflam 0.947 0.982 0.980 0.974 0.983 0.981
wisc 0.949 0.953 0.948 0.955 0.956 0.956
letterUV 0.949 0.956 0.953 0.967 0.976 0.978
acute 0.967 0.990 0.991 0.990 0.990 0.991
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Table 4.5: Average ALC of components of MVAL over all the datasets using logistic regression. V1, V2, and V1 ·V2
represent the different types of variance. (P ,N ) and (P̂ ,N̂ ) represent the original RIMs and the weighted
RIMs, respectively.

RIMs
variance

V1 V2 V1 ·V2

(P ,N ) 0.827 0.786 0.833
(P̂ ,N̂ ) 0.831 0.815 0.839
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Figure 4.3: Average accuracy of the first 30 labeled examples over all the datasets. (a) shows the average per-
formance of active learning methods based on logistic regression; (b) demonstrates the average result of active
learning methods based on SVM.

• MMC: maximum model change, an adaptive version of simple margin. It selects
the instance close to the decision boundary but also considers about its contribu-
tion to model change [169];

• MinMax: min-max view active learning, a new version of QUIRE [82], but uses the
hinge loss instead;

For all the methods, we use linear SVM from the LIBSVM package [143] as classifier.
The regularization parameter C is set to 10 in all the experiments. As in the previous
subsection, we use the area under the learning curve (ALC) as the performance mea-
sure. Like for the hyper-parameters of the base classifiers, there typically are no addi-
tional labeled validation data available for tuning any hyper-parameters an active learn-
ing scheme might have. We empirically tuned these parameters over all the datasets to
globally good working choices. For CONF, an uncertain threshold c and bin size nBi n
are needed. The resulting parameters we found were c = 0.5 and nBi n = 4. For MMC,
a hyper-parameter γ is used to filter the instances within the margin. We validated this
value from a candidate set and selected the one which presents the best overall perfor-
mance. Finally, we set γ = 0.01 in our experiment. For I-ALSVM, we used the modified
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version of I-ALSVM which outperforms original I-ALSVM by combining I-ALSVM and
the simple margin method [183]. The modified version first selects a small candidate set
based on original I-ALSVM, then chooses the instance which is closest to the decision
boundary from the above subset. We tuned the size of this subset and finally this param-
eter was set 16 in our experiment. We note that the proposed method MVAL does not
need to tune additional hyper-parameters.

As shown on the right side of Table 4.6, the proposed method also in this setting
achieves the overall best performance. MVAL obtains 0.834 in terms of average ALC and
performs best or at the best level on 31 datasets. The second best algorithm, MMC, only
performs well on 16 datasets. Also here we used a paired t-test at 95% significance level
to evaluate the scores of ALC over all 45 datasets and we can conclude that MVAL sig-
nificantly outperforms other approaches. The win/tie/loss counts of MVAL versus other
methods also demonstrate that MVAL compares favorably to all other methods. We also
note that MMC and the simple margin outperform other active learning methods except
MVAL. CONF and I-ALSVM perform slightly better than random sampling. The possi-
ble reason might be that their hyper-parameters need to be tuned very on each dataset.
We plot the average performance of the first 30 annotated examples in Figure 4.3b. Also
looking at the performance in this way, we see that MVAL performs better than other
algorithms, especially in the early stage of active learning. MMC slightly outperforms
SIMPLE and I-ALSVM performs similarly to random sampling.

4.6. EXPERIMENTS WITH MULTI-CLASS CLASSIFICATION
We present the experimental results on multi-class classification problems in this sec-
tion. Since many of the compared active learning algorithms using SVM are only de-
signed for binary case and it is not clear how to extend them to multi-class problems, we
only compare the proposed method with active learning algorithms that are derived on
the basis of logistic regression.

We use 12 UCI benchmark datasets and 8 real-word datasets as the test bed. For
some relatively large datasets such as MNIST, scene13 [184], GTSRB [185] and CIFAR10
[186], we use randomly sub-sampling to reduce their sizes. The datasets information
after sub-sampling and PCA is listed in Table 4.7. For the scene13 dataset, we use the
GIST feature [187]; for the CIFAR10 dataset and GTSRB dataset, HOG feature [188] are
extracted. With regards to the action recognition datasets, KTH [189] and UCFsports
[190], we use the pre-extracted Action Bank features [191]. The Isolet is a letter speech
recognition dataset [192]. TWSA03 is a player action recognition data set in tennis games
taken from [193], of which HOG3D descriptors are extracted according to [194].

The experiments are repeated 10 times on each datasets and average performances
are reported. As the initial training set, we randomly select one instance from each class.
For the logistic regression classifier, the same setting is used as that in Section 4.5.3. Due
to that BSLV, Logistic Bound, BMDR are specifically designed for binary tasks, they are
omitted for comparison. The proposed method MVAL is compared with the remaining
active learning algorithms.

As is shown in Table 4.8, MVAL consistently outperforms other active learning meth-
ods over 14 datasets, it achieves the best performance or behaves comparably to the best
algorithms. Though it fails on 6 datasets such as CIFAR10, MNIST and dermatology, it
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is never the worst one. This can demonstrate the advantages of MVAL, efficient and ro-
bust. We also observe that MLI totally fails on most of datasets and performs worse than
random sampling. The probable reason may be that the min-max view used in [82] is
not suitable for multi-class classification problems. The error reduction method EER
achieves the second best scores while MVAL still outperforms it on 17 datasets based
on paired t-test at a 95% significance level. Three variance-minimization approaches,
V -opt, Σ-opt and TED, perform better than random sampling. However, they are still
worse than the proposed method, e.g. the win/tie/loss of MVAL versus Σ-opt is 17/1/2.

4.7. DISCUSSION AND CONCLUSION
We proposed a novel active learning method called MVAL, which is based on the retraining-
based active learning framework. MVAL builds weighted retraining information matri-
ces (RIMs) to record the changes of the output of unlabeled data during the retraining
process. Two types of variance based on these RIMs are calculated and fused to evalu-
ate the combined informativeness and representativeness of unlabeled samples. MVAL
then selects the instance with the largest combined variance. As an example, we demon-
strated how to use MVAL both with logistic regression and support vector machines.
Furthermore, an extension of MVAL to multi-class classification task is also presented
in this chapter. Empirical results on both binary and multi-class datasets show excellent
performance of our method in comparison with current state-of-the-art active learning
methods.

We see two different extension of our approach as potentially interesting for future
research. First of all, currently, MVAL is only feasible for myopic active learning setting.
Like for many other active learning approaches, it may be interesting to investigate how
to extend this idea to batch mode active learning, which queries a set of unlabeled exam-
ples simultaneously. Secondly, if there is one drawback our method has, it is the compu-
tational cost. It is not a problem that only our method has: MVAL actually has the same
computational complexity as some of the state-of-the-art retraining-based methods that
we compared to, namely EER [40], UEER [81], and MLI [82]. For some simple active
learning methods, such as uncertainty sampling, a proper acceleration can be achieved
by hyperplane hashing [195]. For our method and other retraining-based approaches, a
feasible solution is to use parallel computing to improve the efficiency since retraining
the classifier with different xi ∈ U is independent of each other. Another direction to
speed up these methods is using various heuristic approximations (e.g. a warm start in
[75] and nearly zero assumption of the gradient of objective function in [84]) and sub-
sampling strategies (e.g. selecting a subset of samples with maximum entropy [196]).

More important than the extension to the batch setting and the computational speed
is that we at all have a criterion that can give us good active learning performance. With
the current work, we have made an additional step in this direction, clearly improving
upon current state of the art.
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Table 4.6: Performance comparisons of active learning algorithms in terms of the areas under the learning
curve (ALC) based on SVM. “Average ALC” reports the average ALC scores over all the datasets. “Average
Ranking” shows the average ranking within the compared methods. “Win Times” is the number of datasets
on which an algorithm achieving the best or comparable performance. “W/T/L MVAL VS” represents the
win/tie/loss counts of MVAL versus the other algorithms over all the datasets. Similarly, “W/T/L VS RS” shows
the win/tie/loss counts of other methods versus random sampling.

RS I-ALSVM CONF MinMax SIMPLE MMC MVAL
hill 0.534 0.549 0.550 0.578 0.580 0.581 0.587
liver 0.599 0.622 0.613 0.611 0.622 0.612 0.609
cylinder 0.602 0.592 0.603 0.631 0.608 0.637 0.641
splice 0.658 0.667 0.658 0.630 0.682 0.670 0.670
religionatheism 0.673 0.677 0.673 0.641 0.673 0.662 0.647
ooctris2f 0.682 0.664 0.681 0.638 0.662 0.654 0.680
musk1 0.687 0.691 0.687 0.700 0.680 0.662 0.703
pcmac 0.690 0.679 0.690 0.674 0.680 0.711 0.675
pima 0.705 0.701 0.702 0.727 0.714 0.726 0.713
sonar 0.705 0.725 0.708 0.710 0.720 0.714 0.731
diabetes 0.715 0.687 0.717 0.726 0.720 0.722 0.736
fertility 0.729 0.752 0.733 0.738 0.757 0.760 0.752
basehockey 0.730 0.751 0.730 0.706 0.743 0.765 0.722
blood 0.732 0.725 0.732 0.747 0.726 0.735 0.740
hepatitis 0.750 0.759 0.755 0.760 0.776 0.779 0.771
heart 0.756 0.777 0.776 0.785 0.775 0.783 0.790
baseball 0.768 0.838 0.766 0.842 0.850 0.867 0.859
autos 0.771 0.836 0.775 0.844 0.857 0.852 0.869
motorcycles 0.776 0.849 0.777 0.861 0.862 0.870 0.884
mammographic 0.784 0.768 0.790 0.782 0.795 0.803 0.791
ionosphere 0.791 0.779 0.793 0.694 0.796 0.793 0.811
australian 0.793 0.801 0.819 0.844 0.835 0.832 0.838
hockey 0.798 0.878 0.797 0.888 0.880 0.899 0.898
vc2 0.803 0.779 0.814 0.822 0.793 0.811 0.828
parkinsons 0.824 0.832 0.829 0.835 0.845 0.845 0.835
letterIJ 0.847 0.787 0.863 0.867 0.868 0.879 0.891
vehicle 0.857 0.845 0.864 0.877 0.881 0.877 0.887
7vs9 0.858 0.883 0.869 0.850 0.901 0.907 0.918
5vs8 0.859 0.883 0.876 0.854 0.891 0.888 0.910
letterVY 0.860 0.778 0.867 0.856 0.868 0.876 0.882
3vs5 0.864 0.871 0.859 0.857 0.884 0.880 0.895
glass 0.897 0.903 0.895 0.907 0.902 0.903 0.909
wine 0.897 0.904 0.898 0.926 0.932 0.930 0.939
tictactoe 0.904 0.848 0.908 0.870 0.894 0.894 0.912
letterMN 0.912 0.872 0.912 0.927 0.934 0.934 0.947
wdbc 0.918 0.945 0.925 0.958 0.956 0.957 0.961
letterEF 0.926 0.921 0.927 0.956 0.956 0.959 0.960
ozone 0.928 0.942 0.928 0.930 0.937 0.934 0.945
mushrooms 0.931 0.968 0.930 0.964 0.970 0.970 0.973
letterDP 0.935 0.917 0.935 0.964 0.959 0.964 0.967
ac-inflam 0.942 0.943 0.942 0.977 0.979 0.979 0.975
wisc 0.944 0.936 0.940 0.953 0.951 0.953 0.950
breast 0.947 0.955 0.956 0.964 0.963 0.963 0.963
acute 0.949 0.955 0.949 0.990 0.988 0.989 0.984
letterUV 0.949 0.939 0.950 0.976 0.974 0.977 0.979

Average ALC 0.804 0.808 0.808 0.819 0.827 0.830 0.834
Average Ranking 5.64 5.11 5.22 4.04 3.16 2.69 2.13
Win Times 1 3 2 9 5 16 31
W/T/L MVAL VS 41/0/4 39/2/4 38/3/4 32/8/5 31/6/8 26/10/9 -
W/T/L VS RS - 24/3/18 18/23/4 30/5/10 38/1/6 38/4/3 41/0/4
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Table 4.7: Multi-class datasets information after pre-processing: the number of instances (# Ins), the feature
dimensionality (# Fea) and class number (#C)

Dataset (#Ins, #Fea, #C) Dataset (#Ins, #Fea, #C) Dataset (#Ins, #Fea, #C)
car (900, 6, 4) led_display (1000, 7, 10) heart_cleveland(303, 13, 5)
contrac (1473, 9, 3) pendigits (1000, 16, 10) satimage (1000, 36, 6)
segment (1000, 19, 7) stvehicle (846, 18, 4) glass (214, 9, 6)
dermatology (366, 34, 6) vowel (990, 10, 11) USPS (1000, 60, 10)
MNIST(1000, 60, 10) scene13 (1000, 90,13) CIFAR10 (1000, 57,10)
KTH (599, 100, 6) UCFsports(140, 100,10) TWSA03 (1228,100, 3)
GTSRB (1000, 40, 20) Isolet(1040, 40, 26)

Table 4.8: Performance comparisons of active learning algorithms on 20 multiclass datasets. “Average ALC”
reports the average ALC scores over all the datasets. “Average Ranking” shows the average ranking within the
compared methods. “Win Times” is the number of datasets on which an algorithm achieving the best or com-
parable performance. “W/T/L MVAL VS” represents the win/tie/loss counts of MVAL versus the other algo-
rithms over all the datasets. Similarly, “W/T/L VS RS” shows the win/tie/loss counts of other methods versus
random sampling.

RS US EER UEER MLI V -opt Σ-opt TED MVAL
CIFAR10 0.257 0.253 0.270 0.261 0.240 0.249 0.269 0.253 0.256
vowel 0.378 0.374 0.391 0.388 0.373 0.401 0.385 0.381 0.413
contrac 0.434 0.444 0.440 0.437 0.393 0.443 0.441 0.446 0.443
scene13 0.471 0.418 0.500 0.443 0.420 0.487 0.465 0.476 0.504
heart_cleveland 0.501 0.522 0.521 0.527 0.514 0.507 0.517 0.512 0.531
glass 0.521 0.542 0.535 0.526 0.520 0.491 0.549 0.473 0.539
GTSRB 0.628 0.621 0.669 0.644 0.674 0.643 0.664 0.677 0.681
MNIST 0.628 0.627 0.709 0.649 0.587 0.685 0.692 0.674 0.700
Isolet 0.629 0.631 0.645 0.631 0.637 0.592 0.651 0.654 0.659
led_display 0.633 0.662 0.653 0.659 0.542 0.640 0.641 0.632 0.663
stvehicle 0.652 0.664 0.668 0.675 0.631 0.643 0.659 0.662 0.680
car 0.694 0.730 0.725 0.735 0.627 0.727 0.729 0.710 0.734
pendigits 0.752 0.766 0.770 0.760 0.733 0.734 0.735 0.766 0.786
satimage 0.763 0.746 0.766 0.764 0.760 0.759 0.753 0.745 0.793
USPS 0.769 0.797 0.816 0.802 0.777 0.804 0.812 0.798 0.817
UCFsports 0.769 0.769 0.758 0.770 0.788 0.766 0.766 0.797 0.775
TWSA03 0.775 0.795 0.789 0.803 0.787 0.764 0.799 0.794 0.811
segment 0.809 0.810 0.828 0.850 0.794 0.842 0.846 0.820 0.865
KTH 0.918 0.951 0.936 0.948 0.932 0.927 0.927 0.941 0.953
dermatology 0.940 0.945 0.940 0.952 0.936 0.913 0.925 0.939 0.950

Average ALC 0.646 0.653 0.667 0.661 0.633 0.651 0.661 0.657 0.678
Average Ranking 6.9 5.15 3.85 3.85 7.25 6.3 4.85 5.2 1.65
Win Times 0 3 3 2 0 1 3 2 14
W/T/L MVAL VS 19/1/0 16/4/0 17/1/2 17/1/2 19/0/1 19/1/0 17/1/2 18/0/2 -
W/T/L VS RS - 12/3/5 18/1/1 17/2/1 7/3/10 10/1/9 15/0/5 14/3/3 19/1/0
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SINGLE SHOT ACTIVE LEARNING

USING PSEUDO ANNOTATORS

Standard myopic active learning assumes that human annotations are always obtainable
whenever new samples are selected. This, however, is unrealistic in many real-world ap-
plications where human experts are not readily available at all times. In this chapter, we
consider the single shot setting: all the required samples should be chosen in a single shot
and no human annotation can be exploited during the selection process. We propose a
new method, Active Learning through Random Labeling (ALRL), which substitutes single
human annotator for multiple, what we will refer to as, pseudo annotators. These pseudo
annotators always provide uniform and random labels whenever new unlabeled samples
are queried. This random labeling enables standard active learning algorithms to also
exhibit the exploratory behavior needed for single shot active learning. The exploratory
behavior is further enhanced by selecting the most representative sample via minimizing
nearest neighbor distance between unlabeled samples and queried samples. Experiments
on real-world datasets demonstrate that the proposed method outperforms several state-
of-the-art approaches.

This chapter is in preparation for publication.
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5.1. INTRODUCTION
In many machine learning applications, the availability of a large amount of data offers
opportunities to boost the prediction performance. Even if data is abundant, a major
issue remaining is that labeling the data is usually time-consuming and expensive. For
example, it is costly to hire many dermatologists to annotate the 129,450 clinical images
of skin cancer used in [197]. Active learning, which iteratively selects the most informa-
tive samples and queries the labels from human experts, has demonstrated its ability to
reduce the annotation cost and maintain good learning performance in various applica-
tions [36, 48].

The strength of active learning in reducing annotation cost stems from the fact that it
can iteratively query its preferred unlabelled examples for labelling and simultaneously
update its selection strategy according to the feedback from a human expert. Indeed,
conventional active learning assumes a human in the loop such that it can iteratively
learn from the received label information. This also implies that in the classical set-
ting of active learning, human annotators should be always readily available for labeling
whenever new unlabeled samples are queried. However, this assumption may not hold
in some real-world applications since (1) human annotator is unlikely to be present at all
time, e.g. human annotator may get tired or need a rest, (2) and active learning process
has to be suspended until the annotator reappear.

(a) uncertainty sampling (b) our method with a pseudo an-
notator

(c) our method with multiple
pseudo annotators

Figure 5.1: An illustration of different active learning algorithms in the single shot setting. Blue and black points
represent two different classes. Two green diamond points represent a set of labeled samples that is often of
small size while the remaining points represent a large pool of unlabeled samples. These figures show the (red)
queried points chosen by (a) standard uncertainty sampling (i.e. maximum entropy [36, 73]), (b) uncertainty
sampling + random labeling (with a single pseudo annotator) and (c) uncertainty sampling + random labeling
(with multiple pseudo annotators).

To mitigate the issue of human annotators being missing in the loop, we consider a
single shot setting of pool-based active learning, where few labeled samples and a poten-
tially large number of unlabeled instances are available and the active learner is asked to
choose a query set Q in a single shot [121]. Simply using standard myopic active learning
algorithms to select the top-ranked samples is not a good choice since it fails to consider
the redundancy among these top instances [36]. Figure 5.1a shows an example of the
failure of standard uncertainty sampling [36, 73]. We can observe that in the single shot
scenario, uncertainty sampling chooses a subset of samples which overlap each other.
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And it fails to explore the other two clusters.
In this chapter, we concentrate on adapting standard active learning algorithms,

which need real label information for exploitation, to the single shot setting. We propose
a new method, called Active Learning through Random Labeling (ALRL). Our method in-
troduces multiple annotators, which we refer to as pseudo annotators, to take the place
of the human expert used in active learning cycle. The pseudo annotators are indepen-
dent from each other and present uniformly random labels whenever new unlabeled
samples are queried. Even though the pseudo annotators do not add any information
telling us anything about the true labels, regular active learning methods can still ben-
efit from receiving such random labels. The improvement comes from the exploration
ability provided by this random labeling mechanism. As we will see, the exploratory be-
havior is further enhanced by fine-tuning the results that come from multiple pseudo
annotators by selecting the sample that well-represents the unlabeled data. The pro-
posed method is a general approach, which can be incorporated with both simple active
learners, e.g. uncertainty sampling [73] and sophisticated ones, e.g. variance maximiza-
tion [125]. We show the efficiency of our method on real-world datasets, in comparison
with state-of-the-art approaches.

5.2. RELATED WORK
A brief review of the work related to our single shot active learning is given, including
myopic and batch mode active learning, optimal experimental design, data subset se-
lection, and single shot selection.

Myopic vs. batch. Active learning can be roughly divided into two categories ac-
cording to the number of queried samples at a time [172]. The first one is myopic active
learning, where only a single instance is selected in each iteration. Many well-known
algorithms, such as query-by-committee (QBC) [62], uncertainty sampling [24, 73], er-
ror reduction [40], maximum model change [79], variance reduction [76], and variance
maximization [125] belong to this group.

The second one is batch mode active learning, where a batch of samples is selected
simultaneously [13, 44, 107, 132]. Conventional batch mode active learning methods
first select a fixed number of unlabeled instances and then ask for the real labels from
human experts. Subsequently, they make use of the received real label information to
update their selection criteria and continue choosing the next round of a group of un-
labeled samples. When the batch size is very large, e.g. the number of required samples
in total, batch mode setting is transformed into the considered single shot case. In other
words, single shot active learning can be viewed as a particular case of batch mode active
learning with the batch size being equal to the sampling budget. However, Brinker [61]
found that it is preferable to set batch size as small as possible, with the possible reason
that the selection criterion can be updated more frequently if batch size is small. This
implies that directly using batch mode active learner for one single shot setting may lead
to a decrease of the learning performance.

Optimal experimental design. There also exist some active learning methods which
do not require true labels for samples selection at all, such as transductive experimental
design (TED) [52] and graph-based variance minimization methods [53, 54]. These ap-
proaches usually attempt to minimize the expected variance of a statistical model, where
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the label information is omitted in the calculation of such variance. Hence, they are well
matched with this single shot setting since no human annotation is needed during the
selection process. However, since they do not utilize label information, they mainly fo-
cus on selecting representative samples and do not make use of label information even
when some labels of samples are available.

Data subset selection. Data subset selection is also closely related to our single
shot setting since both of them aim to select an informative subset. The subset se-
lection problem has been well studied in the literature. When the input samples are
feature vectors, many works focus on finding representative samples by searching in
low-dimensional subspace [198, 199] or using some clustering algorithms, e.g. k-means.
Other efforts have been devoted to finding the representatives by using pairwise sim-
ilarities between data points [55, 200]. For example, Elhamifar et al. [55] proposed a
dissimilarity-based sparse subset selection (DS3) method to minimize the difference be-
tween source data and target data. However, some methods, e.g. DS3 and the work in
[200], cannot exactly determine the number of selected representative points before-
hand.

Single shot selection. Few efforts have been devoted to single shot active learning
problem. Contardo et al. [121] combined meta-learning and active learning to learn an
active learning strategy. After the selection strategy is learned, all the required samples
are queried in a single shot. However, their method required additional supervised data
to train their model, which is not realistic in many active learning applications since only
little or even no labeled data is available. Our proposed method does not require extra
supervision information.

5.3. ACTIVE LEARNING USING RANDOM LABELING
This section presents our novel approach for querying an informative subset for human
annotation in a single shot in detail. The proposed method offers an alternative view of
the subset selection problem, which adapts standard myopic active learners to the single
shot setting through random labeling.

5.3.1. MOTIVATION

Many active learning algorithms, which make use of label information for samples selec-
tion, focus on exploitation by querying samples near the decision boundary to refine the
classification model, e.g. uncertainty sampling. On the contrary, some other methods
concentrate on the exploration by selecting the most representatives of the unlabeled
instances. Most of these approaches, e.g. Transductive experimental design [52] and
Hessian optimal design [138], do not use the class information of selected samples at
all.

In the single shot setting, in the absence of experts annotations, regular exploitation-
based active learning algorithms may fail because they cannot update their exploitation
criterion for every sample selected. Conducting the exploitation on the basis of initial
training data without further updating the selection criterion is likely to mislead the
active learner to select uninformative and redundant samples. Take uncertainty sam-
pling for example, it chooses the instances for which the current classifier is least cer-
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tain. For probabilistic classifiers, a general uncertainty sampling strategy is selecting
the instances with maximum entropy [36]: x∗ = argmaxx −∑

i P̂ (yi |x) log P̂ (yi |x), where
P̂ (yi |x) is the estimated posterior probability based on current labeled data and yi goes
over all candidate labels. As is illustrated in Figure 5.1a, uncertainty sampling, which
concentrates on exploitation, queries less informative samples in a single shot. And
there are high redundancies among these queried samples. It shows that, in general,
pure exploitation without subsequent updating can indeed be harmful in the single shot
setting.

To overcome the disadvantage of pure exploitation, we enable standard myopic ac-
tive learners to explore by using multiple of our so-called pseudo annotators. The value
of employing such pseudo annotators will be explained in Subsection 5.3.2. First, how-
ever, we explain more precisely what a pseudo annotator does. A pseudo annotator does
not know anything about the true labels and just randomly guesses a class category when
annotating an unlabeled instance. For example, given that C = {c1,c2, . . . ,cp } is the set of
possible labels, the pseudo annotator randomly and uniformly selects one label ci from
C for each queried unlabeled instance. This also implies that the randomly assigned
labels of different unlabeled samples are totally independent from each other.

5.3.2. THE PROPOSED METHOD: RANDOM LABELING

We start with the basic setting of single shot active learning. We have relatively little la-
beled data L = {(xi , yi )}nl

i=1, where xi ∈ Rd is a feature vector and yi is the label of xi . In
addition, a large pool of unlabeled examples U is also available. The task is to select a
budget of N samples from the unlabeled pool U in a single shot. When N instances are
determined, they are categorized by human annotators and added to the labeled data
L . The way to construct such an initial labeled set L is not widely studied in the lit-
erature. Like in [41, 101, 208], this work simply assumes that L is obtained by random
sub-sampling, for instance, by randomly selecting a fixed number of instances per cate-
gory from all the data.

Figure 5.2 shows the flow chart of our proposed method. Q denotes the already
selected but still unlabeled data. Our method chooses N samples in a sequential way,
which means only one sample is queried at a time.

To start with, we set Q =; and select the first instance according to the myopic active
learner A trained on L . From then on, the instances in Q are randomly labeled by the
pseudo annotators and used to select the next sample. Trained on correctly labeled L

and randomly labeled Q, the active learner we use is able to explore larger regions than
that only trained on L . As shown in Figure 5.1b, uncertainty sampling is still used as the
active learner but our method can make it select diverse samples instead of purely those
samples lying close to initial decision boundary. This verifies that random labeling can
indeed help exploration. Note that in each iteration, all the samples in Q are relabeled
by the pseudo annotators, which means that the assigned labels may be different from
that obtained in the last round.

A major difference between our random labeling and standard active learning al-
gorithms is that method employs multiple pseudo annotators whereas classical active
learning assumes that only a single annotator is available. The motivation of using mul-
tiple pseudo annotators is that a single random labeling strategy would make the out-



5

76 5. SINGLE SHOT ACTIVE LEARNING USING PSEUDO ANNOTATORS

put of our algorithm too depend on the quality of randomly assigned labels. It could
happen that our method unfortunately queries an uninformative sample because of the
poor random labels. To tackle this problem, we simply decide to use m different pseudo
annotators, i.e. {O1,O2, . . . ,Om}, and fine-tune the result by selecting the most represen-
tative instance obtained by using multiple pseudo annotators. Note that these pseudo
annotators are independent from each other.

More specifically, we first use Oi to randomly label all the samples in Q and then ap-
ply an active learner A to choose one candidate si from unlabeled data U based on truly
labeled L and randomly labeled Q. We repeat this procedure m times with different
pseudo annotators, result in obtaining m different candidates, i.e. {s1, s2, . . . , sm}, since
each pseudo annotator is highly likely to present different random labels to Q. Subse-
quently, we can evaluate the candidate samples and select the one which best represents
the unlabeled samples.

Overall, as shown in Figure 5.2, the proposed random labeling mechanism uses a
two-step strategy: it first employs multiple pseudo annotators to impel regular active
learner to explore and choose an informative candidate set; then the most representative
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Figure 5.2: Schematic illustration of the proposed method. L and U denote the truly labeled data and unla-
beled data, respectively. Q represents those already selected but still unlabeled data. {O1,O2, . . . ,Om } (m = 4
in this figure) denotes a set of pseudo annotators where each pseudo annotator Oi always randomly and uni-
formly label these samples in Q. Q starts with an empty set, and adds the first sample which is selected by
an active learner trained on L only. {s1, . . . , sm } are the candidates selected by an active learner based on each
pseudo annotator. MNND stands for minimizing nearest neighbor distance between unlabeled data and al-
ready queried data (see Equation 5.2). In the end, the most representative sample from {s1, . . . , sm } is chosen by
MNND and is added to Q. Only when budget is finished will the samples in Q be labeled by human annotator.
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Algorithm 3 Active Learning with Random Labeling

Require: Labeled data L , unlabeled data U , subset Q = ;, Active Learner A , pseudo
annotators {O1,O2, . . . ,Om}

1: Train on L and select the first sample x∗ from U according to active learner A ;
update Q ←Q∪ {x∗},U ←U \{x∗};

2: repeat
3: for i = 1 to m do
4: Samples in subset Q are randomly and uniformly labeled by the pseudo anno-

tator Oi ;
5: Train on L ∪Q and use active learner A to select the most informative sample

denoted by si ;
6: end for
7: Select the sample x∗ from {s1, s2, . . . , sm} by using MNND (see Equation 5.2);
8: Update Q ←Q∪ {x∗},U ←U \{x∗};
9: until Budget is reached

10: Human expert annotators the instances in Q with true labels YQ , update L ← L ∪
{Q,YQ};

sample is queried from the candidate set. The overall training procedure of our method
is given in Algorithm 3.

In this work, we consider minimizing the overall nearest neighbor distance between
unlabeled data and queried data to choose the most representative sample. We call this
technique Minimizing Nearest Neighbor Distance (MNND for short). We will further
explain why and how to implement the MNND in Subsection 5.3.3.

5.3.3. MINIMIZING NEAREST NEIGHBOR DISTANCE
Figure 5.3 illustrates the main idea behind minimizing nearest neighbor distance be-
tween unlabeled samples and queried samples. The yellow dots represent the unlabeled
samples, e.g. samples in U whereas the red squares stand for these already chosen sam-
ples, e.g. samples in L ∪Q. The red dot indicates that this instance is chosen as the next
queried data point, followed by a calculation of the minimum nearest neighbor distance.
First, we define the overall nearest neighbor distance between unlabeled data U and the
remaining already chosen data which includes both labeled data L and Q as follows:

Di s(U ,L ,Q) = ∑
u∈U

min
x∈L∪Q

‖u −x‖ (5.1)

where ‖u − x‖ denotes the Euclidean distance between unlabeled data point u and la-
beled (in our case possibly randomly labeled) data point x.

For example, in Figure 5.3, for all unlabeled samples, we first find their nearest neigh-
bor from L ∪Q and then sum over all the pair distances between unlabeled data points
and their corresponding nearest neighbors. Finding such nearest neighbor can be inter-
preted in two ways: (1) it can be seen as classifying unlabeled samples using 1-nearest
neighbor algorithm; (2) it can also viewed as clustering unlabeled instances according
to these already chosen data points, where each instance in L ∪Q is considered as the
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Figure 5.3: Illustration of minimizing nearest neighbor distance between unlabeled samples and queried sam-
ples. Arrows indicate the distance between unlabeled instances to their nearest already selected instances. The
dashed ellipses indicates that these unlabeled samples inside share a common nearest neighbor. {s1, s2, s3, s4}
are the candidates chosen by using multiple pseudo annotators. (a) s1 is assumed to be selected as the next
queried sample; (b) s4 is assumed to be selected as the next queried sample. Since choosing s4 will lead to
a smaller overall distance between unlabeled samples and queried samples, our algorithm chooses s4 as the
next queried instance.

cluster centroid. If U is not empty and Di s(U ,L ,Q) reaches its minimum value 0, it
implies that all unlabeled data points can find some samples which are exactly the same
as themselves. This also indicates that all unlabeled data can be perfectly classified by
the 1-nearest neighbor algorithm. Therefore, Di s(U ,L ,Q) can be considered as a mea-
sure of how well the labeled data can represent the unlabeled data. The smaller the value
of Di s(U ,L ,Q), the more representative of already queried samples.

Now let us return to how to select the most representative sample from these can-
didates obtained by employing multiple pseudo annotators. For example, assume that
our method uses m pseudo annotators and obtains m candidates: S = {s1, . . . , sm} with
si ∈S . We prefer the sample s which can lead to a minimum nearest neighbor distance
once chosen as the next queried sample. The intuition behind is that the smaller the
value of Di s(U ,L ,Q∪ s), the more representative the queried samples s is. Therefore,
we consider selecting x∗ to minimize the nearest neighbor distance between queried
data and unlabeled data as follows:

x∗ = argmin
s∈S

Di s(U ,L ,Q∪ s) (5.2)

As we see, there are four candidates {s1, s2, s3, s4} chosen by using four pseudo anno-
tators in Figure 5.3. If s4 is chosen as the next queried instance (shown in Figure 5.3(b)), it
will result in a minimum nearest neighbor distance than that other samples are queried
(e.g. as shown in Figure 5.3(a), selecting s1 will lead to a larger value of Di s(U ,L ,Q∪s)).
Finally, our algorithm chooses s4 as the next queried instance. This also implies that our
method prefers these samples which are located in the high density region.

To demonstrate the effectiveness of MNND, let us compare Figure 5.1b and Figure
5.1c. We observe that our method without using MNND fails to select the points in the
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bottom right corner (in Figure 5.1b). However, when MNND is utilized, our method can
select samples from all four clusters and most of the queried points are in high density
regions. As it turns out, MNND is able to further enhance the exploratory behavior of
standard active learning algorithms.

5.4. COMPARISONS AND CONNECTIONS
This section discusses the connections and differences between our method and other
relevant approaches.

To start with, we first describe the active learning techniques which are combined
with our random labeling mechanism. Our method is generally designed for active learn-
ing algorithms which make use of label information for selection. We employ our method
in combination with two active learning methods. The first one is an uncertainty sam-
pling strategy, the maximum entropy criterion (MaxE for short) [36]. Though MaxE is
quite simple, it performs well in comparison with many myopic active learning algo-
rithms [172]. The other one we consider is a recently proposed myopic active learning
method called Maximizing Variance for Active Learning (MVAL for short). MVAL shares
some similarities with the classical query-by-committee [62]. MVAL forms a commit-
tee that consists of models trained on currently labeled data and each unlabeled sam-
ple with all possible labels. It trains each committee member and records the poste-
rior probabilities of unlabeled samples to form so-called retraining information matri-
ces (RIMs). These RIMs are used to compute the disagreement among each commit-
tee member on all unlabeled samples. More specifically, MVAL estimates two kinds of
variance to evaluate the informativeness and representativeness and fuses these vari-
ances as a measure of the disagreement. Finally, MVAL queries the sample that causes
maximum disagreement among all committee members. The main differences between
MaxE and MVAL are that MaxE only concentrates on exploitation while MVAL considers
both exploitation and exploration.

Many efforts have been devoted to density or diversity based active learning [16, 25,
61, 84, 101]. The common idea behind these is that we should select samples which are
representative of unlabeled data, e.g. both Settles and Craven [84] and Zhu et al. [25]
used the similarity between unlabeled samples as a measure of density and combined
the density measure with the uncertainty measure. However, these methods may get
into trouble in the single shot setting. The reason is that the uncertainty measure is fixed
during the selection process since no true labels can be obtained and these methods may
fail to balance density and uncertainty. Similar to these density-based approaches, our
method also prefers querying representative samples by minimizing the nearest neigh-
bor distance. For example, in Figure 5.3, our algorithm prefers selecting these samples
which are close to the cluster centers. In this sense, the proposed method provides an
alternative view to select representative samples.

The proposed method also has some connections with k-means++ algorithm [201].
k-means++ uniformly and randomly chooses a data point as the first cluster center, and
selects the next cluster center from remaining data points with probability proportional
to their squared distance from the closest existing cluster center. After that, the chosen
seeds are feed to start k-means clustering algorithm.

Four aspects distinguish our work from k-means++. To start with, the first point is
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chosen by the active learner A trained on initially labeled data L . Secondly, the sub-
sequent point is not chosen from all the remaining unlabeled samples. Our method
only chooses the next queried point from a candidate set S generated by multiple ran-
dom annotators. Thirdly, our method determinately selects the sample which leads to a
minimum neighbor distance once chosen while k-means++ randomly chooses the next
sample with some kind of probability. Finally, our method does not use any subsequent
clustering algorithms while k-means++ still needs use k-means clustering algorithm. In
some sense, the proposed method can also be viewed as a sequentially adaptive cluster-
ing approach. The benefit of our method over k-means++ is that our method can make
use of some existing supervised information, e.g. training active learner A on initially
labeled data L , while k-means++ is a pure unsupervised clustering approach.

The strength of the proposed method over random sampling is that our method con-
siders both exploitation, i.e., by training on an initial labeled data set L , and exploration,
i.e., by training on the randomly-labeled data set Q. More important is that we also use
MNND to select representative instances. On the contrary, random sampling only does
pure exploration and fails to consider the representativeness of unlabeled samples. One
work [202] also proposed to use some randomly selected samples to explore. However,
that technique is particularly designed for binary classification tasks and it is unclear
how to extend it to multi-class classification.

5.5. EXPERIMENTS

We test the empirical performance of the proposed method and compare it against other
subset selection approaches. Additional comparisons are also made between our method
and conventional batch mode active learning algorithms. We first describe the used test
datasets and experimental setup, followed by an analysis of the experimental results.

5.5.1. DATASETS

We use 10 benchmark datasets in our experiments, some of which are image classifica-
tion tasks, such as two handwritten digit datasets, the MNIST [140] and the USPS dataset
[203]. For the MNIST and the USPS dataset, the gray-scale pixel values are used as the
features. We also use three pre-processed subsets in the Office dataset [204], including
the Amazon, Webcam and Caltech datasets. These three sets contain 10 common classes
which are from different sources, e.g. the Amazon dataset contains images downloaded
from online merchants and the Webcam set uses low-resolution images by a web cam-
era. SURF features are firstly extracted and then encoded into an 800-bin histograms. In
addition, we also experiment on five standard datasets [205], including five categories
of images taken from Caltech101 (C), ImageNet (I), LabelMe (L), SUN09 (S), VOC2007
(V). The selected five categories are: bird, car, chair, dog and person. Following [205],
we use the pre-extracted DeCAF6 features. For computational efficiency, sub-sampling
and principal component analysis (PCA) are applied on some of the larger datasets to
reduce the sample size and feature dimensionality. The detailed information of these
preprocessed test datasets after pre-processing is listed in Table 5.1.



5.5. EXPERIMENTS

5

81

Table 5.1: Characteristics of the preprocessed test datasets: the number of instances (#n), the feature dimen-
sionality (#fea) and the number of class (#c). Refer to the text in the beginning of Subsection 5.5.1 to see what
C, L, V, I, and S stand for.

Dataset (#n, #fea, #c) Dataset (#n, #fea, #c)
C (467, 4096, 5) I (500, 4096, 5)
L (410, 4096, 5) S (350, 4096, 5)
V (500, 4096, 5) Amazon (500, 50, 10)

Webcam (295, 50, 10) Caltech (500, 50, 10)
MNIST (1000, 60, 10) USPS (1000, 60, 10)

5.5.2. EXPERIMENTAL SETUP
In our experiments, each dataset is randomly and repeatedly divided into training and
test sets of equal size. We randomly select one sample from each class as the initial la-
beled set. All the experiments are repeated 20 times and the average performances are
reported. The number of queried samples varies from {20,40,60,80,100,120} in our ex-
periment.

We compare the proposed method, Active Learning through Random Labeling (ALRL
for short), with random sampling and the following algorithms:

• USDM: Uncertainty sampling with diversity maximization, which retains the un-
certainty and maximizes the diversity simultaneously [101].

• BatchRank: It balances the informativeness and diversity and offers some relax-
ations to solve the optimization problem [44].

• k-means++: It applies k-means++ [201] algorithm and selects the sample nearest
to the centroid of a cluster.

• TED: Transductive experimental design chooses examples to minimize the vari-
ance of ridge regression model [52].

• V -opt: It selects samples to minimize the V -optimality on Gaussian Random Fields
(GRFs) [53].

• Σ-opt: Similar to V -opt, it minimizes the Σ -optimality on GRFs [54].

• DS3: It selects representative samples by minimizing the dissimilarity between se-
lected data and the remaining data [55].

Among these compared methods, two methods, USDM and BatchRank, are the most
recent state-of-the-art batch mode active learning algorithms. Since k-means++ is rel-
atively sensitive to the initialization seeds, we repeat it 500 times with different random
seeds and choose the one which performs the best based on the objective function of
k-means++. For fairness, linear SVM with the same parameter setting is used to evaluate
the performances of all compared algorithms. We use the LIBSVM package [143] and
empirically set the regularization parameter C = 10. The number of pseudo annotators
m is empirically set 10 in all experiments.
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5.5.3. RESULTS
We first investigate whether the proposed random labeling mechanism can help improve
the performance of standard active learning algorithms. Subsequently, we compare our
method with other subset selection approaches.

THE EFFICIENCY OF RANDOM LABELING

We show the average performance over all test sets of our method with MaxE and MVAL
in Figure 5.4. ALRL_MaxE denotes the combination of MaxE and our method with a
default m=10 pseudo annotators. We also show the performance of ALRL_MaxE (m=1)
in which a single random annotator is used such that MNND does not play a role. It is
the same setting with ALRL_MVAL and ALRL_MVAL (m=1). MaxE_True and MVAL_True
refer to the two active learners that are obtained of the true is obtained fro a human ob
server in every iteration. This is, in a sense, the best one can do and therefore serves as a
natural upper bound for the performance.

It is obvious that standard myopic active learning algorithms perform poorly in the
single shot setting, e.g. MaxE and MVAL are significantly worse than random sampling.
The reason is that these active learners are likely to select samples which extensively
overlap each other. As shown in Fig 5.1a, standard uncertainty sampling keeps selecting
instances which are close to initial decision boundary and have considerable overlap-
ping within each other. And it fails to query new data points from the other two clusters.
From another perspective, this also implies that the key advantage of active learning
over random sampling is that active learner can iteratively learn from the labels obtained
from human annotator. In the single shot scenario where standard myopic active learn-
ers cannot query human annotator for labels and cannot update their selection criteria,
it does make sense that these approaches demonstrate poor performance.

However, by adopting our proposed random labeling, both ALRL_MaxE (m=1) and
ALRL_MVAL (m=1) outperform the original active learners (MaxE and MVAL) and ran-
dom sampling. As shown in Fig 5.1b, our random labeling strategy impels uncertainty
sampling to explore and select diverse data points without large overlapping. This demon-
strates that in the single shot scenario, our random labeling mechanism can indeed
boost the performance of regular active learners by promoting exploration.

We also investigate the benefit of our proposed MNND criterion. In Figure 5.4, ALRL_-
MaxE and ALRL_MVAL outperform their competitors, ALRL_MaxE (m=1) and ALRL_MVAL
(m=1), respectively. This confirms the advantage of selecting representative samples by
minimizing nearest neighbor distance. It also means that we can still expect better per-
formance when multiple pseudo annotators are employed and the most representative
sample are chosen by using MNND. We also observe that two active learners that re-
ceived human feedback in every iteration, MaxE_True and MVAL_True, obtain the best
performances. And our method comes very close to these two active learners. This
demonstrates that even in the single shot setting, our proposed random labeling mecha-
nism can produce promising results relatively comparable to that of active learner in the
standard setting where human annotation is obtainable in each iteration.

THE INFLUENCE OF MYOPIC ACTIVE LEARNER

Figure 5.5 illustrates the influence of myopic active learner chosen in our method. ALRL_-
Random means that random sampling is used as the active learner A in Algorithm 3. In
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addition, we also compare with Simple_MNND in which no pseudo annotators are used
and the most representative sample is directly chosen from all the remaining unlabeled
samples by using MNND. The difference between ALRL_Random and Simple_MNND
is that ALRL_Random conducts MNND on a random subset while Simple_MNND im-
plements MNND on all remaining unlabeled data. We can see that ALRL_Random and
Simple_MNND perform similarly to each other. And both of them are surpassed by
ALRL_MaxE and ALRL_MVAL. This implies that the exploitation produced by MaxE and
MVAL increases the learning performance. Overall, ALRL_MVAL demonstrates the best
performance. In the following experiments, ALRL refers to ALRL_MVAL, unless other-
wise specified.
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Figure 5.4: Performance comparisons of random labeling in combination with two active learners (a) MaxE
and (b) MVAL. ALRL_MaxE is the combination of MaxE and our method ALRL with a default m=10 pseudo
annotators while ALRL_MaxE (m=1) means that we only use a single random annotator so that MNND is not
utilized. It is the same setting with ALRL_MVAL and ALRL_MVAL (m=1). MaxE_True and MVAL_True refer to
the two active learners that can obtain the true label from human expert when an unlabeled sample is selected.

PERFORMANCE COMPARISON WITH STATE-OF-THE-ART ALGORITHMS

Figure 5.6 compares our method ALRL to several state-of-the-art algorithms over 10 test
datasets. We can see that our method obtains the best performance on most datasets,
such as MNIST, USPS, Caltech, Amazon, L and Webcam. ALRL also demonstrate excel-
lent performance on the I and V datasets, ranking in the second place. It only fails to
remain among the top two methods on the C and S datasets. TED also shows good re-
sults on several datasets, especially on the V and I, on which it achieve the highest accu-
racy. Most of the remaining methods can perform quite well only on one or two datasets,
e.g. DS3 exceed other methods on the C dataset. However, these two batch mode ac-
tive learning algorithms USDM and BatchRank perform poorly on most datasets, e.g.
BatchRank obtains worse performance than random sampling on 7 datasets. Inciden-
tally, this supports our claim that standard batch mode active learning algorithms are
likely to under-perform in the single shot setting. We show the average performance
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Figure 5.5: Performance comparisons of our method ALRL in combination with different active learners over
all test sets. Simple_MNND means that we ignore the pseudo annotators and directly choose the most repre-
sentative sample from all the remaining unlabeled samples by using MNND. ALRL_Random means that ran-
dom sampling is used as the active learner A in Algorithm 3.

of the different algorithms in Figure 5.7. Our method achieves the best overall perfor-
mance, with TED as a good second. k-means++ shows performance similar to TED, but
underperforms when the budget is very small. Our method shows a clear advantage both
with small and large budgets.

SENSITIVITY ANALYSIS

We also set up experiments to explore the influence of the number of pseudo annota-
tors on the efficiency of our method. We use MaxE as the active learner and repeat the
experiments by varying m from a set {1,4,8,10,12,16,20,24}. Figure 5.8 shows the aver-
age performance over 10 test datasets. Note that m = 1 means that no MNND is utilized
since there is only a single candidate in S . In the case of m = 1, a sharp decline in the
performance of our proposed method is witnessed, which indicates that MNND can in-
deed enhance the performance by filtering out some poor random labelings. We can also
observe that our method is not very sensitive to the number of pseudo annotators. For
example, when m varies from 4 to 24, the overall average performance of the proposed
method shows little change. This implies that our method is robust to the number of
pseudo annotators.

5.6. DISCUSSION AND CONCLUSION
We tackle the problem of human experts being unavailable during the active data selec-
tion process by introducing multiple pseudo annotators. These pseudo annotators uni-
formly and randomly annotate queried samples, which provides standard active learn-
ing methods with the ability to explore. The exploratory behavior is further enhanced by
selecting the most representative sample through minimizing nearest neighbor distance
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Figure 5.6: Performance comparison of different methods over 10 test datasets. The x-axis is the number of
queried samples while the y-axis is the classification accuracy.
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Figure 5.7: Overall average performance of compared methods on 10 test datasets.
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Figure 5.8: Sensitivity analysis: it shows average performance of our proposed method over 10 test datasets
w.r.t. different number of pseudo annotators m.
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between unlabeled data and queried data. Experiments on real-world datasets show that
our method (ALRL) can indeed obtain close result to active learner that receives true la-
bel feedback from human annotator. Our method demonstrates very good performance
when compared with state-of-the-art data selection methods.

We see several future research directions in which our method can be extended. First
of all, currently, the proposed nearest neighbor distance Di s(U ,L ,Q) treats all samples
in L ,Q equally, i.e., with equal weighting. An alternative is assigning a different weight
to each instance, depending on whether its nearest neighbor is from L or from Q. It
requires more efforts to investigate this importance weighting strategy. Secondly, the
proposed method assumes that there are a small number of labeled instances available.
A challenge is how to adapt our method to the cold-start case where no labeled data is
available.





6
ACTIVELY INITIALIZE ACTIVE

LEARNING

Though many efforts have been devoted to designing new active learning algorithms, lit-
tle attention has been paid to the initialization problem of active learning: how to find a
set of labeled samples which contains at least one instance per category. We revisit pre-
vious methods that can be used for initialization and propose a new active initialization
criterion, namely the Nearest Neighbor Criterion. Experiments on 16 benchmark datasets
verify that the proposed method often finds an initialization set with fewer queried sam-
ples than other methods can.

This chapter is in preparation for publication.
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6.1. INTRODUCTION
These days, we are witnessing a sharp increase of the amount of training data used in
classification or regression tasks. Though the availability of large input data tends to
boost the performance of machine learning models, it also leads to a big challenge: man-
ually labeling these hundreds of thousands of samples is very time-consuming and ex-
pensive [36]. Active learning has been proposed to tackle this challenge by querying
the most informative subsets from the whole data and maintaining good learning per-
formance. Most active learning approaches, which we refer to as supervised, need an
initial labeled subset to start the active learning cycle based on true labels obtained from
a human annotator. The main reason for the need for labels is that the selection criteria
typically depend, one way or the other, on a trained classifier. For example, the simple
margin method [24] trains a classifier on the initial labeled data and then chooses the
sample nearest to its decision boundary.

There also exist unsupervised active learning methods which do not use label infor-
mation for sample selection. For instance, transductive experimental design (TED) [52]
and graph-based variance minimization methods [53, 54] minimize the expected vari-
ance of a statistical model and omit the labels of all samples. Such unsupervised meth-
ods do not exploit the information made available through the labeling provided by the
human annotator. Generally speaking, their performances can be improved by utilizing
label information. For example, Zhen and Yeung [181] introduced a supervised version
of TED, which adds a regularization term to incorporate label information. Gu et al. [112]
proposed a weighted TED where the weight is estimated by using the class probability.
Both of them show better performance than the original TED, indicating that supervised
versions are to be preferred over unsupervised ones.

A crucial issue for supervised active learning, however, is that these methods assume
to have a labeled dataset to start with. Though considerable efforts have been devoted to
seeking new active learning strategies, little attention has been paid to the initialization
of these supervised methods. As also suggested by [207], we can view active learning as
a two-step process: find an initial labeled subset using some initialization strategy in the
first step and employ any regular active learning algorithm preferred in the second. In
this Chapter, we consider exactly that first initialization step: how to find an initial la-
beled subset containing at least one instance of each category to start the active learning
process.

The simplest way to initialize active learning is to randomly select unlabeled in-
stances until a subset containing at least one instance of each class has been obtained.
This is also the most common strategy used in the active learning literature [24, 40, 41,
76, 208]. Oftentimes, it is simply assumed that there exists an initial set consisting of
a fixed number of instances per category randomly chosen from the unlabeled samples
[41, 101, 208]. This is not realistic in many real-world applications, since we cannot know
the class labels in advance [207]. In this Chapter, we consider a more reasonable and re-
alistic case where we start the initialization without any labeled samples and actively
choose the initial instances to label. Given that the number of classes is known before-
hand, the initialization phase will be stopped when the initial set contains at least one
instance per class.

Section 6.3 covers various known approaches and techniques that can be adapted
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to initialize active learning. That same section introduces and discusses a new strategy,
which we call Nearest Neighbor Criterion (NNC for short). First, however, Section 6.2
presents background and related work for the initialization strategy. Following the sec-
tion on different initialization strategies, Section 6.4 describes the experimental setup
and analyses the results. This is followed by a conclusion of this work in Section 6.5.

6.2. RELATED WORK
To start with, we remark that this work focuses on pool-based active learning where a
large pool of unlabeled samples are already available for querying [36]. This setting is the
most widely studied one in active learning. Reference [36] provides an early overview of
active learning that also covers many of its ins and outs. Some more recent, complemen-
tary surveys on active learning can be found in [154] and [51].

There already exist a couple of studies considering the Initialization of Active Learn-
ing (IAL for short), including [210–212]. These methods mainly use unsupervised clus-
tering approaches (e.g. k-means) to find the representative samples in each dataset.
Both of the works in [211, 212] show the superiority of k-means based initialization strat-
egy. However, these methods use a fixed initialization size (e.g. 10% of all the data),
which seems unwanted as it cannot guarantee that all classes have been identified. In
the setting we consider, the initialization stage will be terminated once at least one in-
stance from each class has been selected. Another downside of these k-means-based
approaches is setting the parameter k as, clearly, we cannot guarantee that each instance
selected from each cluster belongs to a different category.

As experimental design approaches are unsupervised active learning techniques, they
can be directly used to initialize active learning. Examples are the D-optimality based
transductive experimental design (TED) [52], V -optimality based graph variance min-
imization (V -opt) [53] and recently proposed Σ-optimality based graph variance mini-
mization (Σ-opt) [54]. These methods select the representative samples which reduce
the variance of a specific statistical model. The differences among them are the cho-
sen optimality criteria measuring the overall variance and the actual model they rely
on. Subsection 6.3.1 will provide some further specifics about these approaches and the
clustering-based ones.

Further work similar to ours can be found in the area of rare category detection [214–
217]. The aim in these settings is to use active learning to identify interesting and useful
anomalies, which are assumed to be very rare and typically can be found in tiny classes.
The selection procedure will also be terminated when at least one representative sample
from each rare class has been found. For example, He and Carbonell [214] first per-
formed density estimation and then selected the instance which leads to an expected
maximum change in local density once queried. Fincham Haines and Xiang [215] pro-
posed a criterion called pWrong, which selects the sample most likely to be wrong (in
other words, belonging to an unseen category). Hospedales et al. [217] introduced a
technique (Gen/Disc), which adaptively switches generative and discriminative classi-
fiers in the learning progress to jointly discover new categories and maintain good learn-
ing performance. Hospedales et al. [216] proposed a criterion called Dirichlet Process
Expected Accuracy (DPEA for short) to unify active learning and active class discovery.

The IAL differs from rare category detection in two respects. First, rare category de-
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tection focuses on finding useful and useless anomalies from normal data points, while
IAL does not make any assumption on whether or not anomalies exist. IAL only con-
centrates on seeking representative samples to start active learning. Second, rare cat-
egory detection always assumes that the datasets are extremely imbalanced with large
majority classes and relatively small rare classes. IAL does not make such imbalanced
assumption.

6.3. ADAPTED AND NEW INITIALIZATION STRATEGIES
We briefly revisit various approaches from Section 6.2 that can be used to initialize ac-
tive learning, but that need some minor adaptations. Subsequently, we present a new
initialization criterion: Nearest Neighbor Criterion (NNC). But first some preliminaries.

In the setting we consider, a totally unlabeled dataset P = {xi }n
i=1 is available, where

xi ∈ Rd is a feature vector. We denote with I the initial set and with C (I) the number of
classes in I. U is the remaining unlabeled data such that U = P\I. Algorithm 4 presents
a basic active initialization process in which the number of all classes we know before-
hand is c. We sequentially choose an unlabeled sample and ask for its labels from a
human annotator. When all classes have at least one instance, the initialization phase
will be stopped, followed by a switching to the some preferred supervised active learn-
ing algorithm.

Algorithm 4 Actively Initialize Active Learning

Require: unlabeled data U, number of classes c, initial set I =;.
1: while C (I) < c do
2: Choose the sample x∗ according to some initialization criterion.
3: Query it for its label y and update I = I∪ {x∗, y}, U ← U\{x∗};
4: end while
5: Start some preferred supervised active learning algorithm with initial labeled I.

6.3.1. ADAPTED TECHNIQUES
We draw from what already has been covered in Section 6.2 and cover methods here that
can be easily adapted to the task of initializing active learning.

Clustering-based Approaches We first consider using k-means to initialize the active
learning algorithms due to its simplicity [211, 212]. Specifically, we use k-means++ which
smartly chooses the initial seeds for k-means and performs well in practice [201]. There
is no easy way to set the parameter k, but we suggest the following procedure. We per-
form k-means++ with k = c in which c is the number of classes and query one instance
nearest to the centroid from each cluster. If there are still some categories undiscov-
ered, we continue the aforementioned procedure on the remaining unlabeled data until
all categories own at least one data points. Algorithm 5 shows the overall initialization
process. The main difference between Algorithm 5 and the works in [211, 212] is that
the latter ones set k to be equivalent to a pre-defined budget and terminate the active
annotation process when the budget is finished.



6.3. ADAPTED AND NEW INITIALIZATION STRATEGIES

6

93

Algorithm 5 Initialization with k-means++

1: I =;;
2: while C (I) < c do
3: Perform k-means++ with k = c on U and set i = 1;
4: while C (I) < c & i ≤ k do
5: Choose the sample x∗ closest to the centroid from i th cluster;
6: Query its true label y and update I = I∪ {x∗, y}, U ← U\{x∗}, i = i +1;
7: end while
8: end while

Optimal Design-based Approaches We show by example how to adapt, in a simple
way, methods for experimental design for the initialization of active learning. The exam-
ple criterion we use is TED [52]. In brief, TED minimizes the variance of a regularized
least square model by solving the following optimization problem:

min
X⊂P

Tr(P(XT X+λI)−1PT ) , (6.1)

where X represents a set of instances to be queried,λ is the regularization parameter, and
I is the identity matrix. A sequential greedy solution to TED is to select instance x such
that Tr(P(Xt+1

T Xt+1 +λI)−1PT ) achieves its minimum value, where Xt+1 = Xt ∪ x and t
represents the t-th round selection. We query the instances one by one according to the
TED criterion and terminate the initialization process when C (I) is equal to c. Of course,
other criteria used for optimal experimental design can be employed for initializing in
exactly the same way.

6.3.2. MINIMUM NEAREST NEIGHBOR DISTANCE
As a last method, we present one that is new, simple, and fast. We will refer to it as
the Nearest Neighbor Criterion (NNC). It sequentially queries the most representative
instance from unlabeled data such that the overall distance between queried data and
unlabeled data achieves its minimum value. The main motivation behind this is that we
want to minimize the dissimilarity between labeled data and unlabeled data such that
these labeled data can well-represent the remaining unlabeled data. We use the total
nearest neighbor distance as a measure of the dissimilarity between queried data and
unlabeled data, which is defined as follows:

NND(I,U) = ∑
u∈U

min
x∈I

‖u −x‖ , (6.2)

where ‖u − x‖ denotes the Euclidean distance between an unlabeled instance u and a
labeled instance x.

NND(I,U) computes the sum of the Euclidean distance between each unlabeled data
point u ∈ U and its corresponding nearest neighbor x chosen from queried data I. NND(I,U)
obtains a relatively small value when each unlabeled sample is close to its nearest neigh-
bor. In other words, if each unlabeled data point is very similar to its nearest neighbor,
e.g. minx∈I ‖u −x‖ is small, then the overall neighbor distance between U and I is small
too. This also implies that NND(I,U) can be considered as a measure of how well the
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queried data can represent the unlabeled data. The smaller the value of NND(I,U), the
more representative of queried data I.

Therefore, to initialize active learning, we select an unlabeled sample s that leads to
a minimum value of the dissimilarity between queried data and unlabeled data once la-
beled. In other words, we select an unlabel sample, denoted by s, as the next queried
data point such that the nearest neighbor distance between queried data I∪s and the re-
maining unlabeled data U\s obtains its minimum value. Our nearest neighbor criterion
(NNC) is defined as follows:

x∗ = argmin
s∈U

NND(I∪ s,U\s) . (6.3)

Algorithm 6 provides the pseudo-code of NNC.
NNC can be seen as a sequential clustering algorithm. The clustering problem we

consider is defined as follows:

argmin
S⊂P

∑
u∈P\S

min
x∈S

‖u −x‖ (6.4)

where S is a set of samples we want to query. Each instance in S can be seen as an in-
dependent cluster seed. These seeds are used to cluster the remaining unlabeled data
points based on the pairwise Euclidean distance. The number of seeds increase by 1
each time a new instance is chosen. The proposed NNC indeed provides a sequential
greedy optimization approach to the problem in Equation 6.4. In the first iteration, since
the initial set I is empty, NNC will choose the first point which is closest to the average
mean of all data P. NNC then chooses the subsequent sample by minimizing the nearest
neighbor distance using Equation 6.3.

NNC has some further links with the earlier used k-means++ algorithm [201]. k-
means++ first selects a random data point as the first cluster seed, and then selects the
subsequent cluster seed with probability proportional to their squared distance from the
closest existing cluster seeds. Two aspects distinguish NNC from k-means++. First, NNC
queries the sample nearest to the mean of the data as the first point while k-means++
randomly chooses the first seed. Secondly, NNC selects the subsequent point by min-
imizing the nearest neighbor distance whereas k-means++ randomly chooses the next
point based on some pre-defined probability.

Algorithm 6 Initialization with NNC

1: I =;;
2: while C (I) < c do
3: for each unlabeled sample xi ∈ U do
4: Assume that xi is chosen as the next queried sample;
5: Compute the nearest neighbor distance NND(I∪xi ,U\xi );
6: end for
7: Choose the sample x∗ with minimum nearest neighbor distance using Eq. 6.3.
8: Query its true label y and update I = I∪ {x∗, y}, U ← U\{x∗};
9: end while
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6.4. EXPERIMENTS
We test the performance of the proposed method NNC and various methods described
in the foregoing section. We first describe the experimental setup and, subsequently,
present the way we compare the approaches.

6.4.1. EXPERIMENTAL SETUP
NNC is compared with the following algorithms: random sampling, k-means++ [201]
(See Algorithm 5), TED [52], Σ-opt [54], pWrong [215], Gen/Disc [217], DPEA [216]. In
addition, we also compare with a variant of uncertainty sampling, which first uses NNC
to find instances which belong to two different classes (in order to train a classifier) and
then use maximum entropy [36, 73] to adaptively choose the most uncertain sample.
This method, what we refer to as MaxE, is considered because we want to know whether
or not classical supervised active learning methods (e.g. uncertainty sampling) are suit-
able for the initialization task.

Among the methods compared, pWrong, Gen/Disc, and DPEA are three state of the
art rare category detection algorithms. We do not show the performance of V -optimality
based approach [53] since we observe that it, in general, performs worse than Σ-opt [54]
in our experiments. Therefore, we only present the performance of Σ-opt in our com-
parison. Since k-means++ is also affected by the first randomly chosen seed, we try
100 different random seeds and choose the one which has lowest within-cluster sum
of point-to-centroid distances.

Datasets. 16 multi-class datasets are used in our experiments. Eleven of them are
taken from the UCI Machine Learning Repository [139], such as the pendigits, yeast, se-
meion, and vowel. The remaining datasets are vision datasets. For instance, the MNIST
[140] and the USPS [203] are handwritten digit datasets, and CIFAR10 [186] and GTSRB
[185] are image classification datasets. UCFsports [190] consists of 10 different cate-
gories of human actions collected from various sports videos, where the pre-extracted
Action Bank features [191] are used in our experiment. For the MNIST and the USPS
dataset, we extract the gray-scale pixel values as the features. The HOG feature are ex-
tracted [188] for the CIFAR10 and the GTSRB dataset. For computational efficiency, we
use random sub-sampling and principal component analysis (PCA) on some datasets to
reduce the sample size and feature dimensionality. Table 6.1 presents the properties of
each dataset after pre-processing.

For each dataset, we randomly choose half of the data as the unlabeled data where
the actively initialization is conducted. The remaining data is used as a separate test set
to evaluate the classification accuracy of the chosen initial set. We repeat the random
partition 100 times and average the results. We use the linear SVM from the LIBSVM
package [143] as the classifier with a regularization parameter C = 10.

6.4.2. RESULTS AND ANALYSIS
Table 6.2 shows the performance of each method in terms of the means and standard
deviations of the number of queried samples required to initialize active learning. The
smaller the value, the better the performance. All the experiments are repeated 100 times
and we use a paired t-test at a 95% significance level to check whether there is a statis-
tical significant difference between two models. The method which obtains the best
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Table 6.1: Multi-class datasets information after pre-processing: the number of instances (n), the feature di-
mensionality (d) and the number of class (c).

Dataset n d c Dataset n d c

MNIST 1000 60 10 USPS 1000 60 10
CIFAR10 1000 57 10 GTSRB 1000 40 20

UCFsports 140 100 10 Isolet 1040 40 26
pendigits 1000 16 10 satimage 1000 36 6
segment 1000 19 7 vowel 990 10 11

dermatology 366 34 6 led_display 1000 7 10
yeast 1484 8 10 ecoli 336 7 8

lowres 531 50 9 semeion 1593 50 10

performance or performs comparably to the best model is highlighted in bold face and
coloured. We also report the average score over all test sets and the average ranking of
each algorithm (i.e. the “Mean” and “Average Ranking” in Table 6.2). “Wins” counts the
number of datasets on which an algorithm behaves the best or acts comparably to the
best. “win/tie/loss” reports the win/tie/loss counts of other methods versus random ini-
tialization also based on the paired t-test.

Table 6.2: Performance comparison: means and standard deviations of the number of queried samples. “Mean
(± std)” reports means and standard deviations of the number of queried samples required to initialize active
learning over all test sets. “Average Accuracy” reports the average classification accuracy of all methods over all
the test sets. “Average Ranking” shows the average ranking of all methods over all the test sets. “Wins” counts
the number of datasets on which an algorithm performs among the best. “win/tie/loss” shows the win/tie/loss
counts of other methods versus random initialization.

Random k-means++ TED Σ-opt pWrong Gen/Disc DPEA MaxE NNC
USPS 36.24 (±14.32) 52.44 (±35.03) 19.57 (±9.13) 16.05 (±4.86) 24.50 (±10.87) 56.57 (±31.43) 20.15 (±10.03) 30.52 (±11.58) 15.38 (±3.78)
MNIST 30.05 (±13.07) 47.60 (±22.44) 21.15 (±6.82) 23.60 (±6.71) 21.06 (±5.72) 47.12 (±26.56) 21.37 (±10.34) 23.34 (±7.65) 22.24 (±4.91)
CIFAR10 28.06 (±10.16) 32.05 (±11.00) 28.61 (±11.59) 29.65 (±8.45) 35.84 (±10.66) 50.84 (±23.64) 47.60 (±17.36) 28.92 (±9.81) 28.85 (±11.10)
UCFsports 47.65 (±32.31) 23.72 (±10.31) 17.86 (±5.31) 32.67 (±12.64) 32.86 (±12.77) 32.43 (±12.82) 32.86 (±12.77) 38.56 (±18.57) 15.21 (±4.21)
GTSRB 74.16 (±26.19) 70.15 (±25.32) 57.88 (±15.61) 61.25 (±21.69) 66.96 (±18.92) 75.38 (±22.17) 62.53 (±18.45) 61.78 (±16.21) 60.25 (±21.22)
Isolet 108.98 (±41.68) 102.81 (±37.88) 81.69 (±28.22) 81.30 (±24.84) 102.67 (±34.38) 90.54 (±26.90) 74.32 (±22.33) 93.70 (±29.71) 71.57 (±23.65)
pendigits 33.16 (±15.30) 47.67 (±27.89) 24.12 (±7.84) 30.02 (±12.37) 29.55 (±11.59) 20.80 (±5.98) 41.08 (±11.87) 28.36 (±15.23) 18.45 (±4.89)
satimage 21.70 (±14.52) 103.24 (±26.13) 23.15 (±13.19) 9.34 (±1.97) 19.56 (±9.46) 15.09 (±6.59) 9.65 (±4.23) 17.78 (±9.61) 9.03 (±1.65)
yeast 357.57 (±372.64) 87.20 (±44.23) 66.09 (±40.30) 66.74 (±33.00) 69.88 (±37.98) 71.94 (±46.74) 58.95 (±27.32) 106.44 (±116.38) 62.08 (±33.95)
segment 17.33 (±9.04) 20.95 (±8.03) 14.77 (±4.56) 10.82 (±2.84) 15.04 (±4.93) 26.79 (±10.07) 10.93 (±3.42) 18.26 (±7.84) 10.47 (±2.72)
vowel 37.31 (±13.55) 53.57 (±23.34) 79.84 (±60.82) 30.50 (±9.30) 34.36 (±9.39) 57.38 (±41.73) 28.60 (±10.70) 30.88 (±10.95) 25.95 (±5.98)
lowres 465.02 (±309.97) 108.75 (±82.48) 82.55 (±41.04) 24.55 (±4.52) 29.03 (±11.35) 73.48 (±18.22) 68.35 (±6.97) 78.14 (±31.87) 38.54 (±13.61)
dermatology 26.49 (±19.12) 12.10 (±7.03) 8.50 (±3.02) 25.45 (±10.44) 17.11 (±8.27) 11.09 (±4.54) 22.17 (±8.53) 10.96 (±4.74) 6.46 (±1.35)
led_display 32.41 (±15.60) 20.47 (±8.25) 67.20 (±30.40) 23.09 (±7.74) 24.51 (±7.79) 27.35 (±10.54) 19.19 (±8.48) 27.37 (±11.10) 18.95 (±8.43)
ecoli 241.71 (±159.46) 49.86 (±46.25) 87.89 (±40.23) 74.18 (±46.68) 47.16 (±28.47) 62.86 (±44.15) 38.89 (±29.90) 32.68 (±21.49) 45.93 (±35.13)
semeion 32.32 (±11.99) 23.58 (±12.58) 26.61 (±7.88) 75.73 (±19.84) 28.52 (±9.18) 23.69 (±8.44) 37.64 (±12.47) 20.58 (±6.11) 18.57 (±5.13)

Mean (± std) 99.39 (±134.96) 53.51 (±32.21) 44.22 (±29.01) 38.43 (±24.49) 37.41 (±23.60) 46.46 (±24.54) 37.14 (±20.37) 40.52 (±28.67) 29.25 (±20.43)
Average Accuracy (%) 64.14 (±16.82) 66.03 (±16.36) 63.06 (±15.98) 63.81 (±14.73) 62.46 (±15.58) 63.26 (±16.49) 65.48 (±16.52) 62.38 (±16.17) 65.23 (±15.99)
Average Ranking 7.38 6.56 4.50 4.38 5.06 6.12 4.31 5.00 1.69
Wins 1 1 4 7 1 0 8 3 14
win/tie/loss − 7/2/7 12/2/2 12/3/1 11/4/1 10/1/5 13/0/3 14/2/0 15/1/0

First of all, we find that NNC obtains the best performance on most datasets ex-
cept on the dermatology and ecoli dataset. It also outperforms other models in terms of
Mean, Average Ranking and Wins. The average number of samples required for NNC is
only around 30 while the second best needs, more or less, 37 data points. NNC achieves
a higher average ranking 1.69 whereas the second best model DPEA gets a score of 4.31.
NNC also shows a clear advantage over random initialization with a win/tie/loss count
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Table 6.3: Performance comparison: the ratio of the number of necessary queries of different initialization
models to that of random sampling over all the datasets. The medians and median absolute deviations of
these ratios are presented. The smaller the ratio, the better the performance. “Mean (± std)” shows means
and standard deviations of the medians of the ratios over all test sets. “Average Ranking” reports the average
ranking of all methods over all the test sets. “Wins” counts the number of datasets on which an algorithm
performs among the best. “win/tie/loss” reports the win/tie/loss counts of other methods versus random
sampling.

Random k-means++ TED Σ-opt pWrong Gen/Disc DPEA MaxE NNC
USPS 1.00 1.40 (±0.74) 0.53 (±0.17) 0.45 (±0.13) 0.66 (±0.19) 1.55 (±0.59) 0.52 (±0.16) 0.84 (±0.24) 0.44 (±0.11)
MNIST 1.00 1.55 (±0.62) 0.75 (±0.26) 0.85 (±0.23) 0.77 (±0.21) 1.51 (±0.58) 0.68 (±0.22) 0.81 (±0.29) 0.83 (±0.24)
CIFAR10 1.00 1.21 (±0.39) 0.92 (±0.31) 1.06 (±0.35) 1.33 (±0.39) 1.67 (±0.62) 1.77 (±0.56) 1.00 (±0.33) 1.00 (±0.31)
UCFsports 1.00 0.60 (±0.23) 0.43 (±0.19) 0.75 (±0.32) 0.76 (±0.31) 0.72 (±0.27) 0.76 (±0.31) 0.86 (±0.38) 0.39 (±0.13)
GTSRB 1.00 0.97 (±0.33) 0.76 (±0.20) 0.81 (±0.21) 0.92 (±0.27) 1.04 (±0.39) 0.87 (±0.20) 0.84 (±0.23) 0.85 (±0.29)
Isolet 1.00 0.90 (±0.32) 0.77 (±0.23) 0.73 (±0.20) 0.96 (±0.24) 0.85 (±0.26) 0.70 (±0.21) 0.83 (±0.22) 0.69 (±0.19)
pendigits 1.00 1.37 (±0.63) 0.79 (±0.31) 0.93 (±0.35) 0.93 (±0.37) 0.65 (±0.23) 1.33 (±0.41) 0.89 (±0.40) 0.57 (±0.18)
satimage 1.00 5.59 (±2.12) 1.10 (±0.47) 0.52 (±0.21) 0.92 (±0.39) 0.77 (±0.33) 0.53 (±0.21) 0.80 (±0.31) 0.56 (±0.20)
yeast 1.00 0.34 (±0.22) 0.22 (±0.15) 0.26 (±0.17) 0.24 (±0.15) 0.25 (±0.13) 0.23 (±0.14) 0.26 (±0.17) 0.24 (±0.15)
segment 1.00 1.30 (±0.46) 0.97 (±0.33) 0.64 (±0.23) 0.88 (±0.26) 1.57 (±0.66) 0.64 (±0.23) 1.13 (±0.49) 0.63 (±0.19)
vowel 1.00 1.45 (±0.54) 1.61 (±1.05) 0.83 (±0.26) 1.01 (±0.29) 1.23 (±0.51) 0.70 (±0.25) 0.86 (±0.31) 0.67 (±0.21)
lowres 1.00 0.20 (±0.14) 0.20 (±0.11) 0.06 (±0.03) 0.07 (±0.03) 0.19 (±0.08) 0.17 (±0.07) 0.18 (±0.09) 0.10 (±0.04)
dermatology 1.00 0.52 (±0.24) 0.38 (±0.18) 1.06 (±0.51) 0.74 (±0.41) 0.47 (±0.20) 0.94 (±0.38) 0.42 (±0.23) 0.31 (±0.11)
led_display 1.00 0.67 (±0.21) 2.15 (±0.95) 0.81 (±0.25) 0.84 (±0.29) 0.87 (±0.29) 0.62 (±0.23) 0.88 (±0.34) 0.66 (±0.28)
ecoli 1.00 0.13 (±0.08) 0.41 (±0.19) 0.30 (±0.19) 0.20 (±0.10) 0.26 (±0.13) 0.15 (±0.09) 0.15 (±0.08) 0.18 (±0.12)
semeion 1.00 0.67 (±0.27) 0.85 (±0.27) 2.41 (±0.92) 0.92 (±0.33) 0.74 (±0.22) 1.18 (±0.35) 0.63 (±0.20) 0.57 (±0.19)

Mean (± std) 1.00 1.18 (±1.26) 0.80 (±0.51) 0.78 (±0.52) 0.76 (±0.33) 0.90 (±0.49) 0.74 (±0.42) 0.71 (±0.30) 0.54 (±0.25)
Average Ranking 7.38 6.38 4.44 4.44 5.25 6.06 4.12 4.81 2.12
Wins 1 3 4 7 3 2 8 2 13
win/tie/loss 0/16/0 7/2/7 11/2/3 12/1/3 7/8/1 9/1/6 12/1/3 9/6/1 15/1/0

of 15/1/0, which means that it dose not perform worse than random sampling on the 16
test sets.

Secondly, among the remaining compared approaches, DPEA and Σ-opt also per-
form well on most datasets, achieving the best performance on 8 and 7 datasets, respec-
tively. They require about 37 or 38 initial data points on average. Though pWrong obtains
a reasonable performance in terms of Mean, i.e. the number is 37.41, it only performs
among the best on one single dataset, the MNIST. MaxE also performs well compared
to random sampling, i.e. obtaining a win/tie/loss count of 14/2/0. TED and Gen/Disc
obtain a slightly worse performance than NNC, DPEA, Σ-opt. k-means++ demonstrates
a very poor performance with respects to the average number of required samples. It
needs around 54 instances on average to initialize active learning. This number far ex-
ceeds that of all other compared methods except random sampling. The main reason
could be that it is difficult to set an appropriate k beforehand.

Furthermore, we can observe that random sampling are surpassed by all compared
approaches in terms of Mean and Average Ranking. The average number of required
samples for random sampling is around 99 while this value of the second worst model
k-means++ is merely around 54. One exception is that on the CIFAR10 dataset, ran-
dom sampling is among the best performing. We also find that some methods, e.g.
DPEA, Gen/Disc, k-means++, fail to outperform random initialization on some partic-
ular datasets. Overall, however, random initialization is not a good candidate in most
cases.

In addition, we also evaluate the relative improvement of the active initialization cri-
teria over random sampling. We consider the ratio nAL

nR
where nAL and nR are the number
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of necessary queries of active initialization models and random sampling, respectively.
Table 6.3 reports the medians and median absolute deviations of these ratios over 100
trials. We use a Wilcoxon signed-rank test at a 95% significance level to check whether
there is a statistical significant difference between two models. The method which ob-
tains the best performance or performs comparably to the best model is highlighted in
bold face and coloured. NNC clearly improves upon random sampling and other mod-
els in terms of mean, wins, and average ranking. It outperforms random sampling on
15 datasets except the CIFAR10 on which a tie is reached. The mean of the medians of
the ratios of NNC to random sampling is 0.54, which means that NNC can save 46% an-
notation cost. DPEA, MaxE, pWrong, and Σ-opt also demonstrate good performances,
reducing the cost around 24%. k-means++ shows a poorer performance than random
sampling, obtaining an average ratio of 1.18 and a win/tie/loss count of 7/2/7.

Figure 6.1 shows the plots of the exponential of the number of discovered classes with
respects to the number of queried samples. We use the exponential function for a better
illustration of the behaviours of different methods in the latter part of the initialization
stage. Obviously, the faster the increase, the better the method. We observe that the NNC
clearly outperforms other approaches on most datasets, i.e. the USPS, UCFsports, Iso-
let, pendigits, satimage, segment, vowel, dermatology, and semeion. Random sampling
performs among the best on the CIFAR10 dataset, and obtains poor performance on the
remaining datasets, e.g. on the UCFsports, yeast, and ecoli. Σ-opt behaves the best on
the lowres dataset while becoming the worst one on the semeion dataset. Gen/Disc per-
forms the worst on several datasets, i.e. the USPS, CIFAR10, GTSRB, and segment. TED
is the slowest one to discover classes on the vowel and led_display dataset. Another ob-
servation to make is that NNC is never the worst performing one over the 16 test sets.

When an initial set has been constructed, i.e. at least one instance has been queried
from each class, we evaluate the classification accuracy on the test set to evaluate how
informative the queried initial set is. Figure 6.2 illustrates the average classification accu-
racy of the initial set chosen by different initialization criteria w.r.t the average number
of queried samples over 100 trials. The point in the upper left corner means that an
algorithm has the overall best performance since it achieves the highest classification
accuracy with the smallest number of queried samples. On the contrary, the point in the
lower right corner indicates that this methods performs poorly even with a large number
of initial instances.

We find that NNC obtains a relatively high accuracy with a reasonable number of
queried instances on most datasets. In Figure 6.2a, NNC achieves the second highest
accuracy with around 15 samples while k-means++ has the best accuracy with about 50
instances. NNC has a similar accuracy to k-means++ on the MNIST and segment dataset
but it only needs about half of the samples required by k-means++. NNC also performs
well in terms of the average accuracy on the CIFAR10, pendigits, segment, dermatology,
led_display, and semeion.

Table 6.2 also reports the average classification accuracy of all methods over all the
test sets. NNC obtains about 65% accuracy with less than 30 samples. DPEA has a sim-
ilar performance to NNC in terms of the average accuracy, but it requires around 37 in-
stances. k-means++ obtains the best accuracy 66% but with a cost of requiring 24 more
samples than that of NNC. Overall, the new method shows good performance in terms of
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(a) USPS
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(b) MNIST
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(c) CIFAR10
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(d) UCFsports
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(e) GTSRB
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(f) Isolet
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(g) pendigits
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(h) satimage
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(i) yeast
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(j) segment

0 10 20 30 40 50 60 70

Number of queried samples

0

1

2

3

4

5

6

T
h

e
 E

x
p

o
n

e
n

ti
a

l 
o

f 
N

u
m

b
e

r 
o

f 
C

la
s
s
e

s

10
4

(k) vowel
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(l) lowres
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(m) dermatology
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(n) led_display
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(o) ecoli
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Figure 6.1: Plots of the exponential of the number of discovered classes w.r.t the number of queried samples.
The x-axis is the number of queried samples and the y-axis is the exponential of the number of classes. The
exponential function is chosen for making the difference of various methods clearer.
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(b) MNIST
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(c) CIFAR10
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(e) GTSRB
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(g) pendigits
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(h) satimage
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(m) dermatology
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Figure 6.2: Illustration of the average accuracy w.r.t the number of queried samples. The x-axis is the average
number of queried samples and the y-axis is the average accuracy over 100 trials.

the number of queried samples and also the classification accuracy. DPEA is the second
best initialization strategy while Σ-opt slightly performs worse than DPEA.

6.5. DISCUSSION AND CONCLUSION

We investigated how to find a labeled set to initialize active learning algorithms with as
few annotations as possible, while at the same time, the initial set consists of at least one
instance from each class. For this, we experimented with different methods. Overall, it
is interesting to see that no methods can always outperforms random sampling. This
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situation is similar to the one we find in active learning (after the initialization phase),
where active learning sometimes is surpassed by passive learning [51, 153]. It would be
very welcome to understand what causes such behavior and to what extent it can then
be avoided.

There are several other questions that may warrant further investigations. It is, for
instance, of interest to consider what to do if we cannot know the number of classes in
advance? All the initialization criteria presented in this work are under the assumption
that we are aware of the total number of classes beforehand. This gives us a clear cri-
terion of when to stop the initialization stage. In real-world applications, however, it is
possible that we do not have prior knowledge about how many categories the data con-
tains. In that case, we have to consider finding some, possibly more elaborate criteria
that are can also be used to decide on terminating the active initialization process.

Another question is how the chosen initial data set affects the subsequent active
learning algorithms. The quality of initial labeled data has an impact on the acquisi-
tions of the subsequently queried samples. Poor selection of the initial set is likely to
make active learning methods select uninformative samples and decrease the efficiency
of active learning. It is also an open question to what extent active learning algorithms
may prefer the one initialization criterion over the other.

As a separate contribution, a new criterion, NNC, was proposed. It selects the sam-
ples which minimizes the dissimilarity between unlabeled data and the queried data that
has been labeled, where the dissimilarity is measured by the overall nearest neighbor
distance. The experiments clearly show that the number of queried samples obtained
by this method is much less than that of the algorithms compared to. Furthermore, the
initially data selected by our method shows good performance with respect to the classi-
fication accuracy in comparison to other approaches and may overall be considered the
current method of preference.





7
DISCUSSION

In this chapter, we first summarize the main findings of this thesis and then present
possible directions for future research.

7.1. CONCLUSIONS
This thesis focuses on the pool-based active learning and provides new insights for ap-
plying active learning to classification tasks. In the following, several important findings
are revisited, followed by an analysis of the limitations of the current work. Various pos-
sible approaches to address these limitations are also provided.

In Chapter 2, a review of the state-of-the-art active learning algorithms built on lo-
gistic regression is presented, followed by an extensive benchmark study of 9 different
active learning algorithms on 3 synthetic datasets and 44 real-world datasets. In par-
ticular, a visualization technique, what we refer to as preference maps, is proposed to
illustrate the characteristic differences of the compared active learning methods. What
is somewhat of a surprise is that uncertainty sampling, probably one of the simplest ac-
tive learning algorithms around, has the best overall performance in comparison with
other supposedly more sophisticated methods. Additionally, we find that there is no ac-
tive learning algorithm that always outperforms random sampling. In some sense, this
urges us to seek for safe active learning algorithms which consistently surpass random
sampling.

In Chapters 3 and 4, two new retraining-based active learning algorithms are pro-
posed. Chapter 3 proposes to weight the retraining-based criteria with an uncertainty
score that is measured by the predictive posterior probability. Chapter 4 views the retraining-
based approaches as a variant of classical query-by-committee and proposes to select
instances which lead to the largest disagreement among all committee members. We
design two particular variances as measures of disagreement. The proposed method in
Chapter 4 clearly improves upon the current state of the art on binary and multi-class
classification problems. A remaining issue is that these retraining-based methods usu-
ally have a large computational cost. Finding proper ways to accelerate these methods
can make active learning more practical in real-world use.

103
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In Chapter 5, a new setting of active learning is addressed, where all the required
samples should be chosen in a single shot. Pseudo annotators, which uniformly and
randomly annotate queried samples, are introduced to provide standard active learning
methods with the ability to explore. The exploratory behavior is further enhanced by se-
lecting the most representative sample via minimizing the nearest neighbor distance be-
tween unlabeled samples and queried samples. Excellent performance of the proposed
method in comparison with state-of-the-art approaches is demonstrated. Currently, the
proposed method assumes that there are a small number of labeled instances available.
A natural extension is adapting the proposed method to the cold-start case where no la-
beled data is available. Another possible future direction is combining transfer learning
with single shot active learning when there is a labeled source dataset which shares some
similarities to our target dataset.

Chapter 6 studies the initialization problem of active learning: how to find an ini-
tial set which contains at least one instance per class with as few annotations as possi-
ble. We propose a new active initialization criterion, namely the Nearest Neighbor Crite-
rion (NNC). NNC interactively selects the most representative instance from unlabeled
data such that the overall nearest neighbor distance between queried data and unlabeled
data achieves its minimum value. Extensive experiments demonstrated that our method
requires fewer samples than other compared algorithms. One important assumption
made in this work is that we are aware of the number of classes beforehand. An open
question is finding new initialization criteria or even new active learning algorithms in
the case of the number of classes being unknown. Another future direction is studying
the influence of the chosen initial data on the following active learning algorithms.

7.2. FUTURE WORK
In this thesis, we make a step towards proposing better performing active learning algo-
rithms, along with fairly evaluating and understanding active learning and solving other
related issues. There are still many challenging issues left in the field of active learning.
We discuss several research directions in which the work can be extended.

7.2.1. HYPERPARAMETER TUNING

Many machine learning models have a set of hyperparameters, which are usually fixed
before the training process starts. These hyperparameters have an influence on the per-
formance of the learning models and may have to be tuned carefully. In general, this is
done by means of cross validation.

However, in the field of active learning, hyperparameter tuning encounters several
difficulties. First, there is usually no additional labeled set for validation. The goal of
active learning is reducing the annotation cost, which means that it is unreasonable to
spend annotation budgets to construct a validation set. Second, it is unreliable to exe-
cute cross validation on the basis of already labeled examples chosen by an active learner
[41, 219]. The reason is that these queried samples are highly biased since they are se-
lected according to the active learner’s preference. This means that they cannot repre-
sent the true underlying data distribution. Another possibility is to correct the sampling
bias by using some technique like importance weighting [220]. However, applying im-
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portance weighting usually introduces additional hyperparameters, which makes hyper-
parameters tuning even more complicated.

This situation is even worse for active learning algorithms as they often introduce a
hyperparameter to balance between the informativeness and representativeness of the
next instances to query [44, 46, 61, 80, 101, 102]. This kind of trade-off parameter is so
important that it has a crucial effect on the performance of an active learner. Only if
this parameter is properly chosen, the active learner can obtain a relatively good per-
formance. More efforts should be devoted to studying how to tune hyperparameters for
active learning.

7.2.2. STOPPING CRITERION
An important practical issue of applying active learning to real-world applications is to
determine when to stop active learning. The simplest way to stop active learning is wait-
ing until the annotation budget is finished. However, it is sensible to terminate active
learning when continuously annotating more samples does not increase the learning
performance. In other words, if we can find a proper stopping criterion which indi-
cates when to end active learning, we can achieve the best performance with a minimum
number of queried samples, reducing the annotation cost.

Two aspects make this problem very challenging. The first one is that we cannot
accurately estimate the performance of the model trained on currently queried data
since we do not have an extra labeled set to evaluate the accuracy. Several studies pro-
posed to address this issue by estimating some criteria which somehow are related to the
model’s performance [221–226]. For example, Zhu et al. [224] used the maximum uncer-
tainty value of all unlabeled data as an indicator of whether the performance is stable.
They argued that if the maximum uncertainty score is small enough, the learning perfor-
mance may not increase. Other types of stopping criteria are the gradient of a learning
curve[221], the gradient of the value of a loss function [226].

The second issue is that it is hard to judge when the performance reaches a peak
value. It may happen that the performance remains stable for a long time and suddenly
witnesses an increase when some samples are labeled. The current solution is using a
predefined threshold on some criteria. How to set the threshold is still an open problem.
Overall, identifying an appropriate stopping criterion for active learning is challenging.

7.2.3. ACTIVE TESTING
To evaluate the performance of machine learning algorithms, it is often assumed that
there exists a test set which consists of a variety of labeled instances. We propose a new
setting in which a pool of unlabeled instances is used as test set and we need to actively
query a subset of instances to accurately evaluate the performance of a given trained
model with as few annotation as possible [227–229]. We refer to this as active testing.

The aims of active learning and active testing are different. The aim of the former
is to actively select instances to learn a good model, while the latter one is to estimate
the performance as fast and good as possible. Perhaps, an easiest way to perform the
evaluation is just randomly annotating a number of instances, what we refer to as passive
testing. Other possibilities are adapting some active learning strategies (i.e. uncertainty
sampling) to the problem of active testing. For instance, we can use the given trained
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model to predict the labels of test instances and select the most uncertain ones, or even
the most certain ones. Clearly, this topic needs to be studied further, e.g. when active
testing performs better than passive testing and when to stop active testing.

7.2.4. SAFE ACTIVE LEARNING
Various studies have found that the performance of an active learning algorithm some-
times is worse than that of random sampling [28, 152, 230, 231]. This means that the
active learning algorithms we use may be not safe, i.e. failing to outperform traditional
passive learning on some datasets. An interesting question is whether or not there exists
a safe active learner which always performs better than random sampling. If the answer
is no, can we identify when an active learner is worse than random sampling? Currently,
there are no studies which address the above question. It would be very valuable, for
instance, if we know when to use active learning and when to switch to passive learning.

Motivated by the finding in [152] that introducing some degree of randomization in
the selection process can help active learning algorithms achieve relatively better per-
formances, a safe active learner may be obtained by integrating classical active learn-
ing strategies with some kind of random selection. But, we may expect a safe but less-
performing active learner: its performance is consistently better than passive learning
and sometimes worse than the best performing active learning algorithms.

This thesis has shown that active learning has the potential to reduce the annota-
tion cost, i.e. achieving accuracies comparable to passive learning using fewer labeled
instances. There are still numerous issues that limit the usage of active learning in prac-
tical real-world applications. We hope that the work presented in this thesis motivates
researchers to devote efforts to fascinating field of active learning.
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SUMMARY

In recent decades, the availability of a large amount of data has propelled the field of ma-
chine learning enormously. Machine learning, however, relies heavily on the availabil-
ity of annotated data, typically labels indicating to which class a data instance belongs.
With the huge amounts of data, this raises the question of how to efficiently annotate
data, certainly when having limited resources. This thesis addresses the particular chal-
lenge of using as few annotations as possible, while at the same time, maintaining a
good learning performance. For that we utilize active learning, which iteratively chooses
the most valuable instances as to obtain the labels from an oracle (e.g. a human expert).
Though many studies have demonstrated that active learning can reduce the annotation
cost, there are still several issues that limit its practical use. This thesis makes a further
step forwards making active learning more practical for real-world applications.

We first provide a benchmark and comparison of six different categories of active
learning algorithms built on logistic regression. This work provides a better understand-
ing of the underlying characteristics of various active learners and illustrates the poten-
tial benefits of using such techniques, but it also provides many cases for which active
learning fails to outperform passive learning (i.e. randomly selecting instances for la-
beling). Those failed cases motivate us to propose two novel active learning methods
that show a clear advantage over passive learning. The first one proposes to weight the
so-called retraining-based criteria with an uncertainty score that is measured by the es-
timated posterior probability. The second one measures the usefulness of unlabeled in-
stances according to the variance of the predictive probability. This method takes an
additional step towards practical active learning, clearly outperforming current state of
the art on binary and multi-class classification tasks.

We further consider two realistic issues when applying active learning to real-world
problems. One is how to find an initial set that contains at least one instance per class
to start the active labeling cycle. The other one is dealing with the absence of human
annotators in the interactive labeling loop. We propose new approaches to tackle the
above problems and observe good performance compared to existing methods. This
thesis concludes with an analysis of the contributions and limitations of our work, as
well as research directions that deserve further studies.

We hope that this thesis also inspires others to make active learning more suitable
for real-world applications.
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In de afgelopen decennia heeft de beschikbaarheid van grote hoeveelheden gegevens
het gebied van de machine learning tot enorme hoogten gedreven. De mogelijkheid tot
machinaal leren is echter sterk afhankelijk van de beschikbaarheid van geannoteerde
data—meestal labels die aangeven tot welke klasse een gegevensinstantie behoort. Ge-
geven de soms enorme hoveelheden input data die beschikbaar is, roept dit de vraag op
hoe men op een efficiënte manier deze gegevens kan annoteren, zeker indien men be-
perkte middelen heeft. Dit proefschrift gaat in op de specifieke uitdaging om zo weinig
mogelijk annotaties te gebruiken en tegelijkertijd een zo goed mogelijke leerprestatie te
bewerkstelligen. Hiervoor gebruiken we actief leren, dat iteratief de meest waardevolle
instanties kiest om de labels aan een orakel (bijvoorbeeld een menselijke expert) te vra-
gen. Hoewel veel onderzoek heeft aangetoond dat actief leren de annotatiekosten kan
verlagen, zijn er nog steeds verschillende problemen die het praktische gebruik ervan
beperken. Dit proefschrift maakt een verdere stap voorwaarts om actief leren prakti-
scher te maken voor toepassingen in de echte wereld.

We bieden eerst een benchmark en vergelijking van zes verschillende categorieën
van actieve-leeralgoritmen gebaseerd op logistische regressie. Dit werk biedt een be-
ter begrip van de onderliggende kenmerken van verschillende actieve leerlingen en illu-
streert de potentiële voordelen van het gebruik van dergelijke technieken. Het laat echter
ook veel gevallen zien waarvoor actief leren niet beter presteert dan passief leren (dat wil
zeggen waarbij het selecteren van instanties ter labeling gebeurt op basis van willekeur).
Deze tekortkoming motiveert ons om twee nieuwe actieve-leermethoden voor te stellen
die een duidelijk voordeel hebben ten opzichte van passief leren. De eerste suggereert
de zogenaamde hertrainingscriteria te wegen met een onzekerheidsscore die wordt ge-
meten aan de hand van de geschatte posterieure waarschijnlijkheid. De tweede meet
het nut van niet-gelabelde instanties volgens de variantie van deze voorspellende waar-
schijnlijkheid. Deze methode neemt een extra stap in de richting van praktisch actief
leren en is duidelijk beter dan de huidige stand van de techniek wat binaire en multi-
klasse classificatietaken betreft.

We beschouwen verder twee praktische vraagstukken betreffende het toepassen van
actief leren op problemen in de echte wereld. De eerste betreft het vinden van een initi-
ële set die ten minste één instantie per klasse bevat om de actieve-labelcyclus te starten.
De andere heeft te maken met de afwezigheid van menselijke annotators in de interac-
tieve labellus. We stellen nieuwe benaderingen voor om bovenstaande problemen aan
te pakken en rapporteren goede resultaten in vergelijking met bestaande methoden. Dit
proefschrift wordt afgesloten met een analyse van de bijdragen en beperkingen van ons
werk, evenals onderzoeksrichtingen die verdere studie behoeven.

We hopen dat dit proefschrift inspireert om actief leren meer geschikt te maken voor
toepassingen in de echte wereld.
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