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SUMMARY

Whether in cars, smartphones, watches or fitness-trackers - the use of Global Navigation
Satellite Systems (GNSS) has become a part of our daily life. Currently there are more
than 100 GNSS satellites in orbit. They are routinely utilized for positioning and timing
purposes, but their signals can also be used to monitor our environment. The basic prin-
ciple GNSS measurements rely on is measuring the time difference between the trans-
mitted signal of the satellite antenna and the receiving antenna (typically on the ground).
While propagating through the atmosphere, the signal is delayed by the physical proper-
ties of the particles in its various layers. This delay is traditionally seen as undesired noise
that should be eliminated from the data. This noise however also includes information
about the state of the atmosphere which can be described by various parameters. One of
such parameters is the delay caused by the ’wet’ particles (predominantly water vapor)
in the troposphere (lower 20km of the atmosphere). Weather models can use this infor-
mation to correct the amount and location of atmospheric humidity which has proved to
be beneficial for rainfall forecasts. To extract this information from the total signal delay,
the delay caused by the ionosphere (upper part of the atmosphere, up to about 1000km)
must be eliminated. A standard method is to make use of the dispersive character of the
ionized particles in this layer and to eliminate the majority of this error by forming a so-
called ionosphere-free linear combination. This requires signals on at least two different
frequencies. Traditionally, only geodetic instruments e.g. utilized as permanent ground
receivers operated by (inter-) national organizations use hardware that track GNSS sig-
nals on at least two frequencies. Such receivers are expensive (in the order of several
thousand Euros) and as a result many GNSS networks outside developed areas lack the
station density that is needed to capture the complex distribution of atmospheric water
vapor. A densification for meteorological purposes with geodetic-grade GNSS receivers
and antennas is economically not feasible. Similarly, local precision positioning equip-
ment is not accessible for many regions, foremost situated in the Global South, due to
the coarse distribution of static GNSS ground stations and expensive equipment to per-
form surveying tasks.

Technological advances in recent years enabled the release of cost-efficient single-
and dual-frequency GNSS receivers and antennas which may offer an alternative to the
high-grade technology. However, the use of consumer-grade hardware is associated
with challenges that need to be overcome. In this thesis, the performance of low-cost
GNSS receivers in combination with antennas of a range of different type and qualities
for high-precision applications was analyzed. In particular, the efficiency of using this
equipment for meteorological and positioning applications was experimentally quanti-
fied and methods to enhance their performance were developed and implemented.

At first, as an alternative to geodetic-grade (multi-frequency, cost-intensive) receivers,
only low-cost single-frequency receivers were available. GNSS observations on only a

ix
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single frequency impose a challenge to remove the error caused by the ionospheric in-
fluence on the signal. To process the single-frequency observations in Precise Point Po-
sitioning (PPP) mode, the Satellite-specific Epoch-differenced Ionospheric Delay (SEID)
model was used. It relies on a surrounding network of dual-frequency stations. To repre-
sent a more realistic scenario for regions with low GNSS ground station density, two out-
side network configurations with inter-station distances of 50-80 kilometers and 200-300
kilometers were considered. The research setup enabled distinguishing between soft-
ware, ionospheric and hardware related sources of error on the Zenith Tropospheric De-
lay (ZTD) estimations. It was demonstrated that single-frequency receivers can obtain
similar quality results compared to those of geodetic-grade setups. Depending on the
utilized antenna, the Root Mean Square Errors (RMSE) were between 4-7 mm using an
outside network with inter-station distances between 50 and 80 km and about 10-12 mm
with distances between 200 and 300 km. It was found that modeling of the ionosphere
and the antenna type are the main sources influencing the ZTD precision.

By the end of 2018, low-cost dual-frequency receivers were released to the market.
Observations on two frequencies enable eliminating the majority of the ionospheric er-
ror. This avoids the need of an outside network to account for this error source. As in-
dicated in the study using single-frequency receivers, the receiving antenna appears to
be a limiting factor of the outcome quality. For this purpose, the ZTD performance of
a low-cost dual-frequency receiver in combination with a range of different quality an-
tennas was analyzed. It was found that the receiver was very well capable of achieving
high-quality ZTD estimations when the Phase Center Variations (PCVs) of the receiving
antenna were known and included in the processing chain. Since antenna calibrations
are typically not available for low-cost antennas, a relative antenna calibration was per-
formed on-site. To achieve this, a base (in our case, a geodetic-grade receiver and an-
tenna) and a rover (the low-cost dual-frequency receiver with different antennas) were
used to form a short baseline. Over a short baseline, many errors, e.g. those caused by
the troposphere and ionosphere, are the same for both stations and are cancelled by the
differential processing. The remaining residuals contain primarily the differences be-
tween the phase variations from both antennas. The residuals together with the known
antenna calibration from the base station were used to generate new absolute PCVs for
each investigated rover antenna. After applying the newly derived PCVs, the ZTD RMSE
using a low-cost antenna (when using a circular ground plane) was reduced from be-
tween 15-24 mm to about 4 mm. This level is excellent for meteorological applications.
It opens the way for a wide-spread implementation of low-cost GNSS receiver and an-
tenna setups.

Inspired by the ZTD results obtained with the low-cost dual-frequency receiver and
self-calibrated antennas, the positioning performance of such setups were analyzed. For
this purpose, the residuals and positioning results were examined in detail before and
after applying the self-derived antenna calibrations. Considering that antenna-induced
effects cancel over a short baseline if both antennas have the same phase characteristics,
the same geodetic-grade antenna model (with known antenna calibrations) was used as
a reference in our base and rover setup. Compared to this scenario, the conducted an-
tenna calibration with low-cost antennas could reduce the L1 and L2 residual differences
from between 30-90% to 12-52%. The estimated height component RMSE was improved
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from 6-7 mm to 4 mm, a level which is close to those of geodetic-grade antennas. Ad-
ditionally, the procedure to calibrate an antenna, if observations from a base and rover
setup are available, was published online (gnss-antcal.citg.tudelft.nl) as a web-tool. It al-
lows users to generate their own antenna calibrations directly in the field and promotes
wide-spread application of the presented method.

https:\\gnss-antcal.citg.tudelft.nl




1
INTRODUCTION

1.1. IRRIGATING THE DATA DESERT WITH COST-EFFICIENT

GLOBAL NAVIGATION SATELLITE SYSTEM EQUIPMENT

‘D ER Weise äußert sich vorsichtig, der Narr mit Bestimmtheit über das kommende
Wetter.’ (analogous translation: The wise man comments carefully, the fool with

certainty about the upcoming weather). This quote of the German poet Wilhelm Busch
was not only valid during his lifetime (1832-1908), but also today. Weather forecasting
is still not completely reliable, and it requires continuous efforts to understand, but also
monitor weather processes to model them effectively. Whether it is too hot, too cold, too
rainy, or too dry, everybody feels different about the weather. As a quote by the English
art critic John Rushkin states: ‘Sunshine is delicious, rain is refreshing, wind braces us up,
snow is exhilarating; there is really no such thing as bad weather, only different kinds of
good weather.’ From choosing clothes, planning outdoor activities over to issue weather
warnings to the people, predicting the weather is important for many social activities as
well as commercial endeavors. In certain parts of the world, the weather forecasts are
especially unreliable. As an example, a rainfall forecast in Africa for the next day is only
as good as one for next week in Europe [1]. Besides the different climatological regions
and the knowledge of the underlying physical processes, a main distinction between the
European and the African situation is the observation density. Whilst Europe is cov-
ered with a dense network of multi-disciplinary ground observatories supplemented by
satellite observations, this is only partially the case in Africa and the sparse observation
network coverage causes large uncertainties [2].

For weather modeling the conditions in the vertical structure of the atmosphere are
of particular importance. According to the physical properties, the atmosphere can gen-
erally be divided into several layers. Regarding signal propagation, we distinguish be-
tween the troposphere and the ionosphere. The weather as we experience it every day
is happening almost entirely in the troposphere. The average height of it is about 17 km
in mid-latitude regions. Monitoring the current state of it is a multidisciplinary task and
an important part of forecasting the coming weather. High temporal and preferably high
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spatial resolution measurements with high reliability are desired for this task. Classical
parameters such as temperature, air pressure and wind speed, but also the amount of
water vapor in the air are very important parameters. Especially water vapor is crucial
for convection in the lower atmosphere and hence essential for the generation of clouds
and rainfall. One possibility to monitor water vapor is by making use of signals from
Global Navigation Satellite Systems (GNSS). In a nutshell, GNSS measures the distances
between the satellites orbiting the Earth and the ground receiver. For precise GNSS anal-
yses, basically two major processing modes exist, Precise Point Positioning (PPP) and a
differential (relative) mode. PPP uses undifferenced observations and relies on precise
satellite orbit and clock information to estimate parameters (e.g. coordinates, receiver
clock, or troposphere errors) for each individual station. The differential processing
technique (typically based on double-differences) gives high precision relative estima-
tions between the stations of a network of two or more receivers. Both layers, tropo-
sphere, and ionosphere, delay the incoming signal. To estimate the delay caused by the
‘wet’ particles in the troposphere (predominantly water vapor), the signal delay caused
by the ionosphere must be removed from the total delay. This is traditionally done with
dual-frequency receivers. The main advantage of dual-frequency measurements is the
possibility to exploit the dispersive character of the ionosphere which allows removing
most of the delay caused by this layer of the atmosphere by a so-called ionosphere-free
linear combination of observations on two frequencies. For long baselines in the net-
work processing or in the PPP application, the ionosphere-free linear combination is
used. Since particularly the humidity information e.g. from weather models are not suf-
ficient for highest accuracy GNSS measurement analysis, the troposphere parameters
are estimated in the GNSS processing. The GNSS signals typically do not arrive from
the zenith direction and their propagation time caused by the troposphere increases the
lower the observed satellite is. The observations are therefore a function of the elevation
angle of the individual satellite. The tropospheric delays affecting the different obser-
vations, called slant delays, are mapped to the zenith direction yielding the Zenith Tro-
pospheric Delay (ZTD). Together with surface meteorological parameters (temperature
and pressure) at the station position, the ZTD can be converted to Precipitable Water
Vapor (PWV) estimations.

GNSS-derived ZTD and PWV estimations proved to be valuable for the forecasting of
rainfall in general [3] but are also crucial for smaller scale convective events [4]. Many
initiatives, especially in Europe, America and Asia started to effectively integrate GNSS
products in global and regional weather forecasts. Especially in the case of early warning
systems, the high reliability and high temporal resolution of GNSS stations, delivering
observations under all weather conditions, makes them an important part of the atmo-
spheric observation scheme. Most regions that effectively use GNSS-derived products in
their weather models have set up dense observation networks. As an example, in Europe,
the EUMETNET EIG GNSS water vapor programme started in 2004 as an operational
GNSS meteorology system and consists currently of about 3500 stations. Monitoring of
atmospheric water vapor works well in areas with good coverage. The installation of
dense networks is, however, limited by the substantial investment costs associated with
it. Typical geodetic receiver-antenna setups are in the order of several thousand Euros.
This is part of the reason why countries in the Global South have a sparse coverage of
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GNSS stations that can be used for atmosphere monitoring.
This thesis work was motivated by the introduction of low-cost GNSS receivers on the

market. Initially, only single-frequency GNSS receivers were available as an alternative
to their expensive dual-frequency counterparts. However, measurements on only one
frequency impose an additional challenge, as removing the delay caused by the iono-
sphere relies on modeling of the ionosphere. A solution for this is to use an existing
network of surrounding dual-frequency receivers to model the state of the ionosphere
for the single-frequency receivers inside. The possible model used for this densification
is the Satellite-specific Epoch-differenced Ionospheric Delay (SEID) model. The impact
on the tropospheric delay estimations in an experimental setting are discussed later in
this thesis.

By the end of 2018, also affordable dual-frequency receivers were introduced to the
market. With this type, it is no longer required to rely on an existing nearby dual-
frequency network to model the ionosphere. Instead, the dispersive property of the
ionosphere can be exploited by utilizing the linear combination of observations on two
frequencies. The drawback of this method is however, that the noise in the data is mul-
tiplied by a factor of about 3. This makes the low-cost equipment particularly vulner-
able to errors, especially those introduced by unmodeled characteristics of the phase
center of the low-cost receiving antennas. This is because the position of the antenna
phase center is generally not aligning with the geometric center of the antenna and be-
haves differently depending on the direction and the frequency of the incoming signal.
Whilst traditional GNSS antennas used for geodetic networks are typically manufactured
to comply with high precision requirements to reproduce identical mean antenna phase
centers for each antenna, this is not the case for low-cost antennas, as these are mass-
produced. So far, no antenna calibrations for commonly used low-cost dual-frequency
antennas are openly available. A new antenna calibration method for direct field appli-
cations is developed and the impact on the positioning and tropospheric estimations are
discussed in this thesis.

1.2. OBJECTIVES AND RESEARCH QUESTIONS

T HE aim of this dissertation is to investigate and improve the performance of low-
cost GNSS equipment for high precision applications. Of particular interest are cost-

efficient single- and dual-frequency receivers and antennas. Central in the current ap-
proach is to experimentally quantify the trade-offs implicated by using the low-cost de-
vices for meteorological and positioning purposes and to develop and implement ways
to enhance their performance. Specifically, the following research questions are ad-
dressed:

Can single-frequency GNSS receivers be used to accurately measure water vapor
in the atmosphere and to what extent does the hardware and the Satellite-specific
Epoch-differenced Ionospheric Delay (SEID) model affect the outcome?

A first experimental setup consisting of one geodetic quality dual-frequency refer-
ence station (IGS station DLF1) and two co-located single-frequency receivers with dif-
ferent antennas is created to investigate their potential for water vapor monitoring. A
network of dual-frequency stations is selected to act as SEID reference stations, with
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minimum distances of 80 km to represent situations with low GNSS coverage, where
application of low-cost devices is particularly beneficial. By comparing the output to ex-
isting reference datasets and dual-frequency stations, the impact and errors introduced
by the low-cost receiver and by utilizing the chosen SEID model in relation to the dis-
tance to the outside network stations on the water vapor estimations is quantified. A
second experiment is conducted that splits the antenna signal of a calibrated geodetic-
grate antenna to dual- and low-cost single-frequency receivers. This allowed assessing
the accuracy of the sensor hardware.

What is the quality of Zenith Tropospheric Delay (ZTD) estimations using a low-
cost dual-frequency receiver in combination with different quality antennas in Pre-
cise Point Positioning (PPP) mode? To what degree can relative antenna calibrations
improve the ZTD performance?

The release of affordable dual-frequency receivers triggers an interest of testing their
performance on ZTD estimations. An important question is how the dual-frequency ob-
servations improve performance compared to low-cost single-frequency receivers and
their expensive (geodetic-grade) counterparts. Additionally, the results from the previ-
ous research question indicate a strong dependency on the ZTD outcome on the receiv-
ing antenna patterns. An analysis of low-cost GNSS receiver performance in combina-
tion with a range of different quality of cost-efficient antennas is warranted. For this
purpose, an experiment consisting of a series of consecutive measurement campaigns
using different quality antennas and a low-cost dual-frequency receiver is conducted.
The ZTD performance of each antenna is evaluated against the co-located reference sta-
tion DLF1. The same experimental datasets are used for relative antenna calibrations
using the known antenna pattern of station DLF1 as base. By correcting the recorded
antenna datasets with the obtained antenna calibrations, the impact on the ZTD perfor-
mance is assessed.

What are the effects of relative antenna calibrations on positioning solutions for
low-cost antennas in combination with a low-cost dual-frequency receiver? And how
can wide-spread application of relative antenna calibrations in the field be made fea-
sible?

Positioning remains the major asset and main application of GNSS. Inspired by the
results on ZTD estimations of low-cost antennas with self-derived antenna calibrations,
the question arose as to the impact on positioning performance. By analyzing the kine-
matic positioning solutions with and without antenna calibrations over a known base-
line, the positioning repeatability and offsets are analyzed. For this purpose, the datasets
from the previous low-cost dual-frequency receiver and antenna experiment are used.
Quantifying the effects caused by the antenna design on the positioning repeatability
and the corresponding offsets is an essential step towards using low-cost antennas op-
erationally. By releasing the calibration tool as an online web-service, wide-spread ap-
plication of low-cost positioning solutions is made possible.
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1.3. OUTLINE

T HE contents presented in this dissertation are based on a review chapter and three
journal articles. Each of them is self-contained and some overlap between them may

be present.
Chapter 2 presents a review on the atmosphere, GNSS positioning, GNSS meteorol-

ogy and ionosphere modeling. In chapter 3, an experiment in mid-latitude region on
water vapor estimation with low-cost single-frequency receivers is presented. With data
collected from 3 months to 1 year, the feasibility of single-frequency receivers for wa-
ter vapor estimations is investigated. By utilizing different outside networks to model
the ionosphere, the station distances dependence is analyzed. Chapter 4 shows the ZTD
estimation performance with a recently released low-cost dual-frequency receiver and
different quality antennas in PPP. The estimation precision is increased by applying a rel-
ative antenna calibration on the input data. The antenna calibration method is further
developed and its impact on the positioning performance is analyzed in further detail
in chapter 5. Finally, overall conclusions and recommendations for future research are
given in chapter 6.
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2.1. WATER VAPOR IN THE ATMOSPHERE

W ATER in its solid, liquid or gaseous state is indispensable for life on Earth. In its
evaporated state, water vapor plays an important role for atmospheric processes.

It is the most abundant greenhouse gas in the air [1] and is spatially and temporally
highly variable [2]. Atmospheric water vapor is essential for convection in the lower at-
mosphere and hence crucial for the generation of clouds and rainfall. With regard to a
warming climate, the amount of water vapor in the atmosphere increases and causes
additional absorption of long-wave radiation and reflects it back to the ground [3]. Con-
sequently, the distribution of atmospheric water vapor is an important factor for climate
models and its monitoring is crucial for climate research.

For meteorological applications, the amount of water vapor in a defined column of
air is of special interest. The total atmospheric water vapor in a vertical column of air is
defined as Precipitable Water Vapor (PWV) or Integrated Water Vapor (IWV). The capa-
bility of water vapor to transport moisture and latent heat in the atmosphere makes it
an important factor for the weather and climate [4]. In this context, the measurements
are applied in many ways such as weather forecasting and climate models. Field et al. [5]
and Stocker et al. [6] state that severe weather events occur more and more frequently.
A relationship with water vapor fields in the air and extreme rainfall has been observed
e.g. by Seko et al. [7].

One approach to determine PWV is to exploit the signal delay from Global Navigation
Satellite System (GNSS) transmitted signals. Recent studies conducted e.g. by Brenot
et al. [8] demonstrate that GNSS is capable and beneficial for the monitoring of severe
weather events. Currently, globally distributed networks of GNSS multi-frequency re-
ceivers are used for this purpose. They typically receive signals on at least two frequen-
cies (L1: 1575.42 MHz and L2: 1227.60 MHz).

To understand the propagation of satellite signals through the atmosphere, the struc-
ture of the atmosphere itself must be defined. The atmosphere is a gaseous mixture that
surrounds the earth and is prevented by gravitation from leaking into space. It consists
of several layers that are separated based on their physical properties. Figure 1 shows the
structure of the neutral atmosphere and the ionosphere with respect to altitude, temper-
ature and plasma density (number of electrons per cubic centimeter).

Based on temperature characteristics, the atmosphere is divided into the troposphere
(ranging from the surface to 9 km at the poles and up to 16 km at the equator), the strato-
sphere (until about 50 km), the mesosphere (unto about 85 km) and the thermosphere
(>85 km). Bearing in mind Fermat’s principle that out of all possible paths an electro-
magnetic wave may take, it takes the path with the shortest travel time, the refraction
properties of particles in the atmosphere are of special interest. Relevant to this charac-
teristics are tropospheric and an ionospheric components of the atmosphere. Regard-
ing the refraction characteristic the troposphere is referred to as the combination of the
troposphere and the stratosphere which then ranges until approximately 50 km height.
The ionosphere extends from about 50 km to approximately 1000 km [10]. It consists of
electrically charged particles and is dispersive at 1.5 GHz. Dispersion occurs if the prop-
agation velocity is dependent of the frequency. In a dispersive medium the refractivity
depends on the frequency or wavelength. The ionizing effect of the sun’s radiation on the
earth’s upper atmosphere produces free electrons. In the ionosphere layer the amount of
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Figure 2.1: Structure of the neutral atmosphere and the ionosphere after Bauer [9]

these free electrons affects the propagation of electromagnetic waves. This region con-
sists of plasma containing the charged particles. The free electrons in the lower bound-
ary of the ionosphere can only exist for a short time until they are captured by positive
ions and atoms are recombined. The refractive index depends on the electron density
and the frequency of the electromagnetic signal traveling through it. The diversity of
the ionosphere varies as a function of time of the day. It is categorized in several lay-
ers, namely the D, E and F layers. The recombination is high in the D-layer and almost
complete deionization is reached during nighttime from about 50 to 90 km caused by
the high particle and low electron density. The E-layer (90-150 km) is influenced by X-
rays (1-10 nm) and far ultraviolet solar radiation ionization of molecular oxygen. During
nighttime it is affected by cosmic rails and meteors [4]. The F-layer (150-1000 km), also
known as the Appleton layer, splits into two layers F1 (150-200 km) and F2 (200-1000 km)
where the F1 layer merges into the F2 layer at night. The solar radiation ionizes atomic
oxygen and its ionization reaches its peak at around noon and decreases towards the
sunset. Extreme ultraviolet solar radiation and coronal mass ejections strongly disturb
the earth’s magnetic field and cause geomagnetic storms which cause radio and radar
scintillation. Strong magnetic regions on the sun (sunspots) generally quantify the solar
activity and shows an 11-year variation cycle.

Unlike the ionosphere, the troposphere is non-dispersive for frequencies below 30
GHz. The propagation is frequency independent and the excess group delay caused by
this region is constant. At higher radio frequencies, water vapor and molecular oxygen
will have an effect on radio observations. The phase velocity will differ from the group
velocity and a frequency dependent propagation delay can be observed. The tropo-
sphere consists of up to 99% of the total amount of water vapor. Based on 15 radiosonde
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launches in a summer period, Sato et al. [11] observed 99% of the total accumulated wa-
ter vapor between 8 and 9 km altitude. Most of the water vapor is in the boundary layer,
the lowest 2 km of the atmosphere. The amount of water vapor varies widely, both tem-
porally and spatially. It plays a significant role from global climate to micrometeorology.
With regard to the tropospheric refraction index, the magnitude of rain, fog and cloud
attenuation is negligible for L-band frequencies.

2.2. TECHNIQUES FOR MEASURING ATMOSPHERIC WATER VA-
POR

S EVERAL techniques exist to observe the water vapor content in the atmosphere and
were highlighted e.g. by Bevis et al. [12]. The traditional method to measure the PWV

in the air is by releasing radiosonde balloons. A radiosonde consists of a small instru-
ment package that is suspended below a balloon inflated with helium or hydrogen for
updraft. The balloon may rise at a rate of 300 meters per minute unto an altitude of
about 28 km and transmits in-situ measurements of temperature, pressure and humid-
ity to the ground station. Through an equipped GPS sensor, strength and direction of the
wind can also be obtained. During the ascension a vertical profile of the weather param-

eters is produced. IWV in kg
m2 is then estimated from the integral of the mean density of

water vapor at defined height intervals.

IW V =
h2∫

h1

ρv dh =
n∑

i=1
ρd ,i ri∆hi

Where ρv is the mean density of water vapor for each layer in kg
m3 , dh the height

difference of each layer of the atmosphere, ρd the dry air density in kg
m3 , r the mixing

ratio and ∆hi the altitude steps in meter. The dry air density may be expressed as

ρd = P

Rd T

With P the air pressure in Pa, Rd the specific gas constant for dry air
(287.058 J kg−1 K −1) and T the observed temperature in K. The mixing ratio r is a di-
mensionless ratio of the water vapor mass to the mass of dry air:

r = 0.622
e

P −e

Where e is the vapor pressure and P the air pressure. With the relative humidity (RH)
measurements from the radiosonde the vapor pressure may be computed:

e = RH ·esat

100

esat = 6.112[Pa] ·exp(
17.62T

243.12+T
)
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With esat the saturation vapor pressure and T the temperature in degree Celsius.
The mean partial pressure of water vapor is defined as a function of the mean relative
humidity and temperature. The relationship between IWV and PWV in mm is defined as

PW V = IW V

ρ

with ρ defined as the density of liquid water. Caused by the drift of the balloon, the
observed profile does not correspond exactly to the profile at the launch site. Ice con-
tamination may further lead to inaccuracies of the humidity measurements. Despite the
coarse temporal and spatial resolution the measurements contain valuable information
of the atmospheric state. However, driven by practical and economical reasons, only
a few launches are typically performed per week. In the whole Netherlands, only one
radiosonde launch is performed every 12-24 hours.

Using space- or ground based Water Vapor Radiometers (WVRs) is another method
to estimate PWV. They generally operate on the two frequencies 20.6 GHz and 31.6 GHz
[13]. The lower frequency is close to the water vapor absorption line at 22.2 GHz. The
brightness temperature (measurement of the radiance of microwave radiation travel-
ing from the atmosphere top to the satellite) is the fundamental parameter obtained by
passive microwave radiometers. It responds primarily to vapor whereas the 31.6 GHz is
sensitive to liquid. The raw antenna counts are calibrated to obtain the brightness tem-
perature. Driven by the characteristics of gases and liquid, wavelengths of about 1 cm
and below are suitable to measure temperature, vapor and cloud liquid. Several cen-
timeters wavelengths are required to observe heavy rain. However, this condition also
makes the measurements less accurate during medium and heavy rainfall. The coef-
ficients required to estimate PWV are derived by a-priori statistics from e.g. radiosonde
profiles. Liquid water also emits radiation of similar intensity than the water vapor at the
frequency of 22 GHz. However, both radiation processes have different spectral features
[14] which allows to separate the liquid from the vapor contribution by using two differ-
ent frequencies. Various approximations and algorithms were developed to estimate the
water vapor content of the column of the observed brightness temperatures ([13] and
[15]).

The down-looking, space-based WVR observes the absorption lines in the radiation
from the hot background of the earth. The determination of water vapor is more compli-
cated over land than over the ocean since the temperature of the hot background varies
a lot and is difficult to determine. The same problem arises with the presence of clouds,
because the background temperature changes significantly from the surface to the cloud
top and is not easily specified. Even though it is possible to model these characteristics,
it results in most cases in a difficult and time consuming task. As a result, they are more
useful to be utilized over oceans than over land. They provide good spatial but poor tem-
poral resolution and their use is limited by cloud cover. The Global Microwave Imager
(GMI) on the Global Precipitation Measurement (GPM) mission, lauched on February 27
2014, has a mean footprint resolution between 15 and 12 km at the frequencies 19 GHz
and 31-47 GHz [16]. In these frequencies the instrument covers a swath of about 931 km
on the Earth’s surface. Also on board is the Advanced Microwave Scanning Radiometer 2
(AMSR2) which covers a swath of 1450 km with a resolution between 22 and 12 km at 19
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GHz and 31-37 GHz.

An upward-looking, ground based WVR measures the background radiation of wa-
ter vapor in contrast to the cold background from space. It is capable to estimate the
IWV along the line of sight. It also measures the sky brightness temperature using two or
more frequencies which allows to simultaneously estimate IWV and even integrated liq-
uid water [17]. The measurements are not affected by light cloud cover, and continuous
slant measurements can be achieved. A major disadvantage of the WVR is the poor per-
formance in heavy cloud or rainy conditions [12]. Validation studies conducted by Ware
et al. [18] and Braun and Rocken [19] found an almost constant IWV error of approxi-
mately 1.3 kg per m² independent of the total amount of water vapor in the atmosphere.
The relative error is more significant during dry periods (~20%), than during wet condi-
tions (~2%).

Satellite-based infrared radiation measurements can also monitor the water vapor.
Water vapor emits radiation in the 6.7 µm infrared wavelength. However, studies con-
ducted by Gutman and Benjamin [20] and Elliott [21] state that they are only reliable
in cloud-free conditions. Whereas other methods integrate the amount of water vapor
along the propagation path, satellite acquired infrared water vapor images only detect
upper-level and middle layer water vapor. A humid upper layer will prevent the detec-
tion of water vapor below this layer. Vice-versa, a dry upper layer allows to detect mois-
ture in the middle layer. Since there is usually sufficient moisture in these layers, it is
not possible to detect humidity in the lower levels. Low level clouds appear darker on an
infrared image than high level clouds since the observed temperature in the troposphere
decreases with height.

Very Long Baseline Interferometry (VLBI) is present in geodesy since 40 years and
offers a unique technique observing extra-galactic radio sources (quasars). Only a few
antennas exist on the globe resulting in intercontinental baselines. The measurements
are characterized by very high quality and contribute significantly to the realization of
the International Terrestrial Reference System (ITRS). The technique measures the time
differences in the arrival of the emitted microwave signals at two or more VLBI antennas
(typically in the S-band: 2.3 GHz and X-band: 8.4 GHz). By correlating the phase samples
of various frequency channels and times, the phase delay, phase delay rate, group delay
and amplitude are produced [22]. Similar to high precision satellite positioning, models
of physical properties must be considered (e.g. tectonic motions, solid earth tides, alter-
ations caused by local geological and hydrological processes, ...). Ionospheric effects are
eliminated by using signals on two frequencies. However the contribution of the neutral
atmosphere (troposphere) remains a major error source. VLBI is able to determine the
integrated properties of the atmosphere and thus also water vapor.

Utilizing microwave imaging systems like the Interferometric Synthetic Aperture
Radar Interferometry (InSAR) is another possibility to estimate temporal water vapor
changes in the atmosphere. Contrary to the infrared systems, it has cloud penetrating
capabilities. Recent studies have demonstrated that InSAR is capable to derive PWV
spatial distributions. The spatial resolution depends on the pixel size of the data used
for the analysis. Using the European Remote Sensing (ERS) satellites images, a spatial
resolution of e.g. 20 m is possible [23]. Typically, InSAR has been used to derive digital
elevation models (DEMs) or precise surface deformations. However, their accuracy is
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limited by the tropospheric delay caused by the water vapor content in the atmosphere
[24]. Two not simultaneously taken SAR images are affected differently by the atmo-
sphere. Two microwave images from almost the same position are acquired at different
epochs. By using a digital terrain model the geometric path length differences are re-
moved and a differential interferogram is formed. Since the interferometric pairs are
recorded within a short time interval, the remaining phase delay is assumed to only be
related to the atmospheric propagation delay. The terrain deformations are neglected
which leads to an almost proportional phase delay to the integrated water vapor along
the propagation path.

Another approach to determine atmospheric water vapor is to exploit the signal de-
lay from Global Navigation Satellite System (GNSS) transmitted signals. GNSS is mostly
known for their positioning and navigation purposes but apart from this it is also a valu-
able and established tool for atmospheric sounding. In the past, geodesists treated the
delay caused by the atmosphere as an error which needed to be removed from the data.
During error investigations Davis et al. [25] found that the observed signal delay can
be used for water vapor estimation. Bevis et al. [12] proposed to use dual-frequency re-
ceivers on the ground to obtain the signal delay and thus the water vapor along the signal
path from the satellite to the receiver. Whilst commonly used radiosondes have a poor
temporal resolution (typically every 6 or 12 hours), using GNSS, it is possible to contin-
uously monitor PWV in the atmosphere with a high temporal resolution. Contrary to
microwave radiometers, the method does not require additional calibrations and is not
affected by meteorological conditions. The potential of GNSS using ground based re-
ceivers to derive PWV has been demonstrated and validated by several case studies (e.g.
[12, 26–28]). GNSS can also be used for a technique called Radio Occultation (RO) to
monitor the atmosphere. The GNSS satellite radio signals from low elevation angles are
observed at a Low Earth Orbit (LEO) satellite. During a GNSS occultation a LEO satellite
receives signals while it rise or sets behind the Earth’s limb. The received signal is bent
by the atmosphere depending on its density. This bending causes a longer travel time of
the signal and together with the bending angle the atmospheric density can be obtained.
The observed change in delay includes the effect of the atmosphere which refracts and
bends its path. The data may be used to estimate temperature, pressure, humidity in
the neutral atmosphere and electron density in the ionosphere. At microwave wave-
lengths, the refractivity is dependent of the pressure, temperature, moisture, ionosphere
and scattering by liquid water and ice [29]:

N = 77.6
P

T
+3.73 ·105 Pw

T 2 −40.3 ·106 ne

f 2 +1.4W

Where N is the refractivity, P the atmospheric pressure in mbar, T the atmospheric
temperature in Kelvin, Pw the water vapor partial pressure in mbar, ne the electron num-
ber density per cubic meter, f the transmitter frequency in Hertz and W the liquid water
content in grams per cubic meter. Since the contribution to the path delay caused by
(ice and) liquid water are very small, this effect is neglected. With this technique, the
electron density above 60 km and the neutral atmosphere from about 6 km to 70 km
height is observed. Together with a boundary condition of pressure at a certain height,
profiles of the pressure, temperature and geopotential heights may be observed in the
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middle atmosphere. Below 6 km the water vapor concentration generally increases and
contributes up to 30% to the net refractivity. To extract water vapor directly from the RO
vertical profile, knowledge of temperature derived from climatology, independent obser-
vations or weather analyses is required. For this purpose the dry part can be subtracted
from the total refractivity or derived by a (1D) variational method which combines the
refractivity with analysis temperature, water vapor profiles and surface pressure. The
COSMIC (Constellation Observing System for Meteorology, Ionosphere, and Climate), a
joint project between Taiwan and US, currently consists of 4 LEO micro-satellites (orig-
inally 6) was launched in 2006 and provides daily 800 - 900 RO profiles. This method
uses one or more receivers on a Low Earth Orbit (LEO) satellite. Using GPS RO, vertical
profiles (with about 200 m vertical resolution) of atmospheric parameters like tempera-
ture and water vapor on a global scale can be obtained. Since the RO technique is based
on time delays, and the raw measurements are not based on a physical device that de-
teriorates with time, no instrument drift or bias is present and hence no calibration is
required. It allows to obtain a high vertical resolution with high accuracy [30, 31].

2.3. GNSS SIGNAL PROCESSING

G NSS is a generic term for existing and future satellite systems such as GPS, GLONASS,
BeiDou and Galileo. It is a space-based system providing global coverage of geo-

spatial positioning, navigation and time measurements by receiving signals transmitted
by orbiting satellites. All GNSS use carriers in the L Band (ranging from 1 to 2 GHz). GPS
transmits data in the L1 band (1575.42MHz), L2 (1227.60MHz) and L5 (1176.45MHz).
Since each satellite transmits its signals through the atmosphere on the same frequen-
cies in the L-band, interference between the signals of different satellites on the same
carrier frequency must be avoided by the signal design. Each GPS satellite transmits a
satellite-specific Pseudo-Random Noise (PRN) code which is used for satellite identifi-
cation and is independent from the transmitted data. In order to distinguish simultane-
ous incoming signals, GPS uses Code Division Multiple Access (CDMA). This technique
allows to extract the desired signal while rejecting all other sources as random noise.
CDMA divides each bit into short intervals (chips). Transmitting 1 information bit re-
quires to send its chip sequence. Each bit is therefore multiplied with the chip code data
stream. The data stream is modulated onto a carrier and the overall signal is spread over
a wider bandwidth compared to the original data. To decode the data, the receiver first
demodulates the CDMA signal from the carrier. Together with the spreading code the
original data is recovered. With the CDMA technique it is possible to transmit several
sets of data independently on the same carrier and recover them without interference
by other signals. The instrumental accuracy of measurements is up to 1% of the chip
length. It depends on the utilized code type and is in the order of decimeters. The carrier
phase measurements whereas is better than 1% of the wavelength and in the order of
1.5 mm. Modulated onto the carrier frequencies are information, such as the satellite-
specific PRN, satellite time and orbit parameters, used to calculate the satellite position
in the orbit and auxiliary data like the satellite clock correction. A more in-depth descrip-
tion of the signal multiplexing and data processing is described by Hofmann-Wellenhof
et al. [4].

Each receiver is equipped with an antenna which detects the electromagnetic waves
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sent by the satellites and converts the wave energy into an electric current. Since the
incoming GNSS signals are very weak, the antenna must be very sensitive and before
directing the signal to the receiver electronics, the signal strength is typically amplified.
The receiver handles signal filtering to ensure low noise and to reject out-of-band inter-
ference. The incoming signal is down-converted to a lower frequency. For this purpose,
the incoming radio frequency signal is combined with a sinusoidal signal generated by
a local oscillator (generally based on a less expensive quartz crystal). Whilst the carrier
frequency is lower, the new frequency contains still all data from the original signal. Be-
cause the oscillator does not provide the same stability as the atomic clocks in the satel-
lites, the time offset is estimated as a fourth unknown in the observation equations. The
receiver compares the modified satellite signal carrier phase with a copy generated by
receiver itself. All signals coming from all visible satellites are isolated and identified by
their known PRN code. The pseudorange is calculated by scaling the transmission time
of the signal to the receiver. It is called pseudorange because it does not match with the
satellite-receiver euclidean distance due to e.g. the clock errors. Beside the code mea-
surement (from the code replica generated by the receiver), the carrier is reconstructed.
Different techniques exist for this task. The carrier-phase observable is the difference
between the satellite transmitted and the Doppler-shifted carrier phase. The observable
is off by an unknown integer number of cycles which can be added to the observable.
Since the ambiguity and other parameters are linearly dependent, ambiguity fixing is
not a trivial problem [32]. Either the parameters are eliminated by forming differences
or carefully treated in the parameter estimation. The signal is not traveling through vac-
uum and is refracted and delayed by the atmosphere. For the code measurement the
following observation equation is used:

P s
r = ρs

r + (δtr −δt s ) · c +δs
r,i on +δs

r,tr opo +ξ
where c is the speed of light, the subscripts r and s denote the receiver and satellite, ρ

the geometric range, δtr and δt s the receiver and satellite clock offsets, δs
r,i on the iono-

spheric correction, δs
r,tr opothe tropospheric correction and ξ remaining error sources

(e.g. multipath, relativity, hardware biases and measurement noise). Utilizing the phase
difference between receiver carrier wave and the the one generated by the local oscillator
yields the carrier phase measurement in units of length:

Ls
r =λ ·φ= ρs

r + c · (δtr −δt s )+λ ·N s
r −δs

r,i on +δs
r,tr op +ξ

where λ denotes the carrier wavelength and N s
r the initial carrier phase ambiguity.

The opposite sign of the ionospheric correction is caused by the time delay caused by
the group velocity of the code sequence and by the phase velocity in the ionosphere.

The general principle to estimate the three-dimensional receiver position is deter-
mined by resection (intersection of i.e. three spheres defined by three different pseudo-
ranges). Since the receiver clock and the satellite clocks are not running synchronously,
an additional fourth satellite is required to estimate the error between the receiver and
satellite clocks. Geometrically, this is realized by a sphere that is tangent to the four
spheres defined by the pseudoranges. Further satellite ranges are used as an over-
determination to improve the receiver position. Removing satellites with low elevation
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angles typically improves the positioning solution, because of the greater distortions
caused by the atmospheric impacts [4].

The basic GNSS observables can be used to create combined signals. There exist an
infinite number of linear combinations. One example is the ionosphere-free combina-
tion L I F which removes the first order (up to 99.9%) of the ionospheric effect. The first
order ionospheric effect on the code propagation is of the same order as the carrier phase
propagation error but has the opposite sign.

L I F = 1

f 2
1 − f 2

2

( f 2
1 L1 − f 2

2 L2)

L I F = ρ+ c · (d tr −d t s )+ c · f1 ·N1 − c · f2 ·N2

f 2
1 − f 2

2

+T +εLI F

where T is the ionosphere-free combination of the tropospheric error on the two fre-
quencies and εLI F is the combination of their residual errors. The L I F combination elim-
inates the first-order ionospheric delay on the observables. Unfortunately, the noise is
increased by about a factor of three and ambiguities cannot be directly solved as integers
[33]. Similarly, a combination may be formed to isolate the ionosphere, also known as
the geometry-free linear combination:

L4 = L1 −L2 =−ξ4I +λ1N1 −λ2N2

ξ4 = 1− f 2
1

f 2
2

This eliminates the geometric term including the clock offsets and tropospheric de-
lay. In pre-processing it is often used together with the wide-lane linear combination
to detect cycle slips [34]. To achieve high precision positioning, carrier phase measure-
ments are used and all error sources of the signal must be accounted for. If two receiv-
ing antennas are processed together and are close to each other (short baseline), many
common errors are eliminated by differencing. Over short baselines (few kilometers)
the ionospheric and tropospheric delay will be almost canceled because the received
signals from the observed satellites are almost identical. In particular, this is used for the
satellite and receiver clock errors. With this technique, only the differences between the
biases remain [33].

One distinguishes between Single Differences (SD) and Double Differences (DD).
Four observations can be retrieved from two receivers and two satellites. SDs can be
formed between two satellites, two receivers or two epochs. In geodesy single-differences
are usually formed between the simultaneous code or phase observations from two re-
ceivers to the same satellite. This eliminates the common satellite clock error. The cor-
responding code and phase SD observation equations write:

∆P p
i j = P p

i −P p
j =∆ρp

i j + c ·∆δti j +∆I p
i j +∆T p

i j +ε
p
P,i j

∆Lp
i j = Lp

i −Lp
j =∆ρp

i j + c ·∆δti j −∆I p
i j +∆T p

i j +λ ·∆N p
i j +ε

p
L,i j
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P and L are the code and phase observations in units of length, ρ the range from
the receiver to the satellite, c the speed of light in the vacuum, δt the receiver clock, I
the ionospheric, T the tropospheric and ε the multipath and receiver noise errors. λ

denotes the wavelength and N the ambiguity. The superscript p denotes the satellite,
the subscripts i and j the receivers. The code and phase SD between one receiver and
two satellites p and q writes:

∇P pq
i = P p

i −P q
i =∇ρpq

i + c ·∇δt pq +∇I pq
i +∇T pq

i +εpq
L,i

∇Lpq
i = Lp

i −Lq
i =∇ρpq

i + c ·∇δt pq −∇I pq
i +∇T pq

i +λ∇N pq
i +εpq

L,i

This SD cancels the receiver clock term. The DD approach eliminates satellite and
receiver clock errors. DDs are constructed by further differencing between receivers:

∇∆P pq
i j =∆P p

i j −∆P q
i j =∇∆ρpq

i j +∇∆I pq
i j +∇∆T pq

i j +εpq
L,i j

∇∆Lpq
i j =∆Lp

i j −∆Lq
i j =∇∆ρpq

i j −∇∆I pq
i j +∇∆T pq

i j +λ ·∇∆N pq
i j +εpq

L,i j

Being able to fix the carrier phase ambiguities to integers, DD is a common tech-
nique used for high precision positioning. In short-baseline Real Time Kinematics (RTK)
processing (about 10 km baseline length), centimeter level accuracy positioning can be
achieved in real time. Errors caused by orbit, ionospheric and tropospheric signal re-
fraction are distance dependent and increase with the length of the baseline. By apply-
ing area corrections from surrounding reference stations the reference spacing may be
extended up to 70-100 km [32]. One RTK network solution is based on a Virtual Refer-
ence Station (VRS) [35]. This virtual station can be used for fast static or RTK processing.
It enables to reduce the baseline distance between rover and reference station. It makes
use of corrections from the reference network and help to remove spatially correlated er-
rors. At least three reference stations are required which are continuously processed in
real-time with an ambiguity-fixed solution at a control center. However, the rover needs
to transmit its position to the control center which in turn generates the VRS coordinates
and sends the corrections back to the rover.

2.4. PRECISE POINT POSITIONING
Precise Point Positioning (PPP) primarily relies on un-differenced carrier phase observa-
tions from a singular receiver [36]. It allows processing a large number of stations simul-
taneously respecting the high precision requirements of geodetic applications. Nowa-
days it has become a popular strategy to estimate positions and atmospheric parame-
ters. Contrary to the differential processing, PPP requires no reference stations directly.
Instead, un-differenced phase and pseudorange observations from a single receiver are
utilized. Using undifferenced observations, all biases and nuisance parameters are ex-
plicitly included in the observation equation. Errors such as the receiver and satellite
clock errors do not cancel with this method. To eliminate the first order ionospheric de-
lay effects, measurements on at least two different frequencies are required to form the
ionosphere-free linear combination. In order to use PPP if data on only one frequency is
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available, the data must be corrected for the ionospheric influence. Most existing iono-
sphere models are developed for large regions and are not able to represent rapid and
small scale ionospheric fluctuations [37]. Even though alternative approaches were de-
signed [38, 39], the processing requires special analysis software. Deng et al. [40] de-
veloped the Satellite specific Epoch-differenced Ionospheric Delay (SEID) model, which
is independent from the GNSS software packages. The method generates a L2 observ-
able by using a network of surrounding dual-frequency receivers. This approach allows
to apply the ionosphere-free linear combination and process the dataset with existing
geodetic processing software in PPP mode (see also Chapter 3 or [40] and [41]).

To account for other effects that introduce errors to the signal length, PPP makes
use of detailed physical models whilst other parameters are estimated. Without proper
modeling of these corrections, the errors can exceed several meters [42]. PPP utilizes
processed precise satellite orbit, clock and antenna errors provided by analysis centers
(e.g. the IGS). These orbit and clock products by the IGS are a combined solution of dif-
ferent analysis centers from a world-wide network of GNSS stations. Each analysis center
uses different processing engines for the orbit and clock estimation. Some tracking sta-
tions are equipped with atomic clocks (rubidium, cesium, ...) for their local oscillator
and can separate between the station’s clock and orbit error.

The measurements obtained by the receiver refer to the satellite antenna phase cen-
ter. Using the precise IGS satellite coordinates and clock products, phase center offsets
must be applied to the specific satellite orbits in space since the data refers to the cor-
responding satellite center of mass. Another effect is caused by the rotation of the satel-
lite along its own axis. The so called phase wind up is caused by the reorientation of
the satellite towards the sun of its solar panels and affects only the transmitted carrier-
phase data. Since the satellites and receivers are moving with respect to each other and
are in different gravitational fields, the observations must be corrected for relativistic ef-
fects. Other errors are caused by the movements of the station caused by gravitational
forces. The “solid” Earth responds to the lunisolar gravitational forces which generate
the ocean tides. The modeled effect can reach up to 30 cm and consists of a latitude de-
pendent permanent displacement and a periodic part with changing semi-diurnal and
diurnal amplitudes [43]. Similar to the deformations caused by the gravitational forces
of the sun and the moon, the Earth is also subject to changes of its spin axis with regard
to the defined reference system. Different to the solid earth tides, the corrections are not
averaged over a 24 hour period. The polar motion may cause up to 25 mm height and 7
mm horizontal displacement. Another error source the ocean loading. Even though this
effect is very localized, it needs to be taken into account for tropospheric estimations,
except the station is far away from the nearest coast (> 1000 km).

The receiver antenna is also a source of error. Equivalent to the satellite antenna, the
receiver antenna phase center is not only different to the center of mass, but also fre-
quency dependent. For each considered frequency, antenna corrections include a Phase
Center Offset (PCO) and Phase Center Variations (PCVs). PCVs are expressed as a func-
tion of the elevation- and azimuth angles of the incoming satellite signal while PCOs are
local coordinates originating at the Antenna Reference Point (ARP). The ARP is defined
as the center of the intersection point between the vertical axis and the ground of the
antenna. The receiver antenna is also subject to multipath (e.g. near-field effects). This
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effect can cause positional changes, but may also cause the receiver to lose the phase
lock and cycle slips can occur. For static antennas, the multipath is mainly dependent
on the azimuth and elevation of the observed satellite. This effect repeats with the peri-
odicity of the satellite orbits. Therefore, e.g. for GPS satellites the same delay is observed
every 23 hours and 56 minutes. By stacking the daily residuals, the multipath effects can
be estimated and separated from the slant delay caused by atmospheric impacts [44].

Specifically for PPP or long baselines, the atmosphere causes errors to the satel-
lite propagation time. Since first-order ionospheric delays are eliminated by using the
ionosphere-free linear combination, the lower part of the atmosphere, the troposphere,
remains as a major atmospheric influence. The troposphere is a mixture of dry gases and
water vapor that affects the propagation of the signals. It consists of about 80% of the at-
mosphere’s mass and is that part of the atmosphere where the weather, i.e. clouds, rain,
snow, etc. takes place [2]. The molecules and atoms in this layer are mostly neutral and
accordingly non-dispersive up to a frequency of about 30 GHz. The GNSS signals trans-
mitted on different frequencies are thus affected by the troposphere in the same way
and no combinations of the observations can eliminate the effect of the tropospheric
refraction. The following section describes how the tropospheric delay can be used to
estimated the amount of water vapor in the atmosphere.

2.5. DERIVING PWV FROM GNSS SIGNAL DELAYS

T HE study by Davis et al. [25] proposed to separate the lower part of the signal delay,
the tropospheric component, into a hydrostatic (dry) and a non-hydrostatic (wet)

delay. In order to mitigate these effects, models can be used. The dry component ac-
counts for about 90% of the total tropospheric delay and is caused by different atmo-
spheric gases like oxygen, carbon dioxide and nitrogen. The wet delay is determined
by the water vapor in the atmosphere and depends on the atmospheric conditions. It
influences the refractivity by up to 30%. Bevis et al. [12] demonstrate how surface tem-
perature and pressure measurements can be used to convert the tropospheric wet delay
from GPS measurements to derive integrated water vapor observations overlying the re-
ceiver. The total tropospheric delay (here referred as: ∆Tr op ) along the refracted path s
can be calculated as the difference between the bent ray path and the geometric distance
[10]:

∆Tr op =
∫

(n −1)d s = 10−6
∫

N d s (2.1)

Where n is the refractive index of air and N the refractivity along the propagation
path. Both are dimensionless numbers. According to [45], the refractivity in the tropo-
sphere can be considered as the sum of a dry (hydrostatic) and a wet component which
can be related to the atmospheric temperature and partial pressure of water vapor and
dry gases:

N = Ndr y +Nwet = k1
pd

T
+k2

e

T
+k3

e

T 2 (2.2)

The first term on the right side accounts for the dry part and the last two terms
for the wet part. pd is the combined partial pressure of the dry gases in mbar, T the
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temperature in degree Kelvin and e the partial pressure of water vapor in mbar. k1 =
(77.604 ± 0.0014) K

mbar , k2 = (64.79 ± 0.08) K
mbar and k3 = (3.776 ± 0.004) 105K 2

mbar are em-
pirical constants determined by Thayer [45]. The integral of refractivity N (eq. 2.2) in
the zenith direction is referred to as the Zenith Tropospheric Delay (ZTD), which is in
turn expressed as the sum of the Zenith Hydrostatic Delay (ZHD) and Zenith Wet De-
lay (ZWD). The ZHD can be estimated using e.g. the Saastamoinen or Hopfield model.
Saastamoinen [46] defines the ZHD in meters as:

Z HD = 0.0022768P0

1−0.00266cos(2Φ)−0.00028H
(2.3)

Where P0 is the total atmospheric pressure in mbar, expected to be observed at the
observation point,Φ is the latitude in radians and H the height above the reference ellip-
soid in kilometers. Given good surface pressure measurements (±1mbar), the ZHD can
be estimated with a few millimeters accuracy [20]. ZWD can be derived from the GNSS
estimated ZTD by removing the ZHD component (e.g. from equ. 2.3):

Z W D = Z T D −Z HD (2.4)

The approach to estimate the non-hydrostatic delay by taking the difference between
ZTD and ZHD is preferred since the wet delay is much more variable than the hydrostatic
delay and its predictive value is poor in comparison to the ZHD estimation [12]. 90% of
the total delay is attributed to the dry (hydrostatic) and 10% to the wet (non-hydrostatic)
delay [47]. Using parameters of a standard atmosphere, the Saastamoinen tropospheric
zenith delay results in approximately 2.3 meters [4]. The ZWD can be close to zero in arid
regions and up to 35 cm in humid regions. Using the ZWD, the PWV can be estimated
with a non-dimensional ratio (Π) defined as:

Π= 106

ρRv

[(
k3
Tm

)
+k

′
2

] (2.5)

Where ρ is the density of liquid water, Rv the specific gas constant for water vapor and
Tm the weighted mean temperature along the propagation path.

The conversion factor Π is typically around 0.16 and varies up to 20% depending on
the location, height and meteorological conditions [48]. Bevis et al. [12] estimate Tm and
k

′
2 with:

Tm = 70.2+0.72Ts (2.6)

and

k
′
2 = k2 −mk1

Where Ts is the surface temperature in Kelvin. k
′
2 is represented as units of Kelvin

per millibar and is composed of the earlier stated constants and the ratio of the molar
masses of water vapor and of dry air. The PWV, defined as the height of the water column
overlying the receiver, is then defined as PW V = Π× Z W D . Typically, PWV values are
lower in winter periods and higher in summer.
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The tropospheric zenith delay is obtained by using an elevation dependent map-
ping function for the observed delays from the satellites at different elevations. Mapping
functions provide the ratio between the delay in zenith direction and that in the slant
direction and are generally a measure for the thickness of the atmosphere compared to
the Earth radius. Prominent examples were developed by Davis et al. [25], Niell [49] and
Boehm et al. [50]:

m(e) = 1

si n(e)+ a

si n(e)+ b

si n(e)+ ...

These mapping functions rely on the assumption of an azimuthal symmetric atmo-
sphere. However, driven by climatic and weather phenomena the path delays are not
constant with varying azimuth. Sites in northern latitudes will have a systematically
larger path delay towards South because the height of the troposphere is here larger than
above the poles [51]. Introducing gradients to the observation equations can geometri-
cally be interpreted as a tilting of the mapping function. Estimating gradients is particu-
larly important when using observations from low elevation angles. A simple model has
been introduced by MacMillan [52]:

∆L(φ,e) =∆L0(e)+m(e)cot (e)[GN cos(φ)+GE si n(φ)]

where ∆L0 is the isotropic delay, e the elevation angle, φ the azimuth, m(e) the map-
ping function and GN and GE the gradient vectors in the North-South and East-West
directions. Estimating the tropospheric gradients allows to cope the asymmetry of the
local troposphere.

2.6. APPLICATION AND VALIDATION STUDIES

A TMOSPHERIC measurements containing information about the amount of water va-
por in the air, whether obtained by radiosonde profiles, WVR, VLBI or ground-

or space (RO) based GNSS measurements, are important for climate and Numerical
Weather Prediction (NWP) models. It has become a standard procedure for weather
agencies to assimilate GNSS data into their models. The impact on the overall perfor-
mance is typically positive and has been investigated by several studies which compare
the GNSS-derived atmospheric products (ZTD, STD, PWV) to NWP outputs without as-
similation: e.g. de Haan [53], Haase et al. [54], Gendt et al. [55] or Bock et al. [56]. Ev-
ery NWP model is configured differently and has own characteristics to match local re-
quirements. GNSS meteorology is characterized by the possibility to obtain tropospheric
parameters with a higher spatial and temporal resolution compared to e.g. traditional
observations using radiosondes. GNSS fixed ground stations are able to track the PWV
continuously under all weather conditions. Globally available long-term ZTD observa-
tions enable trend analysis and allow to optimize models used in GNSS data process-
ing. For kinematic positioning applications, tropospheric information obtained from
weather models or a network of GNSS stations can be used to reduce errors in the height
component which are highly correlated to the tropospheric delays. An RMS of less than
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3 mm is the desired threshold accuracy of PWV capable to be assimilated into an NWP
nowcasting model [57].

2.6.1. NUMERICAL WEATHER PREDICTIONS

S EVERAL studies in Europe, North America and Asia (e.g. Gendt et al. 55, Gutman et al.
58, Vedel and Huang [59]) were performed that concluded a positive impact of GPS

derived PWV estimates assimilated into numerical weather prediction models. About
250 European GNSS stations in the EUREF permanent network provide daily ZTD es-
timates with a 1h temporal resolution ranging from 1996 until today. More than 100
stations within the network are collocated with radiosondes and a few with VLBI radio
telescopes. Several European projects were carried out in order to exploit GNSS derived
signal delays for water vapor retrieval and meteorological applications. The MAGIC (Me-
teorological Applications of GPS Integrated Column Water Vapor Measurements in the
western Mediterranean) project from 1998 to 2001 used GPS sites in France, Italy and
Spain to demonstrate the value of combining the GPS network for weather forecasting
applications [60]. The EC COST Action 716 lasted from 1999 to 2003 and included 15 Eu-
ropean countries. GPS derived ZTD estimations were provided on an operational basis
[61]. The TOUGH (Targeting Optimal Use of GPS Humidity Measurements in Meteo-
rology) project lasted from 2003 until 2006 and provided GPS derived zenith and slant
delays. The delay data has been assimilated into a numerical weather model whereof its
impact was studied. The project E-GVAP (EUMETNET GPS Water Vapor Programme) in-
cludes over 1,800 European stations and ended in 2017. It established a fully operational
European GPS meteorology service. The transitioning from near-real-time to true real-
time is one of the current topics, such as the ongoing European COST Action ES1206. It
aims to combine GPS, GLONASS and Galileo data for monitoring the troposphere and
forecasting severe weather events. The UK Met Office and Météo France were the first
that performed a large scale operational assimilation of GNSS for weather prediction af-
ter the founding of E-GVAP [62]. The UK Met Office assimilates GPS derived ZTDs into
their North Atlantic and European NWP model since 2007 [63]. They conclude a gen-
eral increase of relative humidity in the analyzed vertical levels and improvements of
cloud forecasts. Trial analysis were performed between no-GPS, GPS 3D-Var and GPS
4D-Var. The trial GPS 3D-Var and no-GPS demonstrate a general decrease of the nega-
tive temperature forecast bias. According to their first analysis with 4D-Var assimilation,
no significant benefits were identified over 3D-Var assimilation. Since 2012, global ZTD
data processed by the Geodetic Observatory Pecny has also been assimilated into the
Met Office global model [64]. Currently they are using double-differenced data, but in
the future, the PPP technique may be applied to support an arbitrary amount of simul-
taneously processed stations.

An impact study of 4D-Var ZTD assmimilation at Météo France has been conducted
by [65]. The conducted trials in winter, spring and summer 2005 indicate generally a
positive impact of ZTD in 1 to 4 day forecasts. Compared to radiosondes minor im-
provements were observed on geopotentials and winds after the assimilation of GPS
ZTD. The spring and summer trials suggest better forecasts in the +12 and +36 hour
scales of precipitation patterns over France. Vedel and Huang [59] examined the impact
of GPS ZTD assimilation into the HIRLAM local area NWP in Europe. They assimilated
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the ZTD in 3D-Var mode with 0.45 and 0.15 degree resolution. They compared the re-
sults against rain gauge observations and report a positive impact on heavy precipitation
events. Heavy precipitation was generally better predicted in regions with good GPS re-
ceiver coverage.

Since 2009 the Japan Meteorological Agency (JMA) uses the GEONET (GPS Earth
Observation Network System) PWV estimates for their operational mesoscale analysis
(Japan Meteorological Agency, 2013). The GEONET is a Japanese nationwide GPS obser-
vation network consisting of 1,300 stations and a horizontal resolution of approximately
20 km for the detection of crustal deformations in real-time. However, their data is also
a valuable resource for meteorological applications. Their assimilation demonstrate a
positive impact on NWP models (e.g. Seko et al. 7, Kawabata et al. [67]). Shoji et al. [68]
demonstrate that the operational mesoscale model of the JMA was not able to predict a
heavy rainfall event in 2008. The initial condition of the model underestimated the water
vapor prior to the rainfall event driven by a positional error of a low-level convergence
zone compared to the GEONET estimations. Assimilation of the GEONET and surround-
ing IGS stations with the JMA’s mesoscale 4D-Var system resulted in an improvement of
the positional convergence zone and forecast of the observed rainfall.

2.6.2. PWV-ONLY RAINFALL FORECASTING

P WV observations at a local scale in a high temporal resolution are essential for the
now- and forecasting of localized severe rain. Local PWV fluctuations may be related

with water vapor increases in the lower troposphere which leads to deep convection [69].
Seko et al. [7] report that about 20 minutes before rain occurs, the amount of water va-
por in the atmosphere at 1 km height tends to increase. This can be an indicator for
rainfall which in turn requires a high spatial and temporal monitoring of PWV. To in-
vestigate the temporal nature of GPS derived PWV for intense precipitation cases in the
Lisbon region from 2010-2012, Benevides et al. [70] analyzed the evolution of ascending
and descending trends in the PWV time series. Most severe rainfall events occurred after
a long ascending period with a subsequent PWV decline. They implemented a simple
algorithm to forecast 6h rainfall after a rapid increase of PWV. Their algorithm was able
to predict heavy rainfalls, but also generated false alerts ranging from 15-85% depending
on the threshold of the rate of change. A low PWV threshold of 0.3 mm h−1 was able to
predict all severe rain events and almost all other minor rain events, but generated false
alerts of approximately 85%. Increasing the rate of change threshold monotonically de-
creases the correctly forecasted rain events and false alerts. However, the success rate of
detecting severe rain events only decreases slowly, but drops sharply at a rate of change
of about 2.5 mm h−1. At 1.5mm h−1, 90% of the severe events and 75% of the total rain
could be tracked with an error of 60-70%. Using a 2.5mm h−1 threshold results in the suc-
cessful tracking of 75% severe rain events, 40% of the total rain and an error ratio of 40%.
It must be noted that this simple forecasting algorithm is purely based on only GPS PWV
estimations of a single station. The results coincide with prior findings e.g. by Champol-
lion et al. [71] and Brenot et al. [8], which concluded that many but not all anomalous
positive PWV peaks correlate positively with precipitation. The demonstrated relation-
ship between temporal PWV increases and severe rain events are coherent with a similar
study of Inoue and Inoue [72]. They show that PWV increments before thunderstorms
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are essentially higher than those in other weather situations and suggest a clear rela-
tionship between convection and PWV increments. The results were also verified by a
study of Shoji [69], who states an increase of the precipitation frequency when the PWV
reached a certain threshold under consideration of the surface temperature.

2.6.3. INTER-TECHNIQUE VALIDATION STUDIES

S EVERAL studies were conducted that compare the water vapor estimations from
GNSS with different measurement techniques. Choy et al. [73] compared GPS

retrieved PWV estimations from eight dual-frequency GPS ground stations with ra-
diosonde launches and two co-located Very Long Baseline Interferometry (VLBI) sites
distributed throughout Australia from 2008-2012. They investigated the quality of GPS
derived PWV with respect to their use in climate studies and research in Australia. A
mean difference between GPS and VLBI was found less than 1 mm with a standard devi-
ation of about 3.5 mm. Outliers were removed for the comparison of GPS to radiosonde
measurements. Even though the distances between radiosonde sites and GPS receivers
ranged between 7 km and 173 km, the closest GPS sites demonstrated a mean PWV dif-
ference of 0.1 mm and a standard deviation of 4 mm over the 5 year period. The largest
spread was observed for stations with high atmospheric moisture and large distances be-
tween GPS and radiosonde sites. It must also be noted that further errors are introduced
by the separation of GPS and meteorological sites (between 7 and 45 km). However, re-
garding their comparisons they concluded promising application of the GPS for climate
research in Australia. They expect to improve the precision of GPS PWV estimations by
colocating weather stations and radiosonde release sites.

Sato et al. [11] set up a dense real-time PWV system consisting of 17 dual-frequency
GNSS receivers covering an area of approximately 10 x 6 km² around the Japanese Ky-
oto Uji campus. The inter-station distance is about 1-2 km. They validated the GNSS
PWV estimations with radiosonde and radiometer measurements and achieved an RMS
of about 2 mm. They also compared the closest GNSS single slant delays with the ra-
diosonde and radiometer observations. Of their 15 radiosonde launches, they selected
two with the special characteristics that one visible satellite was sufficiently close to the
radiosonde path. They used the accumulated water vapor of the radiosonde until it
reached an altitude of 10 km to track at least 99% of the water vapor in the atmosphere.
It was demonstrated that the GNSS single slant water vapor estimate was much closer
to the radiosonde PWV than using all available satellites. The result was verified with a
second test during which one of the slant paths was sufficiently close to the radiosonde
trajectory. The comparison with a radiometer to GNSS PWV estimation using all avail-
able satellites demonstrated a similar behavior to the radiosonde results. They achieved
an RMS of about 2 mm. Using only a single satellite for validation, the short term tem-
poral fluctuations were tracked better, but the overall performance was worse compared
to the results obtained by using all satellites. However, this behavior was not confirmed
during other tests. They point out that the bias between radiometer and single satel-
lite may be caused by a radiometer calibration or GNSS modelling error. Sato et al. [11]
compared the use of low-elevation cutoff angles and to the use of high elevation satel-
lites within their experiment domain (10 x 6 km²). Using low-elevation satellites yields a
smoother PWV temporal and horizontal distribution. This is caused by spatial averaging
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over wider portions of the troposphere. For a height of 10 km and assuming a flat earth,
an elevation cutoff of 10° monitors about 55 km in all directions whilst a cutoff of 60°
only accounts for about a tenth of the area. By exploiting the permanent availability of
at least one satellite in almost zenith direction (regional QZSS) they conclude an oppor-
tunity for an improvement of the detection of water vapor fluctuations than using the
standard method. With regard to the increasing amount of satellites and regional GNSS
like the QZSS in Japan, the use of high-elevation satellites increases the horizontal reso-
lution. Sato et al. [11] concluded to use high elevation cutoff angles in dense networks to
preserve the monitoring of local PWV fluctuations.

Lu et al. [74] estimated PWV in near-real-time using dual-frequency receivers in GPS-
only, GLONASS-only and combined solution mode. They compared the results among
each other and performed further comparisons with radiosonde measurements and
VLBI data. Relative to the radiosonde observations, the GPS-only PWV solution shows
an RMS of 1.6 - 2.4 mm. The RMS between GLONASS-only and radiosonde data be-
haves similar and ranges between 1.8 and 2.6 mm. The combined solution produced
slightly more accurate PWV estimations with an RMS of 1.5 - 2.3 mm compared to the
radiosonde measurements. The inter-comparison results of GLONASS-only to GPS-only
show a PWV RMS of 1.2 mm. Compared to the VLBI data, the combined solution demon-
strates the best results. The ZTD RMS ranges from 5.1 - 10.6 mm (equals a PWV of 0.8
- 1.7 mm). They conclude that more robust and accurate real-time PWV estimations
can be obtained using the combined GPS/GLONASS solution. Studies using multi-GNSS
demonstrate an improvement regarding positioning with a reduction of positioning con-
vergence time [75, 76]. Only limited studies were performed that used GLONASS-only or
a combined solution. Bruyninx [77] demonstrated a ZTD underestimation of about 0-2
mm from the combined solution compared to the GPS-only solution. However, the dis-
crepancy disappeared after adoption of the new IGS antenna phase center models [78].

The GNSS-derived ZTD and PWV estimations based on geodetic-grade dual-
frequency equipment have demonstrated their value for meteorological applications.
The application thus far is predominantly based on using high-cost equipment dis-
tributed unevenly across the globe. This binds the capabilities to cost-intensive appli-
cations. Installing dense networks with such hardware is associated with substantial
investment costs and for most cases economically not feasible. Low-cost GNSS equip-
ment, recently introduced to the marked, may offer an alternative. The following chap-
ters investigate meteorological and positioning applications of cost-efficient single- and
dual-frequency receivers and demonstrate current performance and improvements for
high precision applications.
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3
POTENTIAL OF COST-EFFICIENT

SINGLE-FREQUENCY GNSS
RECEIVERS FOR WATER VAPOR

MONITORING

Dual-frequency Global Navigation Satellite System (GNSS) enable the estimation of Zenith
Tropospheric Delay (ZTD) which can be converted to Precipitable Water Vapor (PWV). The
density of existing GNSS monitoring networks is insufficient to capture small-scale water
vapor variations that are especially important for extreme weather forecasting. A densi-
fication with geodetic-grade dual-frequency receivers is economically not feasible. Cost-
efficient single-frequency receivers offer a possible alternative. This paper studies the fea-
sibility of using low-cost receivers to increase the density of GNSS networks for retrieval of
PWV. We processed one year of GNSS data from an IGS station and two co-located single-
frequency stations. Additionally, in another experiment, the Radio Frequency (RF) sig-
nal from a geodetic-grade dual-frequency antenna was split to a geodetic receiver and
two low-cost receivers. To process the single-frequency observations in Precise Point Posi-
tioning (PPP) mode, we apply the Satellite-specific Epoch-differenced Ionospheric Delay
(SEID) model using two different reference network configurations of 50-80 kilometers and
200-300 kilometers mean station distance respectively. Our research setup enables distin-
guishing between the antenna, ionospheric interpolation and software related impacts on
the quality of PWV retrievals. The study shows that single-frequency GNSS receivers can
achieve a similar quality as geodetic receivers in terms of RMSE for ZTD estimations. We
demonstrate that modeling of the ionosphere and the antenna type are the main sources
influencing the ZTD precision.

This chapter has been published as: Krietemeyer, A.; ten Veldhuis, M.-C.; van der Marel, H.; Realini, E.; van de
Giesen, N. Potential of Cost-Efficient Single Frequency GNSS Receivers for Water Vapor Monitoring. Remote
Sens. 2018, 10, 1493.
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3. POTENTIAL OF COST-EFFICIENT SINGLE-FREQUENCY GNSS RECEIVERS FOR WATER

VAPOR MONITORING

3.1. INTRODUCTION

W ATER vapor plays an important role for atmospheric processes. It is the most abun-
dant greenhouse gas [1] and is spatially and temporally highly variable [2]. Atmo-

spheric water vapor is essential for convection in the lower atmosphere and hence cru-
cial for the generation of clouds and rainfall. A relationship between water vapor fields
and severe weather events has been observed e.g. by Seko et al. [3]. With regard to a
warming climate, the amount of water vapor in the atmosphere increases and causes ad-
ditional absorption of long-wave radiation and reflects it back to the ground [4]. Water
vapor also transports latent heat through the atmosphere. Distribution of atmospheric
water vapor is an important factor for weather models and its monitoring is crucial for
weather research. The traditional method to measure water vapor in the air is by releas-
ing radiosonde balloons. However, the releases are typically only performed a few times
per week and are characterized by distances often greater than 100 km.

Another approach is to determine Precipitable Water Vapor (PWV) from the observed
delay in Global Navigation Satellite System (GNSS) transmitted signals. The estimated
Zenith Tropospheric Delay (ZTD) is the driving factor to obtain PWV and uncertainties
in ZTD dominate the error budget of PWV [5]. Monitoring local inhomogeneities of wa-
ter vapor that may be associated with deep convection is important for the prediction
of severe weather events. One should note that existing weather radars can only detect
clouds after the start of precipitation. Currently, PWV derived from globally, nationally
and regionally distributed networks of dual-frequency receivers is used to improve ex-
isting numerical weather models [6]. The networks were originally designed for geodetic
applications and are characterized by an inhomogeneous distribution and inter-station
distances in the order of tens of kilometers or above. Due to their high inter-station
distances, these networks are often not sufficiently dense to monitor small-scale water
vapor fluctuations ([7] and [8]). Real-Time Kinematic (RTK) networks are already charac-
terized by station distances below 30 km (e.g. Netherlands or Germany). Some networks,
such as the Japanese GEONET even reach inter-station distances of about 20 km [9]. In
our study, networks with average station distances of around 30 km are considered as
dense. Regional networks in Europe with station distances between 70 - 100 km are con-
sidered as low density networks. However, even networks with inter-station distances
of 20 km are not dense enough to properly detect water vapor variations associated to
localized convective phenomena [10]. The cost of dual-frequency receivers exceeds sev-
eral thousands dollars. Driven by these economic reasons, the use of dual-frequency
receivers for water vapor monitoring is not feasible at high density. Instead, inexpensive
single-frequency receivers already available at a cost of a hundred to a few hundred dol-
lars offer an interesting alternative. Having been designed to be embedded into mass-
market devices such as car navigation equipment and smartphones, these inexpensive
receiver modules and antennas are more economical than their dual-frequency geodetic
counterparts in terms of both money and power consumption (in case of off-grid appli-
cation).

Currently, widespread application of single-frequency GNSS is limited by errors in-
troduced by the ionosphere. Different strategies exist to obtain ZTD estimations, e.g. the
network approach based on double differences or the Precise Point Positioning (PPP)
based on undifferenced observations. A comprehensive analysis using different map-
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ping functions, cutoff angle and utilizing different positioning methods has been per-
formed by Baldysz et al. [11]. In their study the PPP performed better than the differen-
tial approach for PWV linear trend analysis. To account for the error caused by the iono-
sphere, we apply the Satellite-specific and Epoch-differenced Ionospheric Delay (SEID)
model as proposed by Deng et al. [12]. This allows us to treat the single-frequency data
as dual-frequency data and process it with well known PPP software [13]. The primary
goal of this study is to investigate the feasibility of low-cost single frequency receivers
to densify existing dual-frequency networks and examine the error sources that the re-
ceivers are prone to. The research is a first step to examine the potential wide-spread
deployment of low-cost GNSS receivers in data sparse regions with limited investment
budgets. It aims to highlight the trade-off between using cost-efficient devices compared
to their expensive, geodetic-grade dual-frequency counterparts for water vapor monitor-
ing. For this purpose we conducted a monitoring experiment alongside an International
GNSS Service (IGS) station and compared our results with available reference datasets.
Earlier studies e.g. by Deng et al. [12], Deng et al. [14] and Realini et al. [8] demonstrated
the feasibility of applying single-frequency GNSS in PPP mode. In our study we used
two different types of low-cost on-site single-frequency receivers and investigated their
performance for monitoring water vapor. Durable, weather-proof stations incorporat-
ing low-cost GNSS receivers are a recent development and were not available on the
market before 2015. Even today only a few startup and small- and medium sized enter-
prises produce them. One of the low-cost single frequency stations used in this study
is the GeoGuard Monitoring Unit (GMU) designed by the Italian company GReD [15].
All components are Ingress Protection (IP) 66 or 67 certified and the first units operate
since November 2015. Currently 70 GMU stations are continuously monitored by Geo-
Guard from which some are also deployed in harsh conditions like mountainous areas
above 2000 m and near the sea. Even though our experimental setup could make use
of an already dense RTK network for the ionospheric interpolation, we selected more
challenging station distances and only a minimum of SEID reference stations. The study
uses exclusively open source models and publicly available datasets to support appli-
cability of the setup to other locations. By co-locating multiple different sensors and
splitting the antenna signal of a calibrated geodetic-grade antenna to a geodetic-grade
receiver, low-cost single- and dual-frequency devices we were able to make statements
about the impact of receiver and antenna related errors. The study is organized as fol-
lows: Section 2 describes the basics of the GNSS meteorology, the SEID algorithm and
the experimental setup and data processing methods. Section 3 illustrates the ZTD refer-
ence comparison, the experimental setup results using two different SEID constellations
and the splitted antenna experiment results. Section 4 and 5 contain the discussion and
conclusion part.
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3.2. METHODOLOGY

3.2.1. WATER VAPOR FROM GNSS MEASUREMENTS

T RADITIONAL GNSS geodesy aims to obtain precise positioning information from the
signal delay between a GNSS receiver and satellites in sight. The delay is affected by

several error sources such as clock errors, antenna phase center variations and tropo-
spheric and ionospheric delays. The tropospheric delay is further separated into a dry
(hydrostatic) delay and a wet delay as result of atmospheric water vapor part. The Slant
Total Delays (STDs) along each satellite-receiver line of sight are mapped to the zenith
direction in order to estimate the ZTD. In GNSS meteorology, the ZTD can be directly
assimilated in numerical weather models, or the ZTD can be converted into PWV using
surface pressure data and a simple model of the atmosphere.

According to Thayer [16], the refractivity in the troposphere can be considered as the
sum of a dry (hydrostatic) and wet component which can be related to the atmospheric
temperature and partial pressure of water vapor and dry gases:

N = Ndr y +Nwet = k1
pd

T
+k2

e

T
+k3

e

T 2 (3.1)

Where k1
pd
T accounts for the dry part and the last two terms for the wet part. pd is

the combined partial pressure of dry gases in mbar, T the temperature in degree Kelvin
and e the partial pressure of water vapor in mbar. The empirical constants k1 = (77.604±
0.014)K mbar−1, k2 = (64.79± 0.08)K mbar−1 and k3 = (3.776± 0.004)105K 2 mbar−1

were determined by Thayer [16]. The integrals of the refractivity N in the zenith direction
are referred to as Zenith Hydrostatic Delay (ZHD) and Zenith Wet Delay (ZWD). The ZHD
can be estimated using the Saastamoinen model [17]:

Z HD = 0.0022768P0

1−0.00266cos(2Φ)−0.00028H
(3.2)

Where P0 is the total atmospheric pressure in mbar expected to be observed at the
receiver position, Φ is the latitude in radians and H the orthometric height (i.e. above
the reference geoid) in kilometers.

The approach to estimate the non-hydrostatic delay by taking the difference between
ZTD and ZHD is preferred since the wet delay is much more variable than the hydrostatic
delay and its predictive value is poor in comparison to the ZHD estimation. Bevis et al.
[18] demonstrate how the ZTD observed from GPS measurements can be used to de-
rive PWV with given pressure and temperature data. Using the ZWD, the PWV can be
estimated with a non-dimensional ratioΠ:

Π= 106

ρRv [( k3
Tm

)+k
′
2]

(3.3)

With Tm being the weighted mean temperature of the atmosphere in degree Kelvin,
ρ the density of liquid water in kg m−3, Rv the specific gas constant of water vapor in
J (kg K )−1 and k

′
2 defined as k

′
2 = k2 −mk1 with m being the ratio of molar masses of

water vapor (18.015 g mol−1) and dry air (28.964 g mol−1). The constants k1, k2 and
k3 are the same as proposed by Thayer [16]. The weighted mean temperature of the
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atmosphere Tm is computed based on radiosonde measurements. However, a simplified
model using surface temperature measurements is sufficiently accurate. In our analysis
we use the Tm derived by Baltink et al. [19] based on 9129 radiosonde ascents in De Bilt,
Netherlands:

Tm = 0.673Ts +83.0 (3.4)

With Ts defined as the surface temperature in Kelvin. The water vapor conversion
factor Π ranges typically around 0.16 and varies up to 20% depending on the location,
height and meteorological conditions [20]. The PWV is related to the Integrated Wa-
ter Vapor (IWV) overlying the receiver, whereby the PWV is defined as the height of an
equivalent column of liquid water. The PWV is obtained by:

PW V =Π ·Z W D (3.5)

Since there are no on-site temperature and air pressure observations available at our
experimental setup, we are using measurements from the nearest weather station at 5
km distance and negligible elevation difference. We utilize the EGM2008 geoid model
[21] to convert between the ellipsoidal and orthometric height at the station position.
The conversion between mean-sea-level atmospheric pressure to the station height is
performed by applying a standard lapse rate formula in mbar per meter after the ideal
gas law [22]:

δP

δh
=− P M g

R (T +273.2)
(3.6)

With P being the pressure in mbar, T the temperature in degree Celsius, M the
mean molar mass of atmospheric gases (0.02896kg mol−1), g the gravity acceleration
(9.807 m s−2) and R the universal gas constant (8.314J K −1 mol−1) respectively. With
P being the pressure in mbar and T the temperature in degree Celsius respectively. Ac-
counting for the geoidal undulation is important since the height error will develop a
pressure offset. Utilizing the Saastamoinen formula (equation 3.2) shows that a pressure
error of one mbar results in an error of around 2.28 mm in ZHD at our station coordi-
nates.

3.2.2. SEID IONOSPHERIC DELAY MODELING

S INCE it is not possible to obtain an ionosphere-free linear combination based on
single-frequency receiver data, the ionosphere must be modeled. In order to pro-

cess single-frequency receivers within a network of dual-frequency receivers with con-
ventional GNSS processing engines Deng et al. [12] developed the SEID model. They use
the geometry-free ionospheric observation L4 [23], which is defined as:

L4 = L1 −L2 =λ1 A1 −λ2 A2 −40.28(
1

f 2
1

− 1

f 2
2

) ·ST EC (λ,θ) (3.7)

For simplicity the noise and multipath errors are ignored in the equation. L1 and L2

denote the carrier-phase measurements. The term 40.28( 1
f 2

1
− 1

f 2
2

) ·ST EC (λ,θ) denotes
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the ionospheric delay on the system-dependent frequencies f1 and f2. ST EC is the Slant
Total Electron Content which is defined as the integral of the electron density along the
signal path. λ and θ are latitude and longitude of the Ionospheric Pierce Points (IPPs)
of the ray paths on the single-shell defined ionosphere layer at 350 km height. λ1 and
λ2 are the wavelengths and A1 and A2 denote the phase ambiguities on the respective
frequencies. [24] demonstrate that the epoch-differenced ionospheric delays are suffi-
ciently accurate to remove the ionospheric delay under normal ionospheric conditions
for ZTD estimations. Since the estimation of the ambiguity parameter remains a major
obstacle in GNSS processing, the epoch-differences dL4 are used:

dL4( j +1) = L4( j +1)−L4( j ) = 40.28(
1

f 2
1

− 1

f 2
2

) ·dST EC (λ,θ) (3.8)

Utilizing this equation, the ambiguity parameters between two continuously tracked
epochs is eliminated. One should note that cycle slips must be removed and phase cen-
ter variations applied in advance. In small-scale networks, the dST EC can be modeled
with a linear function with the latitude and longitude θ andλ of the IPPs. For each pair of
epochs and for each satellite, equation 3.8 can be approximated by the linear function:

dL4( j +1) = a0 +a1λ+a2θ (3.9)

Where the model parameters a0, a1 and a2 are to be estimated by means of least-
squares from the epoch-differenced ionospheric delays of at least three the surrounding
dual-frequency stations. Using this model, the epoch-differenced ionospheric correc-
tion dL̃4( j +1) of any receiver within the spanned network may be calculated. The sum
of the continuously tracked ionospheric corrections from j0 to jn results in:

L̃4( jn) =
jn∑
j0

dL̃4 +L4( j0) (3.10)

As depicted in equation 3.10, the ionospheric delay at epoch j0 is unknown (thus
set to zero). Unfortunately, this destroys the integer nature of the phase ambiguity in the
interpolated data, meaning it can never be fixed to integer. However, since in typical PPP
the ambiguities are not fixed to integer (but estimated as float values), this has no impact
on the data processing. The synthesized L̃2 signal is constructed from the difference
between L1 and L̃4:

L̃2 = L1 − L̃4 (3.11)

The synthesized observable provides the same information as L1, except that the
ionospheric delay is adjusted to the L2 frequency. Employing the generated dual-
frequency data allows utilizing the ionosphere-free linear combination in conventional
PPP-mode.

3.2.3. EXPERIMENTAL SETUP AND DATA PROCESSING

T HE GNSS data server at the TU Delft collects data from the Dutch Permanent GNSS
Array (DPGA) which consists of up to 18 continuously operating dual-frequency re-

ceivers throughout the Netherlands. The regional network density is considered as low
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since its stations are typically located at 50 - 100 km distance. The data is publicly avail-
able and mainly used for research, educational purposes and to provide data to the Inter-
national GNSS Service (IGS), EUREF Permanent Network (EPN) and EUMETNET GNSS
water vapour programme (E-GVAP).

To investigate the feasibility of low-cost single-frequency receivers for water vapor
monitoring, we designed an experimental setup along the existing IGS station DLF1
in Delft, Netherlands. The setup consists of one dual-frequency receiver (IGS station
DLF1) and two co-located low-cost single-frequency receivers. The IGS station DLF1 is
equipped with a geodetic-grade calibrated choke ring antenna. The antenna type is the
current state-of-the-art and serves in our experiment as a reference for the best available
antenna observations. One single-frequency station is the GMU which consists of a u-
blox LEA-M8T single-frequency receiver with a Tallysman TW3470 antenna. The device
has been successfully validated and is currently used for operational deformation mon-
itoring [15]. It is fully autonomous and equipped with a solar panel and wireless (3G)
data communication. Additionally we co-located a u-blox NEO-M8T evaluation toolkit
(UBX) equipped with its standard ANN-MS patch antenna.

To apply the SEID algorithm, we selected two SEID reference constellations. The first
constellation (DPGA case) consists of 4 stations (VLIS, IJMU, KOS1 and APEL) from the
Dutch permanent network. The stations KOS1 and APEL were chosen as a backup for
each other, since both have data gaps during the observation period. These are, how-
ever, different dates and the SEID model is still functioning by using only 3 instead of
4 reference stations. The total area covered in this case is about 6400 km2. To analyze
the effect of the SEID reference network distances, we added a second SEID constella-
tion (EUREF case) utilizing stations from the EUREF network to our study. The stations
are HERT (Great Britain), BORJ (Germany) and DOUR (Belgium). They are located in
approximately 305, 240 and 215 km distance from the experimental setup in Delft. The
conversion from ZTD to PWV is performed by using data from an Automatic Weather
Station (AWS) located at 5 km distance from Delft, operated by the Royal Netherlands
Meteorological Institute (KNMI) for temperature and air pressure observations. The sta-
tion locations are illustrated in Figure 3.1.

We selected the analysis period from 1 January until 31 December 2017 to cover both
low (winter) and high (summer) water vapor activities. During winter the PWV at this
location typically ranges between 1 to 30 mm, whereas the summer is characterized
with PWV values between 10 and 50 mm. However, the single-frequency units GMU
and UBX only provide data since September 2017. The IGS station DLF1 provides con-
tinuous high-rate data throughout the year with a temporal resolution of up to 1 second.
For our analysis we use this dual-frequency data to perform PPP to obtain a reference
ZTD dataset. In order to validate the SEID modeling we simulate a single-frequency unit
(DLF1_SF) by removing the code and phase data from the second frequency (C2 and
L2) with the teqc [25] software. Consequently, DLF1 in dual-frequency (DLF1_DF) and
synthesized single-frequency mode (DLF1_SF) provide data throughout the year. For all
sites (including the SEID network stations) we are using 30-second data in the Receiver
Independent Exchange Format (RINEX).

The SEID processing and subsequent PPP processing are performed by using the
open source MATLAB program goGPS version 0.4.3 [26]. This version is based on a for-
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Figure 3.1: Positions of the SEID reference stations of the DPGA (red triangles) and EUREF (purple stars) con-
stellations, the experimental setup in Delft (green square) and the AWS (orange cross). The sites DLF1, Geo
Monitoring Unit (GMU) and u-blox NEO-M8T evaluation toolkit (UBX) are all co-located within a 10 m2 area.
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ward Kalman filter approach. During the pre-processing step, cycle-slips are corrected
and antenna calibrations, if available, are applied to all stations. An epoch-by-epoch
code-only least-squares adjustment is then executed to identify and remove outliers.
Observation sets (i.e. code and phase observations for a given satellite) for which the
configured residual code observation error threshold is exceeded, are flagged as outliers
and removed. Entire epochs are removed if the number of available observation sets is
equal or lower than 4, or if the standard deviation of the estimated error exceeds a given
threshold. During the PPP processing, an additional outlier detection and removal algo-
rithm is executed, based on a configured threshold on phase post-fit residuals. In this
version of goGPS, the PPP Kalman filter is not reset at the day-boundary. This enables
a seamless ZTD estimation without spikes at the beginning of each dataset. Both SEID
constellation studies and the PPP estimations share the same configuration parameters.
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Table 3.1: SEID and ZTD computation settings

Item Processing strategies

Software goGPS v. 0.4.3
Observations GPS-only
Sampling interval 30-second
Processing mode SEID-PPP
Antenna calibration IGS (if available)
Troposphere modeling Saastamoinen (with GPT model)
Troposphere mapping function GMF
Elevation cutoff 10◦
Ocean loading FES2004
Observation weighting same weight for all observations
Clock & orbits IGS Final
Kalman filter reset no (seamless)
Code observation error threshold 30 m
Phase observation error threshold 0.05 m
Code least-squares est. st. dev. threshold 40 m

Table 3.1 summarizes the settings of our analysis.

After the SEID interpolation on the single-frequency datasets we obtain dual-
frequency RINEX files which we process in PPP mode in goGPS. We use data from GPS-
only satellites, an elevation cutoff angle of 10 degrees and apply ocean loading effects
obtained from the FES2004 model [27]. The IGS antenna calibration, final orbits, 30-
second satellite clocks and earth rotation products were used [28]. One should note that
the IGS final products are only available with a 12 to 18 day latency. Hence they can only
be used for post-processing purposes.

The ZTD estimations are affected by the antenna type and the SEID model. The best
possible references for these are calibrated choke ring antennas and dual-frequency PPP
estimations. To verify the performance of the goGPS PPP engine, the ZTD estimations
are compared to existing reference datasets respectively. The experimental setup pro-
vides these references and allows us to validate these aspects.

A first step in our analysis is the comparison of various available ZTD reference
datasets from different analysis centers to results obtained for our experimental setup.
Specifically, we compare the reference ZTD data from the IGS available from the Crustal
Dynamics Data Information System (CDDIS) archive (IGS [29]), Nevada Geodetic Labo-
ratory (NGL [30]) and EPN analysis center outputs [31] from the Federal Agency for Car-
tography and Geodesy (BKG), Federal Office of Topography (LPT) and Royal Observatory
of Belgium (ROB).



3

42
3. POTENTIAL OF COST-EFFICIENT SINGLE-FREQUENCY GNSS RECEIVERS FOR WATER

VAPOR MONITORING

3.3. RESULTS

3.3.1. INTER-COMPARISON OF DIFFERENT ZTD REFERENCE DATASETS

A NALYSIS Centers (ACs) provide ZTD estimations for IGS stations worldwide. How-
ever, only the IGS and NGL datasets have a 5-minute temporal resolution. The EPN

products ROB, LPT and BKG are available in one hour intervals. The reference datasets
IGS, BKG, LPT and ROB are based on the Bernese processing engine using the least-
squares adjustment method. NGL provides GIPSY/OASIS II ZTD estimations in PPP us-
ing a modified Kalman filter. The IGS data is available from the CDDIS archive. The IGS
AC updated their processing engine on DOY 29 in 2017 to Bernese 5.2. Table 3.2 summa-
rizes the characteristics of each reference dataset.

Table 3.2: Characteristics of reference datasets of the IGS station DLF1. All products are post-processed results
using the final satellite orbit and clock data.

AC
Processing

engine
Processing

method
Cutoff (◦) Resolution

Missing
days

IGS Bernese 5.0 & 5.2 PPP 7 5 min 10
NGL GIPSY/OASIS II PPP 7 5 min 10
BKG Bernese 5.2 Double-Differences 3 60 min 1
LPT Bernese 5.3 Double-Differences 3 60 min 4
ROB Bernese 5.2 Double-Differences 3 60 min 4

Surprisingly not all analysis centers provide data for all dates, whereas the IGS station
DLF1 recorded data throughout the selected observation period. As a result, our PPP
processed dual- and simulated single-frequency data of DLF1 is characterized by no data
gaps. The IGS and NGL datasets show 10 missing days whilst BKG, LPT and ROB only 1
and 4 respectively. It must be noted that these are for the major part not the same dates.
We assess the performance of the ZTD estimations by comparing the various reference
datasets to each other. The scatter plots of all reference datasets, their corresponding
root mean square errors (RMSE), mean biases and standard deviations are depicted in
Figure 3.2.

The scatter plots show an RMSE of about 3 mm between the post-processed datasets
IGS, NGL, BKG, LPT and ROB. No remarkable bias is observed. The best agreement is
found between the 1 hour datasets BKG, ROB and LPT. This is explained by the fact that
for the 1 hour datasets individual estimates are based on more measurements compared
to the 5-minute datasets, and the fact that the three ACs use a similar processing method.
For the comparison with IGS and NGL, we used the timestamps of the 1 hour datasets.
The precision of the ZTD estimations between the analysis center outputs are very sim-
ilar, in the order of 2-4 mm. For this reason we only use the IGS data as a reference to
compare the results from our experimental setup. The advantage of the IGS estimations
is the 5 minute sampling interval and the high data availability.
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Figure 3.2: ZTD Scatter plots of all post-processed reference datasets at DLF1 in 2017. The solid red line depicts
the regression line. RMSE, bias and std values are in millimeter. The r-value depicts the correlation.

3.3.2. SEID-PPP PROCESSED ZTD ESTIMATIONS

A FTER validating the reference data we analyze the results of the goGPS PPP estima-
tions at the experimental setup location for both SEID constellations. Figure 3.3

shows the ZTD scatter plots between the DLF1 dual- (DLF1_DF) and single-frequency
(DLF1_SF), GMU, UBX and the selected IGS reference dataset using the DPGA SEID con-
stellation.

The column on the left in Figure 3.3 demonstrates the goGPS PPP software error by
comparing the estimations to the IGS reference ZTD dataset. Compared to the IGS ref-
erence dataset the goGPS PPP dual-frequency dataset (DLF1_DF) shows an RMSE of 7
mm and bias of 4 mm over the whole year. A bias in the range of 3 - 9 mm is present
in the goGPS processed results and negatively influences the RMSE. The scatter plots
on the right show the comparisons of the goGPS estimated results among each other.
The dual-frequency data (DLF1_DF) and the simulated SEID processed single-frequency
data (DLF1_SF) show an RMSE of 4 mm. The GMU yields an RMSE of 6 mm and no no-
table bias. The UBX dataset is largely characterized by a negative 5 mm bias but similar (5
mm) standard deviation and slightly higher RMSE (7 mm). All goGPS processed datasets
yield standard deviations between 4 and 5 mm using the DPGA SEID constellation. Fig-
ure 3.4 presents the scatter plots utilizing the EUREF SEID constellation with stations
characterized by distances of about 200 - 300 km.

Similar to the layout in Figure 3.3, Figure 3.4 depicts the software error on the left and
the experiment results on the right. The bias introduced by the goGPS software remained
the same. The RMSE and standard deviation increased to 13/12, 12/12 and 16/13 mm re-
spectively for DLF1_SF, GMU and UBX. A higher scattering effect of the single-frequency
datasets (DLF1_SF, GMU and UBX) is evident after the SEID interpolation. Compared to
the DLF1_DF reference, both GMU and DLF1_SF are now characterized by an RMSE of
10 mm. UBX shows an RMSE of 12 mm. The bias of the dataset has not changed and is
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Figure 3.3: ZTD Scatter plots of the IGS reference dataset, the dual-frequency PPP processed DLF1 dataset
(DLF1_DF) and the SEID processed single-frequency data from UBX, GMU and DLF1_SF utilizing the DPGA
SEID reference network. The plots on the left depict the comparison of the goGPS estimations to the IGS
reference dataset. The scatter plots on the right show the SEID and instrument errors. The observation period
is from 1 January 2017 (DLF1_DF & DLF1_SF) and 1 September 2017 (GMU & UBX) until 31 December 2017.
The solid red line depicts the regression line.
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Figure 3.4: ZTD Scatter plots of the reference dataset IGS, the dual-frequency PPP processed DLF1 dataset and
the SEID processed single-frequency data from UBX, GMU and DLF1_SF utilizing the EUREF SEID constella-
tion. The plots on the left depict the comparison of the goGPS dual-frequency estimation to the IGS reference
dataset. The scatter plots on the right show the SEID and instrument errors. The observation period is from 01
September 2017 until 31 December 2017. The solid red line depicts the regression line.
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(c) UBX

Figure 3.5: ZTD differences between the goGPS processed dual-frequency reference dataset and the SEID-
processed single-frequency estimations DLF1_SF, GMU and UBX. The Figures at the top depict the DPGA SEID
constellation results whilst the ones on the bottom are from the EUREF SEID constellation respectively. DLF1_
SF (a) is the synthesized single-frequency dataset obtained from the IGS stations DLF1. GMU (b) and UBX
(c) are the two cost-efficient single-frequency receivers utilizing different antenna types but sharing the same
receiver type. The comparison period 1 September 2017 - 31 December 2017 was selected since all receivers
provide observations during this period.

still present. Among each other the single-frequency datasets yield standard deviations
between 7 and 8 mm. Compared to the dual-frequency reference, the standard devia-
tion increased to 10 - 11 mm. Figure 3.5a, b and c show the ZTD differences of the SEID
processed (DLF1_SF), GMU and UBX data compared to the reference dual-frequency
dataset for the comparison period 1 September 2017 - 31 December 2017.

The differences using the DPGA SEID constellations (top plots in Figure 3.5) gener-
ally range between 0 and 10 mm in the DLF1_SF and GMU case. More outliers are visible
and generally increased by about 10 mm for the GMU (b) compared to the DLF1_SF (a)
case. As depicted in the scatter plots, a clear negative bias is seen for the UBX differ-
ences. Contrary to the synthesized dataset (DLF1_SF), the GMU and UBX datasets show
an increased amplitude and amount of outliers. The results utilizing the larger SEID
reference station distances (bottom plots in Figure 3.5) demonstrate an increased dis-
persion throughout the comparison period for all sites. Except slightly higher outliers
and the previously mentioned bias in the UBX data, no performance decrease is visually
evident. Figure 3.6 shows the boxplots to indicate the variability of the single-frequency
dataset differences compared to the DLF1_DF reference utilizing both SEID constella-
tions.

The Figure demonstrates that the scattering effect is about the same for all stations
using the same SEID constellation. Regarding only the DPGA SEID case (blue boxes),
DLF1_SF shows the smallest errors. The scattering effect is also marginally decreased
compared to the GMU and UBX case. However, higher outliers in the GMU and UBX
datasets are evident. Consistent to the negative UBX bias, the amount of outliers are
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Figure 3.6: Boxplots of the SEID-single frequency ZTD differences to the DLF1_DF reference using the DPGA
SEID constellation (blue) and the EUREF reference stations (orange).

predominately negative. Regarding the EUREF SEID case (orange boxes) the variation is
rather equivalent for all stations. The bias and slightly increased outliers remain for the
UBX case. However, comparing the two SEID cases among each other, a higher variation
and more outliers are present. Figure 3.7 shows the ZTD cumulative error distributions
of the single-frequency datasets (DLF1_SF, GMU and UBX) to the dual-frequency refer-
ence dataset for both SEID cases.

The cumulative error distribution of the DPGA SEID case datasets is depicted in Fig-
ure 3.7a. The Figure shows that about 95 % (DLF1_SF) and about 90 % (GMU) of the data
points are within 10 mm precision. About 85 % of the UBX data shows an error below 10
mm. Using the larger EUREF SEID station network (Figure 3.7b), a clear degradation is
evident. Only 70 % (DLF1_SF, GMU) and 60 % (UBX) of the data show an error below 10
mm compared to the dual-frequency reference. About 95 % of the ZTD estimations from
DLF1_SF and GMU are below a 20 mm error range which applies to about 90 % of the
UBX data.

To match a PWV quality requirement of 1 - 3 mm precision for application in NWP
models [32], we select the threshold of 10 mm ZTD (results in 1 - 2 mm PWV) difference
as a valuable input for meteorological applications. Table 3.3 summarizes the statistics
of the sites compared to the dual-frequency reference dataset for both SEID cases. Apart
from the RMSE, mean bias, correlation, the percentage of datapoints exceeding the 3σ
limit and greater than 10 mm ZTD differences are listed. Another quality measure is the
amount of data points that were not available, either because they were removed during
data processing as outliers, or because they were not recorded by the measuring station.



3.3. RESULTS

3

47

0 10 20 30 40
ZTD error [mm]

0

20

40

60

80

100

Pe
rc

en
ta

ge
 o

f s
am

pl
es

DLF1_SF
GMU
UBX

(a) DPGA SEID case

0 10 20 30 40
ZTD error [mm]

0

20

40

60

80

100

Pe
rc

en
ta

ge
 o

f s
am

pl
es

DLF1_SF
GMU
UBX

(b) EUREF SEID case

Figure 3.7: Cumulative error distribution plots of the single-frequency ZTD estimations DLF1_SF, GMU and
UBX compared to the DLF1_DF reference dataset. The Figure at the left (a) depicts the DPGA SEID constella-
tion results while (b) is from the EUREF SEID case respectively.

Table 3.3: Statistics on the experimental setup data using dual-frequency ZTD estimations as reference. Units
of the RMSE, bias and standard deviation σ are depicted in mm.

Case Site
RMSE
[mm]

Bias
[mm]

σ

[mm]
Corr %>=3σ

DPGA
DLF1_SF 3.93 0.52 3.90 0.9967 1.64
GMU 5.55 0.99 5.46 0.9938 1.44
UBX 7.10 -4.96 5.08 0.9945 2.63

EUREF
DLF1_SF 10.32 -0.20 10.32 0.9769 0.92
GMU 10.20 1.11 10.14 0.9772 0.62
UBX 12.09 -4.93 11.04 0.9731 1.38

Case Site %>=∆10 mm %Missing

DPGA
DLF1_SF 2.61 0.46
GMU 6.77 7.10
UBX 12.68 0.87

EUREF
DLF1_SF 29.04 0.28
GMU 29.87 6.89
UBX 37.12 0.86

For the DPGA case, the SEID processed DLF1_SF data shows 2.61 % of their data
points that exceed the 10 mm threshold. The GMU yields 6.77 % and UBX 12.68 % re-
spectively. The simulated dataset DLF1_SF shows the best performance compared to
its dual-frequency counterpart. It shows the lowest RMSE (3.93 mm), bias (0.52 mm)
standard deviation (3.90 mm) and yields the highest correlation (0.9967). The GMU is
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characterized by a smaller RMSE (5.55 mm) compared to the UBX station (7.10 mm).
However, the correlation and standard deviation of UBX slightly outperforms the ones
from the GMU. The differences are marginal and may be a coincidence. Different an-
tenna types were used and the GMU is also characterized by more data gaps that are
probably the driving factor behind this effect. Another quality decline is observed for
the percentage of points exceeding the 3σ limit comparing the GMU and the UBX data.
Even though the σ values are about the same, about twice the amount exceeds the 3σ
limit at the latter one. A similar effect can be seen by the amount of points that exceed
the 10 mm threshold (12.68%). However, this effect is mainly caused by the identified
UBX bias. For the UBX dataset, 0.87 % of all data has been rejected as outliers. The GMU
site demonstrated a 7.1 % loss of data. Except the bias in the UBX dataset, the UBX site
shows a similar standard deviation as the GMU (5.08 and 5.46 mm respectively).

Regarding the EUREF SEID case, the 10 mm threshold is exceeded for about 29 % -
30 % of the data points at the DLF1_SF and GMU datasets. The UBX dataset is not only
characterized by the highest RMSE (12.09 mm) and bias (-4.93 mm) but consists also
more than 37 % of data that are above the 10 mm threshold. The amount of discarded
epochs (NaN values) are almost in the same range as in the first SEID case study. Ex-
pectedly, the σ values are higher, in the range of 10 - 11 mm, for all single-frequency
solutions. However, the amount of data above the 3σ limit decreased.

3.3.3. PWV COMPUTATION

U TILIZING equation 3.3, a surface temperature error of 10 Kelvin will result into an er-
ror of approximately 0.34 percent from the original ZWD (results into an error of up

to 1 mm in PWV). Since sea level air pressure is rather homogeneous over a distance of 5
km, we also use the recorded observation at the AWS as input for the ZHD computation.
The extrapolation from sea level pressure to the station height is performed using equa-
tion 3.6. After subtracting the computed hydrostatic delay from the estimated ZTD, the
remaining ZWD is multiplied by the conversion factor. Since the conversion to PWV is
performed with the same temperature and air pressure data on the reference ZTD as on
the goGPS ZTD estimations, it results into a linear relationship and does not contain any
additional information than the original ZTD. Hence, the PWV plots are not shown here.
Instead, the PWV RMSE, biases and standard deviations utilizing observations from the
nearby AWS for both SEID cases are summarized in Table 3.4.

The PWV estimations from the DPGA (smaller SEID network) show comparable re-
sults. The single-frequency stations yield RMSE values of 0.6 mm (DLF1_SF), 0.85 mm
(GMU) and 1.05 mm (UBX). The PWV estimations from the EUREF SEID constellation
stay below 2 mm RMSE. The priorly identified UBX bias results into about -0.7 mm PWV
bias. To distinguish between the receiver, antenna and SEID introduced error, we set
up an additional experiment in Italy where we split the signal from a geodetic-grade an-
tenna to three different receiver types.

3.3.4. SPLITTING OF A GEODETIC ANTENNA TO DIFFERENT RECEIVER TYPES

(ITALY )

F ROM GNSS basics we know that the receiver itself and the antenna quality introduces
an error to the estimations. Calibrated antennas to correct for the phase center er-
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Table 3.4: RMSE, bias and standard deviation (σ) on the PWV estimation from the SEID processed solutions
using the two SEID constellations DPGA and EUREF utilizing temperature and air pressure measurements
from the AWS at the Rotterdam airport (5 km distance) compared to the dual-frequency reference.

Case Site RMSE [mm] Bias [mm] σ [mm]

SEID (DPGA)
DLF1_SF 0.60 0.08 0.59
GMU 0.85 0.17 0.84
UBX 1.05 -0.72 0.77

SEID (EUREF)
DLF1_SF 1.61 -0.03 1.61
GMU 1.60 0.20 1.59
UBX 1.86 -0.70 1.72

ror improve the obtained results. To further elaborate the influence of the receiver and
distinguish between the SEID-introduced and the antenna error, we set up an experi-
ment consisting of a Trimble Zephyr antenna splitted to a GMU (ublox LEA-M8T single-
frequency receiver), a Trimble BD930 receiver (geodetic dual-frequency) and an experi-
mental low-cost dual-frequency receiver, developed by Saphyrion Sagl, capable of track-
ing L1 and L2C signals. The observation period was selected from 9 February 2018 - 17
February 2018. The location of the experimental setup and the SEID-reference stations
we are using are depicted in Figure 3.8.

GRTR is the dual-frequency reference station, GRED is the u-blox LEA-M8T single-
frequency receiver (same as GMU from the prior experiments) and SAPH is the experi-
mental low-cost dual-frequency receiver. All units obtain the same antenna input signal
from the geodetic GRTR antenna, through a GPS Source 4-way splitter. For our analysis
we are utilizing the SEID reference stations LUIN, PAV2 and CATU. They are part of the
NetGEO [33] network and are located within 10 - 50 km from the experimental setup.
After synthesizing a single-frequency dataset from GRTR (GRTR_SF), we apply the SEID
algorithm to the single-frequency datasets (GRTR_SF and GRED). On all datasets the
PPP is performed to obtain ZTD estimations at the locations. Contrary to the previous
computations, this analysis is using goGPS version 0.6.0 which is based on a joint least-
squares adjustment. Figure 3.9 depicts the differences between selected time series.

Figure 3.9a shows the differences between the synthesized dataset GRTR_SF and its
dual-frequency counterpart GRTR_DF. A bias of 1.99 mm and an RMSE of 2.40 mm is
present. The comparison between the geodetic grade GRTR_DF and the experimental
cost-efficient dual-frequency receiver (Figure 3.9b) yields an RMSE of 1.58 mm. No sig-
nificant bias is visible. Figure 3.9c shows the differences between the SEID-generated
single-frequency ZTD estimations (GRTR_SF and GRED_SF). The comparison yields an
RMSE of 0.20 mm.



3

50
3. POTENTIAL OF COST-EFFICIENT SINGLE-FREQUENCY GNSS RECEIVERS FOR WATER

VAPOR MONITORING

43°N

44°N

45°N

46°N

47°N

8°E 9°E 10°E 11°E 12°E 13°E 14°E
0 50 100

km

SEID references
Experimental setup

SAPH
GRED
GRTR

CATU

LUIN

PAV20 15 30

km

Figure 3.8: Positions of the Italy-experiment SEID reference stations constellation (red triangles) and exper-
imental setup (green square). The sites GRTR, GRED and SAPH use the same Trimble Zephyr 2 antenna
(TRM55971.00). GRTR is the dual-frequency receiver reference (Trimble BD930 receiver), GRED the cost-
efficient single-frequency device (u-blox) and SAPH a low-cost experimental dual-frequency receiver.
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(c) GRTR_SF - GRED_SF

Figure 3.9: ZTD differences between GRTR_SF and GRTR_DF (a), GRTR_DF and SAPH_DF (b) and GRTR_SF -
GRED_SF (c). The GRTR_SF and GRED_SF estimations are based on the SEID algorithm whilst GRTR_DF and
SAPH_DF use PPP-only.
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3.4. DISCUSSION

INTER-COMPARISON OF REFERENCE DATASETS AND ANALYSIS OF THE SOFT-
WARE RELATED ERROR

F OR the IGS network stations, various ZTD reference datasets from different providers
are available. In our experiment we conducted an inter-comparison between 5 anal-

ysis center outputs. The results depict a very good agreement between these yielding
standard deviations between 2 and 4 mm. The variation between the reference datasets
corresponds well to the uncertainty of 4 mm of the IGS troposphere products compared
to other independent measurement techniques like radiosondes or numerical weather
models [28]. However, the goGPS processed results highlight differences between the
goGPS PPP estimations and the available ZTD reference datasets. In our experiment,
the goGPS PPP version introduced a 4 mm ZTD bias to the dual-frequency PPP solu-
tion. A part of this error may be caused by using a 10 degree elevation cut-off angle
instead of 7 degrees as used in the IGS reference dataset. The comparison between the
PPP-only (DLF1_DF) and the IGS dataset demonstrated an RMSE of 7 mm. This effect
is mainly caused by the software-introduced bias and exceeds the 4 mm error range by
the IGS troposphere products. It suggests that there is still room for improvements to
the processing engine. However, the software is continuously developing and the results
are constantly improved by implementing additional model functions. In the upcom-
ing release, the processing will switch from using a Kalman filter to a joint least-squares
adjustment. This version is currently in an experimental phase. However, initial results
(see subchapter 3.3.4) from the least-squares version suggest a significant improvement
of the ZTD estimation accuracy. Even though the original dual-frequency ZTD estima-
tions are subject to be improved by utilizing another PPP analysis tool, driven by the
observed ZTD variation the results suggest that the goGPS estimations can be used to
representatively compare the ZTD estimations among each another. Using a different
processing engine will not significantly influence the investigated variations.

SEID DPGA EXPERIMENT AND ANTENNA IMPACT

T HE conducted SEID experiment using the DPGA constellation with distances be-
tween 50 and 80 km demonstrate the successful application to our domain. The

RMSE of 4 mm between the DLF1_SF and its dual-frequency counterpart validate the
results from prior studies by e.g. Deng et al. [14]. DLF1_DF and DLF1_SF use the same
geodetic-grade antenna and antenna phase center corrections. Since they share the
same receiver, antenna and configuration parameters, the error between these two is en-
tirely introduced by the SEID network interpolation and demonstrates a reasonable ac-
curacy. The error may be introduced by loss of lock, cycle-slips or the irregular nature of
the ionosphere. The ZTD results from the newly placed single-frequency stations GMU
and UBX are generally more noisy. The GMU, being equipped with a Tallysman antenna
and u-blox LEA-M8T receiver, demonstrated a slight performance decrease compared
to the synthesized dataset. The GMU contains less data points than the UBX device, be-
cause especially at the end of the year, the GMU suffered of some technical problems
caused by the insufficient power supply generated by the solar panels during winter.
GMU and UBX are equipped with a similar receiver type (respectively u-blox LEA-M8T
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and u-blox NEO-M8T), are co-located and use the same ionosphere correction sources.
However, the UBX site is affected by a systematic bias (about 6 mm) which is presumably
caused by an increased multipath effect due to the lower quality antenna. This suggests
that the antenna type and placement has a major influence on the precision. Pesyna
et al. [34] report that patch antennas are characterized by a less effective signal recep-
tion and suffer more from multipath effects than geodetic-grade antennas. The antenna
is a simple patch antenna and shielded by a metal plate on the ground. The horizontal
placement on the rooftop may be a reason for this effect. The DPGA SEID experiment
demonstrated a successful application of the SEID model to single-frequency receivers
with standard deviations of the ZTD error between 4 and 5 mm. A decrease of the outer
network station distance using an even denser network (e.g. the Japanese GEONET or
using commercial existing GNSS networks) could even further improve the results. How-
ever, not all regions of the Earth provide such a dense network of dual-frequency GNSS
receivers such as Europe, North America or Japan. Areas that will benefit most by a densi-
fication with cost-efficient single-frequency receivers are often characterized by a much
coarser reference network.

SEID EUREF EXPERIMENT

U TILIZING the EUREF stations with distances between 200 and 300 km as SEID ref-
erences allowed us to experimentally investigate the impact of significantly longer

station distances on the ZTD estimations. The comparison between DLF1_DF and DLF1_
SF depicts the ionospheric error and yields an RMSE of 10 mm. The overall character of
the data shows more variation, which results in less outliers. The results also suggests
that the GMU reaches a similar precision as the DLF1_SF dataset. However, the GMU
and UBX stations have data only available from 01.09.2017 onwards whereas the DLF1_
SF provides data throughout the year. The higher ZTD values in summer are missing
for GMU and UBX. A decrease of these stations performance may apply if the full obser-
vation period is considered. The majority of the outliers at the experimental setup are
presumably caused by hardware errors, inconsistencies during the pre-processing (e.g.
undetected cycle-slips during the SEID processing), re-initializations of the Kalman fil-
ter after missing epochs and by the interpolation of the ionospheric component. The
higher outliers are especially present at epochs with higher re-initialization rates that are
caused by power-problems of the GMU. The GMU shows a slightly reduced removal of
epochs (6.89 %) compared to the DPGA case, which is presumably caused by less abrupt
changes in ZTD estimations. For this large reference network, it demonstrates that the
limiting factor of the precision of the ZTD estimations is rather the ionospheric inter-
polation than the hardware quality. We expect that the GMU will provide comparable
results with almost the same precision as the synthesized dataset since the noise intro-
duced by the SEID model will dominate the estimations. This experiment shows that the
SEID algorithm is able to provide ZTD estimations even over a SEID network with dis-
tances between 200 and 300 km to the single-frequency setup in a mid-latitude region.
However, the ZTD RMSE of 10 - 12 mm compared to the dual-frequency estimation is
just barely acceptable for the post-processed water vapor estimation.
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PWV ESTIMATIONS

A N additional error is introduced by the conversion from ZTD to PWV by utilizing tem-
perature and pressure data. Without co-located temperature and air pressure mea-

surements, data from weather models may be used (e.g. Jiang et al. [35]). In this study
we use observations from a nearby weather station. Due to the small distance of about
5 km and almost negligible height differences, a linear interpolation of the temperature
is sufficient. However, the heterogeneous character of surface temperature caused e.g.
by effects like the urban heat island will result in an additional PWV uncertainty. Hav-
ing achieved PWV RMSE values between 0.6 - 1.05 mm (DPGA case) and 1.61 - 1.86 mm
(EUREF case) compared to the dual-frequency reference, it must be highlighted that es-
pecially the errors from GMU and UBX are subject to increase since the summer period is
missing in the analysis. The results show that cost-efficient single frequency devices may
provide beneficial PWV estimations over areas with up to 300 km SEID reference station
distances. Such an application may be especially interesting for regions with limited in-
vestment capabilities and areas that show a high PWV variability and no or only very few
available PWV in-situ data. Extending existing tropical GNSS monitoring networks like
the Continuously Operating Caribbean GPS Observational Network (COCONet) or the
Amazon Dense Network [36] could potentially improve the monitoring and forecasting
of deep tropical convection. However, especially the geomagnetic anomaly over South
America and equatorial regions are characterized by a stronger and more turbulent iono-
sphere than mid-latitudes. Additional research is required to evaluate the applicability
of the SEID algorithm for such regions.

ANTENNA SPLITTING

T HE conducted antenna splitting experiment allowed us to distinguish between the
SEID-introduced and the hardware errors. The results suggest that the experimental

goGPS version (version 0.6.0) overall improved the ZTD estimation and the introduced
bias was reduced. Initialization times at the day-boundaries are smoothed by buffering
3 hours before and after each daily file. Figure 3.9a demonstrates that the bias in this
case is introduced by the SEID implementation. The differences illustrate entirely the
error that is introduced by the SEID implementation. Compared to the DPGA and EU-
REF experiments, the reduced variation of the ZTD estimations results partly from the
version change and partly by the decreased SEID station distances. However, correcting
the mean bias will improve the RMSE significantly. The cost-efficient dual-frequency
SAPH_DF station yields an RMSE of 1.58 mm. The most notable characteristic about
the SAPH_DF station is that it is only able to track up to 8 GPS satellites simultaneously
since it is limited by the amount of concurrent receiving channels. The ZTD deviation
is introduced by the decreased receiver quality and by a less optimal satellite geometry
due to the fact that only up to 8 satellites on two frequencies may be observed. Difficult
environmental conditions e.g. increased multipath may even further decrease the qual-
ity. Since the same ionosphere correction, antenna data and pattern correction is used
for GRTR_SF and GRED_SF, the Figure 3.9c illustrates the receiver clock and phase ambi-
guity error. It clearly demonstrates that low-cost single-frequency receivers are capable
to track satellite signals with almost identical precision to geodetic-grade receivers. This
suggests that the precision of the single-frequency units for ZTD estimations is foremost
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dependent on the correct modeling of the ionosphere and the antenna type.

3.5. CONCLUSION

H IGHER spatial resolution of water vapor measurements is required for the observa-
tion of smaller scale convective events [37]. Prior studies e.g. by [10] demonstrate

a positive impact using a high resolution GNSS-based PWV network on the rainfall fore-
cast accuracy. The objective of this work was to evaluate the feasibility of a densification
of existing GNSS networks with cost-efficient single-frequency GNSS receivers. In this
study we analyzed one year of GNSS data. We first compared the available ZTD refer-
ence datasets with each other at the experimental setup location. Secondly, we validated
the ZTD estimations at our experimental setup using two different SEID reference net-
works and indicated the potential for PWV monitoring. Furthermore, we conducted an
additional observation campaign to distinguish between the hardware and the SEID in-
troduced errors.

We experimentally verified that the applied SEID model is able to successfully be
used for water vapor estimations using cost-efficient single-frequency receivers. A clear
precision degradation linked to the increasing outer network station distances was found.
The SEID processed synthesized dataset (DFL1_SF) demonstrated a ZTD RMSE of 3.93
and 10.32 mm for station distances of up to 80 and 300 km respectively. The cost-efficient
unit (GMU) indicates comparable results with RMSE values of 5.55 and 10.20 mm. The
precision further decreased by the utilization of a simple patch antenna (station UBX) to
7.10 and 12.09 mm RMSE. A clear bias of -4.96 mm presumably caused by the antenna
type or an increased multipath effect has been observed for this receiver. Our analysis
also highlighted a systematic ZTD bias of about 4 mm caused by the used goGPS version
0.4.3 compared to existing ZTD reference datasets. However, apart from the bias, the
precision of the PPP ZTD estimations are found reliable.

The additional antenna splitting experiment conducted in Italy using the newest
goGPS version 0.6.0 demonstrated a significant improvement to the ZTD estimation.
However, the decreased SEID reference station distance also positively affected the ZTD
errors. A ZTD RMSE of 2.40 mm has been found for the synthesized single-frequency
dataset (GRTR_SF) compared to its dual-frequency counterpart. A cost-efficient dual-
frequency receiver that tracks only a limited number of satellites showed an RMSE of
1.58 mm in ZTD. Using only few satellites, the satellite geometry deteriorates and the
ZTD estimation may be negatively influenced. The experiment demonstrated that using
the SEID model, cost-efficient single-frequency receivers are able to provide ZTD esti-
mations with almost negligible differences.

The study demonstrated that cost-efficient single-frequency receivers can serve as
a promising complement to the presently available GNSS networks in mid-latitude re-
gions. Cost-efficient single-frequency stations like the GMU used in this analysis are
in operational use since the end of 2015. Historical data about the longevity for these
recently designed units is not yet available. However, fulfilling certified industrial stan-
dards for protection against sand, dust and water provide the best conditions for a long
durability of the stations. In the framework of the TWIGA project [38], a network of such
GMUs will be deployed in equatorial regions in Africa. The aim is to investigate the dura-
bility in more challenging environments and how the SEID model will perform in the
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equatorial region with more turbulent ionospheric conditions. The conducted experi-
ments also demonstrate that the ZTD precision from single-frequency receivers is fore-
most dependent on the modeling of the ionosphere and the antenna type than on the
internal hardware. However, the application of other ionospheric correction models is
not discussed in detail in this analysis and a comparison to different ionospheric models
must be considered for future studies.

Further work is required to utilize the multi-GNSS ability of the receivers for the SEID
approach. Additional satellites combined with a denser network of GNSS receivers may
be useful for GNSS-based 3D tomography. Especially GNSS tomography can be im-
proved by using a multi-GNSS approach [39]. It has to be highlighted that all shown
results are post-processed PPP-solutions available with a temporal delay of at least two
weeks. For an effective weather forecasting, the data needs to be available in near-real
time (NRT). The use of multi-GNSS PPP utilizing NRT data from the IGS has been stud-
ied by Lu et al. [40]. Compared to the GPS-only mode, they were able to improve the
accuracy of ZTD estimations by up to 22.2 %.

Densified PWV networks may be used to improve the long-term accuracy of weather
models, for climate analysis or improving model calibrations. They can be beneficial to
study particular weather events at particular sites or on a regional scale. In the frame-
work of BRIGAID, the Rotterdam study area (Netherlands) allows us to make use of addi-
tional existing dual-frequency stations within the city borders. The decreased reference
station distances are expected to improve the ionospheric modeling and to result into
better PWV estimations. The target of our future work is to study the spatial variability
of single-frequency based PWV estimations and to analyze its impact on monitoring and
forecasting of convective events in that area. For this purpose, we installed a follow-up
experimental single-frequency network consisting of four additional receivers.
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4
HIGH QUALITY ZENITH

TROPOSPHERIC DELAY

ESTIMATION USING A LOW-COST

DUAL-FREQUENCY RECEIVER AND

RELATIVE ANTENNA CALIBRATION

The recent release of consumer-grade dual-frequency receivers sparked scientific interest
into use of these cost-efficient devices for high precision positioning and tropospheric delay
estimations. Previous analyses with low-cost single-frequency receivers showed promising
results for the estimation of Zenith Tropospheric Delays (ZTDs). However, their applica-
tion is limited by the need to account for the ionospheric delay. In this paper we investigate
the potential of a low-cost dual-frequency receiver (U-blox ZED-F9P) in combination with
a range of different quality antennas. We show that the receiver itself is very well capable of
achieving high-quality ZTD estimations. The limiting factor is the quality of the receiving
antenna. To improve the applicability of mass-market antennas, a relative antenna cal-
ibration is performed, and new absolute Antenna Exchange Format (ANTEX) entries are
created using a geodetic antenna as base. The performance of ZTD estimation with the
tested antennas is evaluated, with and without antenna Phase Center Variation (PCV)
corrections, using Precise Point Positioning (PPP). Without applying PCVs for the low-cost
antennas, the Root Mean Square Errors (RMSE) of the estimated ZTDs are between 15 mm
and 24 mm. Using the newly generated PCVs, the RMSE is reduced significantly to about
4 mm, a level that is excellent for meteorological applications. The standard U-blox ANN-
MB-00 patch antenna, with a circular ground plane, after correcting the phase pattern

This chapter has been published as: Krietemeyer, A.; van der Marel, H.; van de Giesen, N.; ten Veldhuis, M.-C.
High Quality Zenith Tropospheric Delay Estimation Using a Low-Cost Dual-Frequency Receiver and Relative
Antenna Calibration. Remote Sens. 2020, 12, 1393.
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yields comparable results (0.47 mm bias and 4.02 mm RMSE) to those from geodetic qual-
ity antennas, providing an all-round low-cost solution. The relative antenna calibration
method presented in this paper opens the way for wide-spread application of low-cost re-
ceiver and antennas.
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4.1. INTRODUCTION

T HE use of Global Navigation Satellite Systems (GNSS) data is well established for a
range of professional and scientific applications, including atmospheric research.

Precipitable Water Vapor (PWV) can be derived from radiosonde measurements, but
also estimated with GNSS phase measurements processing techniques [1]. Zenith Tro-
pospheric Delays (ZTDs) are estimated along with other parameters, such as the station
position and receiver clock offset. The estimated ZTD is related to the refractive index of
air, it can be used directly in atmospheric models, or ZTD can be used to estimate PWV.
These values are of essential interest for accurate short-term weather forecasts.

The use of cost-efficient GNSS equipment is of great scientific interest to meteo-
rology and atmospheric research. Traditionally, atmospheric research and meteorology
made use of already existing GNSS infrastructures which were set-up for surveying and
geodetic applications. Therefore, low-cost GNSS equipment can be a good solution for
regions where (commercial) high grade equipment is not readily available.

Analysing ZTDs or PWV from GNSS receivers has proven to be a valuable tool for
analysing and forecasting extreme rainfall events [2]. Nowadays Numerical Weather Pre-
diction (NWP) models exist that use these parameters in their data assimilation schemes
to improve their rainfall predictions [3]. To estimate ZTD at existing GNSS receivers
on the ground, numerous Analysis Centers (ACs) apply techniques such as Double-
Differenced (DD) processing of large GNSS networks, or, the stand-alone Precise Point
Positioning (PPP) technique [4]. In contrast to network or relative positioning strate-
gies in general, PPP uses undifferenced GNSS observations and relies on precise satel-
lite clock and positions to be available from the International GNSS Service (IGS). Dual-
frequency observations are used to form the ionosphere-free linear combination, which
removes the majority of the error associated with the delay in the ionosphere layer, but
increases the noise by a factor of 3 [5]. In the past, estimating ZTD for meteorologi-
cal purposes using cost-efficient equipment was only possible with single-frequency re-
ceivers, which required interpolation of the ionospheric delay from a network of dual
frequency receivers (e.g. [6], [7]). Recently, also low-cost dual-frequency receivers be-
came available, which in combination with low-priced antennas, inspired the experi-
ment in this paper. This experiment aims to investigate the potential use of low-cost
dual-frequency receivers for ZTD estimation, something that was formerly only possible
using expensive receiver equipment, or relying on existing geodetic networks to perform
corrections. For this experiment different quality antennas, ranging from geodetic to
mass-market, are deployed consecutively on a short-baseline. The new low-cost design
of the receiver supplemented by a low-cost antenna may enable the cost-efficient esti-
mation of high-quality tropospheric delays.

For high-precision applications both satellite and receiver antenna corrections need
to be applied [8]. These corrections are not only frequency dependent, but they also
depend on the azimuth and elevation of the transmitting satellite. The delay caused by
the antenna and the near field environment is not the same in every direction. Neither
is it possible to find, for a specific frequency, a single point in the antenna for which
the delay is the same for every direction. Therefore, a geometric center is something
that does not really exists, and concepts like Antenna Phase Center (APC) are only ap-
proximate. These variations in antenna delay cause errors in the horizontal and vertical
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position, but also in the ZTD estimation. In order to correct the carrier phase signals for
this effect, antenna calibrations are performed. The result of an antenna calibration is
represented by a Phase Center Offset (PCO) with respect to a chosen Antenna Reference
Point (ARP), and azimuth- and elevation dependent Phase Center Variations (PCV) with
respect to the PCO. PCV and PCO corrections are provided per frequency. They are not
independent, and should always be used together in high-precision positioning appli-
cations. Applications that require less precision can use only PCO values. On the other
hand, for ZTD estimation, the PCO values are not important, and only the PCV values
matter.

To obtain PCO and PCV corrections, relative and absolute antenna calibrations can
be used. Absolute calibrations are typically expensive and involve sending the antenna
to a calibration facility, while a relative calibration can be performed more easily by your-
self. The relative calibration is performed over a short baseline, with on one side the an-
tenna to be calibrated, and on the other side a reference antenna that has already been
calibrated before (see e.g. [9]). Double-differenced carrier phase residuals are used to
compute the relative pattern between the antenna’s. It uses the fact that over short base-
lines for DD observations most errors (e.g. satellite clock and atmospheric delays) are
eliminated. The drawback of this calibration method is that it is a relative calibration.
Since 2006 [10] it is common for geodetic applications to use absolute antenna calibra-
tions. Therefore, to obtain an absolute calibration for our antenna, we must add the
absolute calibration for the reference antenna to the relative calibration. Absolute cal-
ibrations are typically obtained from measurements in an anechoic chamber (see e.g.
[11] or [12]) or robotic field calibrations (see [13]). Robotic calibrations have the advan-
tage that they are not affected by multipath effects as in a relative correction.

While high quality geodetic antennas are typically manufactured with highest pre-
cision to enable the repetition of phase patterns on the receiving phase center, this is
only partially the case for low-cost antennas. Companies specialized in antenna cali-
brations, such as Geo++ [14] in Germany, generate individual absolute antenna calibra-
tions for geodetic antennas. Absolute antenna calibrations are typically supplied in an
Antenna Exchange Format (ANTEX) file [15] that contains PCO as well as azimuth- and
elevation dependent PCV for different frequencies and satellite systems. Various indi-
vidual calibrations of the same antenna type are averaged to type mean calibrations and
distributed, such as by the IGS. Using these antenna patterns is a standard practice in
geodesy and essential for high precision positioning and also for tropospheric delay es-
timations. Several studies were performed that compare the differences between type
mean and individual antenna phase center calibrations e.g. by Araszkiewicz and Völk-
sen (2016) [16], Schmid et al. 2005 [17] and Sidorov and Teferle 2016 [18]. They found a
typical difference of only 2 mm horizontal and up to 4 mm vertical between type mean
and individual antenna calibrations. For one antenna an offset of up to 17 mm in the ver-
tical and 10 mm in the horizontal direction was observed. The vertical positioning per-
formance gives an indication about the accuracy of the troposphere estimations since
both parameters are correlated [19]. Only few studies were performed that analyze the
impact of the antenna PCV on tropospheric parameter estimations. Ejigu et al. 2018 [20]
investigated the impact of individual and type mean calibrations on Zenith Wet Delays
(ZWDs) and tropospheric gradients [21]. They report a mean ZWD bias of 1.8 mm. A
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study by Pacione et al. 2017 [22] demonstrate similar results with ZTD errors in the mm
range between utilizing individual and type mean calibrations.

The low-cost GNSS chips, being affordable and produced for the mass-market, are
also of interest for scientific applications, but this only makes sense if also a low-cost
antenna can be used. Geodetic antennas are generally characterized by special manu-
factured designs (e.g. choke ring) to suppress multipath induced effects. With low-cost
antennas this is typically not the case. An analysis of low-cost antennas is especially
important since they are expected to be particularly prone to multipath effects that are
reflected in the antenna phase patterns.

In this paper we investigate the PPP ZTD performance of a recently introduced low-
cost dual-frequency receiver connected to antennas of ranging quality (geodetic to mass-
market) with and without applying relative antenna calibrations. Additionally, using
L1-only data we investigate how well the (un-)corrected single-frequency data from the
dual-frequency receiver can be used for meteorological applications. This is achieved by
trimming the original data to L1-only datasets and generating a second frequency ob-
servation with the Satellite-specific Epoch-differenced Ionospheric Delay (SEID) model
which is adjusted to the ionospheric delay based on a surrounding dual-frequency net-
work. The paper is structured as follows: Section 2 describes the methodology, experi-
mental setup and data analysis, Section 3 illustrates the PPP-derived ZTD results, Section
4 the discussion and 5 the conclusion.

4.2. METHODS

O UR experiment includes several steps to estimate the impact of different quality an-
tennas on the ZTD performance using a low-cost dual-frequency receiver. The fun-

damental step upon which our investigation is based on is a short-baseline analysis to
perform a relative antenna calibration. Thereafter, different relative antenna calibration
results are evaluated using the ZTD from two different PPP experiments. The experi-
mental setup and overview of the data analysis procedure are described in Subsections
2.1 and 2.2. The antenna calibration procedure is explained in Subsection 2.3. Sub-
section 2.4 describes the evaluation of the ZTD estimations with dual-frequency data
in more detail. The antenna calibration impact on single-frequency data is covered in
Subsection 2.5.

4.2.1. EXPERIMENTAL SETUP

This subsection describes the test site, instrument setup, data handling as well as the
receivers and antennas that were used in the experiment.

Our experiment consists of a series of consecutive short-baseline experiments using
the International GNSS Service (IGS) station DLF1 as a base station and a U-blox ZED-
F9P as rover. The DLF1 station is located on the rooftop of the Nederlands Metrology
institute (NMi) in Delft. The station uses a Trimble NetR9 receiver, capable of track-
ing most GNSS signals, with a Leica AR25.R3 (LEIAR25.R3) chokering antenna with LEIT
radome. The antenna has been calibrated by Geo++. The antenna is installed on the
permanent marker with DOMES number 13502M009.

The rover receiver is an engineering sample of recently released low-cost dual-
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frequency receivers, that was obtained from the manufacturer for testing purposes. It
covers the following frequencies: GPS L1C/A, L2C, GLONASS L1OF, L2OF, Galileo E1, E5b
and BeiDou B1l, B2l and QZSS L1C/A, L2C. Notably missing GNSS signals are GPS L2P/Y,
GPS L5 and Galileo E6. However, with the new generation GPS satellites, the L2C signal
becomes rapidly available on almost all satellites and enables obtaining dual-frequency
measurements from an increasing number of available GPS satellites. With up to 184
channels available, the receiver is capable of tracking two frequencies on each of the
described satellite constellations and is still able to receive correction service data from
augmented GNSS (e.g. [23]).

The antennas of the rover are placed on a geodetic marker at a horizontal distance
of approximately 10 meter and 1.5 m height difference from DLF1. Different antenna
types have been installed during consecutive periods from 15.02.2019 onwards. The in-
vestigated rover antennas cover a range of prices, starting with the lowest cost antennas
U-blox ANN-MB-00 and Taoglas AQHA50 between about 50 and 100 euros, the middle
price segment antennas Trimble AV28 and Trimble GA530 and antennas with a price
of above 1,000 euros, LEIAR25.R3 LEIT and TRM55971.00 NONE (also known as Trim-
ble Zephyr 2 Geodetic). For these antennas, the mount point DOMES 13502M003 (GPS
Mark 15) is used (Figure 4.1 b). The antennas with hole-mount design (Trimble AV28)
and without screw-hole at the bottom (U-blox ANN-MB-00) are mounted on top of a
metallic rectangular extension bracket and also with a circular metallic ground plane
with 10 cm diameter. For the other tested antennas, a tribrach with an adjustable circu-
lar level is used. The receiver itself is placed in a pelican case in the proximity and data
logging is performed with a Raspberry Pi Zero on a local SD card (Figure 4.1 a). Depend-
ing on weather conditions and observation time, antennas are switched after at least
having recorded three full days of raw data. Data is transferred manually from the SD
card for post-processing purposes.

The installation environment (regarding near-field effects and multipath) can be re-
garded as relatively clean. Both antenna positions (DLF1 and GPS Mark 15) are char-
acterized by an unobstructed view over the full horizon. The time frame of antenna
placements is depicted in Table 4.1. All antennas are active and, depending on the type,
require different voltage as input. The antennas GA530, LEIAR25.R3 and TRM55971.00
require 12V input voltage which cannot be supplied by the Raspberry Pi. Instead, the an-
tennas are powered by a Septentrio receiver and the antenna signal is split to the U-blox
ZED-F9P. The other antennas are working with voltage at or below 5V that is supplied via
the USB port of the Raspberry Pi and is considered as stable.

The GA530 lost satellite tracking on L1 on 15.03.2019 17.23 UTC and one day later
also L2 data was lost, presumably due to moisture in the antenna connector. Data from
15.03.2019 onwards is therefore discarded from the GA530 observations. The AQHA50
data was not processed due to very low Signal-to-Noise (SNR) ratio, despite free-sky
conditions, which we were unable to resolve. After quick and uncomplicated commu-
nication with the manufacturer the antenna could be returned and a replacement was
provided. It was, however, not examined further in this experiment because of time lim-
itations and practical considerations. A power outage in the Delft region, in the morning
of Monday 25.03.2019, ended the data tracking for the LEIAR25.R3 antenna. Except for
the AQHA50 antenna, sufficient data have been recorded for the remaining antennas for
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Figure 4.1: Waterproof pelican box rover equipment on the ground next to the marker (a). The pelican box con-
tains the U-blox ZED-F9P, a Raspberry Pi Zero for data logging, power and a Septentrio receiver. The Septentrio
receiver is used to provide power, through an antenna splitter, to the antennas: LEIAR25.R3 (b), Zephyr2 (c)
and GA530 (d). No data collection or processing is performed with the Septentrio receiver. The verification
setup is depicted in (b). It shows the baseline setup with two LEIAR25.R3 LEIT antennas. The antenna in the
foreground is at the marker that is used for the investigation. In the background the radome and antenna of
the base station DLF1 is visible. Both antennas are oriented North. The subfigures (b-f) illustrate the marker
used for the investigation with different installed antennas. The antennas AV28 (e) and ANN-MB-00 (f) are
depicted with a circular plane.
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Table 4.1: Time frame and antenna descriptions of the antenna placements on GPS Mark 15 for the short-
baseline experiments.

Start End DOYs Antenna, description

15.02.2019 20.02.2019 046-051 Trimble AV28 (stacked patch),
rectangular bracket

20.02.2019 26.02.2019 051-057 Taoglas AQHA50 (stacked
patch), rectangular bracket

26.02.2019 05.03.2019 057-064 U-blox ANN-MB-00 (stacked
patch), rectangular bracket

05.03.2019 19.03.2019 064-078 Trimble GA530 (radome)
19.03.2019 26.03.2019 078-085 LEIAR25.R3 LEIT (choke ring)
26.03.2019 02.04.2019 085-092 Trimble TRM55971.00 NONE

(resistive plane)
11.10.2019 15.10.2019 284-288 Trimble AV28 (stacked patch),

circular plane
15.10.2019 18.10.2019 288-291 U-blox ANN-MB-00 (stacked

patch), circular plane

the analysis. Details about the data logging and conversion can be found in appendix A.
The data is analysed in post-processing, with DLF1 as base station, and the anten-

nas under investigation as rover. The rover data is available as 1-second daily RINEX 3
observation files. For the base station data, high-rate (1Hz) RINEX3 data from the IGS
station DLF1 were downloaded. High-rate 15-minute RINEX 3 DLF1 observations were
merged into daily files. Broadcast navigation data from the satellites were collected from
the Crustal Dynamics Data Information System (CDDIS) [24]. For simplicity reasons and
driven by the fact that most antenna calibrations are available for GPS, we used GPS-only
data for our analysis.

4.2.2. ANTENNA CALIBRATION AND ZTD EVALUATION PROCEDURE

This subsection aims to provide a general overview of the antenna calibration and ZTD
evaluation procedure. The experiment basically follows the steps illustrated in Figure
4.2. First, the antenna calibration is performed by retrieving residuals in a short baseline
experiment, for which errors caused by the troposphere and ionosphere delays can be
safely neglected. The original L1+L2 RINEX data of base and rover were processed in
RTKLIB, in static mode, to obtain the carrier phase residuals for each frequency, as well
as azimuth (az) and elevation (el) angles of the corresponding satellites. The residuals,
that can be considered as relative PCVs, together with IGS ANTEX type mean PCVs of the
base station antenna (LEIAR25.R3 LEIT), were processed to create absolute PCVs which
are saved in new ANTEX entries for each rover antenna. Details on the antenna types
used in the experiment are provided in Table 4.1.

Subsequently, the L1+L2 RINEX data from the rover antennas, with the new ANTEX
entries, were processed in goGPS (PPP-mode) to obtain absolute ZTD estimations. The
obtained set of ZTD estimations for the low-cost receiver and different antennas was
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Figure 4.2: Steps in the ZTD evaluation procedure. The top central box illustrates the short baseline with
base station (DLF1) on the left and rover on the right. The base station DLF1 uses a Trimble NetR9 receiver
and LEIAR25.R3 LEIT antenna, which did not change during the time frame of our experiment.The rover is
illustrated on the right, with an U-blox ZED-F9P receiver and five antenna types applied consecutively.

compared against the IGS final ZTD estimations by the US Naval Observatory (USNO)
based on Bernese 5.2 in PPP mode from the IGS station DLF1. Further details on the
antenna calibration and ZTD estimation procedures can be found in the following sub-
sections.

4.2.3. ANTENNA CALIBRATION AND RETRIEVAL OF NEW ANTEX ENTRIES

This subsection details the antenna calibration process. It is a fundamental step in our
experiment and consists of an elevation-only and an azimuth and elevation dependent
correction.

Near-field, multipath and antenna PCVs, summed up as multipath, affect all esti-
mated parameters and residuals in the processing. Objects that are close to the antenna
(near-field) affect the antenna patterns especially in the antenna PCO and azimuth- and
elevation dependent PCVs. This effect cannot be covered in existing antenna calibra-
tions without conducting the calibration procedure at the same location where the ob-
servation is taking place.

The main part of the antenna calibration consists of obtaining satellite phase resid-
uals and is performed using RTKLIB. For each frequency, in our case GPS L1 and L2,
the residuals are ‘stacked’ into elevation and azimuth bins. Two types approaches are
used: 1) an elevation-only correction by averaging over all azimuth directions and 2) an
azimuth and elevation dependent correction.

The GNSS processing engine RTKLIB [25] is open source and contains a range of Ap-
plication Programs (APs) to perform real-time and post-processing precise positioning
with GNSS data. It employs an Extended Kalman Filter (EKF) to obtain final differen-
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Table 4.2: RTKLIB RNX2RTKP command line options

Option Command-line parameter

Positioning solution: static -p 3
Elevation cut-off: 5 degree -m 5
AR: fix-and-hold -h
AR validation threshold: 3 -v 3.0
Output: residuals -y 2
Output: East, North, Up baseline -a
Satellite systems: GPS-only -sys G
Time format: YYYY/MM/DD hh:mm:ss -t
Kalman filter: forward + backward -c

tial solutions. In our analysis, the baseline processing was performed using the RTKLIB
2.4.3 Command-line User Interface (CLI) RNX2RTKP. Its functions are equivalent to the
Graphical User Interface (GUI) program RTKPOST. In its standard configuration the pro-
gram uses the highest elevation satellite as reference to obtain DDs. The residuals are
written to a file for each satellite in view, with a zero value for the reference satellite, ac-
tually using a single difference (SD) format to store the DD residuals. For the analysis of
the phase center variation we need however SD residuals. To obtain the SD residuals the
average of the DD residuals (reference satellite included) must be subtracted from the
DD residuals (again reference satellite included). This is the same as using the average
DD residuals as reference. In order to use the average DD residuals as a reference, the
source code was modified and recompiled. The observed measurement errors now had
an expected zero mean of all satellite residuals on each frequency and not only for the
highest elevation satellite. In our version the residuals were computed as in previous
(legacy) RTKLIB releases. To avoid unintended behavior, the changes were discussed
and changed in correspondence with the author of the package on github (see github
issue: [26]).

Table 4.2 shows the processing settings used for the baseline analysis. Important pro-
cessing options are the positioning solution to static (-p 3), elevation cut-off 5 degrees
(-m 5), AR fix-and-hold (-h) and output residuals (-y 2). For Ambiguity Resolution (AR),
the LAMBDA algorithm [27] is used within RTKLIB. The basic strategy in RTKLIB is to fix
the ambiguities to integer after a float solution has been obtained. In our analysis we
decided to use the fix-and-hold method. Further details on a conducted sensitivity case
study can be found in Appendix B. The static processing option will strictly constrain the
receiver movements for the observation period. It is preferred over a kinematic solution
for the residual analysis since the rover antenna position does not change and the mea-
surement errors should reflect this in the residuals and not in the estimated position.
Driven by uncertainty about the implementation of applying ANTEX PCV corrections in
RTKLIB, the antenna calibrations were not applied directly in the processing. Instead,
their influence was analyzed separately. Each observation file of each antenna was pro-
cessed and the generated output consisted of East, North and Up (ENU) components as
well as frequency and azimuth and elevation dependent satellite residuals on code and
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phase measurements. For the relative antenna calibration, only the phase residuals were
utilized.

To reduce noise and avoid outliers in the data, the residuals of each antenna are
stacked over generally three selected DOYs (LEIAR25.R3: 79, 81, 83; TRM55971.00: 87,
88, 90; GA530: 65, 66, 70; AV28 with rectangular bracket: 47, 48, 49; AV28 with circular
plane: 285, 286, 287; ANN-MB with rectangular bracket: 58, 61, 62) which were selected
after a visible inspection. Only the ANN-MB-00 circular plane data is stacked over two
days (DOYs 289 and 290) driven by the short observation period and evident outliers in
the observed residuals.

In the first approach, the elevation-only phase patterns are visualised based on a first
stacking, by taking the mean from all observations within 0.5 degree elevation bins. Af-
terwards, to correspond to the ANTEX standard, the stacked elevation-only phase resid-
uals were averaged to 5 degree elevation bins using a moving-average filter. The resulting
smoothed curve is shifted and start and end point (5 and 85 degrees) are substituted with
the fitted data from a 10th order polynomial that was fitted over the 0.5 degree data. The
resulting smoothed residual curve is the relative antenna calibration PCV (see also Figure
4.5).

For the second approach, the azimuth and elevation dependent calibration, the num-
ber of residuals in each bin is not very large, and there will be many bins that are empty.
To obtain meaningful azimuthal PCVs one should typically use longer observation time
spans and rotate the antenna during the experiment in order to sample all azimuth di-
rections. Since our experiment did not include rotating the antenna, and the observa-
tion period is only a few days, we don’t expect very reliable azimuth corrections. To ob-
tain azimuth dependent antenna patterns, the observed residuals were averaged over 5
degree elevation and azimuth bins and stacked over selected days. Since these measure-
ments are generally noisy, the binned residuals are looped through the elevation bins
and smoothed by fitting a 10th order polynomial to the data. To avoid evident outliers
by fitting a polynomial to the data, gaps and missing data (especially in the North direc-
tion, see also Figure 4.6) are filled by the nearest value from the current elevation bin.
The 5 degree binned data used for the PCV calibration are taken from the resulting fitted
polynomial curves.

For both approaches, to obtain absolute PCVs for each tested antenna, the estimated
relative PCVs (averaged residuals) must be added to the absolute PCV of the base station
antenna. For the absolute PCV of the base station antenna (LEIAR25.R3 LEIT) we used
the IGS type mean azimuth and elevation dependent PCVs. Equation 4.1 shows how the
rover antenna PCV is created:

ϕr
i (az,el ) =ϕb

i (az,el )+ ϕ̃br
i (az,el ) (4.1)

The superscripts b and r denote the base and rover, the subscript i the frequency, az and
el the azimuth and elevation angles. By adding the estimated relative PCV of the rover
(ϕ̃br ) to the absolute base antenna PCV (ϕb), we obtained the absolute PCVs (ϕr ) for
the tested antenna. To use the newly generated PCVs in PPP tests, a new entry for each
antenna was added to, or replaced in, the ANTEX file. Though individual calibrations are
available for our base station antenna, we use the IGS I14.ATX ANTEX file that contains
type mean calibrations for the base antenna PCV. A recent study by Araszkiewicz et al.
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Table 4.3: goGPS settings for PPP ZTD estimation

Type Parameter

Observations GPS-only
Elevation cutoff 10◦
Ocean loading FES2004
Observation weighting same weight for all observations
Code observation error threshold 30 m
Phase observation error threshold 0.05 m
Code least-squares estimation error st. dev.
threshold

40 m

Clock & orbits IGS Final
Troposphere modeling Saastamoinen (with GPT model)
Troposphere mapping function GMF
Sampling interval 30-second
Antenna calibration IGS, own, none
Kalman filter reset no (seamless)

2019 [28] investigated the height variation on the LEIAR25.R3 antenna with type mean
and individual calibrations. They conclude that both methods show similar results.

For each approach (elevation-only and azimuth-elevation), a new ANTEX file is cre-
ated with one new entry for each antenna that can be used for ZTD estimation using PPP.
In this way, the antenna names given in the RINEX files do not have to be modified by
instead supplying a respectively differently generated ANTEX file.

4.2.4. EVALUATION OF ZTD ESTIMATES FROM DUAL-FREQUENCY PPP
This subsection describes the PPP processing configuration and ZTD evaluation proce-
dure with dual-frequency GNSS measurements.

To estimate absolute ZTD values and to evaluate the newly obtained antenna PCVs,
the open source tool goGPS [29] was used. Its ZTD estimations are comparable to exist-
ing reference datasets [6], [7]. The ZTD results are computed for all available DOYs and
compared to IGS final ZTD estimations from the IGS station DLF1 [24] in approximately
10 meter distance. The closest available data point from the high rate ZTD estimations
was used to match the IGS reference (5-minutes) interval.

We used goGPS PPP with the same configuration for all runs but with different AN-
TEX file configurations for the different antennas. The goGPS configuration used for our
comparisons can be found in Table 4.3. The concept of the ZTD evaluation is summa-
rized in Figure 4.3.

For all goGPS ZTD estimations, data from GPS-only satellites were used. An elevation
cutoff angle of 10 degrees and ocean loading effects obtained from the FES2004 model
[30] were applied. The IGS antenna calibration, final orbits, 30-second satellite clocks
and earth rotation products were used [31].

The ZTD analysis consisted of up to five different cases. Two of our tested rover an-
tennas, the LEIAR25.R3 LEIT and TRM55971.00 NONE, had already calibration entries
in the IGS ANTEX file. This provided another set of PCVs for testing with PPP and serves
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Figure 4.3: PPP ZTD evaluation concept. Original dual-frequency RINEX files are utilized as file input. Several
runs with different antennas and ANTEX configurations are tested. The absolute ZTD estimations are evalu-
ated against IGS final ZTD estimations from DLF1.

as a verification of our estimations. The first case consists of the verification antennas
(LEIAR25.R3 LEIT and TRM55971.00 NONE antennas). For this, a goGPS PPP run is per-
formed using the original IGS I14.ATX ANTEX file. To investigate the impact of not using
an ANTEX file at all, another run without the ANTEX file was performed in a second
run. The third case applies only satellite PCO/PCV corrections by removing the receiver
antenna-specific entries. The last two cases evaluate the elevation-only and azimuth-
elevation corrected ANTEX entries obtained from the calibration step. One has to note
that the full observation period (up to ten days observed data) is used as RINEX input for
the ZTD estimation, while only two or three days are utilized to compute the PCVs.

If one runs PPP software, e.g. goGPS, over which one has full control, one can use
the newly generated ANTEX entries directly in the software. However, when PPP is per-
formed in a server environment, one does not have the possibility to modify the ANTEX
files. In these cases it is more convenient to correct the original RINEX phase data for the
antenna patterns. To achieve this, we corrected the original RINEX phase data for the
PCV estimations retrieved from the calibration step by the following formula:

L̃i = Li −
ϕr

i (el , az)

λi
(4.2)

Where L̃i is the corrected phase data on frequency i and Li the original RINEX phase
observation. ϕr

i (el , az) is the azimuth and elevation dependent antenna phase pattern
on frequency i . λi denotes the wavelength on each frequency.
A comparison between ANTEX-corrected and RINEX-corrected PPP ZTD comparisons
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Figure 4.4: SEID PPP methods. The original (dual-frequency) RINEX data is trimmed to L1-only observations
and the RINEX correction after eq. 4.2 is utilized. SEID is applied with the stations APEL, IJMU and DENT.
The subsequent PPP process is conducted once with the original I14.ATX file and once without the LEIAR25
and TRM55971.00 entries, hence providing satellite PCO/PCV corrections only. The resulting absolute ZTD
estimations are evaluated against final IGS ZTD estimations from DLF1.

resulted in no or negligible differences.

4.2.5. EVALUATION OF ZTD ESTIMATES FROM SINGLE-FREQUENCY PPP
This subsection illustrates the single-frequency ZTD evaluation using the Satellite-
specific Epoch-differenced Ionospheric Delay model (SEID) from a surrounding dual-
frequency network. PPP uses the ionosphere-free linear combination to eliminate the
first order effect of the ionospheric delay error. The drawback of this method is that the
errors and multipath on L1 is increased by a factor 2.546, and on L2 by a factor 1.546.
The effect is that, when the errors are not correlated, the noise of the ionosphere free
linear combination is increased by a factor 3. Also for antennas that are sensitive to
multipath, or are placed in a multipath-prone environment, this effect may cause the
performance to decrease significantly. In these cases the performance of using L1-only
measurements may outperform the dual-frequency ionosphere-free linear combination
results (see also [32]).

Instead, the SEID algorithm [33], combined with L1 data, generates a synthesized
L2 measurement by utilizing data from a network of existing dual-frequency receivers.
The synthesized signal contains in principle the same information as L1 but is adjusted
to the ionospheric delay on that frequency based on the dual-frequency measurements
from the surrounding network. This effectively reduces the noise effect. As part of the
evaluation, we apply the SEID model on L1-data using a network of three receivers. By
removing the second frequency observations from the RINEX data and correcting the L1
data for elevation and azimuth-elevation patterns, we also investigate the performance
of the SEID algorithm on L1-corrected data. Though stations in the close proximity to
DLF1 are available, the outside station network distances are chosen between 55 and
130 km to simulate a more realistic scenario to densify existing networks. The SEID eval-
uation process is depicted in Figure 4.4.
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Table 4.4: Mean and RMSE of code and phase residuals from the static solutions of the short baseline experi-
ments. The phase mean is zero for all antennas since the mean of the single-differenced residuals are used as
reference for the DD analysis in the modified RTKLIB application.

Antenna
Code RMSE [mm] Code mean error [mm] Phase RMSE [mm]

L1 L2 L1 L2 L1 L2

LEIAR25.R3 LEIT 508.36 522.46 -0.02 0.00 3.61 4.14

TRM55971.00 NONE 513.57 551.96 0.01 0.14 4.22 5.25

Trimble GA530 540.35 541.41 0.00 -0.02 3.99 5.42
Trimble AV28
(rectangular bracket)

644.51 578.63 0.08 0.11 7.70 8.93

Trimble AV28
(circular plane)

473.30 494.89 0.00 0.00 3.94 5.70

U-blox ANN-MB-00
(rectangular bracket)

632.60 599.06 -0.02 0.00 7.00 9.13

U-blox ANN-MB-00
(circular plane)

515.49 492.47 0.00 0.07 4.28 6.32

The following section describes the results of the experiment by analyzing the satel-
lite phase residuals and ZTD estimations.

4.3. RESULTS

4.3.1. RESIDUALS ANALYSIS AND PCV ESTIMATION TO OBTAIN CORRECTED

ANTEX ENTRIES

F IRST, we analyzed the residuals as a crucial step to correct for existing phase patterns
caused by the receiving antenna. The residuals are derived from the static RTKLIB

solution. The RTKLIB output contains the residuals for each satellite, epoch and fre-
quency on code and phase. Table 4.4 shows the mean residuals and their respective
RMSE.

The LEIAR25.R3 LEIT antenna demonstrated the lowest phase RMSE on both fre-
quencies. It is also evident that the L2 phase residuals are generally higher than the L1
residuals for all antennas. The Trimble AV28 and U-blox ANN-MB-00 show generally
higher phase RMSE values on both frequencies compared to the other antennas. The
phase RMSE is considerably smaller when using a circular metallic ground plane. The
antennas in Table 4.4 are ordered by approximated acquisition costs. A quality difference
with generally lower phase residuals for the upper price category antennas compared to
the less expensive ones is evident. As known from GNSS basics, the code residuals have
higher deviations than the phase measurements. The mean code error is not zero be-
cause they are less precise and the mean single-difference phase residuals are utilized as
reference in computing the double-differences. Though interesting, the code residuals
are less important for the analysis because precise applications employ phase measure-
ments. L1 and L2 mean phase residuals averaged over the elevation angle are shown in
Figure 4.5.
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Figure 4.5: Elevation based antenna pattern on the phase residuals. L1 residuals are depicted left and L2 on
the right. The continuous lines (0.5◦;) show the mean residual over 0.5 degree elevation bins, the dotted lines
(0.5◦σ) in the background its respective standard deviation and the dashed line (5◦;) the smoothed 5 degree
bins corresponding to the ANTEX format.

Figure 4.5 shows the averaged elevation-based pattern for L1 and L2 observations
with all tested antennas using a bin size of 0.5 degrees (continuous line), its standard
deviations (thin dotted line in the background) and the residuals smoothed over 5 de-
gree bins to correspond to the ANTEX format (thick dashed line). Generally apparent are
higher variations at lower elevation angles for all antennas and a higher standard devi-
ation of L2 compared to L1. A clear signal is evident for the Trimble AV28 and U-blox
ANN-MB-00 antennas using the rectangular metal bracket as base. This effect can be
seen on L1 with satellites between 30 and 50 degrees and on L2 at about 25 and 40 de-
grees. Since these results evoked further investigation, the experiment was repeated with
a circular ground plane. The identified pattern could be reduced when using a circular
ground plane. However, on L2 the observed variations above 60 degrees are noticeable
greater compared to the other antennas. Evident is that both antennas, although being
produced by a different manufacturer and having an inherently different design, demon-
strate a comparable elevation-based pattern. The reference antenna LEIAR25.R3 LEIT
demonstrated no clear elevation-based phase bias at any elevation angle since both,
base and rover antenna are of the same model and the resulting residual error in differ-
ential analysis mostly cancels out. The antennas GA530 and TRM55971.00 also demon-
strate a slightly visible mean phase pattern.
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Typically, azimuth dependent residuals are stacked over several weeks or months of
data or over several days by rotating the antenna by some degree. This was not per-
formed in this study. Instead, with the limited observation days available we stacked the
azimuth and elevation dependent residuals over the selected observation days. Since
the antenna phase residuals of AV28 and ANN-MB-00 with different mountings evokes
additional attention, figure 4.6 compares the elevation and azimuth dependent L1 and
L2 phase residuals for the reference antenna LEIAR25.R3 LEIT and the antennas Trimble
AV28, U-blox ANN-MB-00 with rectangular bracket and circular plane.

The figure demonstrates the performance of a reference antenna (LEIAR25.R3 LEIT)
compared to the two low-cost antennas Trimble AV28 and U-blox ANN-MB-00 with a
rectangular bracket and a circular plane as base. Note that the zenith angle is used in-
stead of elevation angle to correspond with the ANTEX format and more intuitive in-
terpretation of the polar plots. Generally noteworthy are the fewer satellite tracks on
L2 which is caused by not all GPS satellites yet transmitting the L2C signal. As previ-
ously illustrated in the elevation based residuals, the LEIAR25.R3 antenna (4.6 a) depicts
generally low residuals over the full horizon with only a few higher values close to the
ground. The patterns from the antennas AV28 and ANN-MB-00 are characterized by
negligible differences between them. Noticeable differences are slightly lower residuals
at low elevation in South-West (225◦) direction on L1 for the AV28 (Figure 4.6 (b) left)
compared to the ANN-MB-00 (Figure 4.6 (d) left) antenna using a rectangular bracket.
Evident are also the strong negative residuals on L1 at low elevation in North (0◦) direc-
tion and the stronger positive residuals on L2 in the same direction. The described L1
pattern at about 45 degree elevation (AV28 rectangular and ANN-MB-00 rectangular in
Figure 4.5) is also visible with the strongest signal in East and West direction. The errors
using a circular plane are generally smoother for both antennas. Regions with increased
residuals are, however, still evident. For further processing, the elevation and azimuth
dependent residuals were averaged in 5 degree bins to comply with the ANTEX standard.
To overcome possible outliers in the data and since only limited observation days were
used, we also applied a polynomial fit over the azimuth dependent signal. Based on
the base antenna’s (LEIAR25.R3 LEIT) ANTEX PCV entries, the elevation and azimuth-
elevation dependent phase residuals were used to generate absolute PCVs to append or
replace existing ANTEX entries for the tested antennas.

4.3.2. EVALUATION OF ZTD ESTIMATES FROM LOW-COST DUAL-FREQUENCY

RECEIVER AND DIFFERENT QUALITY ANTENNAS

Table 4.5 shows the ZTD bias and RMSE values, computed without supplying an AN-
TEX file (no ANTEX), applying only satellite PCO and PCV corrections (Only satellite
PCO/PCV), using the original IGS ANTEX entries (IGS ANTEX), elevation-only corrected
ANTEX entries (El. corrected) and azimuth-elevation dependent corrected ANTEX en-
tries (Az.-el. corrected). For the latter two runs, the existing ANTEX entries from the
original IGS ANTEX file were removed and replaced with the generated antenna correc-
tions from our experiment. For all evaluations, the IGS final ZTD estimations from the
IGS station DLF1 located at approximately 10 meter distance served as reference.

The PPP runs without supplying an ANTEX file yielded high RMSE of about 15 mm
for both antennas and a bias of 7.5 mm for the LEIAR25.R3 LEIT antenna. No significant



4

76
4. HIGH QUALITY ZENITH TROPOSPHERIC DELAY ESTIMATION USING A LOW-COST

DUAL-FREQUENCY RECEIVER AND RELATIVE ANTENNA CALIBRATION

(a) Satellite phase residuals on L1 (top left) and L2 (top right) for the reference antenna LEIAR25.R3 LEIT.

(b) AV28 L1 with a rectangular bracket (left) and a circular
plane (right)

(c) AV28 L2 with a rectangular bracket (left) and a circular
plane (right)

(d) ANN-MB-00 L1 with a rectangular bracket (left) and a
circular plane (right)

(e) ANN-MB-00 L2 with a rectangular bracket (left) and a
circular plane (right)

Figure 4.6: Satellite phase residuals on L1 (left) and L2 (right) for the selected antennas a) LEIAR25.R3 LEIT (top
frame), b) AV28 L1, c) AV28 L2, d) ANN-MB-00 L1 and e) ANN-MB-00 L2. The figures b, c, d and e depict on the
left the phase residuals using a rectangular metallic bracket as base and on the right with a circular metallic
plane of 10 cm diameter.
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Table 4.5: ZTD estimation based on antenna PCV corrections with no ANTEX corrections, only satellite
PCO/PCV corrections, original IGS type mean ANTEX, elevation corrected ANTEX and azimuth-elevation cor-
rected ANTEX entries on the reference antennas LEIAR25.R3 LEIT and TRM55971.00 NONE. Bias and RMSE
refer to the PPP ZTD estimations compared to the IGS ZTD reference.

Antenna [mm]
No

ANTEX
Only satellite

PCO/PCV
IGS

ANTEX
El. cor-
rected

Az.-el.
corrected

LEIAR25.R3 LEIT
Bias 7.50 5.96 1.15 1.08 1.59
RMSE 15.86 8.02 4.77 4.67 4.64

TRM55971.00 NONE
Bias -0.89 -1.30 -0.98 -1.17 -2.26
RMSE 14.20 3.83 3.58 3.59 3.85

Table 4.6: ZTD estimation based on antenna corrections with no ANTEX corrections, only satellite PCO/PCV
corrections, elevation corrected ANTEX and azimuth-elevation corrected ANTEX entries on the antennas Trim-
ble GA530, Trimble AV28 and U-blox ANN-MB-00. Bias and RMSE refer to the PPP ZTD estimations compared
to the IGS ZTD reference.

Antenna [mm]
No

ANTEX
Only satellite

PCO/PCV
El-

corrected
Az-el-

corrected

Trimble GA530
Bias 3.65 -0.93 -2.21 -3.65
RMSE 13.79 5.05 4.31 5.06

Trimble AV 28
(rectangular bracket)

Bias -19.35 -24.04 -3.91 -2.86
RMSE 23.59 24.82 6.13 5.10

Trimble AV 28
(circular plane)

Bias 12.14 9.54 2.61 2.83
RMSE 18.02 10.86 5.01 4.79

U-blox ANN-MB-00
(rectangular bracket)

Bias -14.54 -19.55 -3.34 -3.58
RMSE 20.19 20.59 6.64 5.44

U-blox ANN-MB-00
(circular plane)

Bias 6.47 5.26 -0.47 -0.52
RMSE 15.32 7.23 4.02 3.77

bias is evident for the TRM55971.00 NONE antenna. Applying only the satellite PCO
and PCV corrections, the bias of the LEIAR25.R3 antenna slightly decreased to about 6
mm and the RMSE to about 8 mm. The bias of the TRM55971.00 antenna remained at
about the same level while the RMSE decreased drastically to about 4 mm which already
agrees well with the expected standard deviation of about 4 mm from the official IGS ZTD
final product ([34], [3]). Both reference antennas performed well using the original IGS
ANTEX file resulting in no significant biases. The RMSE is in an expected range of about
4 mm. Replacing the existing ANTEX entries with the generated ANTEX entries resulted
in a similar performance to the IGS reference results with RMSE values between 3 and
5 mm. Remarkably, compared to the LEIAR25.R3 antenna, the bias of the TRM55971.00
antenna increased up to about -2.3 mm in the azimuth- elevation corrected results.

The same evaluation is done for the antennas without official ANTEX entries, yet
without the IGS receiver antenna corrections that are unavailable for this case. Table 4.6
shows the results for the ANTEX corrected PPP-based ZTD estimations with the antennas
GA530, AV28 and ANN-MB-00.
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By supplying no ANTEX file or only correcting for the satellite antenna PCO and PCV,
the results in Table 4.6 depict a generally better ZTD quality for the Trimble GA530 an-
tenna compared to the Trimble AV28 and U-blox ANN-MB-00 antennas. A consider-
able difference is evident when using a circular ground plane and a rectangular bracket
for the latter two. While the bias and RMSE of the data with rectangular brackets re-
mained at a constant high level (>20 mm), employing a circular plane reduced the errors
down to about 7 and 10 mm RMSE. Remarkably, applying the elevation-only or azimuth-
elevation dependent ANTEX entries for these antennas resulted in a significant improve-
ment for both antennas and mounting types. The offsets are lowered to between -0.47
and -3.91 mm and the ZTD RMSE are between 3.77 and 6.64 mm. Whilst the RMSE of
the Trimble GA530 remained at the same level of about 5 mm, the bias increased slightly
compared to the satellite-only PCO and PCV corrections.

4.3.3. ZTD EVALUATION USING SINGLE-FREQUENCY PPP WITH SEID MOD-
ELLING

Table 4.7 shows ZTD results using L1 data combined with SEID modelling of L2. The
Table shows results for using the original RINEX L1 data, elevation-corrected L1 data and
azimuth-elevation corrected L1 data as input. The IGS ANTEX file is used to provide the
satellite PCO/PCVs. In case of the original RINEX L1 data, the receiver PCO/PCV is used
as well in case there is an entry in the IGS ANTEX file. In case of the elevation and/or
azimuth corrected data the RINEX L1 data is modified for the L1 PCV (no receiver entries
from ANTEX are used).

Applying SEID and using the original RINEX L1 data and IGS ANTEX file, the over-
all performance of the geodetic quality antennas (LEIAR25.R3 LEIT and TRM55971.00
NONE) remained at a high level. It is also evident that noise and bias were significantly
decreased for the antennas Trimble AV28 and U-blox ANN-MB-00 for both mounting
types compared to the satellite-only PCO and PCV corrected results from Table 4.6. The
bias was almost zero for the U-blox ANN-MB-00 (circular plane) and -6 mm for the rect-
angular bracket dataset. The AV28 data were slightly more biased with values of about
3 mm for the circular plane data and -5 mm using the rectangular bracket. The RMSE
values were between about 4 mm and 7.5 mm. Notably, the ANN-MB-00 (circular plane)
dataset is already comparable to the reference results from Table 4.6. Applying eleva-
tion and azimuth-elevation dependent corrections to the RINEX L1 observations further
improved the results with biases between almost zero and 4 mm and RMSE values of
about 4 to 6 mm ZTD. The performance of the higher grade antennas (LEIAR25.R3 LEIT,
TRM55971.00 NONE and Trimble GA530) remained at a stable level which is similar to
the results from Table 4.6.

The results from all conducted evaluations are summarized in the boxplots are shown
in Figure 4.7.

The boxplots in Figure 4.7 show the differences between the IGS ZTD reference data
and the obtained goGPS PPP ZTD estimations. The boxplots on the left depict the re-
sults using the original L1+L2 RINEX data with the original IGS ANTEX, without sup-
plying ANTEX corrections and using only satellite PCO and PCV. One should note that
these graphs in the left box illustrate the ZTD results with the original recorded dual-
frequency data and different IGS ANTEX constellations. It is evident that supplying the
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Table 4.7: ZTD PPP results using original L1 data, elevation-corrected L1 data and azimuth-elevation corrected
L1 data together with the original IGS ANTEX type mean entries using SEID. For the reference target antennas
only satellite PCO/PCV ANTEX corrections were utilized. For the SEID processing, the DPGA stations APEL
(Apeldoorn, Netherlands) and IJMU (IJmuiden, Netherlands) as well as the EUREF station DEUT (Dentergem,
Belgium) were used. The stations are located approximately 110, 55 and 130 km from the experimental setup.

Antenna [mm]
Original L1 and

IGS ANTEX
El-corrected L1
and IGS ANTEX

Az-el-corrected L1
and IGS ANTEX

LEIAR25.R3 LEIT
Bias 2.20 2.22 2.67
RMSE 5.14 5.10 5.31

TRM55971.00 NONE
Bias 1.72 1.69 1.69
RMSE 4.68 4.66 4.66

Trimble GA530
Bias 1.41 1.55 0.94
RMSE 4.08 4.13 3.91

Trimble AV 28
(rectangular bracket)

Bias -5.08 2.26 0.75
RMSE 7.58 5.96 5.42

Trimble AV 28
(circular plane)

Bias 3.38 3.85 2.89
RMSE 5.27 5.56 4.90

U-blox ANN-MB-00
(rectangular bracket)

Bias -6.02 -0.36 -1.84
RMSE 7.34 4.16 4.44

U-blox ANN-MB-00
(circular plane)

Bias -0.40 0.22 -0.78
RMSE 4.23 4.19 4.28

Figure 4.7: Boxplots of goGPS PPP ZTD estimations against IGS reference data from DLF1. The figure on the
left depicts the combinations with the original dual-frequency RINEX data using the original IGS ANTEX file,
supplying no ANTEX file at all, or only satellite PCO/PCV corrections. The boxplots on the right illustrate the
references (original ANTEX, only satellite PCO/PCV), the results with original RINEX L1+L2 and modified AN-
TEX entries (elevation modified ANTEX, azimuth-elevation modified ANTEX) and SEID results with original,
elevation corrected and azimuth-elevation corrected L1 data.
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original IGS ANTEX corrections resulted in the smallest errors, but these are not avail-
able for the low cost antennas. It also shows that applying no ANTEX corrections to the
data yield high standard deviations and offsets in the ZTD estimations. Supplying only
satellite PCO/PCV corrections provide reasonable results for the antennas TRM55971.00
NONE and GA530. The antennas LEIAR25.R3 LEIT, AV28 (circular) and ANN-MB-00 (cir-
cular) are at a comparable level. Although the standard deviation decreased for the data
from the ANN-MB-00 and AV28 antennas, a significant bias was still present for the rect-
angular ground plate datasets.

The boxplots on the right in Figure 4.7 depict the reference data (original ANTEX and
satellite PCO/PCV) and summarize the results for the corrected datasets (the first four
groups) and applied SEID experiments (the rightmost three groups). One can note that
the corrected data illustrate values in the range between -30 and 20 mm compared to -70
and 45 mm when not using the IGS ANTEX file. The presented results demonstrate a sim-
ilar performance of all antennas with their most significant differences being the biases.
Notably, the biases of the rectangular and circular mounting types are of opposite sign
using only satellite PCO/PCV corrections. After correction, the biases are significantly
reduced for the LEIAR25.R3 LEIT antenna as well as for the low-cost antennas AV28 and
ANN-MB-00 using both, rectangular bracket and circular plane. It also shows that results
for the single frequency SEID experiments are comparable to the dual frequency results.

4.4. DISCUSSION

4.4.1. RESIDUAL ANALYSIS

T HE presented residual analysis provides elevation- and azimuth-elevation phase pat-
terns on both frequencies for each rover antenna. The analysis proves that antenna

dependent residual phase patterns are present, and certain anomalies, e.g. multipath
signals presumably caused by the rectangular plate (AV28 and ANN-MB-00), can be ex-
posed. The phase patterns can be modelled to provide corrections and/or a relative an-
tenna calibration for our further investigations. The relative calibrations can be turned
into absolute antenna calibrations in the international ANTEX format by averaging over
5 degree elevation and azimuth bins, and adding the relative calibration to the abso-
lute calibration of the reference antenna. An important point of discussion is whether
the full azimuth-elevation pattern should be used, or the elevation only pattern. The
elevation only pattern is more robust and less sensitive to possible outliers than the
azimuth-elevation pattern, it is also computationally less expensive to compute. Three
days of data is enough to compute the elevation only pattern. To compute the azimuth-
elevation pattern we advise to use more days, and/or rotate the antenna, to fill the gaps
in the azimuth patterns. Additional satellite tracks over the horizon can also be ob-
tained by utilizing multiple satellite constellations sharing the same center frequency
(e.g. Galileo E1 and GPS L1). However, it introduces additional unknowns (i.e. estima-
tion of an additional clock term) and, in the latitude of the executed experiment, still
leaves the gap in the North. Consequently, a carefully conducted rotation of the antenna
and accounting for it during the processing can be used to fill gaps in the azimuth pattern
and at the same time average potential multipath effects. The result we obtained for the
elevation only patterns were comparable to our limited azimuth-elevation patters, thus,
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for three days calibration time, we recommend to use the elevation only patterns. The
procedure for azimuth-elevation patterns needs some further investigation.

4.4.2. ABSOLUTE ZTD ESTIMATIONS

In order to evaluate the performance of our antenna calibrations on the absolute ZTD
estimation several PPP computations were performed. The rover antennas were divided
in two groups. The first group is formed by the LEIAR25.R3 LEIT and TRM55971.00
NONE from which we know the antenna patterns from existing type mean IGS ANTEX
entries, and which provide an excellent reference for our own calibrations, as well as
scenarios in which no or satellite-only antenna calibrations would be available. The re-
sults are summarized in Table 4.5 and Figure 4.7. Using no ANTEX file at all, the ZTD
RMSE compared to the IGS reference is about 15 mm for both antennas in contrast to
about 4 mm with applying the IGS PCO and PCV corrections. Supplying only satellite
antenna corrections decreases the ZTD RMSE to 8 mm (LEIAR25.R3 LEIT) and to about
4 mm (TRM55971.00 NONE). It also shows that the LEIAR25.R3 LEIT antenna, caused
by the antenna design and radome, has a phase pattern that deviates significantly from
a sphere, resulting in a bias of about 6 mm when applying only satellite antenna cor-
rections (and ignoring the receiver corrections). This makes it particularly important to
correct for this error with this antenna type. The TRM55971.00 NONE antenna pattern
suggests to have only little impact on the ZTD estimation with almost identical results
comparing the original IGS ANTEX data results. It suggests that the PCV of this antenna
has a spherical pattern. Applying the antenna PCV corrections from the conducted short
baseline analysis demonstrated comparable results for the elevation-based ANTEX cor-
rection and slightly less precise results for the azimuth-elevation corrections. Especially
the bias increased which suggests that more outliers are present in the azimuth analysis
which is presumably caused by the lack of observing days to perform an azimuthal cor-
rection with the utilized calibration method. Except for the minor bias, the ZTD RMSE
with self-calibrated antenna pattern entries are comparable to the results using the IGS
ANTEX calibrations, and comparable to the IGS reference ZTD estimations.

The second group of antennas consisted of the GA530, AV28 and ANN-MB-00. Since
no official antenna calibrations are available for these antennas, the performance could
not be evaluated directly against official calibrations. However, the IGS supplies official
ZTD estimations from DLF1 to which the results can be compared. Since the PPP pro-
cessing scheme is not changed except for the supplied ANTEX files, the results demon-
strate the antenna phase variation impact on the tropospheric delay. They are shown in
Table 4.6 and Figure 4.7. The results of the GA530 antenna are comparable to the perfor-
mance of the LEIAR25.R3 and TRM55971.00 antennas. Supplying no ANTEX file at all,
high ZTD biases in the order of -20 mm and -15 mm for the AV28 and ANN-MB-00 an-
tennas are evident with the rectangular bracket. Using a circular plane reduced them to
about 12 mm and 6.5 mm, respectively, while maintaining similar RMSE. When applying
satellite PCO and PCV corrections, the boxplots in Figure 4.7 (Satellite PCO/PCV column)
demonstrate that the standard deviation decreased notably. The presented offsets and
consequently RMSE values limit the application of the data for meteorological purposes.
After applying the elevation-only antenna corrections to the data, the bias and RMSE de-
creased significantly for the antennas AV28 and ANN-MB-00. Remarkably, the applied
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corrections did not only increase the performance of the antennas with a circular plane,
but also significantly decreased the error from using the rectangular bracket as base. Ap-
plying the azimuth-elevation dependent corrections to the data slightly increased the
performance of the low-cost antennas. The bias increased slightly for the GA530 an-
tenna and is presumably caused by the short observation time and outliers present in
the residuals. The results are encouraging and demonstrate that the applied corrections
for low-cost antennas make the data more attractive for tropospheric analysis. Partic-
ularly, the performance of the patch antenna ANN-MB-00 with a circular ground plane
after correcting the phase pattern yields comparable results (0.47 mm bias and 4.02 mm
RMSE) to those from geodetic quality antennas. To confirm these findings, longer ob-
servation times are recommended. The utilized IGS I14.ATX ANTEX file consisting of
the elevation-only calibrations (without PCO estimations) for the antennas LEIAR25.R3
LEIT, TRM55971.00 NONE, Trimble GA530 and Trimble AV28 and U-blox ANN-MB-00
using a circular plane is attached as supplementary material.

4.4.3. DUAL- VERSUS SINGLE-FREQUENCY

The ionosphere-free linear combination, which is applied to dual-frequency data in PPP
to eliminate the ionospheric delay, almost triples the noise in the data. Considering that
noise in the data, including the noise in the antenna calibrations, is the major contrib-
utor to the bias and RMSE in the ZTD estimation, it can be useful to use L1 data only.
Also, although this could change in the future, single frequency receivers are more read-
ily available than cheap dual-frequency receivers. By applying the SEID algorithm to
L1-only observations, an artificial second frequency is generated from the L1 data using
the interpolated ionospheric delay from a network of dual-frequency reference receivers.
We apply this method to investigate if L1-only measurements may be favorable for ZTD
estimations. The results are shown in Table 4.7. Using the original L1-only data and IGS
ANTEX file, the SEID results indicate a similar performance for the high-quality anten-
nas LEIAR25.R3, TRM55971.00 and GA530 compared to the L1+L2 processing using the
original IGS ANTEX file (Tables 4.5 and 4.6). Compared to results obtained using only
satellite PCO/PCV corrections, the performance of the AV28 and ANN-MB-00 antennas
increased significantly after applying SEID on the original data. The lowest bias (-0.40
mm) and RMSE (4.23 mm) is observed with the ANN-MB-00 using a circular plane as
base. The results with rectangular brackets demonstrate a ZTD RMSE of about 7 mm
and a bias of -5 to -6 mm. Especially the bias of the datasets with rectangular brackets
could be reduced to -0.36 mm (ANN-MB-00) and 2.26 mm (AV28) after applying eleva-
tion corrections to the L1 data. Applying the azimuth-elevation dependent corrections
to the L1 input data resulted in minor improvements for the AV28 data and slight degra-
dation of the ANN-MB-00 data.

These results suggests that the original L1+L2 data is considerably affected by noise
amplified by the ionosphere-free linear combination. Provided that a network of high
quality surrounding stations exists, the approach demonstrates the strong advantage of
the SEID algorithm to generate L2, which drastically reduces the noise on the target re-
ceiver data. There is, however, a trade-off between smoothing the true signal and the
underlying noise. Utilizing this method almost eliminates the ZTD bias that was present
in the data and the RMSE decreased to a level that is comparable to high-quality mea-
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surements which makes it attractive for meteorological applications such as water vapor
estimation.

4.5. CONCLUSION

I N this paper we investigated the PPP ZTD performance of a recently introduced low-
cost dual-frequency receiver (U-blox ZED F9P) in combination with different anten-

nas, ranging from geodetic to mass-market devices, with and without applying relative
antenna calibrations. The conducted experiments demonstrated that the U-blox ZED-
F9P dual-frequency receiver is very well capable to produce high-quality results, with the
limiting factor being the quality of the receiving antenna. However, our results show that,
using a simple-to-apply method to correct for the PCV of cost-efficient receiver anten-
nas, high quality results are achievable even for low-cost antenna. This is demonstrated
by a field experiment, resulting in ZTD estimations of similar quality as with high-grade
antennas.

The phase residuals with different antenna types were analyzed over a short base-
line. The aim was to do a relative antenna calibration. The absolute antenna calibration
pattern can then be computed from the absolute antenna calibration of the reference
antenna and the relative calibration result from the short baseline experiment. For two
of the tested antennas, the AV28 and ANN-MB-00 antennas, when used with a rectangu-
lar bracket as mounting point, very prominent elevation-based patterns were found (see
Figure 4.5). These cases result in the highest RMSE phase residuals when compared to
other antennas. Figure 4.6 indicates azimuth dependent patterns with strongly fluctuat-
ing amplitudes. The rectangular bracket presumably caused high residuals for L2 close
to the horizon, but also in East and West direction for L1. Smaller residuals were obtained
after repeating the experiment with a circular ground plane. These results showed that
our approach is working, regardless of the size of the residual patterns. This suggests that
our approach is feasible for even more challenging, multipath-prone environments. Ad-
ditional uncertainty may be introduced by the smoothing technique we used to obtain
PCVs in the 5-degree bin size required by the ANTEX standard. A lower binning size may
further improve the results. Considering that only three days of data were used for the
calibration, and that the antenna was not rotated, many of the azimuth-elevation bins
were without data or had only few observations. For this reason the elevation-only based
calibration is preferred over the azimuth-elevation based calibration.

The impact of the different antenna PCV corrections on PPP ZTD estimations has
been analyzed for the tested antennas. Our results confirm that antenna pattern cor-
rections are essential for PPP ZTD estimations. Applying satellite PCO/PCV corrections
significantly decreases the standard deviation in the ZTD error compared to using no
ANTEX corrections at all. Without applying receiver antenna corrections, the ANN-MB-
00 and Trimble AV28 antennas with a rectangular bracket, resulted in a ZTD bias be-
tween -20 and -24 mm and similar standard deviations. With a circular plane the ef-
fect could be partially mitigated, but biases in the order of about 9.5 mm and 5.3 mm
remained. The results suggest that a phase pattern is present for the low-cost anten-
nas which we address by applying a relative antenna calibration. Applying elevation or
azimuth-elevation dependent corrections to the data reduced the ZTD bias significantly
and lowered the standard deviation. For example, when using the azimuth-elevation
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dependent corrections on the ANN-MD-00 antenna, the bias in the ZTD was reduced to
-0.52 mm and an RMSE to only 3.77 mm. Results for other low-cost antenna, and using
elevation only patters, were similar. This shows that the ZTD estimations achieve an er-
ror level that is comparable to high-grade antennas. Though the biases for ANN-MB-00
(rectangular bracket), AV28 (circular plane) and AV28 (rectangular bracket) could not be
completely removed, they were reduced significantly to a level that makes the observa-
tions useful for tropospheric analysis.

The ionosphere-free linear combination used by the PPP solutions is very noisy. The
noise in the L1 and L2 data, including the errors in the relative calibration, is basically
tripled. For this reason we also looked at only using the L1 data in combination with the
SEID algorithm to generate L2 data from an existing network of geodetic-grade receivers.
In case no PCV correction is done for the receiving antenna, the bias and standard de-
viation in ZTD for the GA530, AV28 and ANN-MB-00 antennas, were smaller using L1
with SEID generated L2 data, than for the original dual frequency data. This is a clear in-
dication that the ionosphere-free linear combination on the original L1+L2 data is con-
siderably amplifying the noise present in the datasets. Using SEID in combination with
the elevation or azimuth-elevation based L1 corrected data removed the biases almost
entirely. The results are of comparable quality to ZTD estimations derived from the dual-
frequency results.

This experiment uses exclusively GPS observations. As many of the low-cost re-
ceivers can track multiple GNSS systems, expanding the antenna calibrations to include
multi-GNSS may further increase the application of the presented approach. An other
interesting experiment would be to perform an absolute antenna calibration by a spe-
cialized company on low-cost antennas and compare their calibrations to our results.
Further work is needed to investigate, if the observed pattern is reproduced (or differs)
from other antennas of the same model, so that the observed elevation-based phase
pattern of an antenna can be applied to other antennas of the same model. This will be
subject of future experiments.
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5
A FIELD CALIBRATION SOLUTION

TO ACHIEVE HIGH-GRADE LEVEL

PERFORMANCE FOR LOW-COST

DUAL-FREQUENCY RECEIVER AND

ANTENNAS

The use of calibrated GNSS receiver antennas is crucial to achieving high precision results. These
calibrations are generally not available for low-cost antennas. Here we present a simple-to-apply
antenna calibration method especially targeted for the use-case of low-cost antennas. It is made
available as an online web service (gnss-antcal.citg.tudelft.nl). Users can calibrate rover antennas
directly in the field over a short baseline, provided that a base antenna with a known antenna cal-
ibration is used. Performance of the calibration method is demonstrated for a range of antennas of
different quality and price in combination with a low-cost dual-frequency receiver. Carrier phase
residuals of the low-cost antennas are reduced between 11.4% - 34% on L1 and 19.5% - 38.7% on
L2, depending on the antenna type and ground plane used. The best performances, but the small-
est improvements, are achieved when circular ground planes are used. For the cheapest antenna,
when using a circular ground plane, the L1 residual is reduced from 3.85 mm before to 3.41 mm
after calibration, and for L2 from 5.34 mm to 4.3 mm. The calibration reduced the Median Absolute
Deviations (MADs) of the low-cost antennas in the vertical direction using Post Processed Kinematic
(PPK) by 20.4% - 23.9%. For the cheapest antenna, the MAD was reduced from 5.6 to 3.8 mm, com-
parable to a geodetic-grade antenna (3.5 mm MAD). The calibration also had a positive impact on
Precise Point Positioning (PPP) results, delivering more precise results and reducing height biases.

This chapter is submitted as: Krietemeyer, A.; van der Marel, H.; van de Giesen, N.; ten Veldhuis, M.-C. A
field calibration solution to achieve high-grade level performance for low-cost dual-frequency receiver and
antennas. GPS Solutions (2021)
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5.1. INTRODUCTION

T HE antenna is a crucial part of the Global Navigation Satellite System (GNSS) ground
receiver setup. It is responsible for receiving the signals transmitted by GNSS satel-

lites, transforming the electromagnetic energy into electric currents, and forwarding it to
the GNSS receiver. In the case of phase observations, the estimated satellite range refers
to an imaginary mean Antenna Phase Center (APC, Figure 5.1). To relate this phase cen-
ter to a physical reference point on the antenna, the Antenna Reference Point (ARP) is
used. It is typically defined as the intersection of the vertical symmetry axis with the
bottom of the antenna ([1]). Figure 5.1 illustrates the antenna definitions. The offset
between the ARP and the mean APC is called Phase Center Offset (PCO). In an ideal sce-
nario, the phase pattern of an antenna is constant which introduces the same phase de-
lay or advance in all directions. In reality, this phase pattern is irregular and depends on
the antenna characteristics, environment and frequency ([2]). By fitting a sphere to the
lines of constant phase, a phase center can be defined. The variations from this sphere
to the line of constant phases are called Phase Center Variations (PCVs). Their magni-
tude typically ranges from several mm to a few cm ([3]) and are defined as a function
of frequency and elevation- and azimuth angles. Apart from the antenna characteristics
and environmental factors (multipath), also the cutoff angle and processing strategy in-
fluence the PCO and PCVs ([4]). It is common practice to define a phase center for each
frequency, however it is also possible to use the same PCO for L1 and L2 by matching the
PCV on the respective frequency accordingly.

Figure 5.1: Schematic illustration of Antenna Reference Point (ARP), Antenna Phase Center (APC), lines of
constant phase (solid lines) and best fitting spheres (dashed lines) on L1 (blue) and L2 (red). The Phase Center
Variations (PCVs) are shown as functions of the elevation f(el) on the respective frequency.

To specify antenna characteristics, individual antennas need to be calibrated. One
distinguishes between relative calibrations obtained from a base-rover setup and abso-
lute calibrations obtained in the field with a robotic arm ([5], [6], [7]) or in an anechoic
chamber ([8]) using artificial GNSS signals. By combining multiple individual calibra-
tions of the same antenna model, type-mean calibrations can be generated. These cali-
brations are publicly available for an increasing number of geodetic antennas, e.g., by the
International GNSS Service (IGS; [9]). With the advent of low-cost receiver and antenna
setups for positioning or tropospheric delay analysis, there is a need for calibration of
low-cost antennas. A recent study by Darugna et al. [10] found high PCVs of up to 2 cm on
L1 and 4 cm on L5 after performing an absolute antenna calibration with a robotic arm
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using a Huawei Mate20X dual-frequency smartphone. Hamza et al. [11] designed a 3D
displacement detection test with a u-Blox ZED F9P receiver with ANN-MB-00 low-cost
antennas and found minimum detectable displacements of 10 mm upwards. Calibrating
low-cost antennas is essential to improve their performance, yet individual calibrations,
e.g., by a robot, are costly and contradict the idea of low-cost solutions.

A low-cost solution is needed to fully exploit the potential of high-precision posi-
tioning applications using low-cost receiver and antenna setups for users of different
disciplines (surveying, mapping of rivers, ground control points or atmosphere moni-
toring). This study uses a low-cost dual-frequency receiver (u-Blox ZED F9P) together
with antennas of ranging quality and price (from 50 to 1000+ Euros). A relative antenna
calibration ([4]) is performed. The assumption is that if two antennas with the same
antenna phase pattern are used, these effects cancel over a short baseline. The differ-
ences are reflected in the estimated residuals by using different antennas for the base
and rover. The obtained relative calibrations are converted to absolute ones by using
a base station antenna with known antenna calibration. Performance of in-field cali-
brated low-cost receiver and antenna setups is demonstrated using static Precise Point
Positioning (PPP) and Post Processed Kinematic (PPK) processing. The presented so-
lution can be particularly interesting for areas where high-precision positioning is not
available or application remains limited due to high costs. The implemented antenna
calibration tool is made available online under gnss-antcal.citg.tudelft.nl. It allows users
to calibrate their own antenna in the field, provided that a base antenna with known
calibration is utilized.

In the next section, we describe the calibration procedure and performance. Then,
we present the online tool, followed by a discussion of the obtained positioning results.
Finally, we draw the conclusion and propose directions for future work.

5.2. CALIBRATION

T HE main objective of this work is to develop a field calibration method for rover
antennas. This section describes the experimental setup, the applied calibration

method and analyzes the residual performance before and after calibration.
A series of short baseline experiments, consisting of a U-blox ZED-F9P receiver

connected to different quality and type antennas (rover) together with the IGS station
DLF1 (base), was conducted at the rooftop of the Netherlands Metrology Institute (NMi)
in Delft. The rover antennas are installed consecutively on the mount point DOMES
13502M003 (GPS Mark 15) in about 10 m horizontal and 1.5 m vertical distance from
the base station antenna. The installation situation is characterized by an almost un-
obstructed view over the full horizon and can be regarded as relatively clean regarding
multipath and near-field effects. With a baseline length of approximately 10 meters, de-
lays caused by the troposphere and ionosphere can be regarded as equal for base and
rover. These effects can be considered canceled in the differential processing.

The base station consists of a Trimble NetR9 receiver connected to a Leica AR25.R3
(LEIAR) antenna with LEIT radome. The investigated rover antennas are the low-
price antenna U-blox ANN-MB-00 (ANN-MB), the medium-priced antennas Trimble
AV28 (AV28) and Trimble GA530 (GA530) and the geodetic quality antennas Trimble
TRM55971.00 NONE, also known as Zephyr 2 Geodetic (TRM5) and Leica AR25.R3 LEIT

https:\\gnss-antcal.citg.tudelft.nl
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(same model as base station antenna). The antennas cover a price range from low
(<$100) to high cost (>$1000). All rover antennas are connected to a U-blox ZED-F9P
receiver. Because of the ANN-MB antenna designs (antenna without screw mount) and
Trimble AV28 (screw-in hole mount), antenna mounting adaptors were constructed.
One is a metallic, rectangular bracket, and the second one is a plastic bracket with a
metallic circular disk of 10 cm diameter on top. Consequently, two datasets exist for
these two antennas. Official IGS ANTEX type mean antenna calibrations exist for the
highest quality rover antennas (LEIAR and TRM5).

The rover and base are operated with a 1 Hz logging interval. Base station data is
obtained from the Dutch Permanent GNSS Array (DPGA) in 15-minute high-rate RINEX
files and converted to daily 1 Hz data. Rover data is logged on a local SD card and con-
verted to daily RINEX files for post-processing. Since not all antennas use the same an-
tenna adaptor, the heights from the GPS mark to the antenna ARPs are measured manu-
ally. With exception of the circular adaptor which is off by 10 mm North and 8 mm East,
only height offsets are introduced by the antenna adaptor. Though measured with care,
the manual measurements have a precision error of about 1 mm.

The site-dependent factors (multipath) are unique for each installation and will in-
fluence the estimated parameters. They cannot be covered fully in absolute antenna
calibrations except if the calibration is performed in the same spot as the experimental
location. Apart from the residuals, only the positioning components and clock parame-
ters are estimated. The residuals are therefore not sensitive to changes in position and
clock drift.

The data processing is primarily realized using the open source tool RTKLIB ([12]).
The applied processing options can be found in Table A1 in the supplementary file.
To obtain Single Difference (SD) residuals, which are required to analyze the PCVs, the
source code is modified to subtract the average of the Double Difference (DD) residu-
als from the DD residuals (see Github issue: [13]). We use GPS L1 and L2 observations
exclusively to keep it simple and because most existing antenna calibrations to date are
available for these frequencies. The ambiguity fixed residuals over three full observation
days for all antennas, except ANN-MB with a circular adaptor which uses only two, are
selected and stacked over 0.1◦ bins. The days were manually selected based on a visual
inspection of the ambiguity fixed phase residuals. To investigate the effect of different
averaging widths, the mean of the stacked residuals is applied to obtain elevation-only
averages in the resolutions 0.1◦, 1◦ and 5◦. Beginning and end of the observations are
filled with values from a 10th degree polynomial fitted to the 0.1◦ data. The order of
the polynomial was chosen after tests with lower order polynomials. The elevation-only
approach is preferred over an azimuth- and elevation dependent approach since the ob-
servation period is short and no antenna rotation was performed to cover all parts of
the antenna. A previously conducted test with both methods also revealed a slight per-
formance decrease in the ZTD estimation ([14]) using the latter. A figure illustrating the
elevation-only phase residuals can be found in the supplementary material.

To apply the antenna corrections, the averaged relative residuals could be added di-
rectly to the rover observations. However, this would limit the application to the an-
alyzed baseline and could not be applied to other locations. By adding the known base
station antenna (LEIAR25.R3 LEIT) PCVs, the relative residuals are converted to absolute
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Figure 5.2: Ambiguity fixed phase residuals on L1 (left) and L2 (right) before and after the calibration using
0.1◦, 1◦ and 5◦ binning widths

ones. We use the IGS type mean ANTEX entry file (I14.ATX) for this purpose. A new AN-
TEX entry for each investigated antenna is generated. Since three different resolutions
are investigated, a new ANTEX file is created for each of them. To further generalize the
presented method and since not all processing engines allow to supply own ANTEX files
to their processing chain, the base and rover RINEX files are manipulated according to
the PCVs of their respective antennas. We adjust the phase data using the following for-
mula:

L̃i = Li −
ϕr

i (el , az)

λi
(5.1)

with L̃i being the corrected phase data on frequency i and Li the original RINEX
phase observation. The azimuth and elevation-dependent ANTEX PCV correction
ϕr

i (el , az) is scaled by the wavelength λi .
To investigate the performance of the antennas after applying the corrections to the

base and rover RINEX files, another PPK run over the same short baseline is performed.
As metric for the comparison, we use a robust estimator of the standard deviation, the
Median Absolute Deviation (MAD):

M AD = 1.4826 ·medi an(|xi − x̃|) (5.2)

The variables xi and x̃ depict the observations and the median of the data. The scale
factor of 1.4826 is constant and is multiplied by the median of the absolute deviations.
The scale relates to the underlying assumption of normal distributed data. Compared
to the standard deviation, the MAD is more resistant to outliers and, therefore, our pre-
ferred measure in this study. The MADs of the ambiguity fixed phase residuals before
and after calibration is illustrated in Figure 5.2.

The MAD of the ambiguity fixed phase residuals are generally lower for the more ex-
pensive antennas and higher for the lower cost antennas. The highest quality antenna
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(LEIAR) results in the lowest phase residuals (MAD of 2.52 mm on L1 and 2.82 mm on
L2) which also remain unchanged after correcting the input data. Compared to LEIAR,
which was also used by the base, the TRM5 and GA530 have before correction a MAD on
L1 that is 29% and 23% higher, and 36% higher on L2. After correction, the MAD on L1

is of the same level and just slightly above on L2. For the lower cost antennas AV28 and
ANN-MB with a circular ground plane, the MAD on L1 before correction is respectively
29% and 53% above the reference antenna, and on L2 respectively 63% and 89%. After
adjusting the phase data, these numbers are reduced to a difference of 12% and 35% on
L1 and 16% and 52% on L2. The results with a rectangular adaptor demonstrate the high-
est deviations but also the highest improvements (from about 150% down to 60-100%).
Though considerably improved, the performance is clearly below its counterparts uti-
lizing a circular ground plane. Interestingly, the different resolutions of the applied PCV
corrections only marginally affect the outcome. Compared to the results without calibra-
tions and depending on the antenna type and ground plane, the residuals of the low-cost
antennas were reduced by 11.4% - 34% on L1 and 19.5% - 38.7% on L2.

The results suggest that, even after correction, noise is still present in the data, due
to effects not captured by the elevation-only based calibration. To further examine the
effectiveness of the elevation-only averaging, we calculate the semivariance γ̂ (see e.g.
[15]) for each antenna before and after calibration over the full elevation and azimuth
horizon to determine if only white noise is left in the residuals:

γ̂(d) = 1

2N (d)

∑
||ui−u j ||

(z(ui )− z(u j )2 (5.3)

where N (d) is the number of data pairs belonging to the data bin d and z are the
paired observations at spatial locations u separated by the euclidean distance ||ui −u j ||.
We conduct the grouping by separating the data points into bins of distinct distances
using the 1◦ resolution averages. Figure 5.3 2D variogram maps of the antennas TRM5
and AV28 with circular and rectangular adaptor using L1 observations before and after
applying the corrections. Each pixel shows the averaged semivariance over 4◦ and covers
the spatial variance over up to 30◦ azimuth and 30◦ elevation difference.

All antennas have in common that the semivariance generally decreases after remov-
ing the elevation pattern. However, the residuals are still correlated (low semivariance)
over short distances, independent of removing the antenna pattern. This is an indica-
tion that remaining errors are not just white noise. After removal of the elevation pattern
(calibration), the semi-variance for the TRM5 antenna is the smallest, with reduced cor-
relation in both elevation and azimuth direction, especially in elevation. This is followed
by the AV28 antenna with circular ground plane. For the AV28 antenna, with a rectangu-
lar adaptor, azimuth- and elevation specific artifacts remain that could only partially be
covered by the calibration. The semivariogram maps of all antennas can be found in the
electronic supplementary file.

5.3. ONLINE WEB SERVICE

T HE presented calibration method is implemented as an online web tool (gnss-
antcal.citg.tudelft.nl). An antenna calibration can therefore be directly performed

https:\\gnss-antcal.citg.tudelft.nl
https:\\gnss-antcal.citg.tudelft.nl
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Figure 5.3: 2D variogram maps of the residuals for the antennas TRM5 (left), AV 28 circular ground plane
(middle) and AV28 rectangular adaptor (right), before (top) and after (bottom) removing the elevation pattern

by the user in the field.
To calibrate a rover antenna with the online calibration tool, a simple base-rover

setup is required. The base station antenna must be an already calibrated antenna with
available calibration patterns in the current type mean IGS ANTEX file or in an external
ANTEX file. For the best results, both antennas are placed over a very short baseline and
the rover antenna is installed at the location as it is intended to stay after the calibration.
In any way, both antennas should be installed in a preferably multipath-free environ-
ment with no or only small height differences between them. The tool in its current state
only accepts RINEX3 files that cover a maximum of one full day. The user is advised to
format the input data accordingly to avoid rejection of the input data by the software. On
the website, an explanation page highlighting the requirements is provided. The basic
specifications and features of the tool are illustrated in Figure 5.4.

The user can provide the base antenna name separately or specify it in the RINEX
header. If no custom ANTEX file is supplied, the currently available IGS ANTEX I14.ATX is
used. The name of the base antenna must be in the ANTEX file. The user is also required
to supply the rover RINEX header with an antenna name. The recommended maximum
sampling frequency should not exceed 1Hz. The user is encouraged to upload GPS-only
observations with L1 and L2 observations as these are the only frequencies that are cur-
rently supported by the tool. However, also multi-GNSS observations can be uploaded
but will not be utilized by the current processing scheme. The program will output the
computed baseline between base and rover antenna in local coordinates (North, East,
and Up) as well as an ANTEX entry containing the PCVs. To be consistent with the AN-
TEX notation, an averaging of 5◦ is chosen. If the height difference between the ARP of
the base antenna and the ARP of the rover antenna is provided by the user (mm level),
the estimated median height offset will be reported as PCO in the ANTEX entry on both
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Figure 5.4: Overview of the web-tool requirements and functions

supported frequencies.

5.4. POSITIONING ANALYSIS

T O evaluate the performance of the calibration method, this section analyzes the po-
sitioning results from the investigated antennas using static PPP and kinematic PPK,

with and without applying the antenna calibrations. The main focus is set to the height
estimation. Results for the horizontal components can be found in the supplementary
document. As mentioned before, only GPS L1 and L2 observations are used. The high-
quality LEIAR25.R3 LEIT antenna serves as a reference for our analysis. The same model
is also used as base station antenna which eliminates antenna-induced effects in the
differential PPK processing. Unless mentioned otherwise, 1◦ resolution.

5.4.1. NRCAN PPP RESULTS
With the online service NRCan PPP ([16]), the ionosphere-free linear combination of L1

and L2 phase observations (L I F ) is applied. The resulting mean phase center is con-
sequently adjusted to the linear combination of the L1 and L2 phase centers. This ex-
periment allows us to estimate the L I F PCO and the impact of the PCVs on the height
estimations. The NRCan service uses IGS products and applies the type mean antenna
phase center corrections from the current IGS ANTEX file. The estimated height of the
rover LEIAR antenna, with antenna corrections from the IGS ANTEX file applied by the
PPP engine, is used as the reference value for the height. Also for the TRM5 antenna,
which has an entry in the IGS ANTEX file, the PPP engine applies antenna corrections
automatically. This antenna serves as an additional reference. With the known L1 and
L2 PCOs, the L I F PCO can be calculated:

PCOLI F =C1 ·PCOL1 +C2 ·PCOL2 (5.4)

C1 =
f 2

1

f 2
1 − f 2

2

,C2 =− f 2
2

f 2
1 − f 2

2

(5.5)
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Antenna/Case LEIAR TRM5

No receiver PCO/PCVs [mm] 183 71
Automatic IGS PCO and PCV [mm] 0 -8
Manual IGS PCV-only [mm] 167 72

Table 5.1: PPP height estimation differences to the automatically applied IGS ANTEX corrections of the LEIAR
antenna in mm, using 5◦ angular resolution

with f1 and f2 being the L1 and L2 frequencies.

The PPP analysis is done by submitting several dual-frequency RINEX files of one full
day. Since the high-rate (1Hz) data sampling rate is not required for the static PPP pro-
cessing, the data is down-sampled to 30-second interval. Ocean loading parameters for
the station location from the FES2004 model ([17]) are provided in an external file. Final
GPS orbit and clock parameters are used by the engine. Suppose the antenna name is
given in the RINEX header metadata and an entry for this antenna (and radome) exists
in the IGS ANTEX file. In that case, the antenna corrections (PCO and PCVs) are auto-
matically applied to the receiver antenna. The engine also applies the satellite antenna
corrections. Except for the input RINEX data, all conducted tests use the same configu-
ration parameters.

To verify the implementation of the corrections to the RINEX data, the reference an-
tennas LEIAR and TRM5 are processed by the PPP engine using different input data con-
figurations. The results can be found in Table 5.1.

The first line shows the offsets using the original RINEX data without antenna meta-
data. No receiver antenna correction is applied and therefore yields the position of the
mean phase centers of the L I F of the combined PCO and PCV effects. The resulting off-
sets are 183 and 71 mm. The second line shows the height differences with automatically
applied IGS PCO and PCV corrections. Obviously, no height error is found for the LEIAR
antenna since it serves as our reference measurement. A difference of -8 mm compared
to the LEIAR ARP position is observed for the second antenna. Though the same mount-
ing adaptor was used for both antennas, this antenna could not be fully screwed into
the screw hole and the height offset was measured manually and corrected by 10 mm.
The higher uncertainty of the manually measured height could play a role in this ob-
served offset, but another, more likely reason is that because the LEIAR and TRM5 were
mounted on different days, the difference is simply due to noise in the data. The third
line shows the height differences after manually applying the IGS ANTEX PCV (but no
PCO) corrections to the RINEX files according to equation 5.1. The RINEX modification
is necessary since it is not possible to supply your own ANTEX file to the NRCan online
service. To be consistent with the IGS ANTEX resolution, this analysis is performed using
an angular resolution of 5◦. The resulting offsets respect the PCVs and return an estimate
of the L I F PCOs. The result of the LEIAR antenna is equal to the IGS ANTEX L I F PCO
of 167 mm. In the case of the TRM5 antenna, the L I F PCO according to the ANTEX en-
tries is 80 mm. Compared to the manually PCVs applied result of 72 mm, a bias of 8
mm persists, which is consistent with the result on the second row. Except for the 8 mm
difference in the TRM5 due to using data from different days, the agreement of the L I F
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Figure 5.5: PPP height differences to the reference height before and after applying the PCV corrections

PCOs indicate the successful implementation of the manual PCV correction to the input
RINEX observations.

Since no official calibrations are freely available for the remaining antennas, they
could not be compared against an absolute reference. However, by accounting for the
different adaptor heights, the height estimations can be compared. Figure 5.5 shows
the height offsets from the GPS Marker height using the original data without supplying
the antenna type in the RINEX header and after correcting the RINEX data with the es-
timated PCV corrections in 0.1◦, 1◦ and 5◦ resolution. Since we compare with a known
height and do not apply corrections for the PCO, the observed height offsets can be in-
terpreted as an L I F PCO estimate.

The first thing to look at is the height difference with and without applying receiver
antenna PCV corrections. For the LEIAR antenna the difference is 18 mm, whilst the
TRM5 antenna demonstrates almost no changes with or without the PCV correction. It
means that the phase variations from the TRM5 antenna must be close to a circular con-
stant phase pattern, while the LEIAR and other antennas apparently deviate more from
a circular pattern which eventually results in the observed height offset. It is known that
radomes, such as the one used by the LEIAR, can have an impact on the station height
of several cm (see also [18]). Also, the effect of applying PCV corrections is much higher
for both lower cost antennas (AV28, AMN-MB) than for the more expensive antennas
(LEIAR, TRM5 and GA530). The lower cost antennas AV28 and ANN-MB are character-
ized by high offsets of 92 and 66 mm before applying the PCV corrections. After applying
the corrections, the estimated L I F PCOs are reduced to 26 and 39 mm, which appear
rather reasonable. Interestingly, when a rectangular adaptor is utilized before calibra-
tion, the offsets are of opposite sign but in the same order of magnitude of about -70
mm. After calibration, they are reduced to about the same level as the results with a
circular ground plane with offsets of 31 and 28 mm. Especially the fact that the offsets
with the same antenna but with different mounting adaptors differ between 17 and 14
cm before correction and only up to 1 cm after the correction appears promising.

The results for various resolution bins (averaging width) do not vary significantly,
with values between 1 and up to 4 mm, except for the GA530 antenna and AV28 antenna
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with a rectangular adaptor in combination with a bin size of 5◦. The latter could be due
to a measurement outlier or caused by substantial PCV differences presumably caused
by the near-field effects on the edges of the rectangular adaptor, that might be better
represented at the finer scale but may behave poorly in case of the 5◦ averaging method.

5.4.2. RTKLIB PPK RESULTS

Post processed kinematic (PPK) positioning results, with and without antenna PCV cor-
rections, are obtained using RTKLIB. The correction is performed by modifying both
base and rover RINEX datasets with the absolute PCVs. However, the same effect can
be achieved by correcting the rover data with the residuals obtained from the calibra-
tion. We provide results with different averaging widths used by the calibration proce-
dure (0.1◦, 1◦ and 5◦). One full day is processed for each antenna and only ambiguity
fixed estimations are used. Same as in the calibration step, the IGS station DLF1 is used
as the base station. Errors caused by the troposphere or ionosphere are assumed equal
and eliminated in the process. Other parameters, i.e. positioning components or clock
errors, are estimated. One of the main goals of antenna calibration is to increase the
repeatability of kinematic position solutions. We, therefore, analyze the positioning per-
formance by computing the MAD of the kinematic North, East and Up (NEU) compo-
nents, with the results for the vertical component given in Figure 5.6. For each run, also
the median offset in the NEU components is computed, using the L1+L2 RTKLIB solu-
tion with the two - base and rover - LEIAR antennas as a reference, with results for the
vertical component given in Figure 5.7. These provide estimates of the “L1+L2” PCO. Pro-
cessing in RTKLIB can be done with L1 only, or L1+L2 combined. To use all observations
the L1+L2 option is used, but this results in a single L1+L2 position estimate (likewise,
for the calibration itself, L1+L2 processing is used to obtain residuals for both L1 and L2).
In the ANTEX files only separate L1 and L2 PCOs are available, but the combined PCO
for L1+L2, which depends on the weighting applied in RTKLIB, is not available. However,
this does not matter here, as in our calibration procedure the PCVs are given with respect
to the combined L1+L2 PCO, and there is no reason why the L1 and L2 PCO cannot be the
same as long as it is consistent with the provided PCV for each frequency. Another useful
observation to make here, is that positioning results are not sensitive to a constant shift
of the PCV: any constant that is added to the PCV is absorbed by the clock estimate in
the positioning estimate. This means that we can have PCO/PCV calibrations for which
the L1 and L2 PCO are the same, but the L1 and L2 PCV at zenith is zero, as is the case in
our calibrations.

The MAD for the kinematic Up component from the L1+L2 solution is illustrated in
Figure 5.6. Results containing the horizontal components and L1-only results can be
found in Tables A2-A4 in the supplementary file.

For the results without antenna phase center corrections, the highest cost antennas
(LEIAR, TRM5 and GA530) have the smallest vertical MADs. They vary around 3 to 4 mm.
The AV28 and ANN-MB antennas yield 5.6 and 5.2 mm, respectively. More importantly,
after applying the corrections to the data, the precision always increased (or remained
equal as in the reference LEIAR case). After correcting, the MAD for the higher cost TRM5
and GA530 antennas was reduced to 3.6 and 3.4 mm, getting close the LEIAR result (3.3
mm). The MAD of the AV28 and ANN-MB antennas were lowered significantly by 31%
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Figure 5.6: RTKLIB PPK Up-component MADs before and after input data correction

(3.9 mm) and 23% (4 mm), respectively. This is particularly promising since it brings
them to an almost comparable level to the more expensive antennas.

The two cases with a rectangular adaptor showed the highest deviations but also the
highest improvements after calibration, from 6.8 and 6.5 mm MAD down to 5.2 mm.
Though the performance is not equal to the corrected results with a circular ground
plane, they are on the same level as the uncorrected circular ground plane results and
demonstrate the potential to significantly lower the multipath effects by using the pro-
posed method.

The corrections with 5◦ binning size perform slightly worse than the higher resolu-
tion ones. However, only little differences are visible between the 0.1◦ and 1◦ binning
size results. It implies that the highest resolution of 0.1◦ is not necessary, and that the 1◦
binning size appears to be a good trade-off between additional computing time require-
ments and smoothing potential outliers in the observations.

The median PCO height estimations using L1+L2 observations, before and after cor-
recting for the PCVs, are illustrated in Figure 5.7.

The first thing to observe is that the estimated PCO for each antenna are quite con-
sistent, even when no PCO/PCV is applied. This is quite understandable as our PCVs are
computed from residuals from another RTKLIB processing, and the residuals are with
respect to the L1+L2 position estimate using only a calibration for the base antenna. For
the LEIAR and TRM5 antenna L1+L2 PCO values can be compared against L1 and L2

PCO values given by the IGS ANTEX file. Compared to the IGS ANTEX L1 PCO (161.70
mm) and L2 PCO (157.94 mm), our L1+L2 PCO for the LEIAR corrected case is 0.7 and
4.5 mm above the IGS L1 and L2 PCO. For the TRM5 antenna (L1=66.73, L2=57.69) this is
respectively 2.2 and 11.2 mm after calibration. Clearly, our L1+L2 PCO estimate is closer
to the IGS ANTEX L1 than the L2 estimate. According to the technical drawing on the
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Figure 5.7: PPK estimated L1L2 Up-component offsets

side of the GA530 antenna, the PCO equals 78.3 mm. Our estimation of about 63 mm in-
dicates an underestimation of the PCO. An external U-blox document ([19]) gives an L1

PCO of 8.9 mm in the Up direction utilizing a 120 mm circular diameter ground plane.
Using a circular ground plane of 100 mm, the results demonstrate L1+L2 PCOs of 20.9
before and 21.9 mm after calibration. Apart from using a different definition of the PCO,
making comparisons meaningless, other contributing factors to these “discrepancies”
are the applied elevation cutoff angle of 5◦, different processing strategies (kinematic in
the evaluation and static in the calibration) or a systematic error caused by erroneous
manual height measurements. A likely reason for the difference in the ANN-MB case is
the diameter of the ground plane having a direct influence on the obtained PCO. The
special case scenarios utilizing a rectangular adaptor yield offsets of 30.1 and 31.2 mm
before and 31 and 31.4 mm after correction. The main message we can take from these
comparisons is that our L1+L2 PCO is consistent with using no PCV corrections, while
the PCVs we provide are with respect to the same “phase center” as obtained without
calibration, and – for reasons we do not fully understand - our L1+L2 PCO is probably
closer to L1 than the L2 PCO.

5.5. CONCLUSION

T HIS work aims to provide a simple-to-apply cost-efficient calibration method that
improves antenna performance, especially for low-cost antennas. We present a field

calibration procedure that is implemented and made available online as a web service
(gnss-antcal.citg.tudelft.nl). It gives users the possibility to conduct an antenna calibra-
tion on their own, which opens the way for high precision positioning with low-cost
equipment. In this paper, we analyzed the quality and remaining residuals in the an-

https:\\gnss-antcal.citg.tudelft.nl
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tenna calibration procedure and demonstrated the positioning performance in PPP and
PPK applications with five antennas of different quality and price.

The analysis of the ambiguity fixed phase residuals before and after the conducted
calibration demonstrates a clear reduction of the MAD for all antennas. Comparing the
residuals before calibration to the results of our reference antenna LEIAR25.R3 LEIT, the
lower priced antenna AV28 was on average off by 0.74 mm (29%) on L1 and 1.78 mm
(63%) on L2. For ANN-MB these are 1.33 mm (53%) on L1 and 2.52 mm (89%) on L2.
After calibration, the AV28 residuals could be reduced to a difference of 0.3 mm (12%) on
L1 and 0.44 mm (16%) on L2. For ANN-MB, these were 0.89 mm (35%) on L1 and 1.48
mm (52%) on L2. In comparison, the higher-grade antennas TRM5 and GA530 were off
by 0.74 mm (29%) and 0.59 mm (23%) on L1 and 1.03 mm (36%) on L2 before application
of the calibration procedure and could be reduced to the same level of the reference
antenna on L1 and close to 0.29 mm (10%) on L2.

With the implemented elevation-based residual averaging method, the phase pat-
tern could be captured for a great part for all antennas. However, some distinctions can
be made. It occurs that the TRM5 and GA530 are characterized by an almost circular
phase pattern over the full horizon, whilst the lower priced antennas AV28 and ANN-MB
indicate a greater azimuthal dependency.

The calibration efficiency of all antennas is demonstrated by evaluating the posi-
tioning stability and offsets. First, we investigated the PCV influence and estimated the
positioning offsets on the ionosphere-free linear combination phase center in PPP. A
height offset of 92 mm and 66 mm was observed for the lower priced antennas AV28
and ANN-MB before calibration. After calibration, the offsets were reduced to about 40
mm and 27 mm, respectively. Interestingly, the same antennas on a rectangular adap-
tor that yield height offsets of -76 and -70 mm before calibration were transformed to
similar positive offsets of approximately 30 and 27 mm after calibration. Second, the
kinematic positioning stability was analyzed over a short baseline in PPK. Similar to the
residual performance, we observed the best positioning stability performance for the
highest quality antennas. Comparably, the lower priced antennas demonstrated higher
variance but improved significantly after the calibration. The MADs in the vertical di-
rection of the low-cost antennas were reduced by 20.4% - 23.9%. For the AV28 antenna,
they were lowered from 5.6 mm to 3.8 mm. For ANN-MB-00 they were brought from 5.2
mm to 4 mm. It brings them to a level close to the performance of the antennas LEIAR,
TRM5 and GA530, which are characterized by MADs of 3.3, 4.1 and 3.8 mm before and
3.3, 3.6 and 3.4 mm after calibration.

The special case scenario consisting of the antennas AV28 and ANN-MB with a metal-
lic rectangular adaptor demonstrated the highest deviations, the strongest azimuthal de-
pendency, but also the greatest improvements in all cases.

Examining different binning widths of 0.1◦, 1◦ and 5◦ for the elevation-based aver-
aging method revealed in some cases a slight performance decrease of the standard 5◦
resolution over the 1◦ and 0.1◦ binning widths. Given the presence of the higher amount
of potential outliers in the 0.1◦ and the increased computational costs, the 1◦ resolution
appears to be a good trade-off between effectiveness and smoothing.

The reported PCOs of the PPK process are given with respect to the combined L1+L2

PCO and are close to the L1 PCO. They are consistent with using no PCV corrections,
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while the estimated PCVs are with respect to the same phase center as obtained without
calibration. Compared to the PPP results, the estimated PCOs estimated by the online
web service of the tested antennas are off between zero and 22.1 mm. The presented PCO
estimations are subject to improvement due to uncertainty introduced by the manual
height measurement. However, even without respecting the PCO, the estimated PCVs
are strongly beneficial for deformation or atmosphere monitoring. Further testing using
multiple frequencies could widen the application from the current GPS-only to all GNSS
frequencies. The provided PCVs and PCOs and the online service to perform the antenna
calibrations in the field can be helpful for widespread application of low-cost antenna
and receiver setups for high precision applications.
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SUPPLEMENTARY MATERIAL

Table A1: RTKLIB (RNX2RTKP) processing options. 

Option Parameter 

Positioning solution Static (-p 3) 

Elevation cut-off 5° (-m 5) 

Ambiguity Resolution (AR) Fix-and-hold (-h) 

AR validation Threshold 3 (-v 3.0) 

Output positioning East, North, Up (-a) 

Statistics output Residuals (-y 2) 

Satellite system GPS-only (-sys G) 

Time format YYYY/MM/DD (-t) 

Kalman filter Forward + backward (-c) 

 

 

 

Table A2: RTKLIB PPK North component MADs in mm using L1 and L2 data (L1L2 column) and L1-only observations 

(L1-only column). The uncorrected results (no corr.) are shown on the left. The columns on the right (Δcorrected) show 

the MAD decrease (indicated by a ‘-‘sign) after applying the elevation-only based calibrations with the averaging 

resolutions 0.1°, 1° and 5°. 

   MAD [mm] 

 L1L2 L1-only 

Antenna no corr. 
Δ corrected 

no corr. 
Δ corrected 

0.1° 1° 5° 0.1° 1° 5° 

LEIAR25.R3 LEIT 1.9 ±0.0 ±0.0 ±0.0 2.2 ±0.0 ±0.0 ±0.0 

TRM55711.00 NONE 2.2 -0.3 -0.1 -0.1 2.7 -0.6 -0.6 -0.6 

Trimble GA530 2.2 -0.1 -0.1 -0.1 2.7 -0.4 -0.4 -0.4 

Trimble AV28 

(rectangular bracket) 
4.2 -0.9 -0.9 -0.7 4.6 -0.7 -0.7 -0.7 

Trimble AV28 

(circular bracket) 
2.7 -0.6 -0.6 -0.6 2.4 -0.1 ±0.0 ±0.0 

U-Blox ANN-MB-00 

(rectangular bracket) 
4.7 -1.2 -1.2 -1.2 4.7 -0.9 -0.9 -0.9 

U-Blox ANN-MB-00 

(circular bracket) 
3.0 -0.3 -0.3 -0.3 3.0 -0.2 -0.2 -0.2 
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Table A3: RTKLIB PPK East component MADs in mm using L1 and L2 data (L1L2 column) and L1-only observations 

(L1-only column). The uncorrected results (no corr.) are shown on the left. The columns on the right (Δcorrected) show 

the MAD decrease (indicated by a ‘-‘sign) after applying the elevation-only based calibrations with the averaging 

resolutions 0.1°, 1° and 5°. 

   MAD [mm] 

 L1L2 L1-only 

Antenna no corr. 
Δ corrected 

no corr. 
Δ corrected 

0.1° 1° 5° 0.1° 1° 5° 

LEIAR25.R3 LEIT 1.3 ±0.0 ±0.0 ±0.0 1.6 -0.1 ±0.0 ±0.0 

TRM55711.00 NONE 1.5 ±0.0 ±0.0 ±0.0 1.8 -0.2 -0.2 -0.2 

Trimble GA530 1.5 -0.1 -0.1 -0.1 1.8 -0.2 -0.2 -0.2 

Trimble AV28 

(rectangular bracket) 
2.8 -0.7 -0.6 -0.6 3.9 -1.3 -1.3 -1.2 

Trimble AV28 

(circular bracket) 
1.8 -0.2 -0.2 -0.2 1.8 -0.2 ±0.0 ±0.0 

U-Blox ANN-MB-00 

(rectangular bracket) 
3.4 -1.0 -1.0 -0.9 4.3 -1.8 -1.8 -1.6 

U-Blox ANN-MB-00 

(circular bracket) 
2.4 -0.3 -0.3 -0.3 1.9 ±0.0 ±0.0 ±0.0 

 

 

 

Table A4: RTKLIB PPK Up component MADs in mm using L1 and L2 data (L1L2 column) and L1-only observations (L1-

only column). The uncorrected results (no corr.) are shown on the left. The columns on the right (Δcorrected) show the 

MAD decrease (indicated by a ‘-‘sign) after applying the elevation-only based calibrations with the averaging resolutions 

0.1°, 1° and 5°. 

   MAD [mm] 

 L1L2 L1-only 

Antenna no corr. 
Δ corrected 

no corr. 
Δ corrected 

0.1° 1° 5° 0.1° 1° 5° 

LEIAR25.R3 LEIT 3.3 ±0.0 ±0.0 ±0.0 3.6 -0.1 ±0.0 ±0.0 

TRM55711.00 NONE 4.2 -0.7 -0.6 -0.6 4.7 -1.0 -1.0 -0.9 

Trimble GA530 3.9 -0.4 -0.4 -0.3 4.6 -0.7 -0.7 -0.7 

Trimble AV28 

(rectangular bracket) 
6.8 -1.6 -1.6 -1.5 7.4 -1.3 -1.2 -1.2 

Trimble AV28 

(circular bracket) 
5.6 -1.8 -1.8 -1.6 5.3 -1.2 -1.2 -1.2 

U-Blox ANN-MB-00 

(rectangular bracket) 
6.5 -1.5 -1.3 -1.3 7.3 -1.8 -1.8 -1.6 

U-Blox ANN-MB-00 

(circular bracket) 
5.2 -1.2 -1.2 -1.0 5.6 -0.7 -0.7 -0.7 
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Fig. A1: Semivariogram maps of the residuals of all investigated antennas on L1 (left) and L2 (right). The figure on 

the right on each frequency illustrates the residuals after removing the elevation pattern from the data. 





6
CONCLUSION

T HE use of Global Navigation Satellite Systems (GNSS) ranges from 3D-positioning to
meteorological applications. A key point for this thesis are the meteorological op-

portunities that GNSS provides. With the observed signal delays caused by the earth’s
atmosphere between the transmitting satellites and the receiver antenna, information
about the state of the atmosphere can be obtained. One component of the time differ-
ence is the so-called Zenith Tropospheric Delay (ZTD) which provides information about
the amount of water vapor in the atmosphere. ZTD-based water vapor observations are
advantageous for weather predictions as the humidity observations in the atmosphere
are generally under-represented in current weather models and limit the accuracy of
rainfall predictions. To date, GNSS meteorology largely uses the same stations that were
installed by governmental or private institutions for geodetic purposes. These stations
are characterized by high data quality provided by cost-intensive (several thousand dol-
lars) equipment. The network density is oriented towards fulfilling specific positioning
requirements and subject to financial budget limitations in many areas of the world. As
a result, some parts of the world, especially in the Global South, have no or only very
sparse coverage by permanent GNSS stations. Additional installations of the conven-
tional GNSS equipment are economically problematic.

In recent years however, the GNSS receiver technology rapidly evolved and resulted
in affordable cost-efficient equipment which opens the potential for densification of ex-
isting networks or installation of new networks in underserviced areas. These new tech-
nologies and low-priced equipment not only come with material and logistic demands
but also with technological trade-offs between their expensive counterparts which result
in scientific challenges that must be solved. In this thesis, the ZTD and PWV estimation
with single-frequency receivers using the SEID model using two different outside GNSS
networks is investigated. Furthermore, the ZTD and positioning precision of a low-cost
dual-frequency receiver and antenna setups are evaluated. To significantly improve the
performance of low-cost antennas, a relative antenna calibration was realized. The ap-
plications were demonstrated in field experiments.

In chapter 2, the feasibility of using low-cost single-frequency receivers for densifica-
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tion of existing networks is evaluated. At the time of the study, single-frequency receivers
were the only cost-efficient alternative to their expensive dual- or multi-frequency coun-
terparts. Using only a single frequency imposes a challenge to eliminate the delay caused
by ionized particles in the atmosphere. A possible solution is to utilize a model to es-
timate the ionospheric delay based on a surrounding dual-frequency network. For this
purpose, we used the Satellite specific Epoch differenced Ionospheric Delay (SEID) model
and evaluated the performance experimentally. The main part of the experimental setup
was placed at the NMi in Delft, Netherlands. At the NMi, two different single-frequency
receivers and antennas were installed additionally to the permanent geodetic multi-
frequency receivers. The co-located IGS station DLF1 was used in single-frequency mode
and as a reference. As surrounding SEID network to account for the ionospheric errors,
two different scenarios were investigated with outside station distances ranging from
80 to 300 km. This allowed simulating more realistic conditions to those outside of de-
veloped areas. The results demonstrated that low-cost single-frequency receivers can
achieve almost identical ZTD estimations (RMSE between 4 and 10 mm) compared to
high-cost receivers. This is very promising for the use of low-cost receivers to comple-
ment existing networks. At the same time, it was found that clock and hardware errors
introduced by the receiver itself are very low and that the results depend mostly on the
correct modeling of the ionosphere and on the antenna type.

As the low-cost receiver technology further progressed, low-cost dual-frequency re-
ceivers became widely available. With observations on two frequencies, the ionosphere-
free linear combination can be applied to eliminate the majority of the ionospheric error
in the data. This enables the stations to be used without modeling of the ionosphere by a
surrounding network. The drawback is that the measurement noise in the observations
is almost tripled. The results in chapter 3 show that the new receiver type itself is very
well capable of being used for ZTD estimations. However, without any receiving antenna
corrections in case of low-cost antennas, the introduced noise makes the observations
impractical for atmosphere monitoring purposes. The observed biases were between 5
and 10 mm. With strong near-field effects, these increased up to 24 mm. To overcome
this limitation, we introduced a relative antenna calibration procedure, applied directly
in the field. The results showed that the performance of the low-cost antennas in terms
of ZTD precision were brought to the same level as high-quality antennas (negligible bi-
ases and about 4 mm RMSE) and therefore enables high quality ZTD estimations with a
combination of low-cost receivers and antennas.

Meteorological applications of cost-efficient receiver setups are important and clearly
suggest an attractive possibility to expand existing networks or installing new GNSS sta-
tions in sparsely covered areas. This application is only one out of many possibilities
from the available GNSS application spectrum. The main industry application of GNSS
revolves around positioning applications. In chapter 4, the performance of the intro-
duced antenna calibration procedure is evaluated in detail for positioning applications.
An online web service is presented that allows users to generate antenna calibrations for
their antennas directly in the field. The results demonstrate residual improvements in
particular for the low-cost antennas. Comparing the residuals to a geodetic reference
antenna, the differences were between 30-90% on L1 and L2 before calibration and were
reduced to 12-52% after the calibration. A greater azimuthal dependency for the lower
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priced antennas compared to the higher cost ones was also found. In terms of position-
ing performance, the results in the vertical component on a short baseline could be im-
proved from about 6-7 mm RMSE to 4 mm, a level that is very close to the performance
of the geodetic-grade antennas.

PERSPECTIVES
The work reported in this thesis sparks new scientific questions and opens new applica-
tion opportunities, especially for meteorology and local positioning applications.

POTENTIAL FOR NUMERICAL WEATHER PREDICTION

The low-cost dual-frequency equipment in combination with the introduced calibration
procedure from this thesis offers the possibility to install and densify networks of GNSS
stations in currently underserviced regions, especially in the Global South. The insuffi-
cient quantity of GNSS stations in these regions is partly caused by the high installation
costs which makes the operation of GNSS networks economically not viable for most
countries. Great potential exists to use cost-efficient stations for meteorological appli-
cations, in particular because the quality of weather forecasts in these areas is typically
poor quality. Existing station networks lack the density to capture fine-scale atmospheric
water vapor movements. The increased station density allows to gain much insight on
the conditions leading to extreme weather events in these areas.

Weather characteristics in the Global South differ significantly from those in temper-
ate regions of the northern hemisphere. Rainfall is often of convective nature and typi-
cally of high intensity with high spatiotemporal variability. Modeling and forecasting of
tropical convection remain a huge challenge for numerical weather prediction models
and large model biases exist. The current coarse observation networks do not repre-
sent flows within deep convective storms well and cause models to be unable to capture
high-intensity events effectively. For a future study, the assimilation of GNSS data under
different climatic and regional conditions (e.g. small-scale characteristics of the African
easterly jet or West African Monsoon) can be investigated. The assimilation of observa-
tions derived from a dense GNSS network in this area will presumably have a significant
impact on the rainfall predictions, since the currently under-monitored atmospheric hu-
midity is crucial for precipitation forecasting. Improved rainfall forecasts will directly
impact daily life and has great economical influence on agriculture and management of
flash floods. Increasing the value of local forecasts over several days, but also even over
shorter time spans, will be of great benefit for the local population.

Regarding climate modeling, new data is particularly useful in under-monitored ar-
eas since regional trends and interannual variations sometimes deviate from previous
observations. It is therefore essential to monitor the water vapor with respect to climate
analysis. Longer time series of an increased number of stations will help to improve
the long-term accuracy of weather models or improve model calibrations. With globally
increasing temperatures, the atmosphere consists of higher potential energy (and thus
increased water vapor) which in turn causes more extreme weather events that make the
monitoring and integration into weather prediction models increasingly important.
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FUTURE NOWCASTING APPLICATIONS

While the warning of severe weather is of special relevance, the accurate forecast of such
events with complex weather models still proves to be difficult. This is even more pro-
nounced in data scarce regions. As an alternative, nowcasting applications based on
near-real time observations can be used to alert affected parties. Nowadays, it is com-
mon practice to use precipitation observations derived from ground radar data as pri-
mary data source for this. The limitations are that the availability of these radars is lim-
ited outside of developed areas and that the radar data can only detect precipitation that
has already been formed, whereas PWV (e.g. derived from GNSS observations) can in-
dicate rainfall before droplets form. However, using solely GNSS observations for this
purpose is not a sophisticated approach because single parameters alone are not de-
cisive enough and abnormal PWV measurements are not necessarily related to severe
rainfall. Therefore, the use of such parameters must be carefully evaluated. Instead, the
combination with a wide range of different measurements should be considered. An
interesting question to investigate is the synergy of different instruments (e.g. GNSS,
radiosondes, water vapor radiometers, radar measurements) to characterize the con-
ditions leading to specific events. The obtained insights can be used to evaluate and
improve rainfall forecasts but also to obtain thresholds and indicators of such events
to set up novel nowcasting applications. The use of artificial intelligence algorithms for
nowcasting is promising for areas with a long observation history with high-quality mea-
surements, where large training datasets are available.

IONOSPHERE MONITORING

Another potential future application field is the ionosphere monitoring. The presented
work was performed under favorable ionospheric conditions. New sensor installations
in regions with generally more intense and highly variable ionospheric activity also trig-
gers new scientific opportunities. Particularly to mention are equatorial plasma bubbles
(with known scales between cm up to about 1000 km) and scintillations caused by iono-
spheric disturbances that scatter and degrade radio waves. Even though the noise am-
plified by using the ionosphere-free linear combination when using low-cost antennas
can be mitigated by calibrations, it remains unknown what accuracy can be achieved
under these conditions. On the other hand, this opens opportunities to effectively mon-
itor and improve our understanding of the physical properties leading to such phenom-
ena. The occurrence and physical relationships across different regions along the geo-
magnetic equator have not been exhaustively investigated yet and can be explored with
newly setup stations.

POSITIONING OUTLOOK

Apart from meteorological applications of GNSS, a major application of GNSS is for posi-
tioning purposes. Previously, the use of low-cost GNSS equipment for precise purposes
was a side phenomenon. Now, this limitation can be overcome, and cost-efficient (per-
manent) installations are possible. Potential applications include surveying and other
tasks that rely on high-quality positioning measurements. One possible application of
low-cost GNSS setups is to monitor infrastructure to detect rigid and non-rigid changes
of the structure position. Wind, land subsidence or hazardous events like landslides,
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floods and earthquakes can adversely affect the stable position of structures (e.g. build-
ings, dams or natural landscapes) and induce damage or even total collapse. Such dis-
asters can lead to a loss of human lives and large economic damages. The monitoring
can improve the safety of structures and reduce the risk of failure. Currently, only a few
selected infrastructures are continuously monitored of which even less are in developing
countries. With new GNSS setups an increasing number of critical infrastructures can be
monitored at low cost in the future. The data can be used for risk assessment tasks and
may ultimately also lead to improved performance of failure models (e.g. for insurance
affairs). Additionally, the application areas can be also expanded to hazardous areas (e.g.
hill slides, volcano sites, lightning-prone or generally crime and safety-related locations).
The design of monitoring networks with one or more reference stations for these tasks
is a potential future topic where high-precision requirements apply. Though the current
low-cost technology can provide accurate 3D displacement information, current limita-
tions that need further improvements are e.g. multipath mitigation strategies, additional
sensor integrations, or measurement-noise related fields.

TOWARDS MARKET IMPLEMENTATION AND PRACTICAL RECOM-
MENDATIONS
The use of low-cost GNSS receivers and methods demonstrated in this thesis show good
potential to be used operationally in diverse applications.

To get the low-cost setup fully ready for field implementation, the receiver should be
incorporated into a solid housing together with data transmission and battery recharge
and management hard- and software. The reliable data recording and transmission, as
well as potential automatic software processing need to be implemented. With these
basic requirements fulfilled, wide-spread installations of additional GNSS receivers can
be done.

Specially cases with less homogeneous antenna phase patterns over azimuth direc-
tions, the calibration method needs increased robustness to properly correct for multi-
path effects in the field. This effect can be inherited by the antenna design or increased
multipath effects e.g. caused by objects in the near field. To this end, a first step is to
rotate the rover antennas in several intervals and to increase the number of observa-
tion days. This results in additional observations in elevation and azimuth directions.
It will improve the current interpolation strategy, with better outlier smoothing and fill-
ing gaps in azimuth direction. Further measurements in azimuth direction can also be
obtained by considering different GNSS satellites that share the same center frequency.
Sufficient data and carefully performed antenna rotations open the way for an azimuth-
and elevation-based antenna calibration.

Ideally, calibration patterns are applicable to all antennas of the same model. To in-
vestigate repeatability of antenna calibrations, a major question left to be answered is
if the individual calibrations of low-cost antennas can be applied to other antennas of
the same model (type mean calibrations). A possible way to achieve this would be to
investigate additional antennas of the same kind and compare the calibrations among
each other. However, the possibility to obtain a wide range of calibrations from differ-
ent suppliers also exists with the implemented web-tool. By analyzing crowd-sourced
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data submitted by the users of the implemented web-tool, further analyses can be con-
ducted. Furthermore, the comparison to absolute antenna calibrations is recommended
- whether these are supplied by the manufacturer or obtained by anechoic chamber or
absolute field calibrations with a robotic arm.

A complete calibration of GNSS antennas include horizontal and vertical offsets. The
positioning results from the presented calibration method are mainly focused on the
vertical component. To provide a full offset calibration, it is advisable to also include the
horizontal offsets into the current calibration strategy. This implies to set up an experi-
mental scenario which measures these with high confidence. Since the current method
is based on GPS-only observations, a way to include multiple GNSS constellations to the
current procedure is to introduce intersystem translation parameters. With multi-GNSS,
the tracked satellites will be more spread out in the sky which will have a positive impact
on the position dilution of precision and allows to achieve even better repeatability of
position estimations.

To exploit the advantages of low-cost hardware e.g. for meteorological purposes, a
dense network appears warranted. With a dense network of GNSS receivers, advanced
geodetic techniques such as GNSS tomography can be applied. With GNSS tomography,
the 3D refractivity field in the atmosphere can be obtained which can be directly assimi-
lated into weather models. An increased network density gives an increasing amount of
potential intersection points. Utilizing a dense network of low-cost GNSS equipment for
this purpose was not performed yet and appears promising considering the high-quality
observations that can be achieved with the cost-efficient setups presented in this thesis.

Since GNSS serves as a driver for productivity across the economy (farming, con-
struction, mining, . . . ), areas relying on cost-efficient solutions will especially benefit
from additional GNSS installations. The widespread installations will facilitate new busi-
ness areas for the local population while benefiting scientific applications at the same
time.
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1. Ličer, M., Mourre, B., Troupin, C., Krietemeyer, A., Jansá, A. & Tintoré, J., Numerical study

of Balearic meteotsunami generation and propagation under synthetic gravity wave forcing,

Ocean Modelling, 111, 38-45 (2017).

POPULAR SCIENTIFIC WRITING
1. Krietemeyer, A., Irrigating the data desert: A cheap solution to extreme weather forecasting.,

ExtraCT (Studievereniging van studenten Civiele Techniek aan de TU Delft) Jaargang 21,

Water Management Special, 20 - 21, (2018)

ORAL AND POSTER PRESENTATIONS
18. Krietemeyer, A., van der Marel, H. ten Veldhuis, M.-C. & van de Giesen, N., Improving the

antenna performance for Zenith Tropospheric Delay estimations with consumer-grade an-
tennas and a low-cost dual-frequency receiver, Online Display, EGU General Assembly Con-
ference Abstracts, 9663 (2020).

17. Winsemius, H., Krietemeyer, A., van Dongen, K., Gayton, I., Annor, F., Tiberius, C., ten
Veldhuis, M.-C., Samboko, H., Hut, R. & van de Giesen, N. Low-cost, high accuracy Global
Navigation Satellite System positioning for understanding floods, Online Display, EGU Gen-
eral Assembly Conference Abstracts, 8446 (2020).

16. Krietemeyer, A., van der Marel, H. ten Veldhuis, M.-C. & van de Giesen, N., Creating relative
antenna pattern corrections to improve the performance of a low-cost dual-frequency receiver
for Zenith Tropospheric Delay estimations, Speaker, International Workshop on Improving
GNSS and SAR Tropospheric Products for Meteorology, Luxembourg (2019).

15. Krietemeyer, A., van der Marel, H. ten Veldhuis, M.-C. & van de Giesen, N., Using Low-
Cost Single-Frequency GNSS Stations for Water Vapor Estimation, Speaker, ESA Living Planet
Symposium, Milan, Italy (2019).

117

https://doi.org/10.3390/rs12091393
https://doi.org/10.3390/rs10091493
https://doi.org/10.3390/rs10091493
https://doi.org/10.1016/j.ocemod.2017.02.001


118 LIST OF PUBLICATIONS

14. Krietemeyer, A., van der Marel, H. ten Veldhuis, M.-C. & van de Giesen, N., What we learned
for rainfall analysis using tropospheric gradients and slant zenith tropospheric delays, Speaker,
EGU General Assembly Conference Abstracts, 9663 (2019).

13. Krietemeyer, A., van der Marel, H. ten Veldhuis, M.-C., Realini, E. & van de Giesen, N.,
Using low-cost GNSS receivers to densify existing GNSS water-vapour monitoring networks,
Speaker, EMS 2018, Session OSA 1.6 Meteorological observations from GNSS and Coperni-
cus satellites (2018).

12. Krietemeyer, A., van der Marel, H. ten Veldhuis, M.-C., Realini, E. & van de Giesen, N., Den-
sified GNSS-based water-vapour monitoring network in Rotterdam using low-cost single-
frequency receivers, Poster, EGU 2018, Session G5.2 Atmospheric Remote Sensing with Space
Geodetic Techniques (2018).

11. van de Giesen, N., Krietemeyer, A., ten Veldhuis, M.-C. & Annor, F., TWIGA: Sensors for geo-
services in Africa. Early results, perspectives, and an invitation, Poster, EGU 2018, Session
HS1.1 The MacGyver session (2018).

10. Krietemeyer, A., ten Veldhuis, M.-C., van der Marel, H., Realini, E. & van de Giesen, N.,
Low-cost sensors for high resolution water vapor monitoring in Rotterdam, Poster, EMS 2017,
OSA2.7/UP3.7 High-resolution precipitation monitoring for hydrological and climate-related
applications (co-organized) (2017).
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