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Preface

This research was funded by Dutch Research Delta (DRD)1 and Trans-sector

Research Academy for Complex Networks and Services (TRANS)2. DRD is a

research corporation between Dutch universities, including the Delft University of

Technology, TNO and the Royal Dutch KPN. TRANS was formed later as an

academy of the Delft University of Technology in association with TNO, the Royal

Dutch KPN and the Cor Wit Foundation. TRANS aims to spread the idea of

“trans-sector innovation” and to bring many stakeholders together – both from the

academic world and the corporate world. Trans-sector innovation is a new way

of thinking, addressing, and resolving complex challenges that we face nowadays

in each sector of our society (e.g., health, transport, education, communication,

entertainment, energy, etc.). Some challenges are, for example, how to address the

healthcare of each citizen and how to efficiently use the energy. The challenges

are daunting. They have many facets and impact many sectors. They are usually

inter-related; thus require a trans-sectoral way of addressing them.

Communication networks are “enabling technology” for trans-sector innovation.

We are in the era where without the use of communication networks, no government,

factory, bank, shop, and stock market can operate, neither goods nor passengers

could be transported efficiently, and so on. They are substrates to connect different

sectors of society and facilitate information flow between them. This, in turn, can

help the society to efficiently solve the complex problems that it faces in different

sectors.

In this research, we targeted design, analysis, and optimization of personal

networks which are a novel type of communication network. A personal network is

a network belonging to a person that links together diverse devices of a person in

a self-organized and secure way. Wireless multi-hop communication is recognized

as an enabler for self-organized communication in personal networks. A variety

of services such as health-care and telepresence could be supported by personal

networks. The main challenge, however, is to make these networks dependable. To

1www.dutchresearchdelta.nl
2www.trans-research.nl
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this aim, we identified energy-efficiency as a key requirement for dependability of

personal networks, because energy-efficiency can increase the lifetime of individual

devices as well as the operational lifetime of the network as a whole. Thus,

a service could be available for the user for a longer period of time. The

work presented in this dissertation provides a platform for energy-efficient and

energy-aware communication in personal types of wireless multi-hop networks. The

proposed schemes, however, are generic and applicable to other types of wireless

multi-hop networks such as wireless ad hoc and sensor networks.

The author would like to acknowledge DRD and TRANS for funding this

research. Specially, he thanks Prof. Nico Baken, one of the visionaries of DRD and

TRANS, Dr. Hamza Ouibrahim, director operations of TRANS, and his promoter

Prof. Ignas Niemegeers who had a fundamental role in supporting this work.

Javad Vazifehdan

Delft, July 2011

ii



Summary

Wireless networks have provided us a variety of services which facilitate com-

munication between people beyond the physical boundaries. Mobile telephony,

mobile Internet and high-definition video calls are examples of services supported by

modern networks nowadays. Beyond this, enhancements in processing capabilities

of electronic devices coupled with advances in wireless communication have resulted

in the emergence of devices which have high processing and communication

capabilities. Small devices that we carry or miniaturized devices embedded in our

surroundings can execute sophisticated communication protocols. This allows them

to form distributed networks in which nodes collaboratively offer services without

the need for pre-established expensive infrastructures. Such networks are known

as wireless multi-hop networks, where instead of powerful base stations, multi-hop

communication connects all the devices that are outside the transmission range of

each other. In wireless multi-hop networks, each device may act as a router which

relays packets on behalf of other devices. Ad hoc communication between laptops

in a conference hall, multi-hop communication between personal devices at home,

and collaborative communication between sensors distributed over a large area are

example scenarios of multi-hop communication in wireless networks.

This dissertation addresses the design of energy-aware wireless multi-hop

networks, where energy is the key element in the design and analysis. Wireless

multi-hop networks must be energy-aware for two reasons. First, devices in these

networks often run on batteries. Thus, reducing energy consumption can save

scarce battery energy of devices and extend the autonomy of systems that are

composed of such devices. Second, vast deployment of these easy-to-establish

networks can excessively increase energy consumption in the ICT sector. As a

matter of fact, energy-efficient and energy-aware communication protocols and

mechanisms not only extend the operational lifetime of devices but also reduce

the environmental impacts of these networks. The novelty of this dissertation

is the proposal of a suite of new protocols which together form a platform for

energy-aware and energy-efficient communication in wireless multi-hop networks.

The proposed platform scans different layers of the communication stack taking
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into account cross-layer dependency between them from an energy-efficiency point

of view. The energy efficiency across OSI Reference Architecture layers is addressed.

Notably, from the physical layer (Layer 1) to the transport layer (Layer 4) is covered.

For the physical layer, we propose cooperative signal transmission techniques based

on the MIMO (Multi-Input Multi-Output) technology to reduce the transmission

power of nodes without sacrificing link reliability. For the data link layer, we

propose a network topology control algorithm which specifies a neighbor discovery

policy to keep the transmission power of nodes as low as required for network

connectivity. For the network layer, we propose routing schemes for finding the most

energy-efficient routes between any two nodes of the network taking into account the

impact of the transmission control of the transport layer. Furthermore, we enhance

these routing schemes with the capability to balance the traffic according to the

available battery energy of nodes. We also analyze the expected duration that two

nodes in a wireless multi-hop network with a random topology can communicate

with each other (from the transport layer point of view) through intermediate

nodes between them. The proposed schemes in this dissertation together make the

communication stack in wireless multi-hop networks more energy-efficient leading

to green wireless multi-hop networks. This work is of a fundamental and theoretical

nature supported by simulations. It should be continued by experimental studies

using a testbed.
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Chapter 1

Introduction

The need for communication has always been an important requirement for humans.

Societies would not have been formed, if people were not been able to communicate

with each other. Human beings need to communicate with each other to get across

their thoughts and ideas and fulfill their many daily needs. Prosperous societies, we

see nowadays, are the ones in which people have stronger and persistent empathetic

relations (communication) with each other.

While the emergence of language facilitated communication between humans

for centuries, modern communication networks started a new era allowing people

to easily connect with each other beyond geographical boundaries. This new era of

information networking laid the foundation for modern life giving us new ways of

working and accessing information. On top of this, communication networks keep

our economy and our society together. They provide a substrate to link together

various sectors of our society and facilitate trans-sectoral information flow. This

helps societies to solve complex challenges that it faces in different sectors in an

efficient way [1].

Communication and information networks themselves have been subjected to

major changes during the last two centuries. From the time that the telephone

was invented, to the time that the first commercial digital mobile network was

launched in the 90s and now that the forth generation of mobile networks supports

high definition video streaming and 3D telepresence, human kind has witnessed

a rapid and vast progress in this area. Many of these rapid developments have

been in wireless networking. Nowadays, there are various wireless technologies

with different specifications and capabilities (e.g., GSM, UMTS, WiMax, WiFi,

UWB). They have provided pervasive services for users; from mobile telephony

to short-range wireless communication between electronic devices and machine to

machine-cognitive communication.

1
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1.1 Wireless Multi-hop Networking

From a technological viewpoint, there are two distinct ways for networking of wire-

less devices: infrastructure networking and multi-hop networking. Infrastructure

networking is now widely used in cellular networks for mobile telephony. Wireless

devices outside of transmission range of each other are linked together through

centralized base stations (see Figure 1.1). Wireless multi-hop networks, on the

other hand, allow device-to-device communication even if devices are not within

each others transmission range. In this architecture, wireless devices detect each

other, establish local links between each other, and form a wireless network in a

completely self-organized way without the need for expensive establishment of an

infrastructure.

Multi-hop communication is a well-established method in packet-switched

networking. It has enabled scalable expansion of the Internet, where information

packets are routed between hosts hop-by-hop through intermediate routers (see

Figure 1.2(a)). This architecture could be used in wireless networks on a smaller

scale to provide local services, i.e., each wireless device can act as a router

to forward information packets on behalf of other wireless devices (see Figure

1.2(b)). While infrastructure-based communication in cellular networks provides

country-wide coverage for mobile users, wireless multi-hop networks can support

variety of localized applications. We can highlight three application areas for these

networks in the sequel.

1.1.1 Mobile Ad hoc Networks (MANETs)

In a MANET [2, 3], mobile devices, which may belong to different users, start

communicating with each other in a multi-hop way (see Figure 1.3(a)). The network

is formed between devices when users need to exchange information with each other.

As soon as there is no such a need anymore, the network is dismantled or some users

may leave the network. That is why these networks are called ad hoc. In general,

devices could be mobile within the network area, but they remain connected to

each other in a multi-hop ways. There are multiple scenarios where mobile ad hoc

networking could effectively be deployed. For instance, laptops of participants in a

conference center could form a MANET to exchange information wirelessly. Soldiers

in a battle-field could exchange information about the ongoing battle between each

other through a MANET formed between their radios. Cars in a highway could form

a MANET to inform each other about an accident which has happened several miles

ahead.
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Figure 1.1 – Infrastructured wireless communication.
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Figure 1.2 – Wired and wireless multi-hop communication.
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(a) Mobile ad hoc network

Sink

Sensor Node

(b) Wireless sensor network

Figure 1.3 – Schematic of a mobile ah hoc network and a wireless sensor
network; two application areas for multi-hop wireless communications.

1.1.2 Wireless Sensor Networks

Recent advances in micro-electronic systems has enabled manufacturing of small

low-power devices, which have sensing, processing and communication capabilities

altogether. This allows them to exchange with each other information they gather

by sensing. Multi-hop communication is a well-accepted means for this purpose [4–

6]. Sensor nodes can share data between each other and transfer it to a common sink

in a multi-hop way (see Figure 1.3(b)). Disaster management is one of the scenarios

where wireless sensor networks could be deployed. Nodes could detect survivors and

collaboratively inform rescuers about the location of survivors. Monitoring large

areas, such as jungles, large buildings, and oceans, are also the task of wireless

sensor networks.

1.1.3 Wireless Personal Networks

With the proliferation of wireless technologies, users may use a multitude of devices

with different capabilities ranging from smart phones, laptops, and digital cameras
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Sensor

Figure 1.4 – Wireless multi-hop communication between personal devices at
home.

to home entertainment systems, smart appliances, and sensors. Wireless personal

networks – or simply personal networks [7, 8] - link together devices used by a

person in a self-organized way (see Figure 1.4). Such a communication substrate

can provide a distributed intelligence around a person to monitor his activities,

learn about his preferences, and take an appropriate action based on the context.

It is envisaged that personal networks will become a part of human lives in

the near future supporting people with a variety of services which are not just

communication. For example, a personal network can take care of the energy budget

inside houses by reducing the energy consumption for heating and cooling using the

context information (e.g., the presence of the user in his house).

1.2 Energy-awareness in Wireless Multi-hop
Networks

Although easy and cost-effective deployment of wireless multi-hop networks can

provide us many services, there is a potential threat. To keep wireless devices
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Figure 1.5 – The number of Internet users and mobile subscribers worldwide
[source: International Telecommunication Union].

networked, they need to consume energy. On the other hand, vast deployment of

multi-hop wireless networks in the near future will cause an explosion in the number

of devices around the world. Consequently, energy consumption by these devices

will increase tremendously.

Statistics of the International Telecommunication Union (ITU) show that there

has been around two billion Internet users and five billion mobile subscribers in

2010 worldwide (see Figure 1.5). With increased penetration of ICT services in

developing countries, the number of ICT users (and eventually devices) will increase

in the near future even more. Furthermore, the emergence of other types of ICT

services such as ambient intelligence [9] can increase the number of devices that exist

per user around the world. It has been predicted by Wireless World Research Forum

(WWRF) that in the near future there could be up to one thousand devices per user

(person), everything from mobile phones to small sensors all communicating with
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each other [10]. Nevertheless, even if we assume that there are four billion users in

2020 each of them has on the average ten devices communicating with each other

in the form of a wireless multi-hop network, and we assume each device requires

100 [mWatt] of power for wireless communication, the total energy consumption for

communication in one hour will be 14.4× 1012 [J] globally. This is ten times more

than the energy produced by a 400 MWatt power station (a medium size nuclear

plant) in one hour. If the number of devices per user increases to 100 by 2030,

the energy consumption for keeping these devices networked will be 100 times more

than the energy generated by the 400 MWatt power station. We can imagine that

reducing small amounts of energy consumption for networking of these devices can

result in a huge gain in large scales. Thus, it is essential to keep these networks

energy-efficient in order to allow them to be expanded further and provide us better

services with lesser environmental impact.

Energy-efficiency is also needed to let wireless devices operate for a longer

duration. In many applications of wireless multi-hop networks nodes may run on

batteries. High energy consumption reduces operational lifetime of battery-powered

devices, and hence the autonomy of the system relying on them. Any communi-

cation mechanism for these networks should be energy-efficient to save the limited

battery energy of nodes for data exchange over wireless links. Moreover, multi-hop

communication of wireless devices has some hidden energy costs which must be

minimized as well. In a networked environment, the energy consumption of a node

for relaying packets which belong to other nodes could be even more than the energy

that the node consumes for transmitting its own packets. Thus, each node needs

to be aware of its scarce energy budget while it operates in a multi-hop wireless

network. Relay traffic in the network should be balanced between nodes to prevent

quick failure of those nodes which forward many packets on behalf of other nodes.

Failure of nodes due to battery exhaustion not only isolates them from other nodes

but also harms multi-hop connectivity of the network. Therefore, energy-awareness

should be considered in the design of a wireless multi-hop network to increase the

operational lifetime of nodes individually and the operational lifetime of the network

as a whole.

1.3 Motivations and Research Questions

The motivation behind this research is to investigate energy-efficient and energy-aware

communication in personal types of wireless multi-hop networks (e.g., PNs and home

networks). We aim to reduce energy consumption in these networks and increase

their operational lifetime keeping an eye on reliability aspects. Energy-efficiency and

reliability are two important requirements for dependability of personal networks in
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particular and wireless multi-hop networks in general [11]. This, in turn, is essential

for their adoption by the end-user as a reliable communication architecture.

While there has been a large body of work addressing different aspects of wireless

personal networks, there has been less attention to energy-awareness in these

networks. Amongst studies related to personal networking, we can list architectures

of personal networks [12], mobility and clustering of personal networks [13], impact

of quality of wireless links in communication in personal networks [14], and service

discovery is these networks [15]. Furthermore, we can highlight [16] as a study which

investigates fundamental properties of wireless multi-hop networks, such as network

connectivity, hop-count, network capacity, and interference. Our work, on the other

hand, addresses an important open issue in wireless multi-hop network research,

namely energy-awareness. We mention here personal networks as an important

use-case. This enables us to get a clear picture of many issues and requirements.

However, the mechanisms proposed and the analysis presented in this dissertation

are generic and applicable to any type of wireless multi-hop network.

There has been an excessive attention within the research community on

energy-aware and energy-efficient design of communication networks. Consortiums

of academic and industry partners have been formed around the world (like Green-

Touch1) aiming to reduce the energy consumption in communication networks.

Having high performance may no longer be the dominant objective to design a

communication network. Energy-efficiency is becoming more important. This

dissertation investigates this important aspect of the design of wireless multi-hop

networks; networks which are expected to become an integral part of human life

in the future. We present novel ideas in energy-aware design and analysis of these

networks on the basis of in-depth analytical models. More specifically, we address

the following research issues:

R1: Modeling the energy consumption for communication in wireless multi-hop

networks.

R2: Energy-efficient routing in wireless multi-hop networks.

R3: Load balancing on the basis of battery energy of nodes.

R4: Topology control for keeping fault-tolerant multi-hop connectivity using a lower

transmission power.

R5: Analyzing the lifetime of multi-hop connectivity between nodes.

R6: Energy-efficiency of the physical layer.

1www.greentouch.org
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There are other issues connected to this study such as power management using

sleep and wake up mechanisms [17–20] and clustering [13,21,22] for energy efficiency.

There are many solutions for these issues in the literature. However, the path taken

here is indeed inclusive. That is, the solutions proposed in this thesis can co-exist

with them. In the next section, we list all the contributions of this thesis and explain

each of them.

1.4 Contributions of the Thesis

There are two concepts behind our contributions in this thesis. First, we believe that

it is necessary to bring energy-efficiency to different layers of the communication

stack, making it a “Green Stack”. We believe that designing energy-efficient

and energy-aware schemes for only one layer is not effective. Energy-efficiency

of other layers must also be taken into account. Second, while we design an

energy-efficient mechanism for one layer, we need to consider the impact of other

layers on that layer to provide a cross-layer optimization from an energy-efficiency

viewpoint. Keeping these two aspects in mind, we develop a suite of communication

schemes which together form a platform for energy-efficient and energy-aware

communication in wireless multi-hop networks. In other words, our proposed

platform considers different layers of the communication stack taking into account

cross-layer dependency between them from energy-efficiency viewpoint (see Figure

1.6). We list our contributions as follows:

1. We propose routing schemes for finding the most energy-efficient routes

between any two nodes of the network. To this aim, we consider the impact

of the physical layer, data link layer, and transport layer on energy-efficient

routes. The energy-efficient routing schemes are then enhanced with the

capability to balance the traffic load between nodes according to their available

battery energy. The proposed schemes could be deployed at the network layer

(Layer 3). These contributions covers Research issues R1 to R3.

2. We propose a neighbor discovery mechanism for the data link layer (Layer

2) in the form of a network topology control algorithm. The proposed

algorithm keeps the maximum transmission power of nodes as low as required

for multi-hop connectivity of the network. This contribution covers Research

issue R4.

3. We analyze the expected duration that two nodes in a wireless multi-hop

network with a random topology could communicate with each other from a

transport layer (Layer 4) viewpoint. This contribution covers Research issues

R5.



10 1. INTRODUCTION

Energy consumption 
of transceiver circuit

Link level energy 
consumption 

Maximum tx. 
powerTx. power

Neighbor discovery 
management

Link 
quality

Energy-aware routing

End-to-end energy 
consumption

Node-to-node-
communication lifetime

Research issue R5

Research issues R2 and R3  

Research issue R4  

Research issue R1  

Research issues R6   

Transport layer

Network layer

Data link layer

Physical layer

Figure 1.6 – Cross-layer dependencies for energy-aware communication in
wireless multi-hop networks, and the corresponding research issues.

4. We propose cooperative signal transmission techniques to reduce the trans-

mission power of nodes at the physical layer (Layer 1) without sacrificing link

reliability. This covers Research issue R6.

In each chapter, we will identify what is missing in the current literature and

what are the questions that need our attention. We also show the drawbacks

of existing schemes and the requirements for improving the current energy-aware

communication schemes. We present the novelty of our proposed schemes thereafter.

Background, the current literature, and related discussions will be provided while

explicating each of the research issues in the forthcoming chapters of the thesis.

1.5 Outline of the Thesis

The rest of this thesis is organized as follows: In Chapter 2, we provide

background information about wireless multi-hop networking. We explain how

nodes communicate with each other in these networks, and which technologies

could be used for multi-hop communication in wireless networks. Essentials of radio
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signal propagation and modeling the topology of these networks are presented as

well. Then in Chapter 3, we model the energy consumption for transmission and

reception of packets over a wireless link. This creates the first step for designing the

energy-aware communication mechanisms. Using the developed model, we analyze

in Chapter 4 the energy consumption for multi-hop packet traversal between nodes.

This analysis lays the foundation of designing energy-efficient routing algorithms

for wireless multi-hop networks, which is tackled in Chapter 5. In Chapter 6, we

enhance energy-efficient routing schemes presented in Chapter 5 with the capability

to balance the traffic load amongst nodes. To this end, we consider the remaining

battery-energy and the type of power supply of nodes. In Chapter 7, we study

topology control in wireless multi-hop networks, and propose novel schemes for

these networks. In Chapter 8, we analyze the duration that two arbitrary nodes in

a wireless multi-hop network with a random topology could keep communicating

with each other. This novel analysis is based on the energy consumption model that

we developed in Chapter 3. Chapter 9 addresses cooperative signal transmission

schemes for reducing energy consumption of nodes. We conclude the thesis and

highlight future work in Chapter 10. The relation between chapters of the thesis

and their sequence is shown Figure 1.7.
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Figure 1.7 – Sequence of chapters of the thesis and the relation between
them. Arrows show a logical relation between chapters. The proposed schemes
in different chapters make the network more and more energy-efficient.



Chapter 2

Essentials of Wireless
Multi-hop Networking

In this chapter, we provide general information about wireless multi-hop networks.

This is essential for understanding the rest of the thesis. We introduce radio

technologies suitable for multi-hop networks and explain routing and medium access

control mechanisms in these networks. Essentials of radio signal propagation and

topological representation of wireless multi-hop networks will be presented as well.

2.1 Radio Technologies

With the proliferation of wireless technologies, support for multi-hop commu-

nication has been considered in many of them. Various radio technologies

developed for wireless personal area networks (WPANs), wireless local area networks

(WLANs), and wireless metropolitan area networks (WMANs) support multi-hop

communication. We briefly review these technologies.

2.1.1 WPAN Technologies

WPAN technologies support short-range wireless connectivity in the personal

operating space (around 10-20m). IEEE 802.15.4 [23] and IEEE 802.15.3 [24] are

two well-known standards for WPANs which can support multi-hop communication.

IEEE 802.15.4 supports low data rate communication (up to 250 Kbps) for

applications such as home automation, personal health-care, industrial automation,

and wireless sensor networking. On the other hand, IEEE 802.15.3 supports high

data rate (up to 55 Mbps) with QoS provisioning for video-streaming and large file

transfer applications such as video or digital imaging.

13
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IEEE 802.15.4 can support multi-hop communication in its peer-to-peer mode.

In this mode, two nodes that are within transmission range of each other can

communicate directly. Thus, a multi-hop network can easily be formed by creating

direct links between nodes within each other’s transmission range. In the IEEE

802.15.3 standard, multi-hop communication is supported only through the concept

of child piconets associated with their parent piconets. A piconet is a one-hop

wireless network whose communication is controlled by one of its nodes acting as

the piconet controller (PNC). To support multi-hop communication, the PNC of

a child piconet, which is a member of the parent piconet as well, has to forward

packets from a device in the parent piconet to a device in the child piconet and

vice versa. This results in a two-hop communication between devices in parent

and child piconets. To have a three-hop communication, another piconet should

be attached to the child piconet. The network could be expanded using successive

child piconets attached to each other. Nevertheless, this scheme is not very efficient

because the allocated bandwidth to a multi-hop connection reduces drastically as

the number of hops increases [25]. A solution for this problem has been proposed

in [25]. In this method, a parent-child relationship is not required for multi-hop

communication anymore. Instead, a two-hop scheduling mechanism is used to

reserve required time slots for two-hop communication between two neighboring

piconets. The neighboring piconets are connected through one of their common

nodes.

2.1.2 WLAN Technologies

WLAN technologies support high data rate wireless connectivity for fixed, portable,

and mobile stations within a local area (of the order of 100m). IEEE 802.11b [26],

IEEE 802.11g [27], and IEEE 802.11n [28] are well-known standards for WLANs

which can easily support multi-hop communication in their ad-hoc modes. In this

mode, no access point is required. IEEE 802.11n which supports data rates up to

300 Mbps is backward compatible with IEEE 802.11g and IEEE 802.11b. On the

other hand, IEEE 802.11g which supports data rate up to 54 Mbps is backward

compatible with IEEE 802.11b which supports data rates up to only 11 Mbps.

2.1.3 WMAN Technologies

WMAN technologies support wireless connectivity for fixed, portable, and moving

stations within a metropolitan area (of the order of 1 km). IEEE 802.16 [29] is the

well-know wireless standard for WMANs. It can support high data rate communi-

cation (up to 120 Mbps) with QoS provisioning. The primary goal of development

of this standard is to support infrastructure-based communication. However, it

can support multi-hop communication as well in mesh mode. To this end, the
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IEEE 802.16 standard uses a complicated decentralized scheduling to coordinate

transmission of nodes for multi-hop communication with QoS provisioning (see [29]

for further details). This complex scheduling mechanism reduces the ability of

the IEEE 802.16 standard to support multi-hop communication on a large scale

compared to a standard such as IEEE 802.11b.

2.2 Medium Access Control

The goal of medium access control (MAC) protocol in wireless networks is to monitor

and control how nodes access the shared wireless medium. Here, medium is referred

to as the space through which the radio waves propagate. A MAC protocol is

deployed in the MAC layer which corresponds to the data link layer in the OSI

Reference Architecture1.

Time division multiple access (TDMA) and carrier sense multiple access with

collision avoidance (CSMA/CA) are well-accepted MAC mechanisms in wireless

multi-hop networks. In TDMA, each node can only transmit data in time-slot(s)

allocated to that node. Allocating time-slots to nodes is the responsibility of a

central controller (e.g., a PNC in the IEEE 802.15.3 standard). This adds to the

complexity of TDMA-based MAC protocols and reduces the scalability of these

protocols to be deployed in a distributed environment such as wireless multi-hop

networks. Moreover, the use of TDMA necessitates nodes to be synchronized and

have a common sense of timing.

In CSMA/CA, each node senses the medium and sends its data if the medium is

free. Medium access is of a probabilistic nature compared to that of TDMA which

is of a deterministic nature. CSMA/CA is a scalable solution for wireless multi-hop

networks. It does not require a centralized controller and time synchronization

between nodes. However, the drawback of CSMA/CA is that no guaranteed QoS

can be provisioned, while TDMA can guarantee QoS provisioning.

Among various wireless standards, the MAC protocol in IEEE 802.11b/g/n and

IEEE 802.15.4 (in peer-to-peer non-beacon-enabled mode) uses CSMA/CA. MAC

protocol in IEEE 802.15.3 uses a combination of CSMA/CA and TDMA. In the

IEEE 802.15.3 standard, superframes are used to coordinate communication within

a piconet. Each superframe starts with a beacon propagated by the PNC through

which nodes can synchronize themselves with the PNC. Part of a superframe consists

of time-slots, which are allocated to piconet nodes by the PNC, while channel access

in the rest of the superframe is using CSMA/CA.

Apart from the type of channel access mechanism which can be used to

categorize MAC protocols, they can be categorized based on their support for

automatic repeat request (ARQ). If ARQ is supported, lost packets could be

1In this thesis, we will use MAC layer and data link layer interchangeably.
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recovered through retransmissions triggered by the MAC layer. To this aim, the

receiver must acknowledge correct reception of a packet through an acknowledgment

packet (referred to as MAC acknowledgment). If the sender does not receive the

acknowledgment, it will retransmit the packet after expiration of a timer. This

may happen because either the packet or its acknowledgment is lost. The sender

retransmits the packet until it receives an acknowledgment, or the maximum number

of transmission attempts, M , is reached. Therefore, a packet or its acknowledgment

might be transmitted m ≤M times. Note that if the acknowledgement is lost and

the receiver receives the retransmitted packet, there will be a duplicate packet at

the receiver. The MAC layer or higher layers discard such packets.

MAC acknowledgments could be transmitted per packet or using cumulative

acknowledgments. If per packet acknowledgments are supported, each packet

is acknowledged separately. If commutative acknowledgments are used, several

packets could be acknowledged using a single acknowledgement. Among wireless

technologies, IEEE 802.11b/g/n support mandatory per packet acknowledgement,

while IEEE 802.15.4 supports optional per-packet acknowledgment. In IEEE

802.15.4, the MAC header of each transmitted packet indicates whether the receiver

needs to acknowledge the packet or an acknowledgement is not required. On the

other hand, the IEEE 802.15.3 standard supports data transfer with per-packet

acknowledgments, with cumulative acknowledgements, or without ARQ. If ARQ is

not supported, the sender transmits each packet once and no acknowledgement is

transmitted by the receiver. As we will discuss in the next chapter, support for

ARQ at the MAC layer can affect the total amount of energy that a sender and a

receiver consume to exchange a packet through the wireless link.

Considering the type of MAC mechanism in various WPAN, WLAN, and

WMAN standards, we can conclude that IEEE 802.11b/g/n and IEEE 802.15.4

are easier to be deployed in wireless multi-hop networks. Since these standards use

CSMA/CA, a multi-hop network can be formed and expanded with less complexity.

These standards are widely accepted by users and the research community. So

far, no commercial device supporting the IEEE 802.15.3 standard is available,

but 802.15.4 and 802.11 based devices exist commercially worldwide. Although

802.16 based devices are appearing recently, they are mainly for infrastructure-based

communication. Support for multi-hop communication is optional in this standard.

Most IEEE 802.16 based commercial devices do not support multi-hop communi-

cation.

2.3 Routing and Mobility

In wireless multi-hop networks, a routing protocol is required to keep nodes

connected at the network layer level. The task of the routing protocol is to discover
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and maintain a valid route between a pair of nodes. A route consists of a number

of intermediate nodes between a source and a destination node which forward

packets hop-by-hop to the destination. Design, analysis, and evaluation of routing

protocols in wireless multi-hop networks have been the target of many research

activities during the last decade [30–42]. Various protocols with different capabilities

optimized for different applications have been proposed so far. A survey of these

protocols can be found in [43, 44]. We can categorize routing protocols developed

for wireless multi-hop networks based on different criteria. A main criterion for

categorizing these protocols is the way they discover and maintain routes. In this

way, routing protocols are categorized as proactive and reactive protocols.

2.3.1 Proactive Routing

Proactive protocols maintain routes proactively. Each node keeps an updated route

to any other node in the network even if there is no session going on between that

node and other nodes. When a node receives a packet from its application layer

or its neighbors, it checks its routing table to find the next hop node towards the

destination address. The packet is then forwarded to the determined next hop node.

This continues until the destination node receives the packet. In order to keep valid

routes, nodes maintain a complete map of the network topology. Thus, they can

determine the optimal path (e.g., the path with the minimum number of hops) to

any other node in the network using, for instance, Dijkstra’s shortest-path routing

algorithm.

In proactive protocols, the network topology at each node is constructed using

topology broadcast messages that nodes propagate and through which they share

with each other their view of the network topology. Topology broadcast messages

are sent by nodes periodically, and flood the entire network. Another important

message in proactive protocols is Hello message. Nodes use Hello messages to detect

their neighbors and inspect physical links to their neighbors. Hello messages are

transmitted periodically as well. Nevertheless, they do not flood the network.

As we may expect, the main drawback of proactive protocols is the high

routing overhead generated by flooding by topology broadcast messages and

broadcasting of Hello messages. Propagation of these messages occupies the

bandwidth and consumes energy. Some protocols such as Optimized Link State

Routing (OLSR) [40] try to reduce the routing overhead by smart propagation of

topology broadcast messages. In OLSR, each node can select a set of nodes among

its neighbors which are allowed to flood topology broadcast messages.
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2.3.2 Reactive Routing

Reactive routing protocols discover routes on demand when a node has data to send

to another node and it does not know a valid route to its destination node. In such

a case, the source node broadcasts a route request (RREQ) message to discover a

valid route to the destination node. Each node, which has not received the RREQ

message already, may re-broadcast the message. When the destination receives the

RREQ message, it replies to it by a unicast route replay message (RREP). The

RREP message traverses the same route back to the source node that RREQ has

traversed from the source to the destination. Examples of reactive routing protocols

are Ad-hoc On-demand Distance Vector (AODV) [42] and Dynamic Source Routing

(DSR) [41,45].

Many studies have shown that reactive protocols not only generate less

overhead compared to proactive protocols, but also have a better packet delivery

performance [46–49]. This is intuitively obvious in networks whose their topology

does not change frequently. In such networks, once a route is discovered, it could

be used for a long period. However, in networks with changing topology (e.g.,

mobile networks), reactive protocols may generate the same overhead as proactive

protocols [47], because route discovery may be triggered frequently. Nevertheless,

reactive protocols can react faster to topological changes. In proactive protocols,

once a change in the network topology happens, it may take relatively long before

all the nodes obtain the same view of the network topology again. Thus, while the

routing tables are being updated in all nodes, packets might be dropped due to lack

of knowledge of a valid route to the destination.

At the end, it is worthwhile to mention that the routing protocol in mobile

multi-hop networks is also a means for mobility support. The routing protocol

can maintain valid routes between nodes while they are moving. A data packet

originated by a source node can be routed to its destination node, even if they both

are mobile and intermediate nodes between them are mobile as well. Nevertheless,

topology changes due to mobility can induce a high routing overhead. For this

reason, the use of delay tolerant communication and opportunistic routing [36]

have been considered as efficient schemes for mobile multi-hop networks.

2.4 Network Topology Representation

The topology of a wireless multi-hop network determines how nodes are connected

to each other. Fading over wireless channels and mobility of nodes may cause

a break in existing links and the appearance of new links in the network. This,

in turn, changes the network topology. Nevertheless, at any instant of time, the
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topology of a wireless multi-hop network could be represented by a graph G(V,E),

where V and E are the set of nodes (vertices) and links (edges), respectively.

A node in the network could be identified by a unique identifier. The identifier

of a node can be its MAC or IP address. Alternatively, we can simply use an integer

value from the interval [1, N ] to identify a node, in which N = |V| is the number

of nodes in the network. In this thesis, we will use this simple scheme to refer to a

node in the network. Therefore, an integer u ∈ [1, N ] specifies the uth node in the

network. Consequently, a link is represented by a pair of integer values (u, v), where

u is the sender/sending end and v is the receiver/receiving end of the link. If there

is a link between two nodes, then (u, v) ∈ E. One implicit assumption for having a

link between two nodes is that they are equipped with the same radio technology.

2.4.1 Related Terms

Directional and Bidirectional Links: A link (u, v) ∈ E is bidirectional, if

(v, u) ∈ E as well. Otherwise, (u, v) is a directional link. In a wireless multi-hop

network, there could be directional links between nodes if the transmission range

of nodes is not the same. For instance, if two nodes use the same radio technology

produced by different manufactures, their transmission range could be different. In

such a case, it might be possible that one of them lies outside the transmission

range of the other. Directional links in wireless networks could cause problems in

communication when MAC acknowledgment is supported. If MAC acknowledgment

is supported, the next packet will be transmitted by the sender only when the

sender has already received the acknowledgment for the last transmitted packet.

If there is a directional link between two nodes, the sender will not receive the

acknowledgement. Thus, there will be no communication between the sender and

the receiver.

Path (Route): A path between a source node u and a destination node v is a set

of nodes which connect the two nodes to each other in a multi-hop way. We represent

a path in the network with h ≥ 1 hops as P = {n1 = u, n2, ..., nh, nh+1 = v} where

nk ∈ V is the kth node, k = 1, ..., h + 1, of the path, and (nk, nk+1) ∈ E is the kth

link, k = 1, ..., h. Here, nk, k = 2, ..., h, is an intermediate (relay) node. If h = 1,

then the path consists of only one hop, which is the direct link between the source

and the destination. Two paths between a pair of source-destination nodes could

be node-disjoint or non-disjoint. They are node-disjoint, if they don’t have any

intermediate node in common. Otherwise, they are called non-disjoint routes.
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Path and Link Weight: Path weight is a function of the weight of constituent

links of the path. We denote the weight of a path P by W (P), and the weight of

a link (u, v) by wu,v. There are three types of link weights: additive, concave, and

multiplicative. If link weights are additive, the path weight is the summation of the

weight of constituent links of the path. Consumed energy for packet transmission

over a link and delay are examples of additive link weights. If link weights are

concave, the path weight is the minimum weight of constituent links of the path.

Bandwidth of a link is an example of concave link weights. If link weights are

multiplicative, the path weight is obtained by multiplying weights of constituent

links of the path. Reliability of links is an example of multiplicative link weights.

Neighbor: A node v is a neighbor of node u, if there is a direct link from u to

v (i.e., (u, v) ∈ E). That is, neighbors of a node are one hop away from the node.

Neighbors of a node form a neighborhood.

Node Degree: The number of neighboring nodes of a node is referred to as degree

of that node. The average node degree of all nodes in the network is called mean

degree of nodes. Minimum degree among all nodes is referred to as minimum degree

of the network.

Transmission Power: Transmission power is the output power of a node for

signal transmission over the air. In general, we can assume that the transmission

power of a node to its various neighboring nodes could be different. We denote

Pu,v ≤ Pu as the transmission power of node u to node v, where Pu is the maximum

transmission power of node u.

Transmission Range: Transmission range of a node in the network is the

maximum radius from the node at which a target bit error rate is satisfied in the

receiver when the node transmits with its maximum transmission power. We denote

the transmission range of node u by Du. The target bit error rate is usually a design

parameter of the radio technology used.

Packet Delivery Ratio: Probability of error-free reception of a packet in a single

transmission attempt is referred to as packet delivery ratio (PDR) of a link. PDR

of a link depends on many factors such as modulation and channel coding schemes

deployed at the physical layer, type of fading, and size of the packet. We denote

pu,v(x) as the PDR of link (u, v) for a packet of size x bits.
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Shortest Path: There might be several paths between a source and a destination

node in a multi-hop network. The shortest path is the path which has the minimum

cumulative weight.

Hop count: Hop count of a path is the number of hops in that path. The average

value of hop count between all pairs of source-destination nodes in the network is

referred to as mean hop count.

Connectivity: A multi-hop network is connected, if there is at least one path

between any two nodes in the network. If there is a pair of nodes for which there is no

path between them, the network is disconnected. Furthermore, a network in which

there are at least k node-disjoint paths between any two nodes is called k-connected.

k-connectedness (k ≥ 2) is essential for having fault-tolerant communication in

multi-hop networks, because communication between two nodes is not interrupted

even after failure of the first path between them.

2.4.2 Homogenous and Heterogeneous Networks

In a homogenous network, all nodes are characteristically similar to each other. In

a heterogeneous network, nodes have different characteristics. This may include,

for instance, heterogeneity in radio technology, processing capabilities, energy

consumption profile, and power supply. The heterogeneity may be attributed to

only one or several of these characteristics.

A multi-hop network with heterogeneous radio technologies may consist of a

number of interconnected radio domains. Each radio domain contains nodes which

support the same radio technology. To connect two radio domains to each other,

we need a node supporting both technologies. Such a node is referred to as a bridge

node. The topology of such a multi-hop network can still be represented by a graph

G(V,E). Nevertheless, we have V = V1 ∪ V2 ∪ ... ∪ Vn where n is the number of

radio domains in the network and Vi is the set of nodes in the ith radio domain.

Accordingly, we have E = E1 ∪ E2 ∪ ... ∪ En, where Ei is the set of links in the ith

radio domain.

A network consisting of several radio domains is a good example of a heteroge-

neous network. Nevertheless, all the nodes using the same radio technology may

still be called heterogeneous if, for instance, they use different interfaces made by

different manufactures. In such a case, the energy consumption profile of nodes and

their transmission range could be different. Another example is having nodes with

similar radio interfaces but different processing capabilities (e.g., a laptop and a

smart phone with similar wireless interfaces).

Another type of heterogeneity in multi-hop networks is heterogeneity of the

type of power supply of nodes. That is, even if wireless interfaces of nodes are
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completely the same, nodes can be heterogeneous in terms of energy if they use

different types of power supply. For instance, some devices in a wireless multi-hop

network might be connected to the mains, but others may run on a battery. For

such a network, we define Vb as the set of nodes which run on battery and Vm as

the set of nodes which are connected to the mains (the grid). Accordingly, we define

Eb = {(u, v) ∈ E : u ∈ Vb} as the set of links going out from battery-powered nodes

(called battery-powered links), and Em = {(u, v) ∈ E : u ∈ Vm} as the set of links

going out from mains-powered nodes (called mains-powered links). In this thesis,

we will consider mainly heterogeneity of power supply and energy consumption of

nodes.

2.5 Radio Propagation Models

There are two common models for signal propagation in wireless multi-hop networks.

They are the path-loss model and the lognormal model.

2.5.1 Path-loss Model

In the path-loss model, the average received power at a receiver is proportional to

d−η, in which η is the path-loss exponent of the environment, and d is the distance

between the sender and the receiver. Parameter η varies from 2 in free space to 6

in heavily built urban areas. According to the path-loss model, if node u transmits

signals with power Pu, the average received power by node v from node u is as

follows:

Prxu,v = cPud
−η
u,v (2.1)

in which c is a constant that depends on the wavelength and the receiving and the

transmitting antenna gains. Note that the instantaneous received power is modeled

as a random variable with mean value Prxu,v . If there is no line of sight (LOS)

between the two nodes, the instantaneous received power is modeled as a random

variable with Rayleigh distribution. If there is a LOS between the two nodes,

the instantaneous received power is modeled as a random variable with Rician

distribution [50].

According to the path-loss model, the transmission range of u is

Du =

(
cPu

Prxmin

) 1
η

, (2.2)

in which Prxmin is the minimum received power required for having a link between

two nodes1. Since received power decays with distance, the received power at a

1The minimum received power depends on the target BER requirement which must be satisfied
at the receiver.
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distance greater than Du from transmitter will be lower than Prxmin . Thus, there

is a link from u to v (i.e., (u, v) ∈ E), only if du,v ≤ Du. In other words,

Pr{(u, v) ∈ E} =

{
1 du,v ≤ Du

0 du,v > Du.
(2.3)

2.5.2 Lognormal Model

In the lognormal model, the average received power at distance d from a sender

varies from location to location [51]. Remember that in the path-loss model, the

average received power at distance d is the same at all locations. In the lognormal

model, the average received signal at distance d is itself a random variable. The

logarithmic value of this random variable is assumed to have a normal distribution

with mean value as predicted by the path-loss model. More specifically, the average

received power by a node v from a node u is expressed as follows:

10log(Prxu,v ) = 10log
(
cPud

−η
u,v

)
+ z, (2.4)

where z is a zero-mean normal random variable.

Since the transmission power varies from location to location, the transmission

range is not the same at different locations. The amount of variation in the

transmission range of a node depends on the variance of z. The higher the variance

of z, the more is the variation domain of the transmission range of the node. The

average value, however, is as expressed in (2.2). Therefore, what is considered as

the transmission range in the path-loss model is in fact the average transmission

range according to the lognormal model. In this model, the probability of having a

link between two nodes u and v is [52]

Pr {(u, v) ∈ E} = Pr

{
z ≥ 10log

(
cPud

−η
u,v

Prxmin

)}
= Pr

{
z ≥ 10log

((
du,v
Du

) 1
η

)}

=
1

2

[
1− erf

(
10η√

2σlog(10)
log

(
du,v
Du

))]
,

(2.5)

where Prxmin is the minimum received power for having a link between two nodes,

and erf(.) is the Gauss error function.

2.6 Geometric Random Graphs

Geographic random graphs have been widely accepted for modeling wireless

multi-hop networks such as wireless sensor and ad hoc networks [53–55]. These
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graphs are considered to be a more realistic model for wireless multi-hop networks

than pure random graphs of Erdos and Renyi [52]. In Erdos and Renyi random

graphs, there might be a link between any two nodes with a certain probability,

regardless of their distance with each other. Furthermore, the existence of a link

between two nodes is independent of the existence of a link between another pair

of nodes. Nevertheless, in a wireless multi-hop network, there can not be a link

between two nodes which are outside each other’s transmission range. Moreover,

links are locally correlated with each other. That is, there is a high probability that

a link exists between two nodes which have a common neighbor.

A geometric random graph consisting of N nodes is constructed by distributing

N points uniformly on a square area and adding edges to connect any two nodes

for which their Euclidean distance to each other is less than a predefined value.

Under some circumstances, a geometric random graph can model the topology of

a wireless multi-hop network. First, nodes in the wireless multi-hop network are

uniformly distributed. Second, the signal propagation model is the path-loss model.

Third, all nodes have the same transmission range Du = Dmax ∀u ∈ E. Such a

graph is also known as path-loss geometric random graph [52], since it is based on

the path-loss signal propagation model.

Another variant of geometric random graphs have been proposed in [52] as

lognormal geometric random graphs. These graphs inherit some characteristics from

path-loss geometric random graphs and some from pure random graphs of Erdos

and Renyi. In lognormal geometric random graphs, the probability of having a

link between two nodes is specified by (2.5). Note that, we can consider path-loss

geometric random graph a good model for wireless multi-hop networks, if the

variation of received signal strength at transmission range Dmax is so small that it

does not change the network topology. Unless stated otherwise, the term “geometric

random graph” in this thesis will refer to the path-loss geometric random graph.

Penrose [55] proved that a geometric random graph G with N → ∞ nodes

located uniformly in a unit disk (or a unit cube) is almost surely k-connected if

its minimum degree is k. In other words, for any random geometric graph G, the

following expression holds:

Pr{G is k − connected} = Pr{nmin ≥ k},

where nmin is the minimum degree of the graph. Thus, to have a k-connected graph,

each node must at least have k neighbors.

Bettstetter [53] used this fact to determine the probability that a wireless

multi-hop network is k-connected. To compute Pr{nmin ≥ k} in a wireless

multi-hop networks, we need to know the probability density function of node

degree in the network. If nodes are uniformly distributed in a square area, the

probability density function of the degree of a node is approximated by a Poisson
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density function with parameter τ =
πND2

max

A [53]. Here, Dmax is the common

transmission range of nodes and A is the network deployment area. We can show

that

Pr{G is k − connected} =

(
1− e−τ

k−1∑
i=0

(τ)i

i

)N
. (2.6)

This formula has been obtained assuming that
πD2

max

A << 1. That is, the coverage

area of a node must be very small compared to the network deployment area.

An implication of the expression given in (2.6) is that we can determine the

minimum node density (given the transmission range of nodes) or the minimum

transmission range (given the node density) required to have a k-connected network

with a certain probability. For instance, to have a 1-connected network with

probability greater than b, we need to set the transmission range of nodes to

Dmax ≥

√√√√−A ln
(

1− b 1
N

)
Nπ

. (2.7)

Alternatively, if the transmission range Dmax is known, we can determine the

minimum number of nodes required to have a 1-connected network using the above

inequality, which can be only solved numerically.

The probability of k-connectivity of the network has been plotted in Figure 2.1

as a function of the number of nodes in the network and the transmission range

of nodes. In addition to theoretical values, simulation results have been plotted as

well. To have a clear picture, we only have plotted simulation results for k = 1.

The figure shows that the values obtained by simulations are smaller than those

predicted theoretically. The reason for this mismatch is the border effect of the

rectangular network area. Equation (2.6) has been obtained assuming an infinitely

large area. In practice, the network area is bounded. Having a bounded area results

in the border effect, because a node placed near the boundary of the rectangle area

will cover less area than a node in the middle of the area. Thus, nodes located

at the borders of the area on the average have a lower node degree compared to

nodes in the middle of the area. The consequence of the border effect is reducing

the probability of having a k-connected network from what is predicted by (2.6).

So far, we discussed connectivity of wireless multi-hop networks assuming

all nodes have a common transmission range Dmax. With this assumption, we

presented an expression specifying the probability that the network is k-connected.

In practice the transmission ranges of nodes might not be the same. This might

happen either because of heterogeneity of radio interfaces of nodes or due to

lognormal signal propagation. When transmission ranges of nodes are not the same,

we can use (2.6) to determine a lower bound on the probability of k-connectivity
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Figure 2.1 – (a) The probability that a wireless multi-hop network is connected
as a function of (a) the number of nodes in the network and (b) the transmission
range of nodes. The transmission range of nodes in Plot (a) is 70m, and the
number of nodes in Plot (b) is 200. The network area is 500 × 500m2. The
theoretical values have been obtained using (2.6).
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of the network. To specify this lower bound, let bmin be the probability that

the network is k-connected assuming the transmission range of each node is Dm,

where Dm is the minimum transmission range amongst nodes of the network. We

can determine bmin using (2.6) assuming Dmax = Dm. Since, in practice the

transmission range of some nodes might be greater that Dm, there will be more

links in the network compared to the case that the transmission range of all nodes

is Dm. This increases the probability of k-connectivity of the network. Therefore,

if b denotes the probability that such a network is k-connected, we have b ≥ bmin.

2.7 Summary

In this chapter, we introduced wireless standards which support multi-hop com-

munication in wireless networks. These are IEEE 802.15.3 (using the parent-child

relationship in piconets), IEEE 802.15.4 (in peer-to-peer mode), IEEE 802.11b/g/n

(in ad hoc mode), and IEEE 802.16 (in mesh mode). Considering the scalability and

complexity of MAC layer in these standards, IEEE 802.15.4 and IEEE 802.llb/g/n

were recognized as suitable solutions for wireless multi-hop networks. We then

discussed routing in multi-hop networks. Two main types of routing protocols were

explained, namely reactive and proactive protocols. Studies show that reactive

protocol are better choices for wireless multi-hop networks, since they generate

less overhead and cope faster with topological changes. Next, we introduced

some terms and notations related to the topological representation of wireless

multi-hop networks, which will be used in the rest of the thesis. Two radio

signal propagation models – path-loss and lognormal models – were presented, and

geometric random graphs were introduced as suitable models for wireless multi-hop

networks. Connectivity of these graphs was studied as well.





Chapter 3

Modeling Link Level Energy
Consumption

In this chapter, we develop a mathematical model for energy consumption of nodes

for packet exchange over wireless links. This model determines the amount of energy

consumed by a sender and a receiver to exchange a packet over the wireless link

between them. We will use this model in the design and evaluation of energy-aware

communication schemes in the rest of the thesis. The developed model in this

chapter is very detailed compared to other models [56–60]. It includes details such as

reliability of wireless links, consumed energy by processing elements of transceivers,

packet retransmission at the MAC layer, size of data and acknowledgment packets,

and data rate of wireless links. Studies such as [56,57] only model consumed energy

during a single transmission and reception of a packet. They do not take into

account the effect of packet retransmission on energy consumed for packet exchange.

By taking into account the effect of packet retransmission, the model we present

in this chapter brings into picture the effect of reliability of wireless links on the

energy consumption of nodes. Our model also enhances the proposed model in [60]

by limiting the number of times that a lost packet is allowed to be retransmitted

by the MAC layer. It is assumed in [60] that there is no limitation on the number

of retransmissions. Furthermore, [60] assumes, without any verification, that the

same amount of energy is consumed for receiving lost and error-free packets. We

used 2.4 GHz IEEE 802.15.4 devices to verify this assumption. We show that a high

percentage of lost packets over a wireless link are discarded after being completely

detected by the receiver. This means, the consumed energy for receiving lost packets

is comparable with the consumed energy for receiving packets successfully.

To develop the energy consumption model, we first study the structure of a

transmitter and receiver (transceiver) in Section 3.1. Knowing the structure of a

29
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transceiver, we then model energy consumption during a single transmission and

reception of a packet over a link in Section 3.2. In Section 3.3, we introduce

transmission power control technique in wireless multi-hop network and study its

impact on the link level energy consumption model. Section 3.4 studies the effect

of packet retransmission at the MAC layer on energy consumption of nodes. Since

energy consumption of nodes is affected by quality of wireless links, we elaborate

on this issue in Section 3.5. We compare our model with other models from the

literature in Section 3.6. We summarize the chapter in Section 3.7.

3.1 Structure of a Transceiver

To model energy consumption of nodes, we consider three commercial transceivers:

1) Intersit PRISM I chipset which is based on the IEEE 802.11b standard, 2)

Chipcon CC2420 which is based on the IEEE 802.15.4 standard, and 3) Chipcon

CC1000 which is a very low power UHF wireless transceiver. Figure 3.1 shows a

block diagram of these transceivers. If we look at these three different transceivers,

we can recognize four common building blocks in all of them. The first block

contains processing elements for baseband processing and possibly other types

of digital data processing which could be performed by a microcontroller. The

second block contains IF and RF parts for signal transmission excluding the power

amplifier. The third block contains the power amplifier (PA). The PA generates

the required power for signal transmission over the air. The fourth block contains

IF and RF parts for signal reception which is followed by the low noise amplifier

(LNA). The LNA amplifies the received signal in order to reduce the detection error.

We can abstract different elements of a wireless transceiver as shown in Figure 3.2.

Such a model has been used in other studies as well (e.g., [56–58,60]). In this model,

we define the following parameters,

• PPT : power consumption of processing elements during data transmission.

• PPR: power consumption of processing elements during data reception.

• PCT : power consumption of the transmission circuit (IF and RF parts without

the PA).

• PCR: power consumption of the receiving circuit (IF and RF parts).

• PLNA: power consumption of the LNA.

• PPA: power consumption of the PA.

• P (d): Transmission power of the device (output power of the PA) which could

be a function of the distance to the receiving node d.



3.1. STRUCTURE OF A TRANSCEIVER 31

(a) PRISM I

                                            CC2420 
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Figure 2. CC2420 simplified block diagram 

A simplified block diagram of CC2420 is 
shown in Figure 2.  

CC2420 features a low-IF receiver. The 
received RF signal is amplified by the low-
noise amplifier (LNA) and down-converted 
in quadrature (I and Q) to the intermediate 
frequency (IF). At IF (2 MHz), the complex 
I/Q signal is filtered and amplified, and 
then digitized by the ADCs.  Automatic 
gain control, final channel filtering, de-
spreading, symbol correlation and byte 
synchronisation are performed digitally. 

When the SFD pin goes active, this 
indicates that a start of frame delimiter has 
been detected. CC2420 buffers the 
received data in a 128 byte receive FIFO. 
The user may read the FIFO through an 
SPI interface. CRC is verified in hardware. 
RSSI and correlation values are appended 
to the frame. CCA is available on a pin in 
receive mode. Serial (unbuffered) data 
modes are also available for test 
purposes.  

The CC2420 transmitter is based on direct 
up-conversion. The data is buffered in a 
128 byte transmit FIFO (separate from the 
receive FIFO). The preamble and start of 
frame delimiter are generated by 
hardware. Each symbol (4 bits) is spread 
using the IEEE 802.15.4 spreading 
sequence to 32 chips and output to the 
digital-to-analog converters (DACs). 

An analog low pass filter passes the signal 
to the quadrature (I and Q) upconversion 
mixers. The RF signal is amplified in the 
power amplifier (PA) and fed to the 
antenna.  

The internal T/R switch circuitry makes the 
antenna interface and matching easy. The 
RF connection is differential. A balun may 
be used for single-ended antennas. The 
biasing of the PA and LNA is done by 
connecting TXRX_SWITCH to RF_P and 
RF_N through an external DC path.  

The frequency synthesizer includes a 
completely on-chip LC VCO and a 90 
degrees phase splitter for generating the I 

(b) CC2420 (T-mote)

   CC1000 
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5. Circuit Description 

 

Figure 1. Simplified block diagram of the CC1000 

 
 
A simplified block diagram of CC1000 is 
shown in Figure 1. Only signal pins are 
shown.  
 
In receive mode CC1000 is configured as a 
traditional superheterodyne receiver. The 
RF input signal is amplified by the low-
noise amplifier (LNA) and converted down 
to the intermediate frequency (IF) by the 
mixer (MIXER). In the intermediate 
frequency stage (IF STAGE) this 
downconverted signal is amplified and 
filtered before being fed to the 
demodulator (DEMOD). As an option a 
RSSI signal, or the IF signal after the 
mixer is available at the RSSI/IF pin. After 
demodulation CC1000 outputs the digital 
demodulated data on the pin DIO. 
Synchronisation is done on-chip providing 
data clock at DCLK. 
 

In transmit mode the voltage controlled 
oscillator (VCO) output signal is fed 
directly to the power amplifier (PA). The 
RF output is frequency shift keyed (FSK) 
by the digital bit stream fed to the pin DIO. 
The internal T/R switch circuitry makes the 
antenna interface and matching very easy. 
 
The frequency synthesiser generates the 
local oscillator signal which is fed to the 
MIXER in receive mode and to the PA in 
transmit mode. The frequency synthesiser 
consists of a crystal oscillator (XOSC), 
phase detector (PD), charge pump 
(CHARGE PUMP), VCO, and frequency 
dividers (/R and /N). An external crystal 
must be connected to XOSC, and only an 
external inductor is required for the VCO.  
 
The 3-wire digital serial interface 
(CONTROL) is used for configuration.
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(c) CC1000

Figure 3.1 – Internal block diagram of three commercial chipsets [61–63].
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Figure 3.2 – General structure of a transceiver.

• κ = P (d)
PPA

: power efficiency of the PA.

Given these parameters, the power consumption of a device during packet trans-

mission and reception can be computed as follows:

PT = P0 +
P (d)

κ
PR = PPR + PCR + PLNA

(3.1)

where P0 = PPT + PCT .

3.2 Energy Consumption for Single Transmission
and Reception of a Packet

Suppose that node u wants to transmit a packet of length L bits to its neighbor

v. Without loss of generality, we assume all nodes use the same transceiver

chipset. Thus, their power consumption profiles are the same. The only thing

which could differ from one node to another node is the transmission power. In

wireless multi-hop networks, nodes might be able to adjust their transmission power

according to the distance to their neighbors. This is known as transmission power

control which will be discussed in the next section in detail. For the time being,

we assume that Pu,v = P (du,v) is the transmission power from node u to node v.

Therefore, the consumed energy by u during transmission of the packet to v is:

ET (u, v, L) = PT × T

=

(
P0 +

Pu,v
κ

)
L

r

(3.2)
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in which T is the time required to transmit L bits with the rate r bits/sec. Similarly,

the consumed energy by v to receive a packet from u is:

ER(u, v, L) = PR × T

= PR
L

r
= εrL

(3.3)

where we define εr = PR/r (Joule/bit) as the energy consumed to receive one bit.

3.3 Impact of Transmission Power Control on
Energy Consumption

Transmission power control (TPC) [64–68] is a well-accepted technique in wireless

multi-hop networks to save energy. Nodes reduce their power to spend less energy for

packet transmission to their neighboring nodes. Reducing the transmission power

of nodes can also increase the network capacity due to reduced interference [69,70].

In the design and evaluation of energy-aware communication schemes, we assume

nodes can deploy TPC as defined bellow:

Definition 1. TPC: Given the data transmission rate r, a sending node keeps its
transmission power to the receiving node as low as required to satisfy a target BER
requirement.

To satisfy the target BER requirement, the average received signal to noise

and interference ratio (SINR) must be above a threshold. This threshold depends

on the modulation and channel coding schemes deployed by the wireless interface.

According to path-loss fading model, if node u transmits signals with power Pu,v
to node v, the average received power by node v is:

Prxu,v = cPu,vd
−η
u,v (3.4)

in which c is a constant which depends on the wavelength and the receiving and

the transmitting antenna gains. Let γmin be the average SINR required for having

the target BER at the receiving node, and N be the noise and interference power.

We need to have:
c

N
Pu,vd

−η
u,v ≥ γmin. (3.5)

The minimum transmission power required to satisfy the target BER requirement

at the receiver is then:

Pu,v = cnd
η
u,v, (3.6)

where cn is defined as cn = Nγmin
c .
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We can normalize (3.6) with respect to cn. To this end, we determine the

adjusted transmission power when the receiver is at a reference distance d0. Assume

Pref is the minimum transmission power such that the target BER requirement is

satisfied at the reference distance d0 from the sender. According to (3.6), we have

Pref = cnd
η
0 .

The adjusted power for signal transmission from u to v is then obtained as follows:

Pu,v = Pref

(
du,v
d0

)η
. (3.7)

The reference distance d0 is usually considered to be 1 m for indoor environments

and 1 km for outdoor environments.

If we replace Pu,v from (3.7) into (3.2), the energy consumption during packet

transmission can be expressed as:

ET (u, v, L) =

(
P0 +

Pref
κ

(
du,v
d0

)η)
L

r

=
(
α+ βdηu,v

)
L,

(3.8)

where we define α = P0/r and β = Pref/(κd
η
0). Parameter β is completely

dependent on the environment that the network is deployed. This dependency is

due to the dependency of Pref and the path-loss exponent on the environment. The

transmission power Pref must be measured in the environment where the network

is deployed. In other words, to compute β, we need to measure Pref when the

receiver is located at the reference distance d0. Nevertheless, alternatively we can

set Pref to its maximum value Pmax (maximum transmission power of nodes), and

measure the distance d0 from the sender at which the target BER requirement is

satisfied. Let us define the transmission range of a node as follows:

the maximum distance from the node at which the target BER require-

ment is satisfied in the network deployment environment, when the node

transmits with the maximum transmission power Pmax.

With this definition, we obviously have d0 = Dmax (the common transmission range

of nodes). Therefore, β could alternatively be computed as:

β =
Pmax
κDη

max
. (3.9)

For the sake of completeness, we also consider the case when nodes are not

able to adjust their transmission power according to the distance. In such a

case, each node always transmits packets with its maximum transmission power.
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Table 3.1 – Energy consumption parameters of commercial products. Data
has been extracted from [61–63].

CC2420 CC1000 PRISM I
(IEEE 802.15.4) (868 MHz) (IEEE 802.11b)

P0 [mW] 26.5 15.9 1400
PR [mW] 59.1 22.2 1320
Pmax [mW] 1 5 50

κ 3.7% 6.4% 10.2%
r 250 [Kbps] 76.8 [Kbps] 11 [Mbps]

Dmax [m] 50 50 150
α [nJ/bit] 2.4 1.44 127

β [fJ/bit/mη] 864 8138 13.2
(η = 3)

εr [µJ/bit] 0.23 0.29 1.2
εt [µJ/bit] 2.14 1.22 0.57

That is, Pu,v = Pmax,∀(u, v) ∈ E. Therefore, the energy consumption for packet

transmission without TPC will be as follows:

ET (u, v, L) =

(
P0 +

Pmax
κ

)
L

r

= εtL,

(3.10)

where we define εt = (P0 + Pmax
κ )/r [J/bit] as the amount of energy required to

transmit one bit of the packet with the maximum power. We have shown values

of energy consumption parameters of our model for some commercial products in

Table 3.1.

Note that if TPC is supported, the BER remains constant even if the distance to

the receiver changes. Nevertheless, when TPC is not supported, the BER reduces

if the distance between the transmitter and the receiver reduces. This is due to

path loss experienced by electromagnetic waves, which results in increased received

signal strength at shorter distances from the receiver. We should emphasize here

that adjusting the transmission power to distance is subject to keeping the data

transmission rate over wireless channels constant.

3.4 Impact of MAC Layer on Energy Consump-
tion

ARQ mechanism of the MAC layer affects the total amount of energy that two nodes

consume to exchange a packet. As mentioned in the previous chapter, some MAC
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protocols support ARQ. That is, a lost packet is transmitted several times by the

sender until the receiver receives a packet without errors. Thus, the actual energy

consumed to exchange a packet between two nodes includes the energy consumed

during retransmissions.

Let Xu,v ∈ {1, 2, ...,M} be the number of times that the packet is transmitted

by u to v, including the first transmission, and Yv,u ∈ {0, 1, 2, ...,M} be the number

of acknowledgments transmitted by v for the packet. The value of Xu,v and Yv,u
depends on the quality of the forward link (u, v) and the quality of the reverse link

(v, u). We will later determine Pr{Xu,v = m}, ∀m ∈ {1, 2, ...,M}, and Pr{Yv,u =

m}, ∀m ∈ {0, 1, 2, ...,M}.
Let Ld (bits) denote the size of the data packet transmitted from the transmitter

to the receiver, and La (bits) denote the size of the acknowledgment. Without loss

of generality, we assume that data packets and acknowledgments are transmitted

with the same rate r1. For the time being, we also assume that the energy consumed

by the receiver for receiving and decoding a corrupted packet is the same as the

energy consumed for receiving an error-free packet. In Section 3.5, we will verify this

assumption. With these assumptions, the total consumed energy by the transmitter

to deliver the packet to the receiver is:

ET (u, v, Ld) = Xu,vET (u, v, Ld) + Yv,uER(v, u, La). (3.11)

If we replace ET (u, v, Ld) from its definition given in (3.8) and ER(v, u, La) from

its definition given in (3.3), then we have:

ET (u, v, Ld) = Xu,v
(
α+ βdηu,v

)
Ld + Yv,uεrLa. (3.12)

The total energy consumed by the receiver to receive the packet is:

ER(u, v, Ld) = Xu,vER(u, v, Ld) + Yv,uET (v, u, La). (3.13)

If we replace ER(u, v, Ld) and ET (v, u, La) from their respective definitions, we can

express (3.13) alternatively as follows:

ER(u, v, Ld) = Xu,vεrLd + Yv,u
(
α+ βdηu,v

)
La. (3.14)

Since values of Xu,v and Yv,u depend on quality of links, the total consumed

energy by nodes to exchange a packet over a wireless link depends on quality of

links as well. Furthermore, due to the random nature of these two values, the

energy consumption of the sender and the receiver are random variables too. Thus,

we may even face a situation in which the receiver consumes more energy than the

sender to exchange a packet over a wireless link.

1Wireless technologies may use different rates for data traffic and acknowledgments (e.g., IEEE
802.11b/g/n).
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From (3.12) and (3.14), the expected amount of energy consumed by the sender

and the receiver is obtained as follows:

ĒT (u, v, Ld) = X̄u,v
(
α+ βdηu,v

)
Ld + Ȳv,uεrLa

ĒR(u, v, Ld) = X̄u,vεrLd + Ȳv,u
(
α+ βdηu,v

)
La,

(3.15)

in which x̄ is the expected value of x. To determine ĒT (u, v, Ld) and Ēr(u, v, Ld),

we need to determine the expected values of Xu,v and Yv,u.

3.4.1 Expected Transmission Attempts of Data Packets

A packet will be transmitted m times if the packet itself or its acknowledgment is

lost in the last m− 1 transmission attempts. Therefore,

Pr{Xu,v = m} =

{
(1− pq)m−1

pq, m = 1, ...,M − 1,

(1− pq)M−1
, m = M,

(3.16)

where p = pu,v(Ld) is the packet delivery ratio (PDR) of (u, v) for a packet of size

Ld bits, and q = pv,u(La) is the PDR of (v, u) for an acknowledgment of size La
bits.

Figure 3.3 shows Pr{X = m} for various values of p, q, and M . Plots depicted in

Figure 3.3 have been obtained assuming q is greater than p, because acknowledgment

packets are usually smaller than data packets. Thus, the error probability for

acknowledgment packets is likely smaller than the error probability for data packets.

The figure verifies that if the quality of the link is low (p = 0.25 and q = 0.4), the

probability of transmitting a packet M times is much higher than the probability

of transmitting a packet m < M times. Nevertheless, when the quality of the link

is good ( p = 0.85 and q = 1), the probability of transmitting a packet once is the

dominant value.

The expected value of X can be calculated as follows:

X̄u,v = M(1− pq)M−1 +

M−1∑
m=1

mpq(1− pq)m−1

=
1− (1− pq)M

pq
.

(3.17)

To derive (3.17), we used
∑n
m=1 z

m = z 1−zn
(1−z)2 −

nzn+1

1−z considering z = 1− pq and

n = M − 1. Note that if there is no limitation on the number of transmission

attempts (i.e., M → ∞), then X̄ → 1
pq . This implies that the following inequality

is true for any limited value of M :

X̄u,v ≤
1

pq
∀M > 0. (3.18)
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Figure 3.3 – Probability of transmitting a data packet m times.
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Figure 3.4 shows X̄ for various values of M . We can see that for relatively high

values of M (M ≥ 4), the upper bound in (3.18) is a tight bound when the PDR of

the link is greater than 0.5.

3.4.2 Expected Transmission Attempts of Acknowledgments

If a data packet is lost during all possible transmission attempts, no acknowledgment

will be transmitted for it. Thus, Pr{Yv,u = 0} = (1− p)M . On the other hand, an

acknowledgment will be transmitted M times for a data packet, if the data packet

is received correctly in every transmission attempt, but all M − 1 acknowledgments

transmitted for it are lost. Therefore, Pr{Yv,u = M} = pM (1− q)M−1.

To calculate the probability of transmitting 0 < m < M acknowledgments for a

data packet, we should notice that an acknowledgment is transmitted only when the

data packet is received correctly. Of course, a packet might be received correctly

after a number of transmission attempts. If the acknowledgment transmitted for

the packet is lost, the sender will retransmit the packet. This could be detected

after expiration of a timer. If the data packet is again received correctly after a

number of attempts, another acknowledgment will be transmitted.

Here, we consider two possible cases. In the first case, the M th transmission of

the data packet never happens, because the sender receives an acknowledgment for

the packet before reaching the maximum transmission attempts M . In such a case,

m−1 out of the first n−1, ∀n ∈ {m,m+1,m+1, ...,M−1}, transmission attempts

of the data packet could be successful, but all m− 1 acknowledgments transmitted

for it should be lost. The mth transmission of the data packet must be successful

as well, and its acknowledgment must also be received successfully. The probability

of this event is:

A1 =

M−1∑
n=m

(
n− 1

m− 1

)
pm−1(1− q)m−1(1− p)n−1−(m−1)pq.

In the second case, the sender transmits the data packet M times, because it

has not received an acknowledgment after M − 1 attempts. Here, we face with two

subcases. In the first subcase, m− 1 out of the first M − 1 transmission attempts

of the packet are successful, but all its m − 1 acknowledgments are lost. The M th

transmission attempt of the packet is also successful, which triggers transmission of

the mth acknowledgment. The probability of this event is:

A2 =

(
M − 1

m− 1

)
pm−1(1− p)M−1−(m−1)(1− q)m−1p.

In the second subcase, m out of the first M −1 transmission attempts of the packet

are successful, but all m acknowledgments transmitted for it are lost. The M th
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Figure 3.4 – Expected number of transmission attempts of a data packet
X̄ as a function of the PDR of the link. Since data packets are larger than
acknowledgments, we have assumed (for the sake of simplicity) that p = q + t.
Here, t is set to 0.15 except that t = 0 when q = 1.The upper bound is as
expressed in (3.18).
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transmission attempt of the packet fails, which prevents transmission of another

acknowledgment. The probability of this event is:

A3 =

(
M − 1

m

)
pm(1− p)M−1−m(1− q)m(1− p).

The probability of transmitting 1 ≤ m ≤M − 1 acknowledgments for the packet is

then = A1 +A2 +A3. In summary, we have:

Pr{Yv,u = m} =



(1− p)M , m = 0;

∑M−1
n=m

(
n− 1

m− 1

)
pm(1− q)m(1− p)n−m

+

(
M − 1

m− 1

)
pm(1− p)M−m(1− q)m−1

+

(
M − 1

m

)
pm(1− p)M−m(1− q)m, m = 1..M − 1;

pM (1− q)M−1, m = M.

(3.19)

Figure 3.5 shows Pr{Yv,u = m} for various values of p, q, and M . We observe

that as quality of the link improves, probability of transmitting one acknowledgment

for a packet becomes much higher than the probability of transmitting no

acknowledgment or more than one acknowledgment. When quality of link is low

(p = 0.25 and q = 0.4) and M is not a very big value (here M < 5), there is

a high probability that no acknowledgment is transmitted for the packet. This is

due to the fact that the packet may not be received correctly within the limited

transmission attempts.

Given p and q, we can compute the exact values of Ȳv,u for any value of M as

follows:

Ȳv,u =

M∑
m=0

mPr{Yv,u = m}. (3.20)

Unfortunately, no closed-form expression could be found for Ȳv,u when M is finite.

However, if there is no limitation on the number of transmission attempts of a

packet (M → ∞), we can find a closed-form expression. In such a case, a packet

can be retransmitted as many times as required until the receiver receives the

packet successfully. Hence, the expected number of times that an acknowledgment

is transmitted for a packet is simply Ȳu,v = 1
q . As a result, the following inequality

holds for any limited value of M :

Ȳv,u ≤
1

q
∀M > 0. (3.21)
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Figure 3.5 – Probability of transmittingm acknowledgments for a data packet.



3.4. IMPACT OF MAC LAYER ON ENERGY CONSUMPTION 43

0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.5

1

1.5

2

2.5

3

M=2

M=4

M=6

M=8

M=16

M=32

Upper Bound

PDR of Acknowledgment Packets

E
xp

ec
te

d 
N

um
be

r 
of

A
ck

no
w

le
dg

m
en

ts
 T

ra
ns

m
it

te
d 

fo
r 

a 
D

at
a 

P
ac

ke
t

Figure 3.6 – Expected number of acknowledgments transmitted for a data
packet Ȳv,u as a function of delivery probability of acknowledgments q. The
upper bound is as expressed in (3.21)

The exact value of Ȳv,u and its upper bound have been plotted in Figure 3.6 for

various values of M . We observe that the upper bound is a tight bound only if M

is relatively a big value.

Using (3.15) and considering the two inequalities X̄u,v ≤ 1
pq and Ȳv,u ≤ 1

q , the

expected energy consumed by the sender and the receiver to exchange a packet over

the wireless link is upper-bounded as:

ĒT (u, v, Ld) ≤
(
α+ βdηu,v

) Ld
pq

+
εrLa
q

ĒR(u, v, Ld) ≤
εtLd
pq

+
(
α+ βdηu,v

) La
pq
,

(3.22)

where the equality happens if M is unlimited.

It is clear that MAC level retransmission increases the total amount of energy

consumed to exchange a packet over a wireless link. However, this provides a

reliability gain, because a lost packet might be recovered during retransmissions.

It is also possible that the packet is not recovered after several attempts. This of

course depends on the quality of the link and the maximum number of transmissions

allowed. When MAC level retransmission is supported, the reliability of a link is
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the probability that the packet is ultimately delivered to the receiver before the

number of allowed retransmissions is reached. That is:

Ru,v(L) = 1− (1− pu,v(L))M . (3.23)

Here, we should notice that the reliability of a link is not affected by the

probability of losing the acknowledgment. If the packet is received correctly but

its acknowledgment is lost, the packet will be retransmitted. If the retransmitted

packet is received correctly too, there will be a duplicate packet at the receiver.

Duplicate packets are usually discarded silently, but acknowledgments are sent for

them. Thus, to calculate the reliability of a link, we do not need to take into

account the PDR of the reverse link for acknowledgment packets. This, however,

affects the energy consumption of the transmitting and the receiving nodes, which

was considered in computing their energy costs.

If MAC level retransmission is not supported, the reliability of the link is simply

its PDR. That is:

Ru,v(L) = pu,v(L). (3.24)

3.5 Packet Delivery Ratio of Wireless Links

We observed that if MAC level retransmission is supported, the energy cost of nodes

to exchange a packet over wireless links depends on the PDR of links between them.

This relates the energy consumption of nodes to the quality of wireless links. In

this section, we elaborate on the PDR of wireless links. To this end, we first study

the format of a data and acknowledgment packets and the packet detection process

at the receiver.

3.5.1 Packet Format and Experimental Results

In accordance with wireless standards such as IEEE 802.11b and IEEE 802.15.4, a

packet transmitted on a physical link consists of a preamble for transmitter-receiver

synchronization, physical layer (PHY) header, MAC header, data payload, and

frame check sequence (FCS). The packet format has been shown in Figure 3.7. In

this thesis, we refer to the packet length as the length of the entire packet including

the header and the preamble. For a data packet, the data payload includes higher

layer headers and the user data. For a MAC acknowledgment, the data payload

length is zero. The FCS carries redundant bits for a cyclic redundancy check (CRC)

which is used at the receiver to detect errors in the payload. Table 3.2 shows the

size of different parts of a data and an acknowledgment packet in the IEEE 802.11b

and 802.15.4 standards.
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Preamble PHY Header Data Payload (including higher layers headers)

Packet Length 

MAC Header FCS

Figure 3.7 – Format of a packet transmitted over the physical link.

There could be four scenarios where a packet transmitted on a physical link is

lost:

1. If the received power of the signal carrying the preamble is lower than the

threshold required for detection, then the packet will not be detected at all.

2. If the receiver detects the preamble with an erroneous bit, then it will not

continue detecting the rest of the packet.

3. When the preamble is detected error-free but the PHY header is detected with

an erroneous bit, the receiver stops receiving the rest of the packet.

4. If both preamble and PHY header are detected error-free, the receiver detects

the rest of the packet. However, if the packet failed to pass the CRC due to

bit error, then the packet will be discarded (lost).

In the first scenario, a lost packet is not received at all. In the second and third

scenarios, a lost packet is received partially. However, in the fourth scenario, a lost

packet is received completely. Since the sizes of the preamble and the header are

usually much smaller than the size of the rest of the packet, the probability that an

error occurs in the preamble and in the header is much smaller. Thus, the receiver

will continue to listen and receive (and decode) the rest of the packet. In other

words, we can say that the probability that a lost packet is received completely

is much higher than the probability that it is received partially. That is, we can

assume that most lost packets are detected completely.

We have verified this fact using experimental results based on T-mote devices

(the CC2420 chipset). To this aim, we programmed devices to report packets which

do not pass the CRC. Only those which have not been detected at all due to lower

received SNR or due to faulty synchronization are not reported. The receiver was

placed at different distances from the sender to have different signal strengths. At

each location, 100000 packets were transmitted by the sender, and the receiver

counted both error-free received packets and CRC-failed packets. Figure 3.8 shows

the measurement setup and Figure 3.9 shows the results.

As Fig. 3.9 shows, even if only 10% of the packets are received error-free, around

55% of them have been detected (correct reception or erroneous) for 25Byte packet

sizes. This value is 65% for 115Byte packet sizes. That is, when practically there is
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Figure 3.8 – Measurement setup.

no link between the two nodes due to high packet drop rate, many of the transmitted

packets have been detected completely. When the quality of the link improves, the

percentage of detected packets gets closer to 100%. For instance, in Fig. 3.9(b),

when 65% of transmitted packets are received error free, 92% of them have been

detected. Only 8% of them have not been detected at all (these packets are not even

picked up by the PHY). Thus, if there is a link between two nodes with an acceptable

quality, a high percentage of packets are detected completely. This means, the

consumed energy for reception of lost packets is almost equal (on average) to the

consumed energy for reception of error-free packets.

3.5.2 Mathematical Expressions

If we assume that bit errors occur independently from each other, we can calculate

the PDR of a link for a packet of size L bits as follows:

pu,v(L) = (1− pcu,v (L))(1− δu,v)L (3.25)

in which δu,v is the BER of the wireless link due to transmission errors caused by

fading, and pcu,v (L) is the collision probability of link (u, v). The assumption of

having independent bit errors may not hold always in practice. When burst errors

occur, bit errors are not independent anymore. Nevertheless, we can consider this

model for calculating the PDR of a link as an acceptable model.
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(b) 115 Byte packets

Figure 3.9 – Percentage of received and detected packets as a function of the
mean received signal strength indicator (RSSI).
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The BER of a link depends on modulation and channel coding schemes deployed

at the physical layer and the type of the wireless channel. For instance, the BER for

Q-ary CCK modulation over a slowly flat fading Rayleigh channel (no line-of-sight)

is [71]:

δu,v =
2log2(Q)−1

2log2(Q) − 1

Q−1∑
i=1

(−1)i+1

(
Q− 1

i

)
1 + i(1 + γ̄u,v)

 . (3.26)

The CCK modulation is used in the IEEE 802.11b standard to support 11 Mbps

and 5.5 Mbps data rates. In (3.26), Q = 8 for 11 Mbps, and Q = 4 for 5.5 Mps.

Furthermore, γ̄u,v is the average received SNIR at node v when u transmits a packet.

It is related to the transmission power Pu,v as follows:

γ̄u,v =
cPu,v
dηu,vN

. (3.27)

For a slowly flat fading Rician channel (with line-of-sight), the probability of bit

error for Q-ary CCK modulation is described as [71]:

δ =
2log2(Q)−1

2log2(Q) − 1

Q−1∑
i=1

(−1)i+1

(
Q− 1

i

)
(1 +K)

1 +K + i(1 +K + γ̄u,v)

 (3.28)

where K represents the ratio between the direct-path (line-of-sight) power and the

diffuse power.

As another example, we consider OQPSK modulation which is used in the

IEEE 802.15.4 standard. The BER of OQPSK modulation over a slowly flat fading

Rayleigh fading channel is [72]

δu,v =
1

2(1 + γ̄u,v)
(3.29)

and over a slowly flat Rician fading channel is

δu,v =
1

2(1 +K + γ̄u,v)
. (3.30)

3.6 Simulation Studies

In this section, we present simulation results to show quantitatively the impact of

MAC level retransmission and transmission power control on energy consumption

of nodes. We also use simulation results to show the significance of our model
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compared to similar models from the literature. We developed a generic simulation

platform for our experiments. See [73] for the ANSI C implementation. We

emphasize here that since we attack various issues across many layers of the

communication stack, it was indeed helpful to develop our own simulation model. In

the following chapters as and when we introduce more mechanisms and algorithms,

we incorporated them in the same model to take into effect all the proposed

mechanisms together.

3.6.1 Effect of MAC Level Retransmissions

In the first experiment, we compare energy consumption per packet when MAC level

retransmission is supported and when MAC level retransmission is not supported.

In this experiment, the receiver is located at the border of the transmission range.

Simulation parameters correspond to the data of the CC2420 and PRISM chipsets

(see Table 3.1).

As Figure 3.10 shows, for both chipsets, if the packet size increases, retrans-

missions due to packet loss can significantly increase the total energy consumed by

a sender and a receiver. For the CC2420 chipset, the total consumed energy for

packets of length 155 Byte increases around 63%, if MAC level retransmission is

supported. For the PRISM chipset, it increases around 272% for packets of length

2364 Byte. This shows that MAC level retransmissions (and eventually link quality)

have a big impact on the energy consumption of nodes. Neglecting this effect in

any energy consumption model (e.g., similar to [56–59]) can result in sub-optimum

design of energy-efficient communication schemes for wireless networks. Figure 3.10

also shows that there is a good match between simulation values and theoretical

values predicted by our model.

Results depicted in Figure 3.11 show that MAC retransmission provides a

reliability gain, because a lost packet might be recovered during retransmissions.

Here, we have assumed that the BER of the link, i.e., δ, is 3.2×10−4 for the CC2420

chipset and 6.4 × 10−5 for the PRISM chipset. The PDR of the link for a given

packet length has been calculated using (3.25) assuming pc(L) = 0. The default

value of the number of transmission attempts is 7 for the PRISM chipset (IEEE

802.11b standard) and 4 for the CC2420 chipset (IEEE 802.15.4 standard).

3.6.2 Effect of Transmission Power Control

TPC can reduce the transmission power of nodes. On the other hand, without

power adjustment, nodes transmit with the maximum power. If a node transmits

with its maximum power to any of its neighbors, it consumes more energy for packet

transmission. Nevertheless, this can increase the PDR of links, since the received

signal power increases at the receiver. If MAC level retransmission is supported, a
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Figure 3.10 – Total energy consumed by a sender and a receiver to exchange
a packet over a wireless link as predicted by our mathematical model and
simulations.
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consequence of having increased PDR is having less retransmissions. As a result, the

overall energy consumption of nodes may even be reduced if TPC is not supported.

The target BER requirement for which the transmission power is adjusted is critical

here. We can observe in Figure 3.12 that if the target BER for TPC is higher than

a specific value, then the overall energy consumption with TPC is even higher than

the case without TPC. As could be seen in Figure 3.12, this specific value of the

target BER requirement depends on the energy consumption profile of the nodes,

the distance between the transmitter and the receiver, the size of data packets, and

the maximum number of allowed retransmissions. As a conclusion, we can state

that if MAC level retransmission is supported, then TPC can save energy only if it

does not harm the PDR of the link. Nevertheless, if MAC level retransmission is

not supported, TPC can always save energy. This might however be at the cost of

reduced reliability.

3.6.3 Comparison with Other Energy Consumption Models

In this experiment, we compare our model with other models used in the design of

energy-efficient communication schemes for wireless ad hoc networks in [74–82].

In [74–76], only the transmission power of nodes over the air is considered as

the dominant source of energy consumption. Neither the energy consumption of

transceiver circuits nor the effect of MAC level retransmission is considered. We

refer to this model as PAMAS [74]. The energy consumption model used in [77–81]

only considers the effect of MAC level retransmission. It neglects the consumed

energy by processing elements of transceivers. We refer to this model as MRPC [79].

The model used in [82] considers energy consumed by the processing elements of

the receiver. However, it does not consider the effect of MAC level retransmissions.

We refer to this model as MTTPR [82]. Figure 3.13 shows values predicted by

our model and other models. It is clear that existing models are not very accurate

compared to the model developed in this chapter especially when the packet size

increases.

3.7 Summary

In this chapter, we presented a detailed analytical model for energy consumption

of nodes for exchanging a packet over a wireless link. To develop the model, we

considered many details such as the effect of retransmission of lost packets, the

size of data packets and acknowledgments, the PDR of links, and TPC. We also

formulated the TPC for adjusting output power according to the distance. We

observed that when ARQ is supported by the MAC protocol, TPC can reduce

the energy consumption of nodes, only if it does not increase the number of
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Figure 3.13 – Total energy consumed by a sender and a receiver to exchange
a packet over a wireless link as predicted by our model and models from the
literature.
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retransmissions. We used empirical results to show that most of the time, lost

packets are detected completely, since most of the time packets are discarded due

to CRC failure, which is performed on completely detected packets. Thus, the

same amount of energy consumed to detect an error-free packet may be consumed

to receive lost packets. Our simulation studies showed that the energy consumed by

processing elements of a transceiver both during packet transmission and reception

is quite considerable. Neglecting these sources of energy consumption can cause

significantly sub-optimal designs for achieving energy-efficiency in wireless networks.

The same is true regarding the impact of MAC level packet retransmission.



Chapter 4

Energy Cost for End-to-end
Packet Traversal

Our goal in this chapter is to determine energy consumption in a wireless multi-hop

network for end-to-end transmission of a packet from a source node to a destination

node. We consider four types of packet transfer. These four types are various

combinations of packet transmission with and without MAC retransmissions and

with and without end-to-end retransmissions. We recall from the previous chapter

that MAC retransmissions increase the reliability of packet transmission over

wireless links. However, some MAC protocols may not support retransmissions of

lost packet, or this option might have been disabled for particular applications. On

the other hand, end-to-end retransmissions are supported by transport protocols

(e.g., TCP) to ensure end-to-end reliability. Since the number of transmission

attempts at the MAC layer could be limited, it is possible that the packet is

lost during hop-by-hop transmission from the source to the destination. In such

a case, the transport protocol triggers end-to-end retransmission of the lost packet.

Nevertheless, there are some scenarios in which end-to-end retransmissions are not

supported (e.g., UDP traffic).

Support for MAC and end-to-end retransmissions affect the total amount of

energy consumed for transferring a packet from the source to the destination.

By formulating this energy cost, we can design routing protocols which find

energy-efficient routes between nodes. This is an issue which will be tackled in

the next chapter. In this chapter, we mainly analyze and compare the energy

consumption of nodes in the four possible types of packet transfer in wireless

multi-hop networks. Our analysis in this chapter is on the basis of the detailed

energy consumption model that we developed in the previous chapter. On the

57
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basis of this model, we specify the minimum required energy for end-to-end packet

traversal in wireless multi-hop networks.

This chapter is organized as follows: In Section 4.1, we explain the required

preliminaries. In Section 4.2 and 4.3, we formulate energy consumption for packet

traversal with and without end-to-end retransmissions, respectively. Then, in

Section 4.4, we compare energy consumption in various types of packet transfer

by analyzing the minimum required energy in each type. Section 4.5 presents

simulation studies, and Section 4.6 summarizes the chapter.

4.1 Preliminaries

In this section, we introduce some notations and terms which are required in the

rest of the chapter.

4.1.1 Link Level Energy Consumption

As introduced in the previous chapter, ĒT (u, v, Ld) denotes the expected amount

of energy consumed by u to transmit a packet to v, and ĒR(u, v, Ld) denotes the

expected amount of energy consumed by v to receive the packet from u. If MAC

retransmission is supported ĒT (u, v, Ld) and ĒR(u, v, Ld) are calculated using (3.15):

ĒT (u, v, Ld) = X̄u,v
(
α+ βdηu,v

)
Ld + Ȳu,vεrLa

ĒR(u, v, Ld) = X̄u,vεrLd + Ȳu,v
(
α+ βdηu,v

)
La,

(4.1)

where X̄u,v(Ld) is the expected number of times that a data packet is transmitted

by u to v, and Ȳv,u(La) is the expected number of acknowledgments transmitted

for a data packet by v to u. If MAC retransmission is not supported, ĒT (u, v, Ld)

and ĒR(u, v, Ld) are calculated as follows:

ĒT (u, v, Ld) =
(
α+ βdηu,v

)
Ld

ĒR(u, v, Ld) = εrLd.
(4.2)

Let us define Ē(u, v, Ld) as the total energy consumed by u and v to exchange a

packet of length Ld bits over the physical link (u, v). We simply have:

Ē(u, v, Ld) = ĒT (u, v, Ld) + ĒR(u, v, Ld). (4.3)

4.1.2 End-to-end Retransmission

We explained in the previous chapter that MAC retransmission is triggered when the

sender does not receive the acknowledgment from the receiver within a predefined

period. End-to-end retransmission is triggered using the same mechanism, but in
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an end-to-end way. The destination node sends an end-to-end acknowledgment

to the source node when it receives the packet correctly. If the source node does

not receive an acknowledgment from the destination, it retransmits the packet.

This may happen either because the packet is lost during its transmission from the

source to the destination, or because the acknowledgment is lost during transmission

from the destination to the source. There are several ways for issuing end-to-end

acknowledgments. We introduce them briefly.

4.1.2.1 Per Packet Acknowledgment

In this scheme, an end-to-end acknowledgement is transmitted for each packet. The

next packet is transmitted by the source node, only when it has already received an

acknowledgment from the destination node for the previously transmitted packet.

This is a well-accepted scheme by the community working on wireless ad hoc

networks [60, 77–81]. It could be implemented in tiny devices with low data rates,

since it is a low complexity scheme. However, it is not a very efficient technique for

high data rate applications.

4.1.2.2 Cumulative Acknowledgments

This scheme is used in TCP. In this scheme, one acknowledgement can confirm the

reception of several packets by indicating the sequence number of the last correctly

received packet. An acknowledgment packet can acknowledge up to W packets,

where W is the transmission window size at the source node. The transmission

window size specifies the maximum number of packets which could be transmitted

by the source node waiting to be acknowledged by the destination. If the timer at

the source node expires before reception of an acknowledgment, it will retransmit

all packets whose sequence numbers are higher than the sequence number of the

last acknowledged packet. Thus, unnecessary transmissions could happen, which is

the main drawback of this scheme. Furthermore, correctly received packets with

a sequence number higher than the sequence number of a lost packet can not be

acknowledged until the lost packet is acknowledged. To mitigate this problem,

selective acknowledgement has been proposed to be used in TCP [83]. With selective

acknowledgments, the destination informs the source node about all packets that

have been received successfully. Therefore, the sender retransmits only the packets

that have actually been lost. The selective acknowledgment is sent in a cumulative

way again. However, the sequence number of the lost packets is also mentioned

in addition to the sequence number of the last packet that has been received

successfully.

To analyze the energy cost for end-to-end packet traversal, we assume, similar

to [60, 77, 78], that end-to-end acknowledgments are sent per packet. Since
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wireless links are usually unreliable and introduce errors, transmission of cumulative

acknowledgments may introduce excessive delays. Furthermore, the energy cost

when per packet acknowledgments are used upper-bounds the energy cost when

selective acknowledgments are transmitted in a cumulative way.

4.2 Energy Cost without End-to-end Retransmis-
sions

We denote C(P(n1, nh+1)) as the expected amount of energy consumed for

end-to-end packet traversal through a path P = {n1, n2, ..., nh, nh+1} from the

source node n1 to the destination node nh+1. Since each packet is transmitted

by the source node once, C(P(n1, nh+1)) is the summation of the expected amount

of energy consumed by each node along the path. Here, we should notice that a

packet could be lost while it is being transferred to the destination. This means,

the remaining nodes of the path may not consume energy to forward a particular

packet. This fact brings the reliability of the path into the picture for computing

the energy cost.

Let Rni(Ld) denote the end-to-end reliability of the path up to node ni, i =

1, ..., h+ 1, for data packets of length Ld bits. Rni(Ld) is defined as:

Rni(Ld) =

{
1, i = 1∏i−1
k=1Rnk,nk+1

(Ld), i = 2, ..., h+ 1,
(4.4)

where Rnk,nk+1
(Ld) is the reliability of link (nk, nk+1) ∈ P for packets of length Ld

bits, which is computed as:

Rnk,nk+1
(Ld) =

{
pnk,nk+1

(Ld), no MAC Retx.

1−
[
1− pnk,nk+1

(Ld)
]M

, with MAC Retx.
(4.5)

The expected energy cost when end-to-end retransmission is not supported is as

follows:

C(P(n1, nh+1)) =

h∑
i=1

Rni(Ld)Ē(ni, ni+1, Ld), (4.6)

where Ē(ni, ni+1, Ld) is the energy consumed to exchange the packet between ni
and ni+1 in the path. It is computed using (4.3).

4.3 Energy Cost with End-to-end Retransmissions

When end-to-end retransmission is supported, a data packet may be sent again by

the source node, if the source node does not receive an acknowledgment from the
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destination. We assume that the destination node uses the same route but in the

reverse direction to send the acknowledgment to the source node. This we call the

reverse route. The reverse route of P is denoted by P
′
, which consists of the same

links as that of P but in the reverse direction. That is, if (nk, nk+1) is the kth

link in P, (nk+1, nk) is the (h − k + 1)th link in P
′
. Though it is possible that the

forward and reverse paths could be different, we assume them being the same. This

stem from the fact that most of the routing protocols select the reverse path to be

consisting of nodes (links) in the reverse order. For instance, in reactive routing

protocols such as DSR and AODV, RREP messages are transmitted to the source

node using such a reverse path.

To determine the energy cost, we first consider a case in which MAC retransmis-

sion is not supported. In this case, the expected energy consumed for end-to-end

traversal of a data packet is the expected amount of energy consumed during a single

transmission from the source to the destination multiplied by the expected number

of times that the source transmits the packet (including the first transmission). If

Le denotes size of the end-to-end acknowledgment, we have:

C(P(n1, nh+1)) = FP(Ld)

h∑
i=1

[
Rni(Ld)Ē(ni, ni+1, Ld)

]
+

BP(Le)

h∑
i=1

[
R
′

ni+1
(Le)Ē(ni+1, ni, Le)

]
.

(4.7)

in which FP(Ld) is the expected number of times that a data packet of length Ld bits

is transmitted from the source to the destination (including the first transmission),

and BP(Le) is the expected number of times that an end-to-end acknowledgement

of length Le bits is transmitted by the destination for the data packet. Furthermore,

R
′

ni+1
(Le) is the end-to-end reliability of the reverse path P

′
from the destination

node up to node ni+1. R
′

ni(Le), i = 1, 2, ..., h+ 1, is computed as:

R
′

ni(Le) =

{ ∏h
k=iRnk+1,nk(Le), ∀i = 1, ..., h

1, i = h+ 1,
(4.8)

where, Rnk+1,nk(Le) is the reliability of link (nk+1, nk) ∈ P
′

for packets of length

Le bits. Since MAC retransmission is not supported, we have Rnk+1,nk(Le) =

pnk+1,nk(Le).

Values of FP(Ld) and BP(Ld) depend on the reliability of forward path P for

data packets and the reliability of reverse path P
′

for end-to-end acknowledgments.

Assuming there is no limitation on the number of retransmissions by the source

node, FP(Ld) and BP(Le) are computed as:{
FP(Ld) = 1

Rnh+1
(Ld)R′n1

(Le)

BP(Le) = 1
R′n1

(Le)
.
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Now, we consider a case in which MAC retransmission is supported. In this

case, we need to consider the dependency between the number of times that a

packet is retransmitted by the source node and the number of times that a packet is

retransmitted in each hop. Due to this dependency, C(P(n1, nh+1)) is not necessarily

the multiplication of the expected energy consumed during a single transmission of

the packet from source to destination and the expected number of times that a

packet is transmitted by the source. However, if we assume that the maximum

allowed transmission attempts in each physical link, M , is large enough and the

quality of the link is good enough to ultimately have reliable links after possibly M

transmissions, we can find an approximate expression for C(P(n1, nh+1)). If all links

are ultimately reliable, all routes will be reliable as well. That is, Rnh(Ld) ≈ 1 and

R
′

n1
(Le) ≈ 1 (neglecting packet loss due to buffer overflow at intermediate nodes).

In such a case, we have: {
FP(Ld) ≈ 1
BP(Le) ≈ 1.

In other words, each packet and its end-to-end acknowledgment will be transmitted

almost once. Therefore, the expected energy consumed during end-to-end packet

traversal could be approximated as:

C(P(n1, nh+1)) ≈
h∑
i=1

Ē(ni, ni+1, Ld) +

h∑
i=1

Ē(ni+1, ni, Le). (4.9)

Note that if M is unlimited (i.e., M → ∞), (4.9) gives us the exact value of the

consumed energy. Nevertheless, in such a case, no end-to-end acknowledgement is

required.

4.4 Minimum Energy Cost for End-to-end Packet
Traversal

In this section, we analyze the minimum amount of energy required to transmit a

packet from a source node to a destination node. Since we want to find the minimum

value, we assume nodes deploy TPC provided that the PDR of links is not harmed

due to reduced transmission power. We recall from the previous chapter, that when

nodes support TPC, the PDR of all links remains be the same, regardless of the

distance between the sender and the receiver. That is, pu,v(x) = p(x), ∀(u, v) ∈ E,

∀x > 01. With this assumption, we determine the minimum value of C(P(n1, nh+1))

for various cases. To simplify the presentation, we use the following notation in this

section: pu,v(Ld) = pd, pu,v(Le) = pe, pu,v(La) = pa, X̄u,v(Ld) = X̄d, Ȳu,v(La) =

Ȳa, X̄u,v(Le) = X̄e, ∀(u, v) ∈ E.

1This is subjected to having negligible or the same collision probability for all links.
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When neither MAC retransmission nor end-to-end retransmission is supported,

C(P(n1, nh+1)) in (4.6) is simplified to:

C(P(n1, nh+1)) = Ld

h∑
i=1

[
(α+ εr + βdηni,ni+1

)pi−1
d

]
. (4.10)

We can easily show that the minimum value of
∑h
i=1 d

η
ni,ni+1

is achieved if dni,ni+1
=

dsd
h , where dsd is the distance between the source and the destination. That is,

all intermediate nodes between the source and the destination are equally spaced.

Thus, (4.10) changes to:

C(P(n1, nh+1)) = Ld

(
εr + α+ β

dηsd
hη

)
1− phd
1− pd

. (4.11)

Given Ld, to minimize C(P(n1, nh+1)) in (4.11), we need to find the optimal value

of h (i.e., the number of equally spaced hops between the source and the destination).

Our observations show that depending on the values of various parameters in (4.11),

C(P(n1, nh+1)) might be an increasing function, a decreasing function, or a convex

function of h. Figure 4.1 shows different plots of C(P(n1, nh+1)) as a function

of h for different values of source-destination distance. As we can observe, for

dsd = 500 m, the energy cost is a convex function of h, where there is an optimum

value for h minimizing the energy cost. For dsd = 100 m, the energy cost is an

increasing function of h, which means a smaller value of h results in a smaller

energy cost. For dsd = 2000 m, the energy cost is a decreasing function of h, which

means a higher value of h ensures higher energy-efficiency. The significance of this

result is that it violates what is predicted by simplified models of energy consumption

used in [74–76, 79]. These models predict that for any given source-destination

distance dsd, a higher value of h always ensures higher energy-efficiency. However,

we observe that this is not always true. The realistic energy consumption model

which we used in this thesis can predict a different result. Depending on energy

consumption parameters of wireless interfaces and distance between the source and

the destination, a higher, a lower, or an optimum value of h could result in a higher

energy-efficiency. The main problem of the simplified models in [74–76, 79] is that

they only consider the transmission power of nodes, and neglect other sources of

energy consumption of transceivers.

Now, we continue with the other three cases. When end-to-end retransmission

is not supported, but MAC retransmission is supported, we have:

C(P(n1, nh+1)) =
[
LdX̄d + LaȲa

](
εr + α+ β

dηsd
hη

)
1− fhd
1− fd

, (4.12)

in which fd = 1− (1− pd)M .
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(b) dsd = 100 m
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(c) dsd = 2000 m

Figure 4.1 – Energy cost for end-to-end packet transfer as a function of h,
when neither end-to-end nor MAC retransmissions are supported, and the PDR
of links is identical. Results are for the PRISM chipset. Values of various
parameters are as follows: pa = 0.9, pd = 0.8, η = 4, and Ld = 1600 [bit].
The plot of the minimum energy may have different shapes depending on the
distance between the source and the destination node dsd.



4.4. MINIMUM ENERGY COST FOR END-TO-END PACKET TRAVERSAL 65

When end-to-end retransmission is supported, but MAC retransmission is not

supported, we have:

C(P(n1, nh+1)) =
1

phe

(
Ld
phd

+ Le

)(
εr + α+ βt

dηsd
hη

)
1− phd
1− pd

.

Finally, when both end-to-end and MAC retransmissions are supported, we have:

C(P(n1, nh+1)) ≈
[
LdX̄d + 2ȲaLa + LeX̄e

](
h(εr + α) + β

dηsd
hη−1

)
. (4.13)

In general, the value of h which minimizes the energy cost for each of the four

cases might be different from the other case. Let hopt denotes the value of h

minimizing the energy cost C(P(n1, nh+1)), and Emin denotes the corresponding

value of the energy cost when h = hopt. Given a fixed data rate for all nodes

and a fixed PDR for all links, Emin is in fact the minimum expected energy that

is consumed to transfer a data packet to a destination node located at distance dsd
from the source node. Since hopt might be a real value and not necessarily an integer

value, Emin is in fact the benchmark. In practice, the optimal number of hops is the

closest integer to hopt. Thus, the required energy will be higher than Emin. Here,

we use Emin as a means to compare energy cost of four types of packet transfer.

4.4.1 Effect of Distance between Source and Destination

We have plotted Emin and hopt in Figure 4.2 for various cases as a function of the

distance between the source and the destination. There are some points that we

can extract from the plots in Figure 4.2(a):

1. For all the cases, routes with a higher number of hops are more energy efficient

as the distance between the source and the destination increases.

2. Support for MAC retransmission or end-to-end retransmission reduces the

value of hopt compared to the case that no type of retransmission is supported.

3. Support for MAC retransmission causes hopt to remain almost the same,

regardless of support or lack of support for end-to-end retransmission.

Observations show that this, however, depends on the number of allowed

maximum transmission attempts at the MAC layer. If the number of allowed

transmissions decreases, the difference between hopt of the two cases increases.

Regarding the value of Emin, we list the inferences from Figure 4.2(b):

1. The lowest value of Emin belongs to the case in which neither end-to-end nor

MAC retransmission is supported, because no energy will be consumed for

retransmissions of the packet.



66 4. ENERGY COST FOR END-TO-END PACKET TRAVERSAL

0 500 1000 1500 2000
0

1

2

3

4

5

6

7

Source-destination Distance [m]

h op
t

 

 

No Retx.
Only MAC Retx.
Only E2E Retx.
Both MAC and E2E Retx.

1500
3.305

3.315

3.325

3.335

3.345

(a)

0 500 1000 1500 2000
0

0.002

0.004

0.006

0.008

0.01

0.012

Source-destination Distance [m]

E
m

in

 

 

No Retx.
Only MAC Retx.
Only E2E Retx.
Both MAC and E2E Retx.

(b)

Figure 4.2 – Emin and hopt as a function of the distance between the source
and the destination. Results are for PRISM chipset. Values of other parameters
are as follows: pa = 0.9, pd = pe = 0.8, Ld = 1600 [bit], La = 384 [bit],
Le = 768 [bit], M = 7, η = 4, and r = 11 [Mbps].
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2. When end-to-end retransmission is supported, Emin increases exponentially

as the distance between the source and the destination increases. On the

other hand, if only MAC retransmission is supported, Emin increases almost

linearly with the distance. This means, end-to-end retransmissions in wireless

multi-hop networks can dramatically increase the overall energy consumption

as the network size increases. If instead of end-to-end retransmissions, only

MAC retransmissions are supported, the minimum energy cost scales better

with the network size.

4.4.2 Closed-Form Expression of Optimal Hop Count

For the cases in which MAC retransmission is supported, we can find a closed-form

expression for hopt, when there is no limitation on the number of transmissions

attempts (i.e., M → ∞). In such a case, fd = 1 (see 4.12). Thus, for the case of

packet transfer without end-to-end retransmission, (4.12) simplifies to

C(P(n1, nh+1)) = (LdX̄d + LaȲa)

(
h(εr + α) + β

dηsd
hη−1

)
. (4.14)

If end-to-end retransmission is supported, we have:

C(P(n1, nh+1)) ≈
[
LdX̄d + 2ȲaLa + LeX̄e

](
h(εr + α) + β

dηsd
hη−1

)
. (4.15)

By taking the first derivative of C(P(n1, nh+1)) in (4.14) and (4.15), hopt is obtained

as follows:

hopt =

(
βdηsd(η − 1)

εr + α

) 1
η

. (4.16)

As predicted in (4.16), hopt decreases, if α and/or εr increases. In other words, as

the energy consumed by the processing elements of the transceiver increases, routes

with a shorter number of hops will be more energy-efficient.

4.4.3 Effect of Path-loss Exponent

Emin and hopt are directly dependent on the path-loss exponent η of the envi-

ronment. It may seem that parameter β, which was introduced in Chapter 3 for

modeling link level energy cost, indirectly relates Emin to the path-loss exponent

as well. Recall from Chapter 3 that β is defined as:

β =
Pref
κrdη0

,

in which Pref is the minimum transmission power required to satisfy the target

BER requirement at reference distance d0. We can find an alternative expression
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for β considering the fact that Pref itself is also affected by the path-loss exponent.

According to the path-loss fading model expressed in (3.6), we have:

Pref = cnd
η
0 ,

where cn is a constant depending on noise power, antenna gain, and wavelength.

Therefore, β can be expressed alternatively as:

β =
cn
κr
.

To study the impact of the path-loss exponent on energy-efficiency of routes, we

use this alternative expression for β.

We have plotted hopt and Emin in Figure 4.3 as a function of the path-loss

exponent. What we observe in Figure 4.3(a) is that the number of hops in

an energy-efficient path increases as the path-loss exponent of the environment

increases. The physical phenomenon behind this behavior is the high signal

attenuation in environments with large path-loss exponent. Thus, a higher

transmission power is required to receive signals with the required power to satisfy

the target BER requirement. To keep the energy cost minimal as the path-loss

exponent increases, we may need to increase the number of hops. This, however,

depends on the energy consumption of processing elements of the transceiver. If this

energy is much greater than the transmission power, the hop count of the minimal

energy path may remain unchanged even if the path-loss exponent increases. This

is due to the fact that the energy consumption of the processing elements of the

transceiver will be the dominant factor, not the transmission power which is affected

by the path-loss exponent of the environment.

Figure 4.3(a) also shows that except for the case of packet transfer without

any kind of retransmission, hopt always has a limited value. That is, if packet

retransmission is not supported, hopt does not take a limited value when the

path-loss exponent is high. We observe that hopt has been limited by the maximum

value in the plot (50 in this figure). This means, for such a case, a higher value

of hopt theoretically provides better energy-efficiency. A practical implication

of this phenomenon is that when neither MAC retransmission nor end-to-end

retransmission is supported, routes with a higher number of hops could be more

energy-efficient in environments with high path-loss exponent such as heavily built

urban areas. This, however, is not true for environments with small path-loss

exponent such as indoor environments, or for the cases in which either MAC

retransmission or end-to-end retransmission is supported (regardless of the value

of the path-loss exponent).

Regarding the value of Emin, Figure 4.3(b) shows that if only end-to-end

retransmission is supported, Emin increases exponentially as the path-loss exponent
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Figure 4.3 – Emin and hopt as a function of the path-loss exponent of the
environment. Results are for the PRISM chipset. Values of other parameters
are as follows: pa = 0.9, pd = pe = 0.8, Ld = 1600 [bit], La = 384 [bit],
Le = 768 [bit], M = 7, r = 11 [Mbps], and dsd = 500 [m].



70 4. ENERGY COST FOR END-TO-END PACKET TRAVERSAL

increases. The rate of increase is less when MAC retransmission is supported as

well. This again shows that support for MAC retransmission can reduce energy

consumption for end-to-end packet transfer with end-to-end acknowledgment (at

the cost of increased hop-count or latency). It is also interesting to note that if

no retransmission is supported, Emin increases slightly as the path-loss exponent

increases. Nevertheless, this is also at the cost of increased hop-count (latency) as

shown in Figure 4.3(a).

4.5 Simulation Studies

In this section, we present simulation results to 1) verify the accuracy of the

analytical models presented in this chapter and 2) to study the impact of

transmission power control on energy consumption for end-to-end packet traversal.

We consider a network in which nodes are uniformly distributed in a square area of

size 750× 750 [m2]. Nodes are equipped with a PRISM chipset. In each simulation

run, we pick up a pair of source-destination nodes randomly. The min-hop route

between them is determined using the Dijkstra’s routing algorithm. Then, 10000

data packets of size Ld = 1600 bit are transmitted between the source and the

destination. In each simulation run, the consumed energy per packet is calculated

by dividing the total amount of energy consumed by all nodes along the route to

the number of transmitted packets by the source node. The expected consumed

energy per packet in the network is calculated by averaging over 2000 distinct pairs

of source-destination nodes. Theoretical values are calculated using the expressions

given in Section 4.1 and Section 4.2. The target BER requirement in this experiment

is set to 5× 10−5.

4.5.1 Accuracy of the Analytical Model

Results depicted in Figure 4.4 show that there is a good match between the

analytical and simulation results in all cases. Furthermore, we observe that the

average energy cost reduces as the mean degree of nodes increases, regardless of

the type of packet transfer. Since the network area is fixed, increasing the mean

degree of nodes corresponds to increasing the density of nodes in the network. If the

node density increases, it is more probable to find routes consisting of shorter links.

Such routes are more energy-efficient. This means, increasing the mean degree of

nodes (node density) in wireless multi-hop networks can reduce the energy cost for

end-to-end packet traversal.



4.5. SIMULATION STUDIES 71

5 10 15 20 25
1.5

2

2.5

3

3.5

4

4.5

5
x 10

-3

Average Degree of Nodes

A
ve

ra
ge

 C
on

su
m

ed
 E

ne
rg

y 
P

er
 P

ac
ke

t

 

 

No Retx. (Sim.)
No Retx. (Theory)
Only MAC Retx.(Sim.)
Only MAC Retx.(Theory)
Only E2E Retx.(Sim.)
Only E2E Retx.(Theory)
Both MAC and E2E Retx.(Sim.)
Both MAC and E2E Retx.(Theory)

Figure 4.4 – The average energy cost for end-to-end packet traversal as a
function of the mean degree of nodes for various types of packet transfer.
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4.5.2 Effect of Transmission Power Control

The concept of TPC in wireless multi-hop networks was introduced in the previous

chapter. We observed that TPC can save energy for packet exchange over wireless

links provided that the PDR of the link is not harmed due to reduced transmission

power. Here, we compare energy cost for end-to-end packet traversal in multi-hop

networks with and without TPC.

TPC can save energy consumption of nodes in a wireless multi-hop network in

two ways. First, it saves energy consumption of nodes for packet exchange over

wireless links. Second, it reduces energy consumption of nodes by reducing the

collision probability due to reduced transmission power. As a result, the PDR of

links increases. This, in turn, reduces the number of retransmissions of a packet

when any kind of packet retransmission is supported. Consequently, more amount

of energy is saved. To demonstrate this, we conduct a simulation study. We set the

maximum collision probability (MCP) in the network when TPC is not supported

to 0.5. Then, we increase the collision probability when TPC is supported, from

0 to the MCP without TPC (i.e., 0.5). The collision probability in each link is

chosen randomly between zero and the MCP. Plots in Figure 4.5 show that if

MAC retransmission is supported, reducing the collision probability due to TPC

increases energy efficiency of end-to-end packet transmission. However, if MAC

retransmission is not supported, reducing the collision probability due to TPC

increases the energy cost. The reason behind this phenomenon lies in the fact

that if the PDR of links increases, intermediate nodes between the source and the

destination forward more packets. As a result, they consume more energy. This, of

course, provides a reliability gain.

4.6 Summary

In this chapter, the energy cost of a route for end-to-end packet transfer was

formulated. We considered four types of packet transfer: without retransmission,

with MAC retransmission, with end-to-end transmission, with both MAC and

end-to-end retransmissions. For each case, the minimum energy cost for packet

exchange between two nodes in a multi-hop network was determined. We observed

that if only end-to-end retransmission is supported, the minimum energy cost

increases exponentially as the network size increases. It increases linearly, if MAC

retransmission is supported instead.
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Figure 4.5 – Impact of reduced collision probability in the network due to
transmission power control on the average energy cost of routes for end-to-end
packet traversal.





Chapter 5

Energy-efficient Routing

In the previous chapter, we determined the required amount of energy to transfer a

packet from a source node to a destination node in wireless multi-hop networks. In

this chapter, we study energy-efficient routing in these networks. Energy-efficient

routing deals with finding routes which minimize the energy required for end-to-end

transmission of a packet from a source node to a destination node. This is an

effective way to reduce the energy cost of data communication in wireless multi-hop

networks. Nevertheless, finding energy-efficient routes should not result in finding

routes with low quality. If packet retransmission techniques are supported, the use

of low-quality links can increase energy consumption of nodes, because lost packet

over such links have to be retransmitted. Reliability of wireless links has to be

taken into account to take the full advantage of energy-efficient routing in wireless

multi-hop networks. By considering reliability of wireless links in route selection,

we can also find reliable routes which increase quality of service [84].

Energy-efficient routing has been studied in the literature [74–76, 76–78, 80–82,

82, 85–88]. However, the existing schemes have not been designed on the basis of

realistic energy consumption models. Most schemes (e.g., [74–81]), only consider the

energy consumed for packet transmission over the air. As we observed in Chapter

3, a realistic energy consumption model should consider the energy consumed

by processing elements of the transceiver as well. Furthermore, we observed in

Chapter 4 that the actual amount of energy consumed to deliver a packet to its

destination includes the energy consumed for retransmission and reception of data

and acknowledgment packets. Proposed schemes in [74–76, 82] do not consider the

effect of packet retransmission. On the other hand, although the effect of packet

retransmission is considered in [77,78,80,81], these studies do not consider consumed

energy by processing elements of transceivers. The use of such unrealistic energy

consumption models results in suboptimal solutions for energy-efficient routing in

75
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wireless multi-hop networks. It is essential to use energy consumption models which

take into account all the details.

In this chapter, we design a suite of algorithms for energy-efficient routing in

wireless multi-hop networks on the basis of the energy consumption model that we

developed so far in this thesis. In the previous chapter, we observed that support for

MAC retransmission, end-to-end retransmission, or both affect the energy efficiency

of routes. As we will see in this chapter, this also affects the design of energy-efficient

routing algorithms. A key characteristic of the routing algorithms that we present

in this chapter is that they consider both energy cost and reliability of links in

route selection. For this reason, we call this suite of algorithms Reliable Minimum

Energy Routing (RMER). This chapter presents design and evaluation of RMER

for wireless multi-hop networks.

The rest of this chapter is organized as follows: we provide some background

knowledge about routing algorithms in wireless multi-hop networks in Section 5.1.

Then, we introduce RMER algorithms in Section 5.2. Section 5.3 provides a

comparison between RMER and energy-efficient routing algorithms proposed in

prior studies. Section 5.4 describes practical considerations for deploying RMER in

wireless multi-hop networks. In Section 5.5, we present simulation studies, and we

summarize the chapter in Section 5.6.

5.1 Preliminaries

A routing algorithm finds the optimal route between a pair of nodes in a multi-hop

network. Dijkstra’s algorithm and Bellman-Ford algorithm are two well-known

routing algorithms which can find shortest paths between nodes. The main

difference between them is that Bellman-Ford algorithm can find shortest paths

in networks with negative link weights, while Dijkstra’s algorithm can only be

used in networks with positive link weights. Without loss of generality, we focus

on Dijkstra’s algorithm, because for energy-efficient routing link weights should

be proportional to the energy consumption of nodes (which are positive values).

Dijkstra’s algorithm is also faster than Bellman-Ford algorithm.

Dijkstra’s algorithm, shown in Algorithm 1, is an iterative algorithm. At each

iteration the shortest path from the source node s to one of the nodes in the network

is determined. The algorithm stops when the shortest path from the source node

to any other node in the network has been discovered (if there is a path).

The principle behind convergence of Dijkstra’s algorithm is that the weight of a

path P(s, v) can be calculated in a recursive way as follows:

C(P(s, v)) = C(P(s, u)) + wu,v, (5.1)
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Algorithm 1 Dijkstra’s algorithm for finding the shortest-path between a source
node s and other nodes of the network. In this algorithm, C(v) maintains
the path-weight from s to v, and T(v) maintains the constituent links of the
shortest-path from s to v.

Dijkstra(G(V,E), s)
C(s) = 0
for each node v ∈ V− {s} do
C(v)←∞
T(v)← ∅

end for
Q← V
while Q 6= ∅ do
u← v ∈ Q | C(v) is minimum
Q← Q− u
for each neighbor v ∈ Q of u do
temp← C(u) + wu,v
if temp < C(v) then
C(v)← temp
T(v)← T(u) ∪ (u, v)

end if
end for

end while

in which C(P(s, v)) is the weight of the path P(s, v), C(P(s, u)) is the weight of the

path P(s, u), and wu,v is the weight of the link (u, v). Here, it is assumed that u

precedes v in P(s, v). To refer to (5.1), we name it Dijkstra’s recursive equation.

This equation has a critical role in the proof of the following theorem, which proves

convergence of Dijkstra’s algorithm [89]:

Theorem 1. In Dijkstra’s algorithm, each time a node v is extracted from Q (see
Algorithm 1), links in T(v) form a shortest path from s to v.

The time complexity of the Dijkstra’s algorithm depends on the network

topology and how the minimum cost node is extracted from Q in each iteration

of the algorithm. In the worst-case scenario, each node can have a link to any

other node of the network. Thus, |V − 1| comparisons are made on |V − 1| nodes

to extract the minimum cost node from Q. This means, the time complexity of

Dijkstra’s algorithm is O(|V|2). Nevertheless, Fredman and Tarjan [90] showed that

in sparse networks the time complexity of the Disjktra’s algorithm can be reduced

to O(|E| + |V| log(|V|)). For sparse graphs with far fewer links than dense graphs,

the Dijkstra’s algorithm can be implemented more efficiently by storing the graph

in the form of adjacency lists using Fibonacci heaps. In such a case, extracting the
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minimum cost node from Q could be done more efficiently. We refer the interested

readers to [90] for details about implementation of the Dijsktra’s algorithm using

Fibonacci heaps.

5.2 Reliable Minimum Energy Routing

RMER is an energy-efficient routing algorithm based of the Dijkstra’s algorithm.

RMER can find minimum energy paths between nodes.

Definition 2. Minimum Energy Path (MEP): The MEP between a source and
a destination node is a path which minimizes the expected amount of energy required
to transfer a packet from the source to the destination.

To find MEPs between nodes, we face with some questions. Can we use

Dijkstra’s algorithm to find MEPs? If Dijkstra’s algorithm could be used, then

how should we calculate the link weights? If Dijkstra’s algorithm can not be

used, then what changes are required for finding MEPs? Should we design a new

algorithm or modify the Dijkstra’s algorithm? Or should we alter definition of

MEP to be able to use the Dijkstra’s algorithm to find energy-efficient routes?

To answer these questions, we examine the consumed energy for end-to-end packet

traversal, which was analyzed in the previous chapter. We again consider four types

of packet transfer: 1) without retransmission 2) with MAC retransmission 3) with

end-to-end retransmission, and 4) with both MAC and end-to-end retransmissions.

Our approach is to find a recursive equation similar to (5.1) to calculate the required

energy for packet transfer from a source node s to a destination node v. This allows

us to determine whether Dijkstra’s algorithm could be used for finding MEPs or

should we need some modifications to it.

5.2.1 Packet Transfer without Retransmission

When packet retransmission is not supported neither by the MAC layer nor in an

end-to-end manner, the expected consumed energy for end-to-end packet traversal

along a path P(n1, nh+1) was expressed in (4.6):

C(P(n1, nh+1)) =

h∑
i=1

Rni(Ld)Ē(ni, ni+1, Ld). (5.2)
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We can express the consumed energy C(P(n1, nh+1)) alternatively as follows:

C(P(n1, nh+1)) =(
h−1∑
i=1

[
Rni(Ld)Ē(ni, ni+1, Ld)

])
+Rnh(Ld)Ē(nh, nh+1, Ld)

= C(P(n1, nh)) +
Rnh+1

(Ld)

Rnh,nh+1

Ē(nh, nh+1, Ld).

(5.3)

Equation (5.3) shows how we can calculate the consumed energy for packet transfer

from node n1 to node nh+1 in terms of the consumed energy from n1 to nh, where nh
precedes nh+1 in the path P(n1, nh+1). In order to express (5.3) similar to Dijkstra’s

recursive equation, we assume n1 = s is the source node, nh+1 = v is the destination

node, and nh = u precedes v in the path P(s, v) from s to v. Thus, according to

(5.3), the expected consumed energy for transferring a packet of length Ld bits from

a source node s to a destination node v could be calculated in a recursive way as

follows: {
C(P(s, v)) = C(P(s, u)) +R(P(s, v), Ld)× Ē(u,v,Ld)

Ru,v(Ld)

R(P(s, v), Ld) = R(P(s, u))×Ru,v(Ld)
(5.4)

where Ru,v(Ld) is the reliability of the link (u, v) for data packets of size Ld bits as

given by (4.5), and R(P(s, v), Ld) is the end-to-end reliability of P(s, v) for data

packet of length Ld bits. If we compare the recursive equation in (5.4) with

Dijkstra’s recursive equation in (5.1), it is clear that in order to be able to use

Dijkstra’s algorithm to find MEPs, we need to define the link weight wu,v as

wu,v = R(P(s, v), Ld)×
Ē(u, v, Ld)

Ru,v(Ld)
. (5.5)

This, however, means that the weight of each link depends on the reliability of

upstream links from the source node to that link. Thus, the same link may have

different weights in different paths between the same source and destination. Note

that Dijkstra’s algorithm works on the basis of the fact that the weight of a link is

not dependent on which path the link belongs to. We can prove that if we define

link weights as in (5.5), then Dijkstra’s algorithm cannot find MEPs. To this end,

we prove that Theorem 1 is not true anymore, if link weights are defines as (5.5).

Let the path formed by links in T(i), ∀i ∈ V, be denoted by P∗(s, i). Let u be

the last node extracted so far from Q, and P∗(s, u) be the shortest path from s to

u. Now, suppose that we are about to extract v from Q in the next iteration of

Dijkstra’s algorithm. If link weights are defined as (5.5), we can show that P∗(s, v)

may not be the shortest-path from s to v. We show that there might be another

path P1(s, v) which its weight is smaller that the weight of P∗(s, v).
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Assume that P1(s, v) = P1(s, u) ∪ {v}, where P1(s, u) is a path between s and

u. Since P∗(s, u) is the shortest path from s to u, we have

C(P∗(s, u)) ≤ C(P1(s, u)). (5.6)

If we want P∗(s, v) be the shortest path from s to v, then we must have

C(P∗(s, v)) ≤ C(P1(s, v)).

Since u has been extracted just before v, then P∗(s, v) = P∗(s, u) ∪ {v}. Thus,

according to (5.4), we must have

C(P∗(s, u)) +R(P∗(s, v), Ld)×
Ē(u, v, Ld)

Ru,v(Ld)
≤

C(P1(s, u)) +R(P1(s, v), Ld)×
Ē(u, v, Ld)

Ru,v(Ld)

(5.7)

From (5.7) and (5.6), we can conclude that in order to have C(P∗(s, v)) ≤
C(P1(s, v)), we need to have

R(P∗(s, v), Ld) ≤ R(P1(s, v), Ld). (5.8)

Nevertheless, since we have not made any assumption regarding the reliability of

routes with respect to each other, there is no guarantee that the reliability of

P∗(s, v) is smaller than that of P1(s, v). It may happen that R(P∗(s, v), Ld) >

R(P1(s, v), Ld). Thus, P∗(s, v) may not necessarily be the shortest path from s to

v. This shows that Theorem 1 is not true anymore.

What causes this? If we review the above-mentioned proof again, we observe

that the dependency of link weight on the reliability of paths in (5.5) is the source

of the problem. Now, let us remove this dependency by simplifying the energy cost

of a path as follows:

C(P(n1, nh+1)) =

h∑
i=1

Ē(ni, ni+1, Ld). (5.9)

With this simplification, the energy cost of a path is the energy consumed by

all nodes along the path to successfully transfer a packet from the source to the

destination. Considering this definition of path cost, the recursive expression in

(5.4) changes to

C(P(s, v)) = C(P(s, u)) + Ē(u, v, Ld). (5.10)

It is obvious that (5.10) is characteristically similar to Dijkstra’s recursive equation

in (5.1). Therefore, if we define wu,v in Dijkstra’s algorithm as the energy cost for
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packet exchange over a wireless link, i.e., wu,v = Ē(u, v, Ld), then we can use this

algorithm as a heuristic solution to find MEPs when packet retransmission is not

supported. For this case, we can expand Ē(u, v, Ld) using (4.3) and (4.2) as follows:

wu,v = Ē(u, v, Ld) = Ld(ε+ α+ βdηu,v). (5.11)

We can also use the normalized value of wu,v with respect to the packet size Ld

without changing the ranking of routes with respect to their energy efficiency. Thus,

the link weight wu,v could simply be calculated as

wu,v = ε+ α+ βdηu,v, (5.12)

where the energy consumption parameters ε, α, and β are defined and explained in

Chapter 3.

5.2.2 Packet Transfer with MAC Retransmission

If only MAC retransmission is supported, the energy consumption for end-to-end

transfer of a packet is expressed similar to that of packet transfer without

retransmission. The only difference is the way that the energy consumed on a

link is calculated. The design of the energy-efficient routing algorithm for this case

is completely similar to that of packet transfer without retransmission. Thus, we

can again use Dijkstra’s algorithm as a heuristic solution to find MEPs, if we define

the link weight wu,v as

wu,v = Ē(u, v, Ld).

Nevertheless, the impact of retransmissions must be taken into account while we

calculate Ē(u, v, Ld). For this case, we can expand Ē(u, v, Ld) using (4.3) and (4.1).

Hence, the link weight wu,v is calculated as follows:

wu,v =
(
LdX̄u,v(Ld) + LaȲv,u(La)

)
(εr + α+ βdηu,v). (5.13)

We recall that X̄u,v(Ld) is the expected number of times that a data packet of

length Ld bits is transmitted over (u, v) before it is delivered to v, and Ȳv,u(La)

is the expected number of acknowledgments transmitted for the packet by v. Due

to dependency of X̄u,v(Ld) and Ȳv,u(La) to the quality of links, the link weight in

(5.13) is a function of both energy consumption characteristics of nodes and quality

of links.
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5.2.3 Packet Transfer with End-to-end Retransmission

If only end-to-end retransmission is supported, the expected amount of energy

consumed to transfer a packet from a source node to a destination node was

expressed in (4.7):

C(P(n1, nh+1)) =
1

Rnh+1
(Ld)R

′
n1

(Le)

h∑
i=1

[
Rni(Ld)Ē(ni, ni+1, Ld)

]
+

1

R′n1
(Le)

h∑
i=1

[
R
′

ni+1
(Le)Ē(ni+1, ni, Le)

]
.

(5.14)

If we replace Rni(Ld) from (4.4) and R
′

ni+1
from (4.8) into (4.7), we can express

C(P(n1, nh+1)) in (5.14) as

C(P(n1, nh+1)) =

h∑
i=1

Ē(ni, ni+1, Ld)∏h
j=iRnj ,nj+1(Ld)

∏h
j=1Rnj+1,nj (Le)

+

h∑
i=1

Ē(ni+1, ni, Le)∏i
j=1Rnj+1,nj

,

(5.15)

which is equivalent to

C(P(n1, nh+1)) =

∑h−1
i=1

(
Ē(ni,ni+1,Ld)∏h−1

j=i Rnj,nj+1
(Ld)

∏h−1
j=1 Rnj+1,nj

(Le)

)
Rnh,nh+1

(Ld)Rnh+1,nh(Le)

+

Ē(nh,nh+1,Ld)∏h−1
j=1 Rnj+1,nj

(Le)

Rnh,nh+1
(Ld)Rnh+1,nh(Le)

+

h−1∑
i=1

(
Ē(ni+1, ni, Le)∏i
j=1Rnj+1,nj

)
+

Ē(nh+1, nh, Le)∏h
i=1Rnj+1,nj (Le)

.

(5.16)

If we define

C1(P(n1, nh)) =

h−1∑
i=1

Ē(ni, ni+1, Ld)∏h−1
j=i Rnj ,nj+1(Ld)

∏h−1
j=1 Rnj+1,nj (Le)

,

and

C2(P(n1, nh)) =

h−1∑
i=1

Ē(ni+1, ni, Le)∏i
j=1Rnj+1,nj

,
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we can express (5.16) alternatively as follows:

C(P(n1, nh+1)) =
1

Rnh,nh+1
(Ld)Rnh+1,nh(Le)

×[
C1(P(n1, nh)) +

Ē(nh, nh+1, Ld)∏h−1
j=1 Rnj+1,nj (Le)

]

+

[
C2(P(n1, nh)) +

Ē(nh+1, nh, Le)∏h
j=1Rnj+1,nj (Le)

]
.

(5.17)

In (5.17),
∏h
j=1Rnj+1,nj (Le) is the end-to-end reliability of the reverse path from

node nh+1 to node n1 as given in (4.8). Similarly,
∏h−1
j=1 Rnj+1,nj (Le) is the

end-to-end reliability of the reverse path from node nh to node n1. Equation (5.17)

expresses the energy cost of the path from n1 to nh+1 in terms of the energy cost

from n1 to nh and the cost of the link between nh and nh+1. If we again denote

n1 = s, nh+1 = v and nh = u, we can calculate the energy consumed to transfer

a packet of length Ld bits from source node s to destination node v in a recursive

way as
C1(P(s, v)) = 1

Ru,v(Ld)Rv,u(Le)

(
C1(P(s, u)) + Ē(u,v,Ld)

R(P′ (u,s),Le)

)
C2(P(s, v)) = C2(P(s, u)) + Ē(v,u,Le)

R(P′ (v,s),Le)

C((P(s, v)) = C1(P(s, v)) + C2(P(s, v))

R(P
′
(v, s), Le) = Rv,u(Le)×R(P

′
(u, s), Le).

(5.18)

Here, Ru,v(Ld) is the reliability of link (u, v) for data packets of length Ld bits, and

Rv,u(Le) is the reliability of link (v, u) for end-to-end acknowledgments of length Le
bits. Furthermore, R(P

′
(u, s), Le) and R(P

′
(v, s), Le) are the reliability of reverse

paths P
′
(u, s) and P

′
(v, s) for end-to-end acknowledgments.

It is clear that (5.18) is not characteristically similar to Dijkstra’s recursive

equation in (5.1). even if instead of (5.1), we use the recursive equation of (5.18)

in Dijkstra’s algorithm, we can again show that Theorem 1 is not true anymore.

The problem originates from the fact that the energy cost of a path depends on

the energy cost of its reverse path for transferring the acknowledgment from the

destination to the source. Thus, to calculate the energy cost from the source to

any intermediate node, we need to know the energy cost of the reverse path from

the destination to that intermediate node as well. This reverse path dependency

adds to the complexity of finding MEPs. The dependency is resulted by R
′

ni+1
in

(5.14), which itself depends on the reliability of links in the reverse path from the

destination to the intermediate node ni in that path (see (4.8)). To be able to find

MEPs when only end-to-end retransmission is supported, we propose two heuristic

solutions H1 and H2.
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5.2.3.1 Heuristic Solution H1

Assume that we can neglect the effect of acknowledgement packets on the expected

amount of energy consumed for end-to-end transmission of data packets. With this

assumption, (5.14) reduces to

C(P(n1, nh+1)) =
1

Rnh+1

h∑
i=1

Rni Ē(ni, ni+1, Ld)

=

h∑
i=1

Ē(ni, ni+1, Ld)∏h
j=iRnj ,nj+1

=
1

Rnh,nh+1

[
C(P(n1, nh)) + Ē(nh, nh+1, Ld)

]
.

(5.19)

On the basis of the expression given for C(P(n1, nh+1)) in (5.19), we can extract

the following recursive expression for computing the energy cost of a path from a

source node s to a destination node v:{
C(P(s, v)) = 1

Ru,v(Ld) [C(P(s, u)) + wu,v]

wu,v = Ē(u, v, Ld)
(5.20)

The recursive equation in (5.20) is a generalized version of Dijkstra’s recursive

equation in (5.1), because (5.20) simplifies to (5.1) if we assume Ru,v(Ld) = 1.

Hence, on the basis of (5.20), we can design a generalized version of Dijkstra’s

shortest-path routing algorithm for finding MEPs when only end-to-end retransmis-

sion is supported. This is achieved by replacing the command temp← C(u) +wu,v
in Dijkstra’s algorithm (Algorithm 1) with temp ← 1

Ru,v(Ld) [C(u) + wu,v]. With

this change, we can easily show that Theorem 1 is still valid.

If only end-to-end retransmission is supported, Ē(u, v, Ld) is similar to the one

defined for the case of packet transfer without MAC retransmission in (5.11).

Therefore, the link weight wu,v could again be calculated using (5.12) after

normalizing with respect to the packet size Ld:

wu,v = ε+ α+ βdηu,v. (5.21)

Note that although reliability of links are not considered in computing wu,v in (5.21),

it is considered in computing the total energy cost in (5.20).

5.2.3.2 Heuristic Solution H2

H1 neglects the effect of acknowledgement packet on the energy cost. Nevertheless,

if size of the acknowledgement packet is not small compared to size of the data

packet, this assumption may not be a valid assumption. In heuristic solution H2,
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we consider the impact of the acknowledgement packet on the energy cost. In this

solution, the energy cost of packet transfer from source node s to destination node

v is calculated using a recursive expression which is given as follows:{
C(P(s, v)) = 1

Ru,v(Ld)Rv,u(Le)
[C(P(s, u)) + wu,v]

wu,v = Ē(u, v, Ld) + Ē(v, u, Le).
(5.22)

As (5.22) suggests, H2 considers the effect of reliability of reverse links as well as

the energy consumed to forward the acknowledgement across reverse links. H2 also

resolves the reverse path dependency that (5.18) suffers from, since the energy cost

from source node s to destination node v only depends on the reliability of links

between the source node and the destination node.

It is clear that (5.22) is also a generalized version of Dijkstra’s recursive

equation (5.1), because it simplifies to (5.1) if we assume Ru,v(Ld) = 1 and

Rv,u(Le) = 1. Hence, on the basis of (5.22), we can design another generalized

version of Dijkstra’s shortest-path routing algorithm for finding MEPs when

only end-to-end retransmission is supported. This is achieved by replacing the

command temp← C(u) +wu,v in Dijkstra’s algorithm (Algorithm 1) with temp←
1

Ru,v(Ld)Ru,v(Ld) [C(u) + wu,v].

To calculate the link weight wu,v in H2, we expand Ē(u, v, Ld) and Ē(v, u, Le)

using (4.3) and (4.2). Thus, we have

wu,v = (Ld + Le)(ε+ α+ βdηu,v).

Since the constant term Ld + Le appears in the energy cost of all links, we can use

a normalized version of wu,v to resolve the dependency of energy costs of routes to

the size of data and acknowledgment packets. Thus, wu,v in H2 could be simply

computed as

wu,v = ε+ α+ βdηu,v. (5.23)

This is similar to the link weight in H1, but the way the the energy cost of a path

is computed is different from that of H1.

5.2.4 Packet Transfer with MAC and End-to-end
Retransmissions

For this case, (4.9) defines the expected amount of energy which is approximately

consumed for end-to-end packet transfer:

C(P(n1, nh+1)) ≈
h∑
i=1

Ē(ni, ni+1, Ld) +

h∑
i=1

Ē(ni+1, ni, Le). (5.24)
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We use this approximate expression to devise a heuristic solution for finding MEPs

when both MAC and end-to-end retransmissions are supported. To this end, we

express (5.24) alternatively as

C(P(n1, nh+1)) = C(P(n1, nh)) +
[
Ē(nh, nh+1, Ld) + Ē(nh+1, nh, Le)

]
. (5.25)

On the basis of (5.25), we can calculate the energy cost for packet transfer from a

source node s to a destination node v in a recursive way as follows:{
C(P(s, v)) = C(P(s, u)) + wu,v
wu,v = Ē(u, v, Ld) + Ē(v, u, Le)

(5.26)

where Ē(u, v, Ld) is the energy cost for transferring the data packet through (u, v)

and Ē(v, u, Le) is the energy cost for transferring the end-to-end acknowledgment

through (v, u). The recursive equation in (5.26) is characteristically similar to

Dijkstra’s recursive equation. Therefore, we can use Dijkstra’s algorithm to find

the MEP from a source node s to destination node v, if we define the link weight as

wu,v = Ē(u, v, Ld) + Ē(v, u, Le).

Since MAC retransmission is supported, Ē(u, v, Ld) and Ē(v, u, Le) are computed

using (4.3) and (4.1). Thus, we have

wu,v =
[
LdX̄u,v(Ld) + La

(
Ȳu,v(La) + Ȳv,u(La)

)
+ LeX̄v,u(Le)

]
(ε+ α+ βdηu,v).

(5.27)

It is obvious that the link weight in (5.27) is a function of the energy consumption

parameters of nodes (ε, α, and β) as well as the expected transmission counts of

data and acknowledgment packets (X̄u,v(Ld), Ȳu,v(La), Ȳv,u(La), and X̄v,u(Le)).

We have summarized in Algorithm 2, the suite of RMER algorithms which we

designed in this section for various types of packet transfer. Since the RMER

algorithm is based on the Dijkstra’s algorithm, its complexity is the same as the

complexity of the Dijkstra’s algorithm. In other words, the time complexity of the

RMER algorithms is O(|V|2) in dense networks and O(|E|+ |V| log(|V|)) in sparse

networks.

5.3 Comparison of RMER with Earlier Schemes

In this section, we review other energy-efficient routing schemes from the literature

to show the significance of RMER with regard to these schemes.
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Algorithm 2 RMER algorithm for finding MEP from a source node s to any other
node in the network. If no retransmission is supported, wu,v is as given in (5.12). If
only MAC retransmission is supported, wu,v is as given in (5.13). For the heuristic
solution H1, wu,v is given in (5.21). For the heuristic solution H2, wu,v is given in
(5.23). If both MAC and end-to-end retransmissions are supported, wu,v is given
in (5.27).

RMER(G(V,E), s)
C(s) = 0
for each node v ∈ V− {s} do
C(v)←∞
T(v)← ∅

end for
Q← V
while Q 6= ∅ do
u← v ∈ Q | C(v) is minimum
Q← Q− u
for each neighbor v ∈ Q of u do

if Only E2E Retransmission then
if H1 then
temp← 1

Ru,v(Ld) [C(u) + wu,v]

end if
if H2 then
temp← 1

Ru,v(Ld)Ru,v(Le)
[C(u) + wu,v]

end if
else
temp← C(u) + wu,v

end if
if temp < C(v) then
C(v)← temp
T(v)← T(u) ∪ (u, v)

end if
end for

end while
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5.3.1 PAMAS, PARO, and MTTPR Algorithms

PAMAS [74], PARO [75], and MTTPR [82] are amongst the first energy-efficient

routing schemes proposed for wireless multi-hop networks. They find routes in

which the total transmission power required to transmit a packet to the destination

is minimized. Since the required transmission power in each hop is proportional to

the distance between the sender and receiver in that hop, these schemes calculate

the cost of a path from s to v as{
C(P(s, v)) = C(P(s, u)) + wu,v
wu,v = dηu,v.

(5.28)

They use Dijkstra’s algorithm to find the energy-efficient paths. Nevertheless, this

traditional definition of energy-efficient path neither considers the energy consumed

by processing elements of transceivers nor the effect of packet retransmission.

RMER considers both of them.

5.3.2 MPR Algorithm

The drawback of PAMAS, PARO, and MTTPR, has partially been addresses in [77]

by taking into account the effect of MAC retransmissions on energy consumption

of nodes. The proposed scheme in [77] calculates the cost of a path from s to v in

a recursive way as

C(P(s, v)) = C(P(s, u)) +
dηu,v

pu,v(Ld)
, (5.29)

in which pu,v(Ld) is the PDR of (u, v) for packets of length Ld bits. We refer to

this scheme as Minimum Power Routing (MPR). The main drawback of MPR is

neglecting the energy consumed by processing elements of transceivers.

5.3.3 BAMER Algorithm

BAMER has been proposed in [78] for packet transfer with only end-to-end

retransmissions. BAMER calculates the energy cost of a path from s to v in a

recursive way as follows:{
C(P(s, v)) = 1

Ru,v(Ld) (C(P(s, u)) + wu,v)

wu,v = dηu,v.
(5.30)

BAMER is similar to our proposed heuristic solutions H1 and H2. Nevertheless, H1

includes the energy consumed by processing elements of transceivers while BAMER

neglects it. Apart from this, BAMER does not consider the fact that a data packet

might be retransmitted by the source node if the acknowledgment is lost while being
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routed from the destination to the source. Our proposed heuristic solution H2 takes

this fact into account.

Compared to the existing schemes, we covered all possible cases of packet transfer

(with and without MAC and end-to-end retransmissions), while we also used a more

realistic energy consumption model in the design of the RMER algorithm.

5.4 Practical Considerations

In this section, we clarify some issues regarding implementation of RMER in wireless

multi-hop networks. We explain how we can compute link weights as defined by the

RMER algorithm, and how we can implement RMER on top of a routing protocol.

5.4.1 Computing Link Weights in RMER

To compute link weights in RMER, the following information is required:

1. Energy Consumption Parameters of Nodes: Each node needs to know its

energy consumption parameters εr, α, and β as defined and explained in

Chapter 3. These parameters could be calculated offline and saved in a

configuration file in each node.

2. Distance Between Nodes: Each node needs to know its distance to its

neighbors. Lightweight localization techniques proposed for wireless networks

could be used to estimate distance between nodes (e.g., [91–94]). These

localization techniques usually use the received signal strength to estimate the

distance between a sending and a receiving node. Since the transmission power

attenuates according to the power law with the distance, the received signal

strength have some information about the traversed distance by the wave.

Enhanced signal processing techniques are used to extract this information

and obtain an accurate estimate of distance between the sender and the

receiver.

3. PDR of Links: Depending on whether MAC and end-to-end retransmissions

are supported, pu,v(Ld), pu,v(La) and pu,v(Le) must be known for computing

the link weight wu,v. Knowing these values, nodes can calculate the expected

number of transmission attempts for data packets X̄u,v(Ld), end-to-end

acknowledgments X̄v,u(Le), and MAC acknowledgments Ȳv,u(La). We can use

any link quality estimation methods proposed for wireless networks to estimate

the PDR of links. It could be a packet based technique in which periodic Hello

messages [84], periodic unicast packets [95] or data traffic [96] are used to

estimate the PDR of links. We can also use an SNR-based technique [97,98],
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which uses the received signal strength to determine the PDR of links using

an SNR to PDR mapping profile.

Here, we briefly explain how the PDR of a link (u, v) could be estimated

using periodic Hello messages. To this end, u broadcasts Hello messages

with sequence numbers. Its neighbor v counts the number of received Hello

messages from u to estimate the PDR of the link (u, v). Similarly, u can

estimate the PDR of (v, u) counting the Hello messages that it receives

from v1. Each node broadcasts the measured values in Hello messages that

it propagates. In this way, nodes learn about the PDR of links between

themselves and their neighbors as well as links between their neighbors and

themselves. These values can approximate the PDR of links for data packets

pu,v(Ld), end-to-end acknowledgments pu,v(Le), and MAC acknowledgments

pu,v(La).

5.4.2 Dependency of Energy-efficient Routes to Packet Size

Energy-efficient routes found by RMER could be dependent on the size of

data and acknowledgment packets. In two types of packet transfer, with only

MAC retransmission and with both MAC and end-to-end retransmissions, this

dependency could be observed through direct dependency of link weights on size of

data and acknowledgement packets. Such a direct dependency is not observed in

the two other types, i.e., when retransmission is not supported or only end-to-end

retransmission is supported. Nevertheless, since the PDR of links is considered

in finding optimal routes by the heuristic solutions H1 and H2, and the PDR is

generally dependent on the packet size, energy-efficient routes in H1 and H2 are

indirectly dependent to the packet size. This type of dependency is also observed in

packet transfer with only MAC retransmission and with both MAC and end-to-end

retransmissions. We, however, should notice that energy-efficient routes should be

independent of the size of data packets, because packets with different sizes might

be routed through the same routes. Finding energy-efficient routes for any size of

data packets adds to the complexity of routing protocol.

Regarding the direct dependency of energy-efficient routes to the packet size,

we discuss the two cases of packet transfer, i.e., with only MAC retransmission and

with both MAC and end-to-end retransmissions, separately. First, we assume that

only MAC retransmission is supported. In this case, we can neglect LaȲv,u(La)

compared to LdX̄u,v(Ld), because usually LdX̄u,v(Ld) >> LaȲv,u(La). To clarify

the point, let us take an example. Suppose that Ld = 1600, La = 384 (in the IEEE

802.11b standard), and BER of the forward link (u, v) and reverse link (v, u) is

1At the same time, nodes can also estimate their distance to each other using the signal
strength indicator of the received Hello messages
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5 × 10−4. Thus, pu,v(Ld) = 0.44 and pv,v(La) = 0.96. If there is no limitation on

the number of MAC retransmissions, then X̄u,v(Ld) = 1/(pu,v(Ld)pv,u(La)) = 2.36,

and Ȳu,v(La) = 1/pv,u(La) = 1.04. It is obvious that LdX̄u,v(Ld) = 3824 >>

LaȲv,u(La) = 399.3. Therefore, when only MAC retransmission is supported,

we can simplify the link weights in RMER by neglecting LaȲv,u(La) compared

to LdX̄u,v(Ld). This results in

wu,v = LdX̄u,v(Ld)(εr + α+ βdηu,v).

We can further normalize wu,v with respect to the packet size Ld without changing

the ranking of routes. Hence, when only MAC retransmission is supported, wu,v
can be simply calculated as follows:

wu,v = X̄u,v(Ld)(εr + α+ βdηu,v). (5.31)

This resolves the direct dependency of link weights on the packet size Ld.

Nevertheless, we still can observe the indirect dependency through dependency of

X̄u,v(Ld) to the packet size Ld. This will be discussed later.

Now, assume both MAC and end-to-end retransmissions are supported. For this

case, the link weight was defined in (5.27):

wu,v =
[
LdX̄u,v(Ld) + La

(
Ȳu,v(La) + Ȳv,u(La)

)
+ LeX̄v,u(Le)

]
(ε+ α+ βdηu,v).

In this case, we neglect LaȲv,u(La) compared to LdX̄u,v(Ld), and LaȲu,v(La)

compared to LeX̄v,u(Le). This results in

wu,v =
[
LdX̄u,v(Ld) + LeX̄v,u(Le)

]
(ε+ α+ βdηu,v),

Note that X̄u,v(Ld) is estimated using broadcast Hello messages or unicast packets

with fixed sizes. To resolve the direct dependency of the link weight to the packet

size, we can replace Ld with the size of Hello message Lhello (or the unicast packets)

and let the size of a Hello message be the size of the end-to-end acknowledgement

(i.e., Lhello = Le). With these choices, we have

wu,v = Lhello
[
X̄u,v(Ld) + X̄v,u(Le)

]
(ε+ α+ βdηu,v).

which could be simplified to

wu,v =
[
X̄u,v(Ld) + X̄v,u(Le)

]
(ε+ α+ βdηu,v). (5.32)

We again note that the link weight in (5.32) is not directly proportional to the

packet size. However, there is still the indirect dependency on packet size through

the expected transmission counts of data and acknowledgement packets.
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There is an important point regarding the indirect dependency of energy-efficient

routes on packet size. We notice that the PDR of a link needs to be estimated using

a link quality estimation method. The estimated PDR, however, is for a specific

packet size (e.g., the size of Hello messages). Estimating the PDR of links for

various packet sizes using a single packet size may not be very accurate as shown

in Figure 5.1. The figure, however, shows that if BER of links is very small, such

estimation could still be accurate. Estimation of the PDR of links using a reference

packet size has the benefit that we do not need to estimate the PDR of a link for

different packet sizes.

5.4.3 Cross Layer Dependency of Energy-efficient Routes

Finding energy-efficient routes using RMER necessitates a cross-layer dependency

between routing (which is handled at the network layer) to the physical, MAC, and

transport layers. This dependency comes from the energy consumption parameters

of nodes and the PDR of links, which are dependent on the physical layer, and the

impact of retransmissions triggered by the MAC and transport layers. Although

this dependency can result in a cross-layer optimization across various layers of the

communication stack, it may add to the complexity of routing at the network layer.

The main complexity originates from the dependency of energy-efficient routes to

the support of MAC and end-to-end retransmissions. In some multi-hop networks,

we may only face one of the four types of packet transfer. Thus, nodes need to

deploy only the variant of RMER algorithm designed and optimized for such type

of packet transfer. For instance, in a network which deploys IEEE 802.11g as the

link technology and only supports UDP traffic, packet transfer is supported with

only MAC retransmissions. Hence, all nodes need to find MEPs for the case of

packet transfer with only MAC retransmission. In some other networks, however,

we may face more than one type of packet transfer. For instance, assume in addition

to UDP traffic, TCP traffic is also supported in an IEEE 802.11g network. This

means, two types of packet transfer will be supported in the network: with only

MAC retransmission and with both MAC and end-to-end retransmissions. Hence,

each node needs to find MEPs to any other node suitable for these two types of

packet transfer. Now, assume instead of IEEE 802.11g, we deploy IEEE 802.15.4 as

the link technology and both UDP and TCP traffic is supported. Since in the IEEE

802.15.4 standard support for MAC retransmission is optional, for some traffic MAC

retransmission might not be supported. This means, we can have all four types of

packet transfer in the network. In such a case, each node has to maintain four

different routes to any other node in the network. Depending on whether MAC

and end-to-end retransmissions are supported for a session between a source and a

destination, appropriate routes must be used. This, indeed, adds to the complexity

of the routing protocol. The question is, whether for such cases we can reduce this
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Figure 5.1 – PDR of a link in terms of its BER for various packet sizes.
Here, La = 384 [bit] is the size of the MAC acknowledgment in the IEEE
802.11b standard with short preamble. Le = 768 [bit] is the size of end-to-end
acknowledgment if we use the IEEE 802.11 standard with short preamble plus
the TCP/IPv4 suite and assuming the end-to-end acknowledgement has the
same format as that of a TCP acknowledgment.
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Table 5.1 – The definition of link weight in various energy-efficient routing

algorithms.

Algorithm Link Weight wu,v =

RMER (no retx.) εr + α+ βdηu,v
RMER (MAC retx.)

(
LdX̄u,v(Ld) + LaȲv,u(La)

)
(εr + α+ βdηu,v)

RMER (E2E retx. H1) εr + α+ βdηu,v
RMER (E2E retx. H2) εr + α+ βdηu,v
RMER

[
LdX̄u,v(Ld) + La

(
Ȳu,v(La) + Ȳv,u(La)

)
+

(MAC and E2E retx.) LeX̄v,u(Le)
]
(εr + α+ βdηu,v)

Unified RMER X̄u,v(εr + α+ βdηu,v)

PAMAS dηu,v
PARO dηu,v
MTTPR dηu,v
MPR dηu,v/pu,v(Ld)

BAMER dηu,v

complexity without sacrificing energy-efficiency of routes. More specifically, can we

use a unified algorithm for finding energy-efficient routes in various types of packet

transfer?

Although the optimal route in different modes1 of the RMER algorithm might be

different, three out of four modes consider both energy consumption characteristics

of nodes and reliability of links in route selection. We use this fact to come up with a

unified energy-efficient routing algorithm which considers information about energy

consumption characteristics of nodes and reliability of links. In the unified algorithm

that we propose, link weights are calculated using the simplified expression in (5.31),

which was obtained for the case of packet transfer with only MAC retransmissions.

Although, this definition of link weight is different from that of packet transfer in

the other three modes, we will show through simulation results that the same energy

efficiency could be achieved if link weights are defined as in (5.31). Algorithm 3

shows our proposed unified algorithm for finding MEPs, which we name Unified

RMER. In the Unified RMER algorithm, X̄u,v is the Expected Transmission Count

(ETX) of (u, v) which is estimated using Hello messages or any other link quality

estimation technique. We have summarized in Table 5.1 the definition of link weight

in various energy-efficient routing algorithms introduced in this chapter including

the Unified RMER.

1Here, mode refers to the type of packet transfer.
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Algorithm 3 Unified RMER algorithm for finding MEP from a source node s to
any other node v in the network.

RMER(G(V,E), s)
C(s) = 0
for each node v ∈ V− {s} do
C(v)←∞
T(v)← ∅

end for
Q← V
while Q 6= ∅ do
u← v ∈ Q | C(v) is minimum
Q← Q− u
for each neighbor v ∈ Q of u do
wu,v ← X̄u,v(εr + α+ βdηu,v)
temp← C(u) + wu,v
if temp < C(v) then
C(v)← temp
T(v)← T(u) ∪ (u, v)

end if
end for

end while

5.4.4 Impact of Transmission Power Control

In the design of RMER and Unified RMER algorithms, we assumed that nodes

deploy TPC. The definition of TPC says that nodes adjust their transmission power

to their neighbors to a minimum value satisfying a target BER requirement (see

Chapter 3). If such a scheme is deployed in the network, then theoretically all links

will have the same PDR assuming collision is the same or negligible for all links.

As a result, the ETX of all links will be the same. That is, X̄u,v = X̄, ∀(u, v) ∈ E.

Therefore, the definition of link weight, for instance in Unified RMER, could be

simplified to

wu,v = εr + α+ βdηu,v

without changing the ranking of routes between two nodes with respect to their

energy-efficiency. In such a case, Unified RMER can only find an energy-efficient

route, which may not necessarily be the most reliable path. Since all links have the

same PDR, the most reliable path between two nodes is the path with the minimum

number of hops.

Now, let us consider a case in which nodes are not able to adjust their

transmission power. They transmit signals with their maximum power to any of

their neighbors. Thus, the reliability of different links may not be the same anymore.
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Assuming all nodes are equipped with the same chipsets, the link weight in Unified

RMER must be calculated in this way

wu,v = X̄u,v(εr + α+ βDη
max), (5.33)

in wich Dmax is the transmission range of nodes. Since the term in parentheses is

the same for all links, the link weight can simply be calculated as

wu,v = X̄u,v

without changing the ranking of routes between two nodes with respect to their

energy-efficiency. This means, Unified RMER selects the path with the minimum

accumulated ETX similar to the proposed routing scheme in [84]. However, if

various nodes have different energy consumption profiles, the link weight must still

be calculated using (5.33). Considering all these various cases, we can see that

Unified RMER (as well as RMER) is a generalized algorithm which considers both

reliability and energy-efficiency aspects to select optimal routes in wireless multi-hop

networks.

5.5 Simulation Studies

In this section, we present simulation results to study the performance of RMER

and Unified RMER algorithms. The simulation set up is the same as the set up in

Section 4.5. That is, 200 nodes are uniformly distributed in a square area of size

750× 750 [m2], and they are equipped with the PRISM chipset. The sizes of data,

acknowledgments, and Hello packets are: Ld = 1600 [bit], La = 384 [bit], Le = 768

[bit], and Lhello = 800 [bit]. To study the performance of the RMER algorithm,

we compare the energy-efficiency and the reliability of routes discovered by RMER,

Unified RMER and similar algorithms from the literature. These similar algorithms

will be introduced accordingly.

5.5.1 Energy Efficiency and Reliability of Routes

To measure energy-efficiency of routes discovered by various algorithms, we compare

the average amount of energy consumed to transfer a packet from a source node to a

destination node. We refer to this value as Expected Energy per Packet (EPP). The

end-to-end reliability of a route is computed by multiplying the reliability of the

constituent links of the route. When MAC level retransmission is supported, link

reliability is computed considering the impact of packet retransmissions. If MAC

level retransmission is not supported, link reliability is in fact the PDR of the link.
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5.5.1.1 Packet Transfer without Retransmission

For this case, we compare the energy efficiency and the reliability of routes

discovered by the RMER, Unified RMER, and the MTTPR algorithm [82]. When

retransmission is not supported by MAC and transport layers, RMER only

considers energy consumption characteristics of nodes. MTTPR considers energy

consumption characteristics of nodes as well. However, it neglects the energy

consumption of the transmission circuit. On the other hand, Unified RMER

considers both energy consumption characteristics of nodes and reliability of links.

As depicted in Figure 5.2(b), Unified RMER finds more reliable routes compared

to the other algorithms. Nevertheless, we observe in Figure 5.2(a) that this gain

in reliability is at the cost of increased energy consumption when Unified RMER

is used instead of RMER. The reduced energy consumption of RMER compared

to Unified RMER is due to transmission of less packets by intermediate nodes as a

sign of finding less reliable routes by RMER.

Energy-efficiency of routes discovered by Unified RMER might be better or worse

than that of routes found by MTTPR. This depends on the link quality. When

links are of low quality on the average, MTTPR is more energy efficient. When

links are of high quality on the average, Unified RMER is more energy efficient.

The reason again lies in the fact that when links are of low quality, nodes consume

less energy to forward packets, because they receive less packets to forward. On

the other hand, Unified RMER finds more reliable routes in which nodes consume

more energy for packet forwarding. Nevertheless, when links are of good quality,

finding longer routes by MTTPR consisting of many short hops (we have skipped

the result here) is the reason for increased energy consumption by this algorithm.

In each hop, the sender and the receiver have to consume energy for processing the

packet. The discovered route by MTTPR may seem to be energy-efficient. However,

since MTTPR neglects the energy consumed by senders for packet processing, the

route is not energy-efficient in practice.

5.5.1.2 Packet Transfer with MAC Retransmission

For this case, we compare energy-efficiency and reliability of routes discovered

by RMER, Unified RMER, and MPR [77]. MPR is an example from the

literature which considers quality of links in route selection, but neglects the energy

consumed by processing elements of transceivers. When only MAC retransmission

is supported, both RMER and Unified RMER consider quality of links in route

selection. The difference between them is that Unified RMER neglects the

impact of MAC acknowledgments. Results depicted in Figure 5.3 show that if

only MAC retransmission is supported, performance of Unified RMER is very

close to that of RMER with regard to both energy-efficiency and reliability of
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Figure 5.2 – (a) Energy-efficiency and (b) reliability of routes discovered by
various routing algorithms when no retransmission is supported.
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Figure 5.3 – (a) Energy-efficiency and (b) reliability of routes discovered by
various routing algorithms when only MAC retransmission is supported.
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routes. Furthermore, RMER and Unified RMER both are able to find more

reliable and more energy-efficient routes compared to MPR. MPR only considers

the transmission power of nodes. Since transmission power decays with distance,

short hops are more energy-efficient than long hops. Thus, MPR will favor routes

consisting of many short hops to routes consisting of few long hops. However, if

the processing power is not neglected, routes consisting of many short hops can not

be energy-efficient anymore. This is why RMER and Unified RMER can find more

energy-efficient routes as well as more reliable routes compared to MPR.

Regarding the reliability, we notice that although transmission error in short

hops is lower compared to long hops, but collision probability in wireless networks

may even result in a lower PDR for short hops. As a result, when the packet

has to be forwarded through many short hops probability of packet loss might

even be greater compared to the case where a few long hops are used. This is

why we can expect to have more reliable routes in RMER and Unified RMER

rather than MPR. Considering only quality of links in route selection by MPR

may not necessarily result in finding more reliable routes. A realistic energy

consumption model which considers energy consumption of processing elements of

transceivers is also important. The important conclusion is that undermining the

energy consumption of nodes in wireless multi-hop networks can severely affect the

reliability of energy-efficient routes.

5.5.1.3 Packet Transfer with End-to-end Retransmission

For this case, we consider RMER with heuristic solutions H1 and H2, Unified RMER

and the BAMER algorithm [78]. Similar to previous cases, we plot the average

reliability of routes and the expected energy consumed per packet. Furthermore,

we plot the average reliability of reverse routes which transfer the end-to-end

acknowledgment from the destination to the source.

Plots in Figure 5.4 show that routes discovered by Unified RMER are the most

energy-efficient and reliable routes. Although H1 and H2 are designed to find MEPs

when only end-to-end retransmissions are supported, we should not forget that

they are only heuristic solutions. For the configuration that we have considered

in our simulations, Unified RMER has been able to find more energy efficient

and more reliable routes. We also observe that H2, which considers the effect

of energy consumed for routing the end-to-end acknowledgments, can find more

energy-efficient routes compared to H1 and BAMER, which neglects this effect.

Nevertheless, routes discovered by H1 are more reliable than routes discovered by

H2. However, reverse routes are more reliable when H2 is used. This is due the

fact that H2 considers reliability of both forward and reverse links, while H1 only

considers reliability of forward links. In summary, we can say that compared to H1,

H2 provides a better compromise between reliability of forward and reverse routes.
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Figure 5.4 – (a) Energy-efficiency, (b) reliability of forward routes, and (c)
reliability of reverse routes discovered by various routing algorithms when only
end-to-end retransmission is supported.
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5.5.1.4 Packet Transfer with MAC and End-to-end Retransmissions

For this case, we consider RMER designed for this type of packet transfer as well as

Unified RMER and MPR [77] algorithms. Results depicted in Figure 5.5 show that

energy-efficiency and reliability of routes discovered by RMER and Unified RMER

are very close to each other and much better than those of MPR.

5.5.2 Packet Transfer without Power Control

So far, we observed that Unified RMER is able to find more energy-efficient and

reliable routes compared to other energy-efficient routing algorithms from the

literature. In this section, we compare energy-efficiency of routes discovered by

Unified RMER with that of min-hop routes and routes discovered by Unified RMER

when transmission power control is not supported.

The first set of results show the EPP of discovered routes by various schemes as

a function of average node degree in the network (Figure 5.6). Unified RMER

with transmission power control finds more energy-efficient routes compared to

other schemes. The second set of results show the energy cost of routes when

maximum collision probability with power control is a fraction of the maximum

collision probability without power control (Figure 5.7). We observe that reducing

the collision probability due to TPC improves energy efficiency of routes discovered

by Unified RMER compared to other schemes.

5.6 Summary

In this chapter, a suite of novel energy-efficient routing algorithms, named Reliable

Minimum Energy Routing (RMER), were proposed. In the design of RMER,

different types of packet transfer were considered. They are various combinations

of packet transfer with and without MAC and end-to-end retransmissions. This

resulted in various types of RMER algorithms optimized for different types of

packet transfer in wireless multi-hop networks. To reduce the complexity of finding

energy-efficient routes when all types of packet transfer are supported in a network,

Unified RMER was proposed. Similar to RMER, Unified RMER considers both

reliability of links and the energy consumption of nodes for selecting optimal routes.

Simulation studies showed that the performance of Unified RMER is close to the

performance of RMER both in terms of reliability and energy-efficiency of routes.

Compared to the existing energy-efficient routing algorithms, RMER and Unified

RMER save energy in wireless multi-hop networks and increase the reliability of

these networks. RMER and Unified RMER do not neglect the energy cost of

transmitting and receiving circuits of transceivers. Neglecting these sources of

energy consumption in the design of energy-efficient routing algorithms not only
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Figure 5.5 – (a) Energy-efficiency and (b) reliability of routes discovered by
various routing algorithms when both MAC and end-to-end retransmissions
are supported.
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results in choosing high-energy cost routes in multi-hop networks, but also reduces

the reliability of packet transfer in these networks.



5.6. SUMMARY 105

5 10 15 20 25
1.4

1.6

1.8

2

2.2

2.4

2.6

2.8
x 10

-3

Average Degree of Nodes

A
ve

ra
ge

 C
on

su
m

ed
 E

ne
rg

y 
P

er
 P

ac
ke

t

 

 

Unified RMER (with TPC)
Min-Hop (with TPC)
Unified RMER (without TPC)
Min-Hop (without TPC)

Figure 5.6 – Energy cost of discovered routes by various routing algorithms
as a function of the average node degree in the network. In this experiment,
the collision probability is assumed to be zero.
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Chapter 6

Battery-aware Routing

In the previous chapter, we studied energy-efficient routing in wireless multi-hop

networks. Although energy-efficient routing can reduce the overall energy con-

sumption in the network, it has a drawback. Some nodes, especially those located

in the center of the network, might be selected frequently as intermediate nodes

of energy-efficient routes between different pairs of source-destination nodes. Such

nodes need to forward many packets belonging to other nodes, which in turn, can

result in their quick failure. Consequently, the network will be partitioned quickly if

failed nodes are critical nodes that are keeping the network connected. We address

this problem in depth in this chapter, and provide some novel solutions for it.

The key idea is to consider the remaining battery energy of nodes in route

selection to avoid relaying over nodes which have low battery energy. This we call

battery-aware routing. Furthermore, if there are some mains-powered nodes in the

network, we can also exploit this to direct the relay traffic towards such nodes. There

are several scenarios where we can have both mains-powered and battery-powered

nodes in a wireless multi-hop network. For instance, in a meeting scenario, laptops

of participants can form a wireless ad hoc network to exchange information during

the meeting. Some laptops may be connected to the mains, while others use their

batteries. Another example is home networking where devices at home exchange

context [7]. In a home network, most devices are connected to the mains (e.g.,

appliances), while some handheld devices may run on battery (e.g., a smart phone).

In these scenarios and other similar scenarios of wireless multi-hop networking,

battery-aware routing schemes could be devised considering the heterogeneity of

power supply of nodes to avoid –as much as possible– relaying over battery-powered

devices.

As we will show in this chapter, considering the power supply and remaining

battery energy of nodes in routing can prolong the operational lifetime of the

network significantly. However, we should notice that routes selected in this way

107
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may not be energy-efficient anymore. Here, there are two main research questions

to be answered:

1. How to use information about remaining battery energy of nodes as well as

the type of their power supply in routing.

2. How to design battery-aware routing schemes which not only prolong the

operational lifetime of nodes by balancing the traffic load between them, but

also provide an acceptable level of energy-efficiency and reliability.

In this chapter, we answer these questions. To this end, we first provide

a succinct background of battery-aware routing in wireless multi-hop networks

(Section 6.1). This helps us to partially answer the first question and also

highlight weaknesses of the existing schemes. Then, we introduce our proposed

battery-aware routing algorithm, called Reliable Minimum Energy Cost Routing

(RMECR), in Section 6.2. RMECR resolves the drawbacks of the existing schemes

by taking into account not only battery-energy of nodes in route selection but

also their energy consumption characteristics as well as the reliability of links.

In Section 6.3, we study battery-aware routing in networks consisting of both

battery-powered and mains-powered nodes. We propose several algorithms which

can differentiate between mains-powered and battery-powered nodes in routing.

Section 6.4 elaborates on implementation issues of the proposed algorithms. In

Section 6.5, we evaluate the performance of the battery-aware routing algorithms

using simulations. We show that to take the full advantage of battery-aware routing

for load balancing in wireless multi-hop networks, it must be accompanied by

energy-efficiency. If energy-efficiency is not achieved, then load balancing can not

be achieved either. The chapter is summarized in Section 6.6.

6.1 Background

Authors in [76,79,82,85–88,99,100] have proposed various schemes for battery-aware

routing in wireless multi-hop networks. Minimum Battery Cost Routing (MBCR),

Min-Max Battery Cost Routing (MMBCR), and Conditional Max-Min Battery

Capacity Routing (CMMBCR) [76, 82] are among earliest proposed schemes.

Schemes such as Maximum Residual Packet Capacity (MRPC) and Conditional

MRPC (CMRPC) [79] and more complex schemes proposed in [86–88, 99, 100]

use the principle behind the design of MBCR, MMBCR, or CMMBCR. For this

reason, we briefly describe how MBCR, MMBCR, CMMBCR as well as MRPC and

CMRPC, which were proposed later, use the residual battery energy of nodes in

route selection.
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6.1.1 MBCR Algorithm

MBCR selects a path which minimizes the accumulated battery cost of nodes to

send a packet from a source node to a destination node. The battery cost of a node

is defined as the inverse of its remaining battery energy. If a node has lower battery

energy compared to other nodes, its battery cost for packet forwarding is higher.

MBCR defines the optimal path between a source and a destination node as follows:

Pmbcr = argmin {Cmbcr(Pk)} ∀Pk ∈ Q,

in which, Q is the set of paths between the source and the destination node, and

Pk is the kth path between them. The path weight Cmbcr(Pk) is defined as

Cmbcr(Pk) =

hk∑
i=1

1

Bni −Bth
, (6.1)

where, Bni is the residual battery energy of the ith node of the path, and hk is

the hop count of the path. Here, Bth is the threshold of the remaining battery

energy of nodes for deciding whether a nodes is dead. According to (6.1), the

path cost in MBCR is the summation of the weight of individual links of the path,

where the weight of a link is the inverse value of the remaining battery energy of

the transmitting node of the link. Therefore, MBCR could be implemented using

Dijkstra’s shortest-path routing algorithm, if we define the weight of each link as

follows:

wmbcru,v =
1

Bu −Bth
∀(u, v) ∈ E. (6.2)

By finding a path with the minimum accumulated battery cost, MBCR tries to

find routes in which nodes are likely to have more remaining battery power. This

can avoid nodes from being overused, and balance the traffic load between them.

However, since the total battery cost of a route is the summation of the battery cost

of individual nodes, MBCR may not completely prevent selection of nodes with low

battery energy as relaying nodes. This problem can be mitigated by MMBCR.

6.1.2 MMBCR Algorithm

MMBCR finds a path in which the remaining battery energy of the critical node is

higher than that of the other paths. The critical node of a path is a node which

has the lowest battery energy in that path. In other words, the optimal path in

MMBCR is defined as follows:

Pmmbcr = argmax {Cmmbcr(Pk)} ∀Pk ∈ Q, (6.3)
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in which, the path weight Cmmbcr(Pk) is defined as

Cmmbcr(Pk) = min{Bni}
hk
i=1 ni ∈ Pk. (6.4)

According to (6.4), the weight of a path in the MMBCR algorithm is the minimum

residual battery energy in that path. As suggested by (6.3), MMBCR selects a path

with the maximum weight between a source and a destination node. This means

MMBCR uses a max-min route selection scheme, which can not be implemented

using Dijkstra’s shortest-path routing algorithm. Nevertheless, if we consider the

remaining battery energy of the critical node of a path as the width of that path,

which must be maximized, then the optimal path in the MMBCR algorithm will

be the widest path between the source and the destination. Algorithm 4 shows how

to find the widest path between a source node and any other node in the network

according to MMBCR. In this algorithm, the weight of a link is defined as the

remaining battery energy of the transmitting node of the link. That is,

wmmbcru,v = Bu ∀(u, v) ∈ E. (6.5)

The max-min route selection scheme of MMBCR can prevent selection of nodes

with low battery energy as relaying nodes. Nevertheless, it could also result in

selection of long routes, because there is no control on hop count of selected routes.

This we will verify later in Section 6.5. Using long routes for packet transfer can

increase the total energy consumption in the network. Consequently, the average

energy consumption rate of individual nodes will increase. This, in turn, can reduce

the lifetime of nodes. CMMBCR has been suggested in [82] to partially mitigate

this problem.

6.1.3 CMMBCR Algorithm

CMMBCR is a hybrid routing algorithm that works in two different modes:

MTTPR1 mode and MMBCR mode. CMMBCR acts in MTTPR mode, if there are

some paths between a source and a destination node where the remaining battery

energy of their critical node lies above a certain threshold 0 ≤ γ ≤ B (B is the

maximum battery energy of a node). Amongst such paths, CMMBCR finds the

path minimizing the total transmission power required to transmit a packet from

the source to the destination (similar to the MTTPR algorithm). Nevertheless, if

there are no paths between the source and the destination for which the remaining

battery energy of their critical nodes lies above the threshold γ, CMMBCR acts in

MMBCR mode. That is, when the remaining battery energy of at least one node in

each available path between the source and the destination falls below γ, CMMBCR

selects a path according to the MMBCR algorithm.

1MTTPR is an energy-efficient routing algorithm which was introduced in Section 5.3.1



6.1. BACKGROUND 111

Algorithm 4 Implementation of the MMBCR algorithm using a widest-path
routing algorithm for finding the optimal path from a source node s to any other
node in the network.

MMBCR(G(V,E), s)
for each node v ∈ V do

if v is a neighbor of s then
C(v)← Bs
T(v)← {(s, v)}

else
C(s)← 0
T(v)← ∅

end if
end for
Q← V
while Q 6= ∅ do
u← v ∈ Q | C(v) is maximum
Q← Q− u
for each neighbor v ∈ Q of u do
temp← min(C(u), Bu)
if temp > C(v) then
C(v)← temp
T(v)← T(u) ∪ (u, v)

end if
end for

end while

To explain the operation of CMMBCR better, we define Q1 ⊂ Q as a set

containing all paths in Q which satisfy the following condition:

Cmmbcr(Pk) > γ ∀Pk ∈ Q,

where, Cmmbcr(Pk) is as defined in (6.4). If Q1 6= ∅, (∅ is the empty set), CMMBCR

selects a path from Q1 which minimizes the total transmission power required to

transmit a packet from the source to the destination. If Q1 = ∅, then a path is

selected from Q according to the MMBCR algorithm.

Algorithm 5 shows how CMMBCR can find the optimal path between a source

node s and any other node in the network. In this algorithm, we first remove

those links in G1(V,E1) with a link weight smaller than γ. Let the resulting graph

be G
′

1(V,E1). Then, we find the optimal path according to MTTPR between the

source node s and each node in G
′

1(V,E1). If no path could be found to a node, it

means that there is at least one node in each path between the source node and that

node, whose remaining battery energy is less than γ. In such a case, the optimal

path to such a node must be found by running Algorithm 4 on G2(V,E2).
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Algorithm 5 Finding the optimal path between a source node s and any other node
in the network according to CMMBCR. Here, G1(V,E1) is the network topology
in which link weights are calculated according to MTTPR (see (5.28)). G2(V,E2)
is the network topology in which link weights are calculated according to MMBCR
(see (6.5)). In other words, the two graphs are the same, but their link weights are
different.

CMMBCR(G1(V,E1), G2(V,E2), γ, s)
for each (u, v) ∈ E2 do

if wmmbcr(u, v) < γ then
E1 ← E1 − (u, v)

end if
end for
T1(v) = MTTPR(G1(V,E1), s)
T2(v) = MMBCR(G2(V,E2), s)
for each v ∈ V do

if T1(v) = ∅ then
T(v)← T2(v)

else
T(v)← T1(v)

end if
end for

6.1.4 MRPC and CMRPC Algorithms

MRPC and CMRPC were proposed in [79]. In addition to the remaining battery

energy of nodes, they consider the impact of MAC retransmission on optimal routes.

The weight of a link in these two battery-aware routing schemes is a combination of

the remaining battery energy of the transmitting node of the link and the reliability

of the link. MRPC uses a max-min formulation similar to MMBCR (see (6.3)).

Nevertheless, the path weight in MRPC is the number of packets which can ideally

be transmitted through the path when there is no other traffic going through that

path. That is,

Cmrpc(Pk) = min{ Bni
Tni,ni+1

}hki=1

where Tni,ni+1
=

dηni,ni+1

pni,ni+1
is the required transmission power for reliable transmission

of a packet over (ni, ni+1). Similar to MMBCR, the path with the maximum weight

is selected.

CMRPC is a conditional version of MRPC. It is similar to CCMBCR with

the difference that CMRPC acts in MRPC and MPR modes. CMRPC finds the

minimum energy path based on the MPR scheme (introduced in Section 5.3.2)

among paths that have a MRPC weight above a threshold. If there are no such
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paths, CMRPC acts in MRPC mode and finds the optimal path according to this

scheme.

6.1.5 Other Schemes

Other battery-aware routing schemes proposed in the literature are based on

principles similar to the explained schemes. We briefly review them. In [85],

Minimum Drain Rate (MDR) and the Conditional Minimum Drain Rate (CMDR)

algorithms were proposed. MDR monitors the drain rate of battery of nodes to

predict their lifetime according to their remaining battery energy and their packet

forwarding rate. MDR tries to avoid using nodes with short lifetime as relaying

nodes. CMDR is the conditional version of MDR which guarantees that the total

transmission power of the chosen route is minimized among those that have a

lifetime above a threshold. The basic idea behind CMDR is similar to CMMBCR,

but CMDR works in MDR and MTTPR modes. Wang et al. [99] introduced an

on-demand battery-aware routing protocol in which the path weight is a weighted

combination of its hop-count and the remaining battery energy of its critical node

(similar to MMBCR). Chang et al. [86] proposed a battery-aware routing scheme

in which the weight of a link is a weighted combination of the energy consumption

rate and the residual battery energy of the two end-nodes of the link. Battery-aware

routing schemes in [87, 100] define the link weight as a combination of the delay of

the link and the residual battery energy of the transmitting node of the link. The

proposed algorothm in [88] uses a bi-criteria route selection scheme considering the

minimum residual battery energy along a path (similar to MMBCR) as the first

criterion, which must be maximized, and the total transmission power along the

path (similar to MTTPR), which must be minimized.

6.1.6 Drawbacks of the Existing Schemes

The battery-aware routing schemes proposed so far have two main drawbacks:

1. Some schemes such as MBCR and MMBCR only consider the remaining

battery energy of nodes without paying attention to the energy-efficiency

of routes. Although this problem has been addressed by schemes such as

CMMBCR, CMDR, MRPC, and CMRPC, they do not use a realistic energy

consumption model for finding energy-efficient routes. Another problem holds

specifically for schemes which use a min-max route selection formulation (e.g.,

MMBCR and MRPC). Such schemes suffer from the increased hop count of

routes. This, in turn, increases the overall energy consumption in the network.
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2. The existing energy-aware routing schemes are not optimized for networks

with heterogeneous power supplies, where there are both mains-powered and

battery-powered nodes in the network. Although we can deploy the existing

schemes in such networks by considering no battery cost for packet forwarding

by mains-powered nodes, such solutions may not be optimal. One problem is

again the increased hop count. Considering no battery cost for mains-powered

nodes may increase the number of hops of the selected routes, because longer

routes consisting of many mains-powered nodes will be preferred to shorter

routes consisting of few battery-powered nodes.

Our proposed battery-aware routing schemes in this chapter circumvent these

drawbacks. We first present the state-of-the-art battery-aware routing algorithm

RMECR. RMECR has been designed for networks with only battery-powered

nodes. Then, we propose single-objective and multi-objective battery-aware routing

algorithms based on RMECR for networks with heterogeneous power supplies.

Furthermore, we investigate in depth the effect of various parameters such as

routing overhead, mobility, transmission power control, and node density on the

performance of the proposed algorithms.

6.2 Reliable Minimum Energy Cost Routing
Algorithm

RMECR is an enhanced version of the Unified RMER algorithm which in addition

to energy consumption characteristics of nodes and reliability of links takes into

account the remaining battery energy of nodes in route selection. The only difference

between RMECR and Unified RMER is the way they calculate link weights. Unified

RMER defines the energy cost of a link as the amount of energy consumed to

exchange a packet over the link. RMECR, on the other hand, defines the energy

cost of a link as the fraction of the remaining battery energy of the sending and the

receiving node of the link which is consumed to exchange a packet between them. We

recall from the previous chapter that the link weight in Unified RMER is defined

as

wurmeru,v = X̄u,v
[
εr + α+ βdηu,v

]
, (6.6)

where X̄u,v(Ld) is the ETX (expected transmission count) of the link and εr, α, and

β are energy consumption parameters. Furthermore, du,v is the distance between

u and v, and η is the path-loss exponent of the environment. According to (6.6),

the energy consumed by the sending node is X̄u,v(Ld)(α + βdηu,v) and that of the
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receiving node is X̄u,v(Ld)εr. Thus, in RMECR, the weight of a link is defined as

follows:

wrmecru,v = X̄u,v

[
α+ βdηu,v

Bu
+

εr
Bv

]
, (6.7)

where, Bu is the remaining battery energy of u and Bv is the remaining battery

energy of v. The path with the minimum accumulated weight is selected by RMECR

as the optimal path. This means, we can use Dijkstra’s routing algorithm to find

optimal routes between nodes according to RMECR provided that the link weight is

defined as (6.7). We observe that the link weight in RMECR considers not only the

remaining battery energy of nodes, but also the energy consumption characteristics

of the wireless interface as well as the reliability of links.

RMECR is a minimum cost routing algorithm similar to MBCR. As mentioned

before, the use of max-min route selection scheme in battery-aware routing

algorithms such as MMBCR and MRPC increases the hop count of routes. This

increases the latency of end-to-end packet transfer. The total energy consumption in

the network increases either. On the other hand, battery-aware routing algorithms

such as MBCR which find the minimum cost routes can achieve a lower hop count

and a higher network lifetime [101].

6.3 Networks with Heterogeneous Power Supplies

In this section, we explain how information about the type of power supply of

nodes could be considered for battery-aware routing. The key point that we

should consider in designing a battery-aware routing algorithm for networks with

heterogeneous power supplies is that a mains-powered (MP) node does not lose

battery energy for packet forwarding. A battery-powered (BP) node, however,

consumes part of its limited battery energy to relay a packet. We can direct the

relay traffic to MP nodes of the network in order to avoid using BP nodes of the

network as relaying nodes. However, the challenge is to design routing algorithms

which are able to consider not only the heterogeneity of power supply of nodes

but also the energy cost of packet exchange over wireless links, the reliability

of wireless links, and the remaining battery energy of BP nodes of the network.

Here, we introduce several routing algorithms which take into account these factors

altogether in routing. First, single-objective algorithms are introduced, and then

their bi-objective variants are presented.

6.3.1 Single-Objective Routing Algorithms

In the sequel, two single-objective battery-aware routing algorithms are presented

for networks with heterogeneous power supplies.
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6.3.1.1 RMLNR Algorithm

Let us define a parameter fu for node u as follows:

fu =

{
1, ∀u ∈ Vb
0, ∀u ∈ Vm,

(6.8)

where Vm is the set of MP nodes of the network, and Vb is the set of BP nodes of

the network. To capture the effect of power supply in routing, we modify the link

weight of RMECR as follows:

wrmlnru,v = X̄u,v

[
fu(α+ βdηu,v)

Bu
+
fvεr
Bv

]
. (6.9)

The link weight in (6.9) implies that the battery cost for packet transmission and

reception is considered to be zero for an MP node. Considering no battery cost for

MP nodes means that the cost of a path is in fact the accumulated battery cost of its

BP nodes. If there is a path between two nodes which consist of only MP nodes, it

will be the optimal path between them. Otherwise, the path with a lower batter cost

for BP nodes is optimal. We name this routing algorithm Reliable Minimum battery

cost with Least BP Nodes Routing (RMLNR). RMLNR is a generalized version of

RMECR, because if all nodes are battery powered, the definition of link weight in

RMLNR will be the same as that of RMECR.

6.3.1.2 RLBNR Algorithm

Using the same way that we modified the link weight in RMECR to arrive at

RMLNR, we can modify the link weight in Unified RMER to consider the type of

power supply of nodes in routing. That is, we modify the link weight in Unified

RMER as follows:

wrlbnru,v = X̄u,v
[
fu(α+ βdηu,v) + fvεr

]
. (6.10)

This means we again do not consider any battery cost for packet transmission or

reception by an MP node. The optimal route between two nodes can be determined

using Dijkstra’s algorithm. We name the resulting routing algorithm as Reliable

Least BP Nodes Routing (RLBNR). Obviously, RLBNR is a generalized version

of Unified RMER, because if all nodes are battery powered, the definition of link

weight in RLBNR will be the same as that of Unified RMER.

RLBNR and RMLNR differ from each other in the similar manner as RMECR

and Unified RMER differ from each other. We remember that RMECR is an

enhanced version of Unified RMER which in addition to the energy consumption

characteristics of nodes and quality of links takes into account the remaining battery

energy of nodes in routing. Similarly, RMLNR is an enhanced version of RLBNR

which in addition to the energy consumption characteristics of nodes, quality of
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links, and type of power supply of nodes, takes into account the remaining battery

energy of BP nodes in routing.

The main drawback of RMLNR and RLBNR is that they may find longer

routes, because they do not consider any battery cost for MP nodes. If the hop

count of the selected routes increase, the latency of packet transfer will increase

as well. Furthermore, end-to-end reliability of routes will also decrease, which in

turn can increase the overall energy consumption for packet transfer if end-to-end

retransmissions are supported. Because of these drawbacks, we need to consider

other objectives such as latency and hop-count in battery-aware routing in networks

with heterogeneous power supplies.

6.3.2 Bi-objective Routing Algorithms

Single-objective algorithms RMLNR and RLBNR define the optimal path between

two nodes as the path which minimizes the energy cost. Here, the energy cost of a

path is the summation of the energy cost of the constituent links of that path. The

bi-objective algorithms that we introduce in this section consider a second criterion

in routing. The goal of considering the second criterion is to limit the hop count of

minimum energy cost routes. The natural choice will be to minimize the hop count

of routes in addition to minimizing their energy cost. Nevertheless, a better choice

is to minimize the total ETX of routes, where ETX of a route is the summation of

the ETX of constituent links of that route. The ETX of a route is not only related

to the hop count of the route, but also captures the latency of end-to-end packet

transfer due to retransmissions.

6.3.2.1 General Formulation of the Routing Problem

Let C(P) denote the energy cost of P, and X̄(P) denote the ETX of P defined as{
C(P) =

∑h
i=1 wni,ni+1

X̄(P) =
∑h
i=1 X̄ni,ni+1

, (6.11)

where wni,ni+1
is the energy cost of link (ni, ni+1) and X̄ni,ni+1

is the ETX of this

link. We define the optimal path between a pair of source-destination nodes as a

path whose energy cost and its ETX are smaller than the energy cost and ETX of

any other path between the source and the destination. In other words, the optimal

path is Pm ∈ Q such that  C(Pm) ≤ C(Pq),
X̄(Pm) ≤ X̄(Pq),
∀ Pq ∈ Q.

(6.12)

Thus, to find the optimal path, we need to solve a bi-criteria decision making

problem. Note that a bi-criteria (generally a multi-criteria) decision making problem
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may not have a solution optimizing both (all) criteria. Although, there might

be a solution that optimizes one of the criteria, there may not be a solution

optimizing both (all) criteria simultaneously. The lexicographic method and the

weighted sum approach are two methods that we can use to solve multi-criteria

decision making problems [102]. Based on these two methods, we design different

bi-objective battery-aware routing algorithms for wireless multi-hop networks with

heterogeneous power supplies.

6.3.2.2 Lexicographic-based Algorithms

This suite of algorithms uses the lexicographic method (LM) to find the optimal

routes. The LM considers the priority of different criteria in the decision making

process. Since minimizing the energy cost has a higher priority than minimizing the

ETX in the design of battery-aware routing schemes, we give a higher priority to

minimizing the energy cost. Thus, according to the LM, the optimal path between

two nodes is a path with the minimum energy cost. However, if there are several

paths between a source and a destination which have the minimum energy cost, the

path with the minimum ETX is selected amongst them. In other words, let Q1 ⊂ Q
be as follows:

Q1 = {Pn ∈ Q : C(Pn) ≤ C(Pq) ∀Pq ∈ Q} .

If |Q1| = 1, the only element of Q1 is the optimal path. If |Q1| > 1, the optimal

path is Pm ∈ Q1, where

X̄(Pm) ≤ X̄(Pn) ∀Pn ∈ Q1.

The optimal path between two nodes in LM-based routing algorithms is called

lexicographically shortest path.

Based on the two different definitions of energy cost of links that we introduced

for RMLNR and RLBNR, we can design two LM-based algorithms. To refer to

these algorithms, we name them RMLNR-LM and RLBNR-LM, respectively. In

RMLNR-LM the energy cost of a link is calculated using (6.9), while in RLBNR-LM,

it is calculated using (6.10). Nevertheless, the main question is how to design a

routing algorithm similar to Dijkstra’s algorithm to find lexicographically shortest

paths between nodes in a multi-hop network.

There are two types of routing algorithms that we can use to find lexico-

graphically shortest paths: label correcting algorithms [103–105] and label setting

algorithms [106,107]. Both label setting and label correcting algorithms consider a

label for each path originating from a source node s terminating on a destination

node v in the network. We represent a label as L(v) = (l1, l2, u, v). Here, l1 and l2
are the weight of the path from source node s to destination node v with respect

to the two objectives, and u is the node preceding v in the path from s to v. Two
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labels are different from each other if any of their elements are different. In our

case, l1 specifies the energy cost of the path and l2 specifies the ETX of the path.

The difference between the label setting and label correcting algorithms is in

the way they find the lexicographically shortest path from the source node to any

other node iteratively. Raitha and Ehrgotta [108] have shown that label-setting

algorithms are faster than label-correcting algorithms. Thus, in the sequel, we

explain how we can find the lexicographically shortest path using a label setting

algorithm.

In the label setting approach, a list of tentative labels is maintained for all nodes.

The source node is initially labeled as L(s) = (0, 0, s). There is no label for other

nodes. At each iteration, a label that is lexicographically smaller than other labels is

removed from the list of all tentative labels. Here, we say a label L(i) = (a1, a2, u, i)

is lexicographically smaller that a label L(j) = (b1, b2, h, j) if a1 < b1 or a1 = b1
and a2 < b2. The removed label at each iteration, which for instance belongs to

node u, is extended via all outgoing links (u, v) from u, where v is a neighbor of u.

Extension of a label L(u) means that a new label is created as

ExtendLabel(v) = L(u) +
(
wu,v, X̄u,v

)
= (l1 + wu,v, l2 + X̄u,v).

New labels generated by extending the removed label are inserted into the list of

tentative labels. If there are several labels for the same node, the one which is

lexicographically the smallest is kept and other labels for that node are eliminated

from the list of tentative labels. The algorithm iterates until no label remains in

the list of tentative labels. The optimal path to any node can be backtracked

using labels. Algorithm 6 shows the label setting algorithm [107] for finding

lexicographically shortest paths between a source node s and all other nodes of

the network.

The time complexity of the label setting algorithm is similar to the complexity

of the Dijkstra’s algorithm, i.e., O(|V|2). In fact, the Dijktra’s algorithm is a label

setting algorithm in which each label composed of only one element. Similar to the

Dijkstra’s algorithm, the complexity of Algorithm 6 could be reduced to O(|E| +
|V| log(|V|)) using Fibonacci heaps.

6.3.2.3 WSA-based Algorithms

This suite of algorithms uses the weighted sum approach (WSA) to find the optimal

routes. WSA considers the relative weight of different criteria with respect to each

other. A single objective is defined for decision making, which is the weighted sum

of all the objectives. The optimal solution of the multi-criteria decision making
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Algorithm 6 Label setting bi-objective routing algorithm for finding the lexico-
graphically shortest path from a source node s to any other node in the network.

Label-Setting(G(V,E), s)
L(s) = (0, 0, s)
L = {(0, 0, s)}
while L 6= ∅ do
u← i ∈ V | L(i) is lexicographically the smallest in L
L← L− {L(u)}
for each neighbor v of u do
TempLabel← L(u) + (wu,v, X̄u,v)
Remove any label of v from L which is greater than TempLabel
if the label set of v has changes then
L = L ∪ TempLabel

end if
end for

end while

problem is a solution which optimizes the resulting single objective. Thus, according

to WSA, we define a single cost function for each path P as

Z(P) = a
C(P)

b
+ (1− a)X̄(P). (6.13)

The path which minimizes Z(P) is then selected as the optimal path. This could

again be done using Dijkstra’s shortest path routing algorithm. Here, 0 ≤ a ≤ 1 is

the relative weight of minimizing the energy cost of routes to minimizing their ETX

in the decision making process. Parameter b is a normalizing coefficient to match

unit and variation range of the energy cost of a route to that of the ETX of the

route, such that these two values could be added to each other. Since energy cost

and ETX have different units, they can not be summed without being normalized.

By replacing C(P) in (6.13) with its definition given in (6.11), Z(P) expands to

Z(P) =

h∑
i=1

(a
b
wni,ni+1

+ (1− a)X̄ni,ni+1

)
. (6.14)

Equation (6.14) suggests that in WSA a new energy weight function is defined for

each link as

Wu,v =
a

b
wu,v + (1− a)X̄u,v, (6.15)

and the path with the minimum accumulated weight is selected as the optimal path.

We refer to Wu,v as the WSA weight of link (u, v) to distinguish it from the actual

weight of the link (i.e., wu,v).
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6.3.2.4 Choice of Normalizing and Weighing Coefficients

The main issue in the WSA approach is choosing the normalizing coefficient b and

weighing coefficient a. Coefficient b must be chosen in such a way that the unit and

variation range of the energy cost of a route is adjusted in such a way it could be

added to the ETX of the route. For example, if the unit of the energy cost of a

path is Joule, b must be in Joule as well, because ETX has no unit. Furthermore,

to bring the energy cost of a path to the same order as that of ETX, we can define

b as the maximum energy cost of the path when the ETX of each link is one. For

instance, if the energy cost of a path with 3 hops is 0.08 [J] and the maximum

energy cost for forwarding a packet once in each hop is 0.02 [J], then we choose

b = 3 × 0.02 = 0.06 [J]. With this choice, the normalized energy cost of the path

will be 0.08/0.06 = 8/6. Note that although the normalized energy cost of a path

might be smaller than its ETX, it does not necessarily mean that in WSA the ETX

is favored to the energy cost. The tunable parameter a has a critical role to play

here. It controls the relative priority of energy cost to ETX in route selection. We

discuss some extreme cases.

If a = 0, we have Wu,v|a=0 = X̄u,v. This means the optimal path in WSA will

be the path with the minimum ETX. In other words, if a = 0, any battery-aware

routing algorithm devised on the basis of WSA turns out to be Min-ETX routing.

Nevertheless, for a = 1, we have

Wu,v|a=1 =
1

b
wu,v. (6.16)

Since b is a constant term, it has no influence in selecting the optimal path if the

link weight is defined as (6.16). Therefore, we can simplify the WSA link weight as

Wu,v|a=1 = wu,v, (6.17)

without changing the optimal path. Equation (6.17) implies that when a = 1, the

WSA link weight is the actual weight of the link. In other words, if a = 1, any

battery-aware routing algorithm devised on the basis of WSA only considers the

energy cost of links as the routing metric and finds a route with the minimum

energy cost as the optimal route. For any value of a between its two limits 0 and

1, the energy cost might be favored to the ETX in route selection or vice versa.

We will further discuss the effect of coefficient a on the performance of WSA-based

routing algorithms in Section 6.5.

6.3.2.5 Similarity between Lexicographic and WSA Methods

In general, the optimal routes between two nodes found according to the LM and

WSA methods may have some nodes in common. To clarify this, we discuss the
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special case of a = 1 to give an impression about the similarity between routes in

these two methods. We observed that when a = 1, the WSA link weight is the

energy cost of the link. Recall that LM considers minimizing the actual energy cost

of routes as the primary criterion for route selection. Thus, the optimal route found

by WSA when a = 1 could be similar to the optimal path found by LM. However,

they may not be completely the same either. LM considers minimizing the total

ETX of the path as the second criterion. If there are several paths which have

minimum energy cost, LM chooses the path with the minimum accumulated ETX

amongst them. On the other hand, in WSA with a = 1, minimizing the energy

cost is the only criterion for route selection. Therefore, if there are several paths

with the minimum energy cost, one of them will be chosen randomly (tie breaking).

Only if by chance the path with the minimum ETX among those with the minimum

energy cost is selected, or there is only one path which has the minimum energy

cost, the optimal path found by WSA when a = 1 will be the same as the optimal

path found by LM.

6.3.2.6 RLMNR-WSA and RLBNR-WSA Algorithms

We can introduce two WSA-based routing algorithms based on the two different

definitions of energy cost of links that we introduced for RMLNR and RLBNR.

We refer to these algorithms as RMLNR-WSA and RLBNR-WSA. RMLNR-WSA

defines the energy cost of a link similar to RMLNR, i.e., using (6.9). RLBNR-WSA

defines it similar to RLBNR, i.e., using (6.10).

Another difference between these two algorithms is in the way they define the

normalizing coefficient b. For RLBNR-WSA, we define the normalizing coefficient

b as the maximum energy consumed for transmission and reception of a single bit

over a wireless link during a single transmission. That is,

bwrlbnr = εr + α+ βDη
max,

where Dmax is the transmission range of nodes. For RMLNR-WSA, we define b as

the fraction of the maximum battery energy of a BP node which is consumed to

transmit and receive a single bit over a wireless link when nodes transmit with their

maximum transmission power. That is,

bwrmlnr =
εr + α+ βDη

max

B
=
bwrlbnr
B

.

To summarize, the WSA link weight in RLBNR-WSA and RMLNR-WSA are

calculated as follows:

Wwrlbnr
u,v =

a

bwrlbnr
X̄u,v(εr + α+ βdηu,v) + (1− a)X̄u,v

= X̄u,v

[
a

bwrlbnr
(εr + α+ βdηu,v) + 1− a

]
,

(6.18)
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Table 6.1 – The definition of battery cost in various battery-aware routing

algorithms.

Algorithm Battery Cost wu,v =

RMECR X̄u,v

(
α+βdηu,v
Bu

+ εr
Bv

)
RMLNR X̄u,v

(
fu(α+βdηu,v)

Bu
+ fvεr

Bv

)
RMLNR-LM X̄u,v

(
fu(α+βdηu,v)

Bu
+ fvεr

Bv

)
RMLNR-WSA X̄u,v

(
aB

bwrlbnr

(
εr
Bv

+
α+βdηu,v
Bu

)
+ 1− a

)
RLBNR X̄u,v

(
fu(α+ βdηu,v) + fvεr

)
RLBNR-LM X̄u,v

(
fu(α+ βdηu,v) + fvεr

)
RLBNR-WSA X̄u,v

(
a

bwrlbnr
(εr + α+ βdηu,v) + 1− a

)
MBCR 1

Bu

MMBCR Bu

CMMBCR Bu

MRPC
Bupu,v
dηu,v

CMRPC
Bupu,v
dηu,v

Wwrlmnr
u,v =

aB

bwrlbnr
X̄u,v(

εr
Bv

+
α+ βdηu,v

Bu
) + (1− a)X̄u,v

= X̄u,v

[
aB

bwrlbnr

(
εr
Bv

+
α+ βdηu,v

Bu

)
+ 1− a

]
.

(6.19)

We can find the optimal path between two nodes in WSA-based algorithms

using Dijkstra’s algorithm provided that link weights are calculated using (6.18)

and (6.19). Table 6.1 summarizes the definition of the link weight in various

battery-aware routing algorithms introduced in this chapter.

6.4 Implementation Issues

To compute link weights as defined by any of the battery-aware routing algorithms

that we proposed in this chapter, nodes need to know all parameters that are

required to compute link weights as discussed for Unified RMER in Section 5.4.

In networks with only BP nodes, they also need to know their remaining battery

energy. In networks that consist of both MP and BP nodes, nodes need to know

the type of their power supply as well. Discovering whether the node is connected
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to the mains or runs on battery and specifying the remaining battery energy of

a BP node are implementation issues. The important issue is to discuss how the

proposed routing algorithms could be deployed in a routing protocol. We mentioned

in Chapter 2 that routing protocols in wireless multi-hop networks fall into two

categories: reactive and proactive. We discuss these two cases separately.

6.4.1 Implementation issues with Proactive Protocols

The proposed battery-aware routing algorithms could be deployed directly in a

proactive routing protocol provided that each node can have a complete view of the

network topology. This includes updated values of the link weights. Knowing the

network topology, each node can find the optimal route to any other node in the

network using the battery-aware routing algorithm in force. As discussed in Chapter

2, in proactive protocols each node has to periodically propagate its view of the

network topology to help other nodes to update their view of the network topology.

This, indeed, generates a large amount of routing overhead in large networks. The

problem could be solved by deploying reactive routing protocols, where routes are

discovered on-demand only when a route is needed.

6.4.2 Implementation issues with Reactive Protocols

In reactive protocols, the source node should broadcast a single local route request

(RREQ) message, which is received by (approximately) all nodes currently within

wireless transmission range of the source node. The RREQ contains the source node

and the destination node identifiers and a unique sequence number determined by

the source node. Each replica of the RREQ should collect the energy cost of the

links it traverses. The address of each intermediate node that forwards a particular

copy of the RREQ is also recorded by that replica of the RREQ message. The

format of a RREQ is shown in Figure 6.1, which is the modified version of the

Route Request Option in the DSR protocol [45]. The only difference between the

RREQ in Figure 6.1 and the original Route Request Option in DSR is the Path

Cost field, which records the accumulated energy cost of the traversed routes.

When a node other than the destination node receives the RREQ for the first

time, it should check whether it has a valid route to the destination. If the node

knows a valid route, it sends the valid route to the source node using a unicast route

reply (RREP) message. Otherwise, the node records the route that the RREQ

has traversed so far, as well as the accumulated energy cost of the traversed route

(summing the link weights). If the energy cost of the received RREQ is smaller than

the last recorded value from other replicas of the RREQ, then the node forwards

the RREQ. Otherwise, it drops the received RREQ. In case of a bi-objective routing

algorithm, if the energy costs of two routes are the same, the node compares the total
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Address [n]

…

Address [2]

Address [1] 

Path Cost

Target address

Option Type         Option Data Len.                  Sequence Number

Octet 1 Octet 2 Octet 3 and 4

Figure 6.1 – The modified format of a RREQ message in the DSR proto-
col [45]. According to [45], Option Type must be Route Request, and Option
Data Length must specify the length of the option in octets excluding the
length of Option Type and Option Data Length fields. Target Address must
specify the address of the destination node. Path Cost is the cumulative cost of
the path. For bi-objective routing algorithms another Path Cost field must be
considered for gathering the path weight with regard to the second objective.
Address[i] is the address of the ith intermediate node recorded in the RREQ
message.

ETX of the two routes to determine which route is better. This filtering procedure

at each node helps in reducing the routing overhead. The destination node follows

the same procedure as other nodes, but it does not forward the RREQ. Instead,

it waits to receive all replicas of the same RREQ. Then, it chooses the optimal

route according to the algorithm used, and sends a unicast RREP message to the

source node. The waiting time at the destination node will depend on the network

size and traffic conditions, and usually is a design choice. A simple example of the

reactive route discovery mechanism which could be used by RLBNR and RMLNR

algorithms is depicted in Figure 6.2.

6.4.3 Route Refreshment Frequency

Route refreshment is an important issue in deployment of battery-aware routing

in wireless multi-hop networks. Route refreshing is needed to avoid overusing the

same set of BP nodes. With time, the remaining battery energy of nodes changes,

and optimal routes might be different from the used routes. If a proactive routing

protocol is deployed, route refreshment can happen when a node obtains an updated

version of link weights. In this case, the key parameter is the period that nodes

should propagate their view of network topology. On the other hand, if a reactive

routing protocol is used, route refreshment can happen by propagating a new RREQ
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Figure 6.2 – Reactive route discovery using RREQ and RREP messages in
LM-based and WSA-based routing algorithms. In Figure (a), values on each
link show the actual energy cost of the link. In Figure (b), they are WSA energy
cost of links which are related to the actual energy cost of links according to
(6.15) assuming a = 0.5. Here, we have assumed ETX of each link is 1. t0, t1,
t2, and t3 are time samples.
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message. In this case, the key parameter is the frequency of transmitting RREQ

messages for route re-discovery.

Whether a reactive or a proactive protocol is deployed, frequency of route

refreshment affects the routing overhead of battery-aware routing. If routes are

not refreshed, nodes will be overused. If routes are refreshed too frequently, the

energy consumption of nodes will increase. This, in turn, reduces the lifetime of

nodes. Choosing the appropriate value of route refreshment frequency is another

design parameter which we examine in the next section.

6.5 Performance Comparison

We use simulations to compare the performance of various battery-aware routing

algorithms. We compare them in various scenarios: static networks, mobile

networks, networks with and without TPC, and network with homogeneous and

heterogeneous power supplies. This helps us to have a complete picture of the

performance of these routing schemes in wireless multi-hop networks.

6.5.1 Simulation Setup

We consider a network in which nodes are uniformly distributed in a square area of

size 5Dmax × 5Dmax, where Dmax is the transmission range of nodes. We assume

nodes are all equipped with the PRISM chipset. We assume that a reactive routing

protocol is deployed in the network. We also assume only MAC layer retransmission

is supported.

6.5.1.1 Traffic Generation Model

We use a dynamic traffic generation model to provide a situation where battery

energy of nodes changes with time. Sessions are generated between randomly

chosen source and destination nodes. Each node may establish concurrent sessions

to different nodes, or be the destination node of several sessions at the same time.

The inter-arrival time between two successive sessions generated in the network is

assumed to be exponentially distributed with mean ρ. The duration of each session

is also assumed to be exponentially distributed with mean µ. The source node

of each session generates packets with rate λ packets per unit of time. Note that

such a traffic model may not always be the case in every type of wireless multi-hop

networks. However, by changing values of parameters µ, ρ, and λ we can have a

flexible model which can fit the requirements of many applications. If we increase

ρ, sessions will be generated more frequently. If we increase µ, sessions last for a

longer time and more concurrent sessions may exist in the network.
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6.5.1.2 Performance Measures

To compare various routing schemes, we consider several performance measures.

They are:

1. Mean ETX which reflects quality and latency of selected routes by various

algorithms.

2. Mean Hop Count which also reflects latency of selected routes by various

algorithms.

3. Mean EPP which reflects the energy-efficiency of selected routes by various

algorithms.

4. Network Lifetime which shows the capability of a routing algorithm in

balancing the traffic load in the network.

We can use several definitions for the lifetime of a wireless multi-hop networks:

1. The time at which the first (BP) node fails due to battery exhaustion.

2. The time at which the network is partitioned due to failure of nodes.

3. The time at which no new session could be established, because the source

and the destination are no longer connected to each other.

4. The time at which a fraction of the nodes survive in the network.

Depending on the network application, some of these definitions could not be

suitable to measure the lifetime of a wireless multi-hop network. For instance,

when there are both MP and BP nodes in the network, the network may not be

partitioned due to failure of BP nodes, and there might always be a route between

the source and the destination of a newly established session. Another example is

mobile networks in which a disconnected network might be connected a few seconds

later due to movements of nodes (or a connected network might be partitioned). In

such scenarios, the time at which the first node fails or the time at which a fraction

of the nodes survive could be a more appropriate measure. If a routing scheme can

delay the first node failure, failure of other nodes will be delayed as well. The time

to first node failure could also be an appropriate definition in networks where each

node may provide a service for a user. The first failed node might be the node

that provides the required service for a user in the network. Failure of such a node

interrupts the service delivery to the user.
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6.5.1.3 Routing Overhead

To take into account the effect of the routing overhead, we introduce δ as the route

refreshment interval. After δ units of time of the establishment of a session, the

source node will propagate another RREQ to refresh its route to the destination (if

the session is still alive). The newly discovered route might be different from the

previously discovered route. In our simulations, we investigate the effect of route

refreshment frequency on the performance of battery-aware routing algorithms.

Propagation of Hello messages to measure the reliability of links is another source

of overhead. As we explained in Section 5.4, each node needs to broadcast Hello

messages through which the quality of wireless links is estimated. The use of Hello

messages is required in routing schemes that utilize information about the reliability

of links in route selection. This includes Unified RMER and various algorithms we

proposed in this section. To capture this source of overhead, we assume nodes

transmit every Thello seconds a Hello message.

6.5.1.4 Collecting Results

To collect simulation results, different algorithms are compared in a completely

similar setting. In each simulation run, we deploy a network randomly. A replica

of the deployed network is created for each routing algorithm to measure the

network lifetime when that routing algorithm is deployed in the network. We then

generate similar sessions in each replica of the network. In other words, we have

several samples of the same randomly deployed network which are completely the

same (including the active sessions in these networks), but the deployed routing

algorithms are different. To increase the confidence in our results, we repeated

this procedure 300 times and plotted the average values for each algorithm. We

skipped confidence intervals to have clear plots. Nonetheless we have a minimum

98% confidence level. Table 6.2 shows the default values of various parameters that

we use in our simulations.

6.5.2 Networks with Homogeneous Power Supplies

We first compare the performance of battery-aware routing algorithms in networks

with all BP nodes. We consider the battery-aware routing algorithms RMECR,

MBCR, MMBCR, CMMBCR, and MRPC as well as the energy-efficient routing

algorithm Unified RMER.
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Table 6.2 – Values of Simulation Parameters

Parameter Simulation value

Maximum battery energy of BP nodes (B) 5 [J]

Transmission range (Dmax) 150 [m]

Network area 5Dmax × 5Dmax [m2]

Mean session inter-arrival time (ρ) 20 [s]

Mean session duration (µ) 200 [s])

Size of data packets 200 [Byte]

Target BER of the system 1× 10−5

RREQ packet size 54+4(hop-count) [Byte]

RREP packet size 50+4(hop-count) [Byte]

Number of retransmissions allowed 7

Path-loss exponent (η) 3

Decision threshold for CMMBCR (γ) B
2 [J]

Packet rate (λ) 1 [packets/s]

Period of Hello message broadcast (Thello) 7 [s]

Number of nodes in the network 100

Fraction of MP nodes (in networks 0.5

with heterogeneous power supplies)

Route refreshment interval (δ) 100 [s]

6.5.2.1 Definition of Network Lifetime

We mentioned several definitions for the network lifetime. The question is how they

relate to each other? To answer this question, we have compared three definitions

of the network lifetime with each other in Figure 6.3(a). The figure shows that the

time to network partition and the time to first node failure are very close to each

other regardless of the average node degree in the network. However, depending

on the average node degree in the network, the time till a session fails due to lack

of routes could be much higher than the time at which the first node fails or the

network is partitioned. In other words, shortly after the failure of the first node, the

network might be partitioned, but nodes could still communicate for a relatively

long time. To explain this fact, we should notice that a network is partitioned

even if a few nodes are isolated from the rest of the network. If the average node

degree (node density) is high, then the rest of the network could still be a big

component. As we can see in Figure 6.3(a), if the average node degree is low, then
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the time to session failure could be very close to the time to partition the network.

In Figure 6.3(b), we have shown the number of packets sent by source nodes during

the network lifetime. Comparing plots in Figure 6.3(a) and Figure 6.3(b) shows that

the number of packets sent could also be considered as an indicator of the network

lifetime, because the higher the network lifetime the higher is the number of packets

sent. This is because of the dynamic traffic generation pattern that we use in our

simulations. In this model, sessions are generated with time. Therefore, the longer

the network is operational, the more will be the number of generated sessions. As

a result, more packets will be transmitted during the network lifetime. As Figure

6.3(b) shows, this is true regardless of the definition of the network lifetime.

6.5.2.2 Performance of Various Algorithms in Static Networks

Which algorithm can achieve a higher network lifetime? The answer to this question

can be found in Figure 6.4 and Figure 6.5. These figures show different definitions of

the network lifetime for various routing algorithms. What we observe in these figures

is that RMECR outperforms other algorithms with regard to different definitions of

the network lifetime. We also observe that the performance of MBCR is close to the

performance of RMECR. The fact is, both RMECR and MBCR define the weight of

a link as a function of the inverse of the remaining battery energy of nodes and find

the path with the minimum accumulated weight. That is why their performances

are closer to each other compared to other algorithms which use different weight

functions. However, the question is why RMECR outperforms MBCR. Note that

MBCR only considers the pure value of the remaining battery energy of nodes,

while RMECR includes other factors such as link quality and energy consumption

parameters of nodes as well. Thus, we may expect that MBCR balances the traffic

more effectively than RMECR. The point is, since RMECR considers the required

energy for packet forwarding by nodes, it is able to find more energy-efficient routes

compared to MBCR (see Figure 6.6(b)). As a result, it can reduce the total energy

consumption in the network, which increases the lifetime of the network as a whole.

There are some more points that we can extract from the results in Figure 6.4.

Surprisingly, we observe that Unified RMER provides a higher network lifetime

compared to MMBCR, MRPC, and CMMBCR. We notice that Unified RMER is

not a battery-aware routing algorithm, while MMBCR, MRPC, and CMMBCR are

battery-aware algorithms. We may expect them to have a better load balancing

capability compared to Unified RMER. These three algorithms, however, increase

the overall energy consumption in the network due to the increased hop-count of

the selected routes. This fact can be seen in Figure 6.6(b), which shows that a

high amount of energy is consumed for end-to-end traversal of a packet if these

three algorithms are deployed in the network. The reason is the increased hop

count of the selected routes by these three algorithms (see Figure 6.7). This, in



132 6. BATTERY-AWARE ROUTING

5 10 15 20 25 30
0

500

1000

1500

2000

2500

3000

3500

Average Degree of Nodes

N
et

w
or

k 
Li

fe
tim

e 
[s

]

 

 

First Node Failure
Network Partition
Session Failure

(a)

5 10 15 20 25 30
0

0.5

1

1.5

2

2.5

3

x 104

Average Degree of Nodes

# 
of

 P
ac

ke
ts

 S
en

t D
ur

in
g 

th
e 

N
et

w
or

k 
Li

fe
tim

e 

 

 

First Node Failure
Network Partition
Session Failure

(b)

Figure 6.3 – Various definitions of network lifetime for RMECR algorithm
in static networks consisting of only BP nodes capable of controlling their
transmission power: (a) the network lifetime per second, (b) the number of
data packets transmitted by source nodes during the network lifetime. The
average PDR of links for data packets was set to 0.9.
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Figure 6.4 – Two different measures of the network lifetime for various routing
algorithms. Nodes are static and they all are battery powered and capable of
controlling the transmission power.
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Figure 6.5 – Network lifertime in terms of the fraction of the nodes which are
survived after transmission of a certain number of packets by the source nodes.
Nodes are static and they all are battery powered and capable of controlling
the transmission power. The average PDR of links is 0.9.
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Figure 6.6 – Mean ETX and mean EPP of routes selected by various routing
algorithms. Nodes are static and they all are battery powered and capable of
controlling the transmission power. The number of nodes is 150.
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Figure 6.7 – Mean hop count of routes selected by various routing algorithms.
Nodes are static and they all are battery powered and capable of controlling
the transmission power. The number of nodes is 150.

turn, is due to the max-min route selection scheme by these algorithms, which

increases the hop-count unboundedly. Therefore, we can say that load balancing

must be accompanied by energy-efficiency, otherwise it can not provide any gain in

extending the operational lifetime of wireless multi-hop networks. This has been

our motivation in the design of RMECR algorithm as an algorithm which not only

provides load balancing but also finds energy-efficient routes. Furthermore, as we

can observe in Figure 6.4(a), RMECR can find reliable routes that require less

retransmissions either.

Let us go one step further and discuss the performance of MMBCR, CMMBCR

and MRPC. MRPC results in the lowest lifetime for the network compared to the

other two algorithms, because it results in the highest EPP and the highest mean

hop count. This bad performance results by a combination of the max-min route

selection and the unrealistic energy consumption model unsed by MRPC. MRPC

ignores the energy consumed by processing elements of transceivers. After MRPC,

it is CMMBCR which results in the lowest network lifetime. Although CMMBCR

does not use the max-min route selection in its MTTPR mode, but it uses an

unrealistic energy consumption model to find energy-efficient routes in this mode.
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This also explains why MMBCR achieves a higher network lifetime compared to

MRPC and CMMBCR.

6.5.2.3 Impact of Node Density

Does node density change the performance of various routing algorithms with

respect to each other? The answer is no as verified by the results depicted in

Figure 6.8. However, there are some issues that should be highlighted. As the

number of nodes in the network increases, we face with two phenomena affecting

the network lifetime in different directions:

1. The probability that a node is selected frequently as part of a route decreases.

This can reduce the possibility that a node is overused. Hence, the lifetime of

nodes and consequently the network lifetime increases.

2. When the node degree increases, each node will receive more unicast and

broadcast packets transmitted by its neighboring nodes. This increases the

energy consumption rate of nodes. Therefore, the lifetime of nodes and

consequently the network lifetime decrease.

Figure 6.8 shows that these phenomena have different combined effects on the

performance of various algorithms. For RMECR, MBCR, MMBCR, and Unified

RMER, for a specific node degree lower than 25, the first phenomenon is the

dominant factor in determining the network lifetime. After this threshold, the

second phenomenon becomes the dominant factor, where the network lifetime tends

to decreases as the average node degree increases. For CMMBCR and MRPC, the

second phenomenon is always the dominant factor.

To verify the second phenomenon, we showed in Figure 6.9 the average amount

of energy consumed for end-to-end traversal of a data packet. The energy consumed

to transmit and receive route discovery messages (RREQs which are broadcast and

RREPs which are unicast) and data packets (which are unicast too) are shown

separately. The figure clearly shows that the energy consumed by nodes to receive

packets is the major source of energy consumption in the network. Furthermore, as

the average node degree in the network increases, the energy consumed to receive

broadcast RREQ messages becomes the dominant source of energy consumption.

Thus, we can imagine how ignoring the energy consumed by nodes during packet

reception in an energy consumption model can affect performance of battery-aware

routing algorithms.
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Figure 6.8 – Impact of the average degree of nodes on the network lifetime
for various routing algorithms in networks with static BP nodes capable of
controlling their transmission power. The average PDR of links for data packets
is 0.9.
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The illustrated results are for the RMECR algorithm.
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6.5.2.4 Impact of Route Refreshing Frequency

Here, we show how route refreshment frequency in battery-aware algorithms affects

the network lifetime. To this end, we fix the mean session duration µ, and we change

the value of the route refreshing period δ. This means, the route refreshment

frequency decreases when the ratio of δ
µ increases. We have provided results for

our proposed algorithm RMECR, which outperforms other battery-aware routing

algorithms.

When the route refreshment frequency decreases, we encounter two phenomena

that have opposite effects on the network lifetime.

1. Since nodes along a discovered route will be used for a longer time, they might

be overused. This reduces the network lifetime.

2. Since route refreshing will happen less frequently, the overhead of route

discovery decreases. Consequently, the energy consumption rate of nodes

reduces. This increases the network lifetime:

We observe in Figure 6.10 that before a specific value of δ
µ , the second phenomenon

is the dominant factor. After this threshold, the first phenomenon is the dominant

factor. This is true for both values of the mean session duration, i.e., 200 and 1000

[s]. Nevertheless, for large values of δ
µ , the network lifetime remains unchanged for

all the algorithms. This is a case in which the refreshment interval is much higher

than the average lifetime of a session. Thus, route refreshment may not happen

during the lifetime of the session. As a result, the discovered route at the session

start-up may remain unchanged.

6.5.2.5 Impact of Transmission Power Control

How does TPC impact the performance of our proposed battery-aware routing

algorithm RMECR? To answer this question, we conducted simulation studies in

which the number of nodes is fixed to 150. As mentioned in Chapter 5, TPC can

increase the PDR of links by reducing the collision probability. Hence, we fix the

maximum collision probability (MCP) when TPC is not utilized to 0.5, and we

change the ratio between MCP with TPC to MCP without TPC. We observe in

Figure 6.11 that TPC increases the network lifetime, since it reduces the overall

energy consumption of nodes. As explained in Chapter 5, this is due to decreasing

the transmission power of nodes and decreasing the number of retransmissions due

to collision.
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Figure 6.10 – Impact of the route refreshment frequency on the network
lifetime for the RMECR algorithm in a network with 150 static BP nodes
capable of controlling their transmission power. The average PDR of links for
data packets is 0.9.
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Figure 6.11 – Impact of TPC on the network lifetime for the RMERCR
algorithm in a network with 150 static BP nodes. The horizontal axis is the
ratio between maximum collision probability (MCP) of links when TPC is
utilized to that of the network when TPC is not utilized.
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6.5.2.6 Impact of Mobility

How does mobility affect the performance of battery-aware algorithms? In this

section, we compare the performance of these algorithms in mobile networks. To this

end, we consider a Random Waypoint [109] mobility model for nodes. Each node

chooses a random destination point (within the network area) and moves towards

that destination point with a velocity which is chosen randomly from the interval

(0,Vm). When the node arrives at the destination point, it waits for a random

duration which is known as pause time. The pause time is chosen randomly from

the interval (0,Tp).

In mobile networks, the rate of topology change increases, because the source

and the destination node of a session as well as the intermediate nodes between

them change their positions. This will cause frequent route failures. As a result,

the energy consumption rate of nodes increases due to the increased rate of route

discovery in the network. This fact could be observed in Figure 6.12(a). In this

figure, a mobility speed of zero means that all nodes are static. We observe that

compared to static nodes, mobile nodes consume more energy for route discovery.

This explains why the network lifetime tends to decrease in Figure 6.12(b) and

Figure 6.12(c) when the maximum speed of nodes increases.

By comparing plots in Figure 6.12(b) with those in Figure 6.12(c), we can

conclude that the network lifetime decreases with a bigger slope when there are 150

nodes in the network. While the static network with 150 nodes has a lifetime higher

than that of a network with 75 nodes (regardless of the routing algorithm), a mobile

network with 75 nodes has a higher lifetime. In fact, frequent route re-discoveries

due to mobility reduce the network lifetime dramatically in dense networks, because

nodes will receive more broadcast packets from their neighbors.

6.5.3 Networks with Heterogeneous Power Supplies

When it comes to networks with heterogeneous power supplies, we can consider the

type of power supply of nodes in routing. Here, we highlight some facts regarding

the performance of battery-aware algorithms RMLNR, RLBNR, RMLNR-LM,

RMLNR-WSA, RLBNR-LM and RLBNR-WSA in such networks.

We may think that if we connect some nodes of the network to the mains,

the network lifetime will increase, because the probability that BP nodes act as

a relay reduces. Thus, directing the traffic load towards MP nodes could be seen

as an effective scheme to further increase the network lifetime. Our investigation,

however, show that this may not always be true. Directing the traffic load towards

MP nodes, as being done by single objective algorithms RMLNR and RLBNR, or

bi-objective algorithms RMLNR-LM and RLBNR-LM, can even reduce the network

lifetime (see Figure 6.13(a)). The figure shows that any of these four algorithms
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(c) 150 Nodes

Figure 6.12 – Plot (a) shows the average amount of energy consumed per
data packet for route discovery. The illustrated results are for the RMECR
algorithm. Plots (b) and (c) show the number of packets sent before the first
node failure in networks with 75 and 150 nodes, respectively. The value of the
maximum pause time is 15 [s].
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achieve a higher network lifetime if there is no MP node in the network. This is even

true for RMECR which does not explicitly distinguish (like RMLNR and RLBNR)

between MP and BP nodes. However, RMECR implicitly does this by considering

a constant value for the remaining battery energy of MP nodes, while that of BP

nodes reduces with time. The only algorithm which benefits from having MP nodes

in the network is Unified RMER, which does not consider the battery energy of

nodes in route selection at all.

The reason for this phenomenon lies in the fact that directing the traffic load

towards MP nodes imposes a lot of overhearing on BP nodes around MP nodes.

Even if such BP nodes do not forward packets, they have to overhear a large number

of packets from their neighboring MP nodes. Since directing the traffic load to MP

nodes increases the hop-count of routes as suggested by Figure 6.13(b)1, it requires

more BP nodes to overhear forwarded packets by MP nodes. This causes faster

failure of these BP nodes. The problem is more severe if MP nodes are a minority

in the network, because all the traffic will be directed towards this minority set of

MP nodes. If MP nodes are a majority, the adverse effect of directing the traffic

load towards them is less. This explains the concave shape of the plots in Figure

6.13(a).

The severity of the above mentioned problem is less by considering the second

objective in route selection, i.e., minimizing the total ETX of routes. This

reduces the hop count of the selected routes as implied by Figure 6.13(b). The

figure shows that when the majority of nodes are MP, the bi-objective algorithms

RMLNR-LM and RLBNR-LM find shorter routes compared to their corresponding

single-objective algorithms RMLNR and RLBNR. As a result, less BP nodes will

overhear, and the network lifetime will increase for bi-objective algorithms. This,

however, can not resolve the problem completely.

Is there any other solution? How can we benefit from having MP nodes in the

network? One solution is to reduce overhearing of nodes2. This could be done

using sleep and wake up MAC protocols which puts node in sleep mode most of the

time. Alternatively, we can reduce the energy cost of nodes for packet reception

by designing ultra low power receiving circuits. To give an impression on how

reducing the overhearing can affect the network lifetime, we have repeated the

results of Figure 6.13(a) in Figure 6.14 assuming overhearing is avoided. The figure

clearly shows that RMLNR, RLBNR, RMLNR-LM and RLBNR-LM can increase

the network lifetime compared to RMECR and Unified RMER through directing

the traffic load towards MP nodes.

1The higher total ETX for routes selected by RMLNR, RLBNR, RMLNR-LM and RLBNR-LM
compared to RMECR and Unified RMER is the result of a higher hop-count not the lower reliability
of their constituent links.

2Another solution is the use of topology control algorithms, which will be studied in the next
chapter.
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Figure 6.13 – Performance of various routing algorithms in networks with
heterogeneous power supplies. Nodes are static and deploy TPC. The
horizontal axis in both plots is the number of MP nodes. There are 100 nodes
in the network.



6.5. PERFORMANCE COMPARISON 145

0 10 20 30 40 50 60 70 80
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2 x 105

Number of Mains-Powered Nodes

# 
of

 P
ac

ke
ts

 S
en

t B
ef

or
e 

th
e 

Fi
rs

t N
od

e 
Fa

ilu
re

 

 

RLBNR
RLBNR-LM
RMLNR
RMLNR-LM
Unified RMER
RMECR

40
7.27
7.28
7.29

x 104

40
1.24
1.25
1.26

x 105

Figure 6.14 – Performance of battery-aware routing algorithms in networks
with heterogeneous power supplies when energy consumption for packet
reception is negligible. Nodes are static and deploy TPC. The total number of
nodes in the network is 100.
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Let us compare the performance of WSA-based algorithms with that of

LM-based algorithms. To this end, we first study the choice of the weighing

coefficient a in WSA-based algorithms. This coefficient controls the weight of

minimizing the energy cost to minimizing the total ETX of routes in route selection.

Results depicted in Figure 6.15 show that at the cost of increased ETX of routes, we

may increase the achievable network lifetime by RMLNR-WSA through increasing

the value of the weighing coefficient a from 0 to 1. When MP nodes are a

minority (here 25 out of 100 nodes), the increase in rate of the network lifetime

is smaller compared to the case that MP nodes are a majority (here 75 out of

100 nodes). According to the plots in Figure 6.15, we can choose a = 0.5 as

a reasonable choice for RMLNR-WSA algorithms. Similar results are valid for

RLBNR-WSA (we skipped the plots). With this choice, we have compared the

performance of WSA-based and LM-based algorithms in Figure 6.16. The figure

suggests that the performance of each WSA-based algorithm is similar to that of its

corresponding LM-based algorithm. In other words, RMLNR-WSA (RLBNR-WSA)

and RMLNR-LM (RLBNR-LM) have a similar performance.

6.6 Summary

In this chapter, we studied battery-aware routing in wireless multi-hop networks.

Battery-aware routing specifies how information about remaining battery energy

of nodes and type of their power supplies can be used in route selection. Several

novel battery-aware routing schemes were proposed. RMECR was proposed as

an algorithm for networks with all battery powered nodes. RMECR considers

the remaining battery-energy of nodes to balance the traffic load among nodes.

This can increase the lifetime of nodes as well as the lifetime of the network as

a whole. Furthermore, the energy-efficiency and reliability of routes selected by

RMECR is close to the one for routes discovered by Unified RMER. Simulation

studies show that RMECR outperforms the battery-aware routing algorithms

proposed so far for wireless multi-hop networks in several aspects (network lifetime,

reliability of routes, and energy-efficiency of routes) and scenarios (static and

mobile networks). We then proposed RLBNR and RMLNR algorithms. They are

single-objective battery-aware routing algorithms which can differentiate between

mains-powered and battery-powered nodes in route selection. They direct the

traffic load to mains-powered nodes through considering no battery cost for packet

forwarding by these nodes. RLBNR is based on Unified RMER and RMLNR

is based on RMECR. In other words, RLBNR only considers the type of power

supply of nodes, while RMLNR also considers the remaining battery-energy of

battery-powered nodes. Nevertheless, simulation studies showed that directing

the traffic load towards mains-powered nodes, as being done by RLBNR and
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Figure 6.15 – The impact of weighing coefficient a on the performance of
RMLNR-WSA. Nodes are static and deploy TPC. The total number of nodes
in the network is 100, and overhearing could be avoided.
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Figure 6.16 – Performance of WSA-based and LM-based algorithms in
networks with static nodes capable of controlling their transmission power.
The total number of nodes in the network is 100, and overhearing could be
avoided.
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RMLNR, can reduce the lifetime of battery-powered nodes which are neighbors

of mains-powered nodes, because they overhear many packets. Directing the

traffic load to mains-powered nodes can increase the network lifetime, only if

energy consumption for overhearing is reduced. We also proposed bi-objective

routing algorithms for wireless multi-hop networks with mains-powered nodes. The

bi-objective algorithms consider minimizing the energy cost of routes (same as

single-objective algorithms) and minimizing the accumulated ETX of routes as two

objectives in route selection. The lexicographic method (LM) and the weighted

sum approach (WSA) were used to design various bi-objective battery-aware

routing algorithms. RLBNR-LM and RMLNR-LM use LM and RLBNR-WSA and

RMLNR-WSA use WSA. Simulation studies showed that bi-objective algorithms

can reduce the hop-count of routes compared to single-objective algorithms, when

the majority of nodes is mains-powered. Nevertheless, LM-based and WSA-based

algorithms achieve the same network lifetime. We also discussed issues regarding the

implementation of the proposed algorithms using reactive and proactive protocols.

The impact of node density, route refreshment frequency, mobility, and transmission

power control on the lifetime of wireless multi-hop networks was also studied.





Chapter 7

Topology Control

In the previous chapter, we observed that overhearing consumes a considerable

amount of energy of nodes in wireless multi-hop networks. It can dramatically

reduce the lifetime of individual nodes as well as the lifetime of the whole network.

Reducing the energy consumption of transceivers for packet reception and deploying

sleep and wake up MAC protocols are two effective ways for reducing overhearing

of nodes, which we concluded in the previous chapter. Another effective mechanism

which could be deployed in conjunction with these two solutions is reducing the

transmission power (range) of nodes. If nodes reduce their transmission range, they

will have fewer neighbors. As a result, they will be exposed to overhearing by

fewer nodes in the network. The important question, however, is to what extent

nodes are allowed to reduce their transmission range such that the network remains

connected. Topology control is a technique which deals with this issue.

In this chapter, we study topology control in wireless multi-hop networks. To

this end, we first provide the background knowledge on topology control in these

networks in Section 7.1. Then, in Sections 7.3 and 7.4, we present two topology

control algorithms that we propose for wireless multi-hop networks. Section 7.5

presents practical considerations for deploying the proposed algorithms, and Section

7.6 presents simulation studies. We summarize the chapter in Section 7.7.

7.1 Background

In a dense wireless multi-hop network, each node could have links to many other

nodes within its transmission range. Nevertheless, since nodes communicate with

each other in a cooperative way, we can remove many of these links without harming

the network connectivity. This concept has been illustrated in Figure 7.1, which

151



152 7. TOPOLOGY CONTROL

shows that the network is still connected even if we remove some links between

nodes.

The result of topology control in wireless multi-hop network is a network with

less links. This is achieved by reducing the transmission range, or equivalently the

transmission power of nodes. In other words, if G and G
′

present the network

topology before and after topology control, respectively, G
′ ⊂ G will be an

energy-efficient spanning subgraph ofG which results from reducing the transmission

power. A topology control algorithm specifies how G
′

is created using G.

A topology control algorithm determines which links have to remain between

nodes, and which links are not necessary to keep the network connected. This

means that a topology control algorithm could even be considered as a neighbor

discovery algorithm which considers the impact of selecting a node as a neighbor

on the connectivity of the whole network. Note that we can also consider topology

control as a type of power control in wireless multi-hop network. Nevertheless, we

differentiate between these two concepts in this thesis. TPC, as it was defined

in Chapter 3, deals with adjusting the transmission power of nodes according

to the distance to their neighbors. On the other hand, a topology control

algorithm controls the maximum power that a node is allowed to consume for signal

transmission in the network.

We can list at least three benefits for topology control in wireless multi-hop

networks. First, reducing the transmission range (power) of nodes reduces their

energy consumption for packet exchange with their neighbors. Second, since nodes

have fewer neighbors, they will overhear fewer packets from their neighbors. Third,

collision probability will be reduced, because nodes will interfere less with each

other. The major drawback of topology control is, however, the reduction of

the number of alternative routes between nodes. This makes the network more

vulnerable to node failure. Furthermore, since traffic load should be carried through

less links, each node may relay more packets. Thus, the energy consumption rate

of nodes increases. Consequently, their failure rates increase.

The solution for this problem is what we call fault-tolerant topology control. In

this technique, the network is kept fault-tolerant while the transmission range of

nodes is reduced. To achieve a specific level of fault tolerance in a network, from the

connectivity point of view, each node should have a certain number of disjoint paths

to every other node. That is, instead of keeping the network 1-connected, it is kept

k-connected (k > 1). Fault-tolerant topology control ensures that there are at least

k node-disjoint routes between every two nodes even after removing some links in the

network. In summary, we can categorize topology control algorithms into ordinary

and fault-tolerant algorithms. Ordinary algorithms reduce the transmission range

of nodes such that the network remains only 1-connected. On the other hand,

fault-tolerant algorithms maintain k-connectivity (k > 1).
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(a) Without Topology Control

(b) With Topology Control

Figure 7.1 – Topology of a wireless multi-hop networks before and after
topology control. The graph in Plot (a) is the result of nodes using their
maximum transmission power (range), while in Plot (b) nodes use reduce their
transmission power (range).
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In another categorization, topology control algorithms can either be centralized

or localized (distributed). A localized algorithm only uses information gathered

locally by each node to adjust the transmission range of nodes without having the

global image of the network topology. On the other hand, a centralized algorithm

requires the global image of the network topology to construct an energy-efficient

spanning subgraph of the network. It is obvious that the deployment of a centralized

topology algorithm is more difficult, because all nodes need to have a complete view

of the network topology. Although this could be obtained using a link state proactive

routing protocol like OLSR, it generates high overhead. On the other hand, in a

localized algorithm, global view of the network topology is not required. Each node

only needs to know its neighbors.

The state-of-the-art algorithm for fault-tolerant localized topology control is

FLSS (Fault-tolerant Local Spanning Subgraph) [70]. FLSS is able to reduce the

transmission power of nodes in such a way that the highest transmission power

among all the nodes1 of the network is minimized (min-max optimality) keeping

the network k-connected. It has been proven that the maximum transmission

power amongst all nodes of the network is smaller if FLSS is used instead of other

fault-tolerant topology control algorithms such as CBTC (Cone-Based distributed

Topology Control) [110] and Yao [111]. Compared to the recently proposed

algorithm LTRT (Local Tree-based Reliable Topology) [112], which only preserves

k-edge connectivity, preserving k-vertex connectivity by FLSS is more valuable,

because the failure of a node (vertex) removes all the associated links (edges) with

the failed node.

The existing schemes, however, have one characteristic in common. All

of them have been designed and optimized for networks which consist of only

battery-powered devices. This, of course, is a valid assumption for many

applications of wireless multi-hop networks such as wireless sensor networks, in

which all nodes are running on batteries. However, as mentioned before, in

many applications such as ad hoc networking in conference centers, wireless mesh

networking, and in-home multi-hop networking, nodes could have heterogeneous

power supplies. While some nodes may run on battery, there might be nodes

connected to the mains. Since mains-powered nodes can be considered to have

infinite energy for communication, the heterogeneity of power supply of nodes could

be exploited to provide a performance gain through topology control.

The novelty in this chapter is the proposal of a localized fault-tolerant topology

control algorithm, named HFLTC (Heterogeneous Fault-Tolerant Localized Topol-

ogy Control), designed and optimized for multi-hop networks with heterogeneous

power supplies. HFLTC uses the advantage of having mains-powered nodes in the

1Note that topology control may result in different values for the transmission power of different
nodes.
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network to reduce the transmission power of battery-powered nodes while keeping

the network k-connected. This is done by creating a backbone of mains-powered

nodes formed using the most energy-efficient links between them, and then attaching

battery-powered nodes to this backbone also using the most energy-efficient

links. We prove that HFLTC distinctively achieves min-max optimality for the

battery-powered nodes of the network. That is, the maximum transmission power

of battery-powered nodes of the network required to keep the network k-connected is

minimized. FLSS cannot guarantee such optimality in networks with heterogeneous

power supplies. Furthermore, simulation results show that the average degree and

average transmission range of battery-powered nodes in the topology generated

by HFLTC is smaller than these values in the topology generated by FLSS.

Furthermore, HFLTC can also provide a higher lifetime for wireless multi-hop

networks. In this chapter, we also present a centralized version of HFLTC called

Heterogeneous Fault-Tolerant Centralized Topology Control (HFCTC). HFCTC

will be used as a benchmark to evaluate the effectiveness of its distributed version

HFLTC.

7.2 Notations and Definitions

We consider a multi-hop network which its original topology (without topology

control) represented by a directed graph G(V(G),E(G)), where V(G) is the set of

nodes and E(G) is the set of links of G. In other words, G(V(G),E(G)) is the

network topology when all nodes use their maximum transmission power. The

set of battery-powered (BP) nodes of G is denoted by Vb(G), and the set of its

mains-powered (MP) nodes are denoted by Vm(G). We define Eb(G) = {(u, v) ∈
E(G)|u ∈ Vb(G)} as the set of links going out from BP nodes of G (i.e., set of BP

links). Similarly, Em(G) = {(u, v) ∈ E(G)|u ∈ Vm(G)} is defined as the set of links

going out from MP nodes of G (i.e, set of MP links).

For creating an energy-efficient spanning subgraph, the weight of each link

should be the energy required for packet exchange between the two-end nodes of

the link. We know that such an energy is a linear function of the power η of the

Euclidean distance d between the two-end nodes, i.e., c0d
η +c1, where c0 and c1 are

constants. Under the assumption of using the same wireless interface in different

nodes, for the algorithms presented in this chapter, it suffices to use the Euclidean

distance as the weight function, because c0d
η + c1 is a strictly increasing function

of the Euclidean distance d. We use the identifiers of nodes as a tie-breaker, when

different edges with different vertices have the same Euclidean distance1.

1In this chapter, we will use edge and link as well as node and vertex interchangeably.
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Definition 3. Weight Function: For an edge (u, v), the weight function w : E 7→
R3 maps to a 3-tuple. That is,

w(u, v) = (d(u, v),max{id(u), id(v)},min{id(u), id(v)}).

Given (u1, v1), (u2, v2) ∈ E, we have

w(u1, v1) > w(u2, v2)

⇔ d(u1, v1) > d(u2, v2)

or
(
d(u1, v1) = d(u2, v2)

&& max{id(u1), id(v1)} > max{id(u2), id(v2)}
)

or
(
d(u1, v1) = d(u2, v2)

&& max{id(u1), id(v1)} = max{id(u2), id(v2)}
&& min{id(u1), id(v1)} > max{id(u2), id(v2)}

)
.

In the definition given for the link weight, id(u) is the unique identifier of node

u. This definition of link weight implies that two edges with different end-vertices

will have different weights. Nevertheless, if two edges have the same end-vertices,

their weights will be the same. In other words, w(u, v) = w(v, u). Other definitions

that we will use in this chapter are as follows:

Definition 4. Visible Neighborhood: The visible neighborhood of node u,
denoted as N(u), is the set of nodes that node u can reach in the network when it
uses its maximum transmission power. That is, N(u) = {v ∈ V(G)|(u, v) ∈ E(G)}.
For each node u ∈ V(G), GV

u = (V(GV
u),E(GV

u)) is defined as the induced subgraph
of G such that V(GV

u) = {u}∪N(u) and E(GV
u) = {(u0, v0) ∈ E(G)|u0, v0 ∈ V(GV

u)}.

Definition 5. Neighbor Relation: Node v is a neighbor of node u under an

algorithm ALG –denotes as u
ALG−→ v– if and only if there is a directed edge (u, v)

in the topology generated by ALG.

Definition 6. Topology: The topology generated by an algorithm ALG is a directed
graph GALG = (V(GALG),E(GALG)), in which V(GALG) = V(G), and E(GALG) =

{(u, v) ∈ E(G)|u ALG−→ v}.

Definition 7. Radius: The radius of node u under an algorithm ALG is
denoted by RALG(u), and is defined as the Euclidean distance between node u
and its farthest neighbor in the topology generated by ALG. That is, RALG(u) =
maxv∈NALG(u){d(u, v)}.

Definition 8. Degree: The degree of a node u under an algorithm ALG, denoted
as DegALG(u), is defined as the number of neighboring nodes of u in the topology
generated by ALG. That is, DegALG(u) = |NALG(u)|.
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Definition 9. Connectivity: Node u is connected to node v in a topology generated
by algorithm ALG, if there exists a path P = {n1 = u, n2, n3, ..., nh, nh+1 = v} such

that ni
ALG−→ ni+1, i = 1...h, and ni ∈ V(GALG), i = 1...n + 1. If there are k

node-disjoint paths (paths without intermediate nodes in common), u and v are
k-connected.

Definition 10. Addition and Removal: The Addition operation adds an extra
edge (v, u) into GALG, if (u, v) ∈ E(GALG) and (v, u) /∈ E(GALG). The Removal
operation removes any edge (u, v) ∈ E(GALG), if (v, u) /∈ E(GALG).

7.3 Heterogeneous Fault-Tolerant Centralized
Topology Control

The key idea behind topology construction by our proposed algorithms HFCTC and

HFLTC is the same. As mentioned before, they create a backbone of mains-powered

nodes formed using the most energy-efficient links, and then attach battery-powered

nodes to this backbone also using the most energy-efficient links. The difference

between these two algorithms is that, HFCTC requires the complete knowledge of

the network topology, i.e., G(V,E), while HFLTC only requires local information

gathered by each node, i.e., GV
u = (V(GV

u),E(GV
u)). In this section, we present

HFCTC. HFLTC will be presented in the next section.

The way that HFCTC constructs the network topology is explained in Algorithm

7. In order to create a backbone of MP nodes using the most energy-efficient links

between them, at the beginning it is assumed that there is no link between nodes

in the network. We sort all links going out from MP nodes of the network (i.e., MP

links) in the ascending order of weight. Each link from the ordered set is added

to the network topology only if the two end nodes of the link are not k-connected.

If they are already k-connected, that link is not necessary to be added. Next, BP

nodes are attached to this backbone again using the most energy-efficient links. To

this aim, we inspect links going out from BP nodes of the network (i.e., BP links)

in the same way that we inspected MP links. That is, a BP link is added to the

topology only if the two end-nodes of that link are not k-connected. By the use of

the Dinic’s algorithm [113,114], proposed for solving the max-flow problem, we can

determine whether two nodes are k-connected in at most O(|V|1/2|E|) stepts. Thus,

the time complexity of the HFCTC algorithm is O(|V|1/2|E|2). It is worth-noticed

that the generated topology by HFCTC may contain some directional links. In the

sequel, we prove that if a topology is created in this way, it will be k-connected

assuming the original topology is k-connected too. Moreover, we prove that the

maximum transmission power among BP nodes of the network required to keep the

network k-connected is minimized.
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Algorithm 7 HFCTC: a centralized topology control algorithm for preserving
k-connectivity in networks with heterogeneous power supplies. Vm is the set of
mains-powered nodes and Vb is the set of battery-powered nodes of the network.

Procedure FCTC
Input G(V,E)
Output Gk(Vk,Ek)
Vk ← V, Ek ← ∅
Em ← {(u, v) ∈ E | u ∈ Vm}
Eb ← E− Em
sort all edges in Em is ascending order of weight
for each edge (u1, v1) in the order do

if u1 is not k-connected to v1 in Gk then
Ek ← Ek ∪ (u1, v1)

end if
end for
sort all edges in Eb is ascending order of weight
for each edge (u2, v2) in the order do

if u2 is not k-connected to v2 in Gk then
Ek ← Ek ∪ (u2, v2)

end if
end for

7.3.1 Correctness

To prove the correctness of the HFCTC algorithm, we first assume that the

maximum transmission range of all nodes is the same. This means, the original

network topology is an undirected graph. Later we relax this assumption by

considering a case in which the maximum transmission range of nodes is not the

same.

The following two lemmas are required to prove the correctness of HFCTC:

Lemma 1. Let u1 and u2 be two vertices in a k-connected undirected graph F . If
u1 and u2 are k-connected after removal of edge (u1, u2), then F − (u1, u2) is still
k-connected.

Proof. See [70].

Lemma 2. Let G
′ ⊂ G be a subgraph of undirected graph G such that V(G

′
) =

V(G). If G is k-connected, and every edge (u, v) ∈ E(G)− E(G
′
) satisfies that u is

k-connected to v either in G − Eb(G) − {(u0, v0) ∈ Em(G) | w(u0, v0) ≥ w(u, v)},
or in G− {(u0, v0) ∈ Eb(G) | w(u0, v0) ≥ w(u, v)}, then G

′
is also k-connected.

Proof. Let Ediff = E(G) − E(G
′
) = {(u1, v1), (u2, v2), ..., (ul, vl)} be the set of

edges belonging to E(G) which are not in E(G
′
). Without loss of generality, we
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assume w(u1, v1) ≥ w(u2, v2) ≥ ... ≥ w(ul, vl). We define a series of graphs that
are subgraphs of G: A0 = G and Ai = Ai−1 − (ui, vi), i = 1, 2, ..., l. We need to
show that Al = G

′
is k-connected. The proof is by induction. Obviously, A0 = G

is k-connected. Therefore, we need to show that if Ai−1 is k-connected, then Ai,
i = 1, 2, ..., l, will be k-connected as well. To this end, we define a subgraph of G as
Gi = G−Eb(G)−{(u0, v0) ∈ Em(G) | w(u0, v0) ≥ w(ui, vi)} and another subgraph
as Hi = G− {(u0, v0) ∈ Eb(G) | w(u0, v0) ≥ w(ui, vi)}. Gi contains only MP links
that their weight is greater than w(ui, vi). Hi contains all MP links and those BP
links that their weight is greater than w(ui, vi). We obviously have

Gi ⊆ Ai−1 − (ui, vi),

Hi ⊆ Ai−1 − (ui, vi).
(7.1)

Considering (7.1) and the fact that ui is k-connected to vi either in Gi or in Hi

(according to our assumptions), we can conclude that ui is k-connected to vi in
Ai−1 − (ui, vi) as well. Thus, based on Lemma 1, Ai = Ai−1 − (ui, vi) is still
k-connected.

Theorem 2. HFCTC can preserve k-connectivity of G. That is, if G is
k-connected, the generated subgraph by HFCTC (denoted by Gk) is k-connected
as well.

Proof. In HFCTC, at first, edges in Em(G) are added to Gk in an ascending order.
Thus, the fact that u is k-connected to v at the moment before (u, v) ∈ Em(G)
is added to Gk depends only on the edges in Em(G) which have smaller weights.
Furthermore, since edges of Eb(G) are added to Gk in an ascending order after
adding edges of Em(G), whether u is k-connected to v at the moment before (u, v) ∈
Eb(G) is added, depends only on all edges in Em(G) and those in Eb(G) which have
smaller weights. Therefore, every edge (u, v) ∈ E(G) − E(Gk) satisfies that u is
k-connected to v either in G − Eb(G) − {(u0, v0) ∈ Em(G) | w(u0, v0) ≥ w(u, v)},
or in G−{(u0, v0) ∈ Eb(G) | w(u0, v0) ≥ w(u, v)}. We can prove that Gk preserves
k-connectivity of G by applying Lemma 2 to Gk (assuming G

′
= Gk).

7.3.2 Optimality

Let Sk(G) be the set of all k-connected spanning subgraphs of G, and ρb(F ) be

the largest radius of all BP nodes in the spanning subgraph F ∈ Sk(G). That is,

ρb(F ) = maxu∈Vb(F ){R(u)}. Assuming Gk is the subgraph generated by HFCTC,

we prove that ρb(Gk) = min{ρb(F )|F ∈ Sk(G)}. That is, HFCTC achieves a

min-max optimality for BP nodes of the network by minimizing the maximum

radius among them.

Theorem 3. The maximum radius (or equivalently power) among all battery
-powered nodes in the network is minimized by HFCTC.
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Proof. Suppose G is k-connected. Based on Theorem 2, Gk is also k-connected.
Assume (u, v) is the last edge that is inserted into Gk. Since BP links are inserted
after MP links, we have w(u, v) = max(u0,v0)∈Eb(G){w(u0, v0)}, and R(u) = ρb(Gk).

We define G
′

k = Gk− (u, v). Since (u, v) is in Gk, u and v must not be k-connected

to each other in G
′

k. This means, G
′

k is not k-connected.

Now, consider a graph H = (V(H),E(H)), in which V(H) = V(G) and E(H) =
Em(Gk) ∪ {(u0, v0) ∈ Eb(G)|w(u0, v0) < w(u, v)}. To prove the theorem, we need
to show that H is not k-connected. If so, we will be able to conclude that any
F ∈ Sk(G) must have at least one edge whose length is equal to or longer than that
of (u, v). That is, ρb(Gk) = min{ρb(F )|F ∈ Sk(G)}.

We prove that H is not k-connected by contradiction. Assume H is k-connected.
Thus, two nodes u and v are k-connected to each other in H. This means, E(G

′

k) ⊆
E(H), because nodes u and v are not k-connected to each other in G

′

k. Therefore,

E0 = E(H) − E(G
′

k) 6= ∅. Since BP links are inserted into G
′

k in an ascending
order after all MP links are inspected, every link (u1, v1) ∈ E0 satisfies that u1

is k-connected to v1 in H − {(u0, v0) ∈ Eb(G)|w(u0, v0) ≥ w(u1, v1)}. Since H is
k-connected, G

′

k must be k-connected according to Lemma 2. However, this is in

contradiction with the earlier statements that G
′

k is not k-connected. Therefore, H
can not be k-connected.

HFCTC may not preserve this max-min optimality for all nodes (both BP and

MP) of the network (like the centralized algorithm FGSS [70]), because HFCTC

inspects all MP links before BP links. It might be possible that an MP link with

a high transmission power is added to Gk before BP links with lower weights are

added. We show this using an example. Consider the 1-connected graph G in

Figure 7.2. This figure shows a connected spanning subgraph GFGSS produced

by FGSS [70] and another connected spanning subgraph GHFCTC produced by

HFCTC. Assuming d(1, 3) > d(2, 3) > d(1, 2) > d(3, 4), we observe that the

maximum radius among all nodes in GFGSS is d(2, 3), but this value in GHFCTC

is d(1, 3) which is greater than d(2, 3). Nevertheless, we clearly observe that the

maximum radius of BP nodes in GHFCTC is d(2, 1). This is smaller than the

maximum radius of BP nodes in GFGSS (i.e., d(2, 3))

In HFCTC, each node needs to have the complete view of the network topology

to be able to determine its radius required to keep the network k-connected.

This adds to the complexity and overhead of the algorithm. In the next section,

we present HFLTC. HFLTC is the localized version of HFCTC algorithm which

eliminates this requirement.
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Figure 7.2 – A 1-connected graph G and its spanning subgraphs GFGSS and
GHFCTC .

7.4 Heterogeneous Fault-Tolerant Localized
Topology Control

In HFLTC, each node adjusts its transmission power based on locally collected

information in its neighbor set. Similar to the localized algorithm FLSS proposed

in [70], HFLTC consists of three phases:

1. Information Collection: Each node u collects local information of neighbors

such as their positions and identifiers, and discovers its Visible Neighborhood

N(u) by broadcasting Hello messages to its neighbors.

2. Topology Construction: Each node u defines, based on the information in

N(u), the proper list of neighbors using Algorithm 8. This is done based

on u’s local spanning subgraph Su(V(Su),E(Su)) generated by Algorithm 8

considering GV
u as the input.

3. Construction of Topology with Only Bidirectional Links (Optional): Each

node u adjusts its list of neighbors to make sure that all edges are bidirectional.

7.4.1 Correctness

We prove that if the network is k-connected without topology control, it will remain

k-connected after reducing the transmission power of nodes according to the HFLTC

algorithm. Before we proceed with the proof, we provide some definitions required

for contracting the network topology using local spanning subgraphs of nodes.
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Definition 11. Neighbor Relation in HFLTC: In the topology generated by

HFLTC, node v is a neighbor of node u –denoted by u
HFLTC−→ v– if and only if

(u, v) ∈ E(Su). That is, v is a neighbor of u, if and only if v is an immediate
neighbor on u’s local spanning subgraph Su.

Definition 12. Topology GHFLTC: The topology GHFLTC = (V(GHFLTC),
E(GHFLTC)) –derived under HFLTC– is a directed graph, where V(GHFLTC) =

V(G) and E(GHFLTC) = {(u, v) ∈ E(G)|u HFLTC−→ v}

Definition 13. Topology G+
HFLTC: The topology G+

HFLTC(V(G+
HFLTC),

E(G+
HFLTC)) is an undirected graph, where V(G+

HFLTC) = V(GHFLTC) and
E(G+

HFLTC) = {(u, v) ∈ E(G)|(u, v) ∈ E(GHFLTC) or (v, u) ∈ E(GHFLTC)}.

Definition 14. Topology G−HFLTC: The topology G−HFLTC(V(G−HFLTC),
E(G−HFLTC)) is an undirected graph, where V(G−HFLTC) = V(GHFLTC) and
E(G−HFLTC) = {(u, v) ∈ E(G)|(u, v) ∈ E(GHFLTC) and (v, u) ∈ E(GHFLTC)}.

Theorem 4. If G is a k-connected undirected graph, then GHFLTC , G−HFLTC , and
G+
HFLTC all are k-connected.

Proof. We only need to prove that G−HFLTC is k-connected, because G−HFLTC ⊆
GHFLTC ⊆ G+

HFLTC . Since undirected links have been removed from G−HFLTC , it is
an undirected graph. Let Ediff = E(G)−E(G−HFLTC). For any link (u, v) ∈ Ediff ,
at least one of the links (u, v) or (v, u) has not been in GHFLTC , when G−HFLTC is
formed. Without loss of generality, we assume that (u, v) has not been in GHFLTC .
This has two implications. First, in the process of local topology construction
by node v, (v, u) has been required for k-connectivity of v to u. Second, in the
process of local topology construction by node u, u has been already connected to
v in Su before (u, v) is inspected. Notice that G−HFLTC is a directed graph. This
means, (u, v) could be treated as a bidirectional link. Thus, by removing (v, u),
k-connectivity of v to u is maintained through k-connectivity of u to v.

Now, assume u is an MP node. Since MP edges in GV
u are inserted into Su

in an ascending order of weight before BP edges, u must be k-connected to v in
Am = GV

u − Eb(GV
u) − {(u0, v0) ∈ Em(GV

u) | w(u0, v0) ≥ w(u, v)}. Let us define
Bm = G − Eb(G) − {(u0, v0) ∈ Em(G) | w(u0, v0) ≥ w(u, v)}. We have Am ⊆ Bm.
Therefore, if u is k-connected to v in Am, it is k-connected to v in Bm either.

Next, we assume u is a BP node. This means, (u, v) will be inspected after
all MP edges in GV

u and all BP edges with smaller weights are inspected. Thus, u
must be k-connected to v in Ab = GV

u − {(u0, v0) ∈ Eb(GV
u) | w(u0, v0) ≥ w(u, v)}.

Let us define Bb = G − {(u0, v0) ∈ Eb(G) | w(u0, v0) ≥ w(u, v)}. We have Ab ⊆
Bb. Thus, if u is k-connected to v in Ab, u is k-connected to v in Bb either. In
summary, any link (u, v) ∈ Ediff is k-connected to v either in G−Eb(G)−{(u0, v0) ∈
Em(G) | w(u0, v0) ≥ w(u, v)} or in G − {(u0, v0) ∈ Eb(G) | w(u0, v0) ≥ w(u, v)}.
We can conclude that G−HFLTC is k-connected using Lemma 2.
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Algorithm 8 HFLTC: a localized topology control algorithm for preserving
k-connectivity in networks with heterogeneous power supplies.

Procedure HFLTC
Input GV

u, u’s visible neighborhoods;
Output Su, a spanning subgraph of GV

u;
V(Su)← V(GV

u)
E(Su)← ∅
Em(GV

u)← {(u, v) ∈ E(GV
u) | u ∈ Vm(GV

u)}
Eb(GV

u)← E(GV
u)− Em(GV

u)
sort all edges in Em(GV

u) is ascending order of weight
for each edge (u1, v1) in the order do

if u1 is not k-connected to v1 in Su then
E(Su)← E(Su) ∪ (u1, v1)

end if
end for
sort all edges in Eb(G

V
u) is ascending order of weight

for each edge (u2, v2) in the order do
if u2 is not k-connected to v2 in Gk then
E(Su)← E(Su) ∪ (u2, v2)

end if
end for

In a complete graph where there is a link between every two nodes, the

complexity of the HFLTC algorithm is the same as its centralized version HFCTC.

That is, the complexity is O(|V|1/2|E|2). Nevertheless, in a graph with much less

links than a complete graph, the complexity reduces. In fact, since HFLTC works

on GV
u, its complexity is O(n

1/2
u m2

u), where nu is the number of nodes in GV
u and

mu is the number of links in GV
u.

7.4.2 Optimality

HFLTC achieves min-max optimality for BP nodes of the network. To elaborate on

this, we use the following definition:

Definition 15. Strictly Localized Algorithm: An algorithm is strictly localized
if its operation at any node u is only based on GV

u.

Theorem 5. Let Lk(G) be the set of all k-connected spanning subgraphs of G
that are constructed by various strictly localized algorithms. HFLTC achieves the
min-max optimality among all strictly localized algorithms. That is, ρb(GHFLTC) =
min{ρb(F )|∀F ∈ Lk(G)}.
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Proof. Suppose G is k-connected. Based on Theorem 4, GHFLTC is k-connected
too. Let (u, v) be an edge in GHFLTC such that

w(u, v) = max
(u0,v0)∈Eb(GHFLTC)

{w(u0, v0)}.

Then, ρ(GHFLTC) = R(u). Let G0(V(G0),E(G0)) be the induced subgraph of
GHFLTC when V(G0) = V(GV

u). Obviously, (u, v) ∈ E(G0). Furthermore, (u, v)
is required to keep u k-connected to v. This means, G

′

0 = G0 − (u, v) is not
k-connected. Now, consider a graph H0 = (V(H0),E(H0)), in which V(H0) =
V(GV

u) and E(H0) = Em(GV
u) ∪ {(u0, v0) ∈ Eb(GV

u)|w(u0, v0) < w(u, v)}. If we
replace G, Gk, G

′

k, and H with GV
u, G0, G

′

0, and H0, respectively, and we follow
the corresponding proof in Theorem 3, we can prove that H0 is not k-connected.

Since GV
u is an induced subgraph of G, we may face two cases:

1. u is k-connected to v in GV
u. Since H0, which does not contain (u, v), is not

k-connected, any F ∈ Lk(G) should have at least one edge equal to or longer
than (u, v).

2. u is not k-connected to v in GV
u. In this case, to preserve the connectedness

of the network as much as possible, any F ∈ Lk(G) must include (u, v).

In both cases, ρb(F ) ≥ ρb(GV
u) = ρb(GHFLTC). This proves the theorem.

7.5 Practical Considerations

To prove the optimality and correctness of the HFCTC and HFLTC algorithms, we

assumed nodes to have the same maximum transmission range. Nevertheless, due

to the lognormal fading in wireless channels, this assumption may not be practical

even if we assume all nodes to have the same wireless interface. Thus, it is possible

that the maximum transmission range for different nodes is different. In such a

case, the original network topology can not be an undirected graph. It will be

a directed graph. However, we can still show that HFCTC and HFLTC preserve

k-connectivity of the network and maintain their optimality even if the network

topology is a directed graph. We can easily prove the following lemmas and theorems

for directed graphs using the same method that as for undirected graphs.

Lemma 3. Let u1 and u2 be two vertices in a k-connected directed graph F . If u1

and u2 are k-connected after the removal of edge (u1, u2), then F − (u1, u2) is still
k-connected [70].

Lemma 4. Let G and G
′

be two directed graphs such that V(G) = V(G
′
). If G is

k-connected, and every edge (u, v) ∈ E(G) − E(G
′
) satisfies that u is k-connected

to v eigher in G − Eb(G) − {(u0, v0) ∈ Em(G) | w(u0, v0) ≥ w(u1, v1)}, or in
G− {(u0, v0) ∈ Eb(G) | w(u0, v0) ≥ w(u2, v2)}, then G

′
is also k-connected.
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Theorem 6. Let G be a k-connected directed graph. HFCTC can preserve
k-connectivity of G.

Theorem 7. The maximum transmission radius (or equivalently power) among all
battery-powered nodes in the network is minimized by HFCTC. That is, ρb(Gk) =
min{ρb(F )|F ∈ Sk(G)}, where G is a directed graph.

Theorem 8. Among all strictly localized algorithms, HFLTC minimizes the
maximum transmission radius (or power) of battery-powered nodes in the network.
That is, ρb(GHFLTC) = min{ρbF |F ∈ Lk(G)}, where G is a directed graph.

The only exception is with regard to Theorem 4. If G is a directed graph, then

we cannot prove that G−HFLTC is k-connected. We used the assumption that G is

an undirected graph to prove Theorem 4. However, we can still show that GHFLTC
and G+

HFLTC are both k-connected. The proof is slightly different from the proof

of Theorem 4.

Theorem 9. If G is a k-connected directed graph, then GHFLTC and G+
HFLTC are

both k-connected.

Proof. We only need to prove that GHFLTC is k-connected, because GHFLTC ⊆
G+
HFLTC . Let Ediff = E(G) − E(GHFLTC). For any edge (u, v) ∈ Ediff , u must

already be k-connected to v when it has been inspected during the construction of
the local spanning subgraph Su. u is either BP or it is MP. Since MP edges in GV

u

are inserted into Su in an ascending order of weight before BP edges are inspected, u
must be k-connected to v in Am = GV

u−Eb(GV
u)−{(u0, v0) ∈ Em(GV

u) | w(u0, v0) ≥
w(u, v)}. Let us define Bm = G−Eb(G)−{(u0, v0) ∈ Em(G) | w(u0, v0) ≥ w(u, v)}.
We have Am ⊆ Bm. Therefore, if u is k-connected to v in Am, it is k-connected to
v in Bm as well.

Next, we assume u is BP. This means, (u, v) will be inspected after all
MP edges as well as all BP edges in GV

u with smaller weights than wu,v are
inspected. This means that u must be k-connected to v in Ab = GV

u −
{(u0, v0) ∈ Eb(GV

u) | w(u0, v0) ≥ w(u, v)}. Let us define Bb = G − {(u0, v0) ∈
Eb(G) | w(u0, v0) ≥ w(u, v)}. We have Ab ⊆ Bb. Therefore, if u is k-connected to v
in Ab, then u is k-connected to v in Bb as well. In summary, any link (u, v) ∈ Ediff
is k-connected to v either in G− Eb(G)− {(u0, v0) ∈ Em(G) | w(u0, v0) ≥ w(u, v)}
or in G− {(u0, v0) ∈ Eb(G) | w(u0, v0) ≥ w(u, v)}. We can conclude that GHFLTC
is k-connected using Lemma 4.

7.6 Simulation Studies

In this section, we present simulation studies to show the effectiveness of our

proposed topology control algorithms in networks with heterogeneous power

supplies. We specifically show that our proposed algorithms take advantage of MP
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nodes in the network to substantially reduce the transmission range of BP nodes. In

addition to HFLTC, we consider FLSS [70] as an algorithm which does not exploit

the heterogeneity of power supplies of nodes in topology control. As mentioned

before, FLSS is also a localized and fault-tolerant algorithm which outperforms other

similar topology control algorithms proposed so far for networks with homogeneous

power supplies. We also consider the centralized algorithm HFCTC as a benchmark

to see how its distributed version, HFLTC, performs comparatively.

7.6.1 Radius and Degree of Nodes

We first study the performance of topology control algorithms with respect to radius

and degree of nodes. We assume nodes are uniformly distributed over an area of

size 1000× 1000 [m2]. The maximal transmission range of all nodes is Dmax = 250

[m]. We vary the number of nodes from 70 to 300 assuming half of them are mains

powered. Each data point in our plots is the average over 100 simulation runs.

Results are obtained for k = 2.

7.6.1.1 Maximum Radius

In a topology generated by a topology control algorithm, radius of different nodes

might be different. The maximum radius in a topology is the highest radius among

nodes in that topology. It is a measure which shows how that topology control

algorithm succeeds to reduce the transmission power of nodes. Here, we compare

the maximum radius among all nodes of the network, among only BP nodes of the

network, and among only MP nodes of the network, when different topology control

algorithms are deployed. To this aim, in each simulation run, the maximum radius

among all nodes, for BP nodes only, and for MP nodes only is determined in the

generated topology by the used algorithm. The average value over 100 simulation

runs is recorded as the average maximum radius for that algorithm. Figure 7.3

shows this measure for the HFLTC, FLSS, and HFCTC algorithms. The figure

shows that all three algorithms reduce the average maximum radius of nodes as the

total number of nodes increases in the network. The maximum radius among all

nodes of the network and among MP nodes only is greater, if HFLTC is deployed

instead of FLSS. However, the maximum radius among BP nodes is smaller for

HFLTC. We also observe that the average maximum radius among BP nodes of the

network for HFLTC and HFCTC gets closer to each other, as the total number of

nodes increases.
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Figure 7.3 – (a) Average maximum radius of all nodes, (b) average max-
imum radius of mains-powered nodes, and (c) average maximum radius of
battery-powered nodes as a function of the total number of nodes in the
network.
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7.6.1.2 Average Radius

The average radius of nodes in a topology is another measure which can show the

effectiveness of a topology control algorithm in reducing the transmission range of

nodes. To compute the average radius of nodes (or a specific set of nodes) in a

topology, we only need to sum the radius of nodes and divide it by their number.

Here, we compare this measure for various topology control algorithms. We again

measure this value for all nodes, BP nodes only, and MP nodes only separately. To

this end, the average radius of nodes in the generated graph by the used algorithm

is determined in each simulation run. Then, the mean value over 100 simulation

runs is recorded as the average radius of nodes for that algorithm. Figure 7.4 shows

this measure for the HFLTC, FLSS, and HFCTC algorithms. We observe that these

topology control algorithms can profoundly reduce the radius of nodes on average.

Although the HFLTC algorithm increases the radius of MP nodes compared to the

FLSS algorithm as seen in Figure 7.4(b), it considerably reduces the radius of BP

nodes as seen in Figure 7.4(c). Furthermore, the average radius of all nodes in the

subgraph generated by HFLTC is almost the same as the average radius of all nodes

in the subgraph generated by FLSS. We also observe that the localized algorithm

HFLTC performs almost similar to the centralized algorithm HFCTC.

7.6.1.3 Average Node Degree

The average node degree specifies the average number of neighbors of a node in the

network. Reducing the average node degree in the network while the network is

kept fault-tolerant is another sign of effectiveness of a topology control algorithm.

Here, we compare this measure for the HFCTC, FLSS, and HFLTC algorithms. We

again compute the average degree of all nodes, BP nodes only, and MP nodes only

separately. To this aim, the average degree of these nodes in the generated graph by

the algorithm is determined in one simulation run. Then, the mean value over 100

simulation runs is recorded as the average node degree for that algorithm. Figure

7.5 shows this measure for the HFCTC, FLSS, and HFLTC algorithms. As shown

in Figure 7.5(b), the average degree of MP nodes is lower for FLSS compared to

HFLCT, but the one of BP nodes is lower for HFLTC, as shown in Figure 7.5(c).

The average degree of BP nodes with HFLTC is also very close to that of the

centralized algorithm HFCTC. Furthermore, we observe in Figure 7.5(a) that our

proposed algorithms HFLTC and HFCTC can even achieve a lower degree for all

nodes of the network (both BP and NP) compared to FLSS. We have shown the

average degree of nodes in the original graph (i.e., when none of these topology

control algorithms are utilized) in Fig. 7.6. The average degree of nodes when no

topology control algorithm is utilized increases almost linearly, if the number of

nodes in the network increases. Nevertheless, all three topology control algorithms
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Figure 7.4 – (a) Average radius of all nodes, (b) average radius of
mains-powered nodes, (c) average radius of battery-powered nodes as a function
of the total number of nodes in the network.
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Figure 7.5 – (a) Average degree of all nodes, (b) average degree of
mains-powered nodes, and (c) average degree of battery-powered nodes as a
function of the total number of nodes in the network.
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Figure 7.6 – Average degree of nodes (both mains-powered and
battery-powered) in the original graph as a function of the total number of
nodes.

tremendously reduce the degree of nodes as the number of nodes increases. They

keep the node degree almost constant even if the node density increases.

7.6.1.4 Impact of Density of Mains-Powered Nodes

In this section, we study the impact of the density of MP nodes on the average radius

of nodes when various topology control algorithms are deployed. The total number

of nodes is set to 150. The fraction of MP nodes is changed from σ = 0 (all nodes

are BP) to σ = 1 (all nodes are MP). Since the network area is fixed, increasing the

fraction of MP nodes means that their density increases in the network. As we can

observe in Figure 7.7(a), when the fraction of MP nodes increases from 0 to 0.1,

the average radius of nodes (both BP and MP) decreases in the graph generated

by HFLTC compared to the average radius in the graph generated by FLSS. From

σ = 0.2 to σ = 0.6, we observe an increasing trend for HFLTC, while after σ = 0.6,

there is again a decreasing trend. In the sequel, we explain the reasons for this

behavior.

When all nodes are battery powered, HFLTC acts similar to FLSS. If the fraction

of MP nodes increases, the average radius of BP nodes decreases in HFLTC, and
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Figure 7.7 – (a) Average radius of all nodes, (b) average radius of
mains-powered nodes, and (c) average radius of battery-powered nodes for the
HFLTC and FLSS algorithms as a function of the number of mains-powered
nodes in the network (out of a total of 150 nodes).
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deviates more from that of FLSS (see Figure 7.7(c)). On the other hand, the average

radius of MP nodes in HFLTC decreases to the value obtained by FLSS when the

density of these nodes increases (see Figure 7.7(b)). When all nodes are MP, HFLTC

again acts like FLSS. Thus, the decreasing trend for the average radius of BP nodes

may not hold for all nodes. The superposition of increasing and decreasing trend

of the average radius of BP and MP nodes coupled with the effect of the number of

MP nodes results in a concave and convex plot for the average radius of all nodes

(both MP and BP) in the HFLTC algorithm.

7.6.2 Network Lifetime

Can topology control harm the network lifetime? How does HFLTC perform

with respect to the network lifetime? These are questions that we answer in this

section. Here, we use the same simulation setup as we established to investigate

the performance of battery-aware routing algorithm in the previous chapter. That

is, nodes are uniformly distributed in a square area of size 750 × 750 [m2], and

the transmission range of each node is set to 150 [m]. Nodes are all equipped

with the PRISM wireless chipset. After distributing nodes in the network and

constructing the initial network topology G, HFLTC and FLSS are deployed to

generate GHFLTC and GFLSS for k = 2 (2-connectivity). We choose routes with

minimum accumulated ETX.

To collect simulation results, different algorithms are compared in a completely

similar setting. We deploy a network randomly in each simulation run. Then,

we create a replica of the network for each topology control algorithm to measure

the network lifetime for that specific algorithm. The same sessions are generated

in different replicas of the network. In other words, we have several samples of

the same randomly deployed network which are completely the same (even the

active sessions in these networks), but the deployed topology control algorithms

are different. To increase the confidence of our results, we measure the lifetime of

100 randomly deployed networks and plot the average network lifetime over 100

simulation runs.

Results depicted in Figure 7.8 show that even though an optimized algorithm

like FLSS can reduce the transmission power of devices, it reduced the network

lifetime either. The reason lies in the fact that reducing the transmission power

of nodes reduces the number of links that carry the traffic load between nodes.

Thus, some nodes may be overused and fail quickly. This is also true for HFLTC

when all nodes in the network are battery powered. Nevertheless, if there are some

MP nodes in the network, HFLTC achieves a higher network lifetime compared

to FLSS. HFLTC increases the network lifetime even compared to the case that

topology control is not utilized. Forming a backbone of MP nodes and attaching
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the BP nodes with the lowest required transmission power is the reason for the

outstanding performance of HFLTC.

We have also investigated the impact of topology control on the network lifetime

when the battery-aware routing algorithm RMLNR is used. As shown in Figure

7.8(b), HFLTC in conjunction with RMLNR profoundly increases the network

lifetime when most nodes of the network are connected to the mains. The increasing

trend for the network lifetime as the number of MP nodes of the network increases

verifies this claim. This is while the network lifetime for the RMLNR algorithm

without HFLTC has a decreasing trend (in general) even if the number of MP nodes

increases in the network. Note that these simulation results have been achieved

assuming overhearing is not being avoided. This means, we can consider topology

control also as an effective scheme to reduce energy consumption of nodes due to

overhearing of nodes in the network.

7.7 Summary

In this chapter, topology control in wireless multi-hop networks was studied.

Topology control reduces the transmission range of nodes in such a way that the

network remains connected (k-connected). Two new fault-tolerant topology control

algorithms were proposed for networks with heterogeneous power supplies: HFLTC,

which is a localized algorithm, and HFCTC which is a centralized algorithm. The

proposed algorithms create a fault-tolerant backbone of mains-powered nodes of the

network using the most energy-efficient links between them. Then, battery-powered

nodes are attached to this backbone with the minimum required transmission power.

We proved that these algorithms preserve k-connectivity of the network. That

is, if the network is k-connected without topology control, it will be k-connected

after reducing the transmission range of nodes either using HFCTC or using

HFLTC. We also proved that HFLTC and HFCTC achieve min-max optimality for

battery-powered nodes of the network. They minimize the maximum transmission

power among battery-powered nodes of the network required to keep the network

k-connected. The performance of these two algorithms was compared with the

earlier scheme FLSS. We observed that while both FLSS and HFLTC algorithms

can reduce the transmission range of nodes keeping the network k-connected,

HFLTC further reduces the transmission power of battery-powered nodes especially

at high node densities. Furthermore, the use of the topology control algorithm

FLSS reduces the network lifetime, because the relay traffic per node increases.

HFLTC, on the other hand, increases the network lifetime, because it creates

a fault-tolerant backbone of mains-powered nodes and reduces the transmission

range of battery-powered nodes considerably. As a result, energy consumption of

battery-powered nodes for overhearing is also reduced. Consequently, directing the
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Figure 7.8 – Total number of packets sent by nodes before the first
node failure happens in a network of size 750 × 750 [m2] consisting of 100
uniformly distributed static nodes. The horizontal axis shows the number of
mains-powered nodes ((out of 100)). Different combinations of topology control
and routing algorithms are considered.



176 7. TOPOLOGY CONTROL

traffic load to mains-powered nodes of the network using the battery-aware routing

algorithm RMLNR –introduced in the previous chapter– increases the network

lifetime, even if overhearing is not avoided using a sleep and wake up MAC protocol.



Chapter 8

Node-To-node
Communication Lifetime

In previous chapters, we designed routing and topology control algorithms for

wireless multi-hop networks. They are part of network and MAC layers of the

communication stack. Topology control defines a neighbor discovery policy at

the MAC layer which reduces the transmission power of nodes just enough to

keep the network connected. Routing is handled at the network layer. These

mechanisms together support energy-efficient communication between nodes in a

wireless multi-hop network. The question remains is how long two nodes which are

connected to each other in a multi-hop way can communicate with each other using

the underlying MAC and routing protocols. Failure of intermediate nodes due to

battery exhaustion interrupts communication between a source and a destination.

However, even if communication between the source and the destination continues

using other intermediate nodes, the source or the destination may themselves fail at

some point. This will end their communication. Since nodes in a wireless multi-hop

network may run on batteries, they have a limited supply of energy. Battery

exhaustion is indeed a threat for communication in wireless multi-hop networks.

In this chapter, we analyze the node-to-node communication lifetime from the

point of view of the transport layer. We formulate the node-to-node communication

lifetime problem in the following way: in a network with an arbitrary topology (which

could be the result of a topology control algorithm) where end-to-end communication

between nodes is supported by a routing protocol (which could be an energy-aware

protocol), how long can an arbitrary source node communicate with its respective

destination node? To better understand this problem, we should notice that node

redundancy in wireless multi-hop networks provides a degree of fault-tolerance.

That is, after the first route between two nodes fails, there might be other routes

177
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Figure 8.1 – Communication lifetime between a source and a destination node
in a wireless multi-hop network.

through other intermediate nodes to keep the connectivity. Thus, a source node

can transfer data to a destination node as long as they both are alive and there

is at least one route to keep them connected (see Figure 8.1). The node-to-node

communication lifetime determines the duration that any two arbitrary nodes in

a wireless multi-hop network with a random topology can communicate with each

other without interruption due to lack of routes before their own battery runs

out. Analysis of this lifetime allows us to identify how and to what extent various

factors such as node density, transmission range, network deployment area, packet

transmission rate, packet size, and energy consumption characteristics of nodes

affect the lifetime. This can help us to define configuration parameters such that

the communication lifetime of nodes is maximized.

This chapter is organized as follows: In Section 8.1, we study related work.

Assumptions we made in our analysis are presented in Section 8.2. In Section

8.3, we formulate the problem of node-to-node communication lifetime in multi-hop

networks in terms of the energy consumption rate of nodes. An important factor

which affects the energy consumption rate of nodes is overhearing. The impact of

overhearing on the energy consumption rate of nodes is analyzed in Section 8.4,

assuming MAC retransmissions are not supported, and in Section 8.5, assuming

MAC retransmissions are supported. As a by-product of analyzing the energy

consumption rate of nodes, we derive an upper and a lower bound on the lifetime of
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node-disjoint routes in Section 8.6. In Section 8.7, we derive a closed-form expression

for the expected communication lifetime of nodes in wireless multi-hop networks.

We present simulation results in Section 8.8, and summarize the chapter in Section

8.9.

8.1 Related Work

Although many studies have addressed problems related to the problem of

node-to-node communication lifetime in wireless multi-hop networks, a complete

analysis considering all factors such as network connectivity and energy consump-

tion characteristics of nodes is missing. The problem of connectivity of wireless

multi-hop networks was studied extensively in [53, 55, 115–122]. As mentioned in

Chapter 2, this problem deals with issues such as finding the minimum node density

and the minimum transmission range required to keep the network k-connected.

However, to determine node-to-node communication lifetime, we have to consider

the energy consumption rate of nodes as well. Assuming the network is k-connected,

the energy consumption rate of nodes determines when the first route, the second,

and ultimately the kth route between two nodes fail due to the battery exhaustion

of their intermediate nodes.

Analysis of the network lifetime is another problem related to the problem

of node-to-node communication lifetime in wireless multi-hop networks. Many

definitions of network lifetime have been proposed [123]. Some, for example, define

network lifetime in terms of the time until the first node fails due to energy drain

[124], the time until the first cluster head is drained of energy [125], or the time until

only a fraction of the nodes have survived in the network [126]. Another perspective

found in the literature defines the network lifetime in terms of coverage, e.g., the

time until an area of interest is not covered anymore by a subset of nodes [127–130].

Studies which are more relevant to our work define network lifetime in terms of

connectivity, e.g., the duration that the network remains k-connected [131, 132] or

the duration that the size of the largest connected component of the network remains

above a threshold [133] or the duration that a percentage of cluster heads remain

alive and connected [134]. These connectivity-based definitions of network lifetime,

however, are in terms of communication to a base station in wireless sensor networks.

This is different from the ability of an arbitrary pair of nodes to communicate in a

general purpose wireless multi-hop network.

Zhang et al, [135] and Tseng et al, [136] proposed algorithms to predict the

lifetime of discovered routes between nodes. To this aim, they considered the

duration that a route stays intact when the nodes are mobile. Nevertheless, we

know that battery drain of nodes may also cause route failure. Furthermore,
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communication between two nodes might be ended not only due to route failure

but also due to depletion of their own batteries.

The node-to-node communication lifetime in wireless multi-hop networks also

has some relation with the resilience of these networks. Najjar and Gaudiot [137]

defined network resilience as the maximum number of node failures (say for example,

due to battery exhaustion) which can be tolerated while the network remains

connected with a certain probability. There are also some other definitions for the

network resilience in the literature. Colboum [138] defined the network resilience

as the expected number of node pairs that can communicate with each other

when some nodes fail. Ganesan et al. [139] defined it as the likelihood that an

alternative route is available between a source and a destination node when the

shortest path between them fails. Dimitar et al. [140] defined the network resilience

as the maximum number of nodes that can be removed from the network such

that the probability of having a connection between a pair of nodes remains above

a threshold. Considering the concept of resilience in wireless multi-hop networks,

we may say that the node-to-node communication lifetime is the duration that a

connection between two nodes remains resilient. This is a new definition of network

resilience. To analyze this, we need to know when two nodes disconnect from each

other due to failure of intermediate nodes. Among the various studies that addressed

network resilience, only Xing and Wang [141] analyzed the expected duration that a

node is connected to the rest of the network. Nevertheless, they modeled node failure

as a Markov chain to analyze the connectivity of a mobile node to its neighboring

nodes. They analyzed the problem in the steady state without considering the

energy consumption of nodes and failure of routes due to failure of their intermediate

nodes.

Our novelty in this chapter is the analysis of node-to-node communication

lifetime considering both energy consumption of nodes and the network connec-

tivity. The analysis is provided for networks in which the MAC layer supports

retransmissions to recover lost packet, and networks in which MAC retransmissions

are not supported. Our main contributions are as follows:

1. We propose numerical algorithms which can calculate the communication life-

time of two specific nodes in networks with and without MAC retransmission.

To this end, we model energy consumption rate and remaining battery energy

of nodes. The presented algorithms can predict at any moment the maximum

duration that two arbitrary nodes can still communicate with each other.

2. We derive a closed-form expression for the expected value of maximum

node-to-node communication lifetime. The expression that we derive can

predict the expected maximum duration that two arbitrary nodes in a static

network with a random topology can communicate with each other.
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3. We derive upper and lower bounds for the lifetime of alternate node-disjoint

routes between nodes.

Particular is that our treatment is comprehensive in its approach. A strong aspect

of our analysis is that we consider the impact of overhearing, which increases the

practical usefulness of our analysis.

8.2 Assumptions

In this section, we mention the assumptions we made in our analysis. We also

recapitulate some notations from Chapter 2. This helps the reader to better

understand the material of this chapter.

8.2.1 Network Model

Same as before, we represent the network topology by a graph G(V,E), where V
and E are the set of nodes and links, respectively. We assume N = |V| static

nodes are uniformly distributed in the network area. Thus, the network topology

could be random. in our analysis, we consider a general case without making any

assumption about the connectivity of the network. The network may not necessarily

be a connected graph. It may consist of a number of disconnected subgraphs.

Nodes are all battery powered. We define B(t) = {Bu(t)}Nu=1 as the set of

battery energy of nodes at time t, where Bu(t) [J] denotes the battery energy of

node u ∈ V at time t.

Definition 16. Node Failure: If the residual battery energy of a node falls bellow
a threshold Bth, the node is considered to have failed. Without loss of generality,
we assume Bth = 0.

As we assumed nodes fail due to battery exhaustion, other types of failure of

nodes such as malicious attacks are excluded from our analysis. Communication

failure between nodes is only due to battery exhaustion of nodes. Furthermore,

since we study static networks, communication failure due to the mobility of nodes

is not considered either.

The set P = {p(u, v)} is defined as the set of the PDR of links, where p(u, v) is

the PDR of (u, v) for packets of size L [bit]1. If MAC retransmission is supported,

we also define Q = {q(u, v)}, in which q(u, v) is the PDR of acknowledgments

of size La [bit] acknowledging the reception of the data packet which has been

transmitted over (u, v). We emphasize that the effect of transmission error due to

fading, shadowing, and collision are considered in p(u, v) and q(u, v).

1To ease the presentations, we have changed the notation compared to what introduced in
Chapter 3 for the PDR of a link.
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8.2.2 Node-disjoint Routes

Alternative routes which are used to keep nodes connected are assumed to be

node-disjoint.

Definition 17. Node-disjoint Routes: Two routes between a source and a
destination node are node-disjoint, if they do not have any intermediate nodes in
common.

We prefer the use of multiple node-disjoint routes for keeping nodes connected

to each other in wireless multi-hop networks, because failure of a node in such

routes results in failure of only one of the routes. The use of node-disjoint routes

can also reduce the frequency of route discovery, because such routes could be

discovered once before the communication between two nodes starts. In non-disjoint

routes with common intermediate nodes, a new route discovery must be performed

whenever a node in these routes fails1. This indeed generates a high overhead and

increases energy consumption of nodes for route discovery. For this reason, many

multi-path routing protocols try to discover node-disjoint routes [139, 142, 143].

How such routing protocols discover node-disjoint routes is out of the scope of this

chapter. Interested readers are referred to [143] for details about multi-path routing

in wireless multi-hop networks. In this chapter, we only analyze the duration that

two nodes can communicate with each other using nodes-disjoint routes between

them.

We denote Pk =< n1,k, n2,k, ..., nhk,k, nhk+1,k > as the kth node-disjoint route

between the source and the destination, in which nl,k is the lth node in Pk and hk
is the number of hops of Pk. In each route, n1,k is the source node, nhk+1,k is the

destination node, and n2,k, ..., nhk,k are intermediate (relay) nodes which forward

packets hop by hop from the source to the destination. The number of node-disjoint

routes between the source node i and the destination node j is denoted by Ki,j .

Note that we use different notations for the same source and destination in different

node-disjoint routes. That is, n1,1, n1,2,..., n1,Ki,j all refer to the source node i.

Similarly, nh1+1,1, nh2+1,2,..., nhKi,j+1,Ki,j all refer to the destination node j (see

Figure 8.2). We use this notation to ease our presentation in next sections. Here, we

also define Si,j =
⋃Ki,j
k=1 Pk as the set of constituent nodes of all Ki,j node-disjoint

routes between the source node i and the destination node j.

Without loss of generality, we assume the criterion for finding routes is

minimizing the hop-count. Accordingly, the kth node-disjoint route between two

nodes (i.e., Pk) is the route whose rank is k with regard to the hop count. Here, we

do not consider any preference in ranking of routes with the same number of hops.

1Here, we basically assumed that a reactive route discovery mechanism is deployed in the
multi-hop network. As mentioned in Chapter 2, reactive protocols are shown to be more effective
in these networks.
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Figure 8.2 – Node-disjoint routes between a source node i, and a destination
node, j. In this figure, there are three routes between the source and the
destination, (i.e., Ki,j = 3). Depending on the route, different notations are
considered for the source and the destination.

That is, if two routes have the same number of hops, one of them is ranked after the

other one. It is also worthwhile to mention that if the source and the destination

are neighbors, then the first ranked route P1 will be the direct link between the

two nodes (single-hop route). In such a case, no alternative route is required for

communication, because the two nodes will communicate through the direct link

between them until one of them fails. Failure of the source or destination will

end their communication. In our analysis in this chapter, we distinguish between

single-hop and multi-hop routes (connections).

8.2.3 Medium Access Control Mechanism

The analysis we provide here is independent of the type of medium access control

mechanism. Nevertheless, since wireless multi-hop networks are autonomous

systems without a central controller, usually carrier sense multiple access (CSMA)

mechanisms are deployed at the MAC layer (see Chapter 2). We only make the

following assumptions with regard to the medium access control mechanism to

reduce complexity of calculating the energy consumption rate of intermediate nodes

when they forward packets.

1. The transmission time of data packets over wireless links is assumed to be

negligible compared to the inter-arrival time of data packets –belonging to

the same session– from the application layer. The transmission time includes

the waiting time at the MAC layer to access the channel as well as the duration
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required to transmit all bits of the packet on the physical link. In fact, we

assume the MAC mechanism is efficient enough to achieve a relatively small

channel access waiting time. Furthermore, we assume the wireless technology

supports a relatively high data rate such that the transmission time becomes

sufficiently negligible compare to the inter-arrival time of packets from the

application layer.

2. When an intermediate node relays a packet, the time required to receive and

forward the packet is negligible compared to the inter-arrival time of data

packets –belonging to the same session– to that intermediate node. Thus, in

addition to having a negligible transmission time, the processing time of a

packet at an intermediate node is also negligible compared to the inter-arrival

time of packets.

3. When MAC retransmission is supported, we assume that the total time

required to deliver a packet over a physical link is negligible compared to

the inter-arrival of packets of a specific session to the MAC layer of the source

node (from the application layer) or the MAC layer of relay nodes (from the

physical layer).

8.3 Problem Statement and Formulation

We model and analyze the node-to-node communication lifetime as explained in the

sequel. Assume an arbitrary source node i ∈ V transmits packets to an arbitrary

destination node j ∈ V with a rate of λ [packet/s]. The packet transmission is

started at the network startup (without loss of generality). At first, P1, the first

node-disjoint route between the source node and the destination, is used to transfer

packets. If P1 fails due to failure of its intermediate nodes, P2 is used provided that

the source and the destination both are still alive. This continues until either the

source or the destination or the last available route between them, PKi,j fails.

Our goal is to analyze the maximum duration that two nodes in a wireless ad

hoc network can communicate with each other. To this end, nodes belonging to

Si,j must only carry and be affected by the generated traffic by node i destined

to node j. To clarify this, assume that some nodes of Si,j carry traffic other than

the traffic generated by i. They may act as intermediate nodes or even source or

destination in other traffic. However, even if these nodes are not directly involved

in other traffic, they may overhear packets belonging to other traffic. In any case,

their energy consumption will increase compared to the case where they are not

involved with or affected by other traffic in the network. If the energy consumption

rate of such nodes belonging to Si,j increases, they live for a shorter time. This, in

turn, may reduce the duration that i can communicate to j via nodes in Si,j . The
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duration that i can transfer packets to j, denoted by Ti,j , is maximized if nodes in

Si,j do not carry other traffic or are not affected by other traffic in the nerwork.

Ti,j as defined here is the maximum duration that i can transfer packets to j.

As we assumed, the network might be a disconnected network. Thus, there may

not be a route between two nodes which are outside each other’s transmission range.

In such a case, their communication lifetime is zero. However, if there is at least

one route between two nodes or the two nodes are neighbors, their communication

lifetime is either the lifetime of the source node, the destination node, or the last

available route between them.

We first assume that nodes are not neighbors. Let Tk be the time (with respect

to the network start-up t = 0) at which Pk fails, and the use of the next route, Pk+1,

starts for packet transfer. Furthermore, let c(nl,k) [J/s] be the energy consumption

rate of nl,k ∈ Pk when Pk is in-use for packet transfer. We also denote Bnl,k(Tk−1)

as the residual battery energy of nl,k ∈ Pk at the time of failure of Pk−1. Given

these notations, we can determine T1 as follows:

T1 = min(t1,1, t2,1, ..., tl,1, ..., th1,1, th1+1,1),

in which tl,1 is defined as

tl,1 =
Bnl,1(0)

c(nl,1)
, ∀l = 1..h1 + 1.

Here, there could be several possibilities. If T1 = t1,1, failure of the source node ends

the communication between the source and the destination. If T1 = th1+1,1, failure

of the destination ends the communication. If neither T1 = t1,1 nor T1 = th1+1,1,

but there is only one route between the source and the destination (i.e., Ki,j = 1),

then communication ends due to lack of alternative routes. Nevertheless, if there

is a second route to continue the communication after failure of the first route, we

can calculate the lifetime of the second route as follows:

T2 = min(t1,2, t2,2, ..., tl,2, ..., th2,2, th2+1,2),

where tl,2 is defined as

tl,2 = T1 +
Bnl,2(T1)

c(nl,2)
, ∀l = 1..h2 + 1.

We check again whether the source node or the destination node has failed, or

they are still alive, but the second route has failed. According to our notation, in

either case Ti,j = T2. If the source and the destination are still alive, and there is

another route to continue the communication, this procedure is repeated until the

communication fails (see Figure 8.3).
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Figure 8.3 – Communication lifetime of two nodes for the example shown in
Figure 8.2. Failure of the first route happens at the time that the second relay
fails (i.e., t3,1), and failure of the second route happens at the time that the
first relay fails (i.e., t2,2). Nevertheless, failure of the third route happens at
the time that the source node fails (i.e., t1,3).

In general, we have

Tk = min(t1,k, t2,k, ..., tl,k, ..., thk,k, thk+1,k), (8.1)

in which

tl,k = Tk−1 +
Bnl,k(Tk−1)

c(nl,k)
, ∀l = 1..hk + 1, k = 1...Ki,j . (8.2)

Now, assume that the two nodes i and j are neighbors. That is, the single-hop

route P1 = {n1,1 = i, nh1+1,1 = j} is used for communication between them. In

such a case, we obviously have

Ti,j = T1 = min(t1,1, th1+1,1).

As we see, to calculate the communication lifetime of two nodes, we generally

need to determine the energy consumption rate of nodes, c(nl,k), and their remaining

battery energy Bnl,k(Tk−1). In the next two sections, we model these values in

networks with and without MAC retransmissions. On the basis of this modeling

and the problem formulation presented in this section, we will also present in the

next two sections numerical algorithms to calculate the communication lifetime

between two specific nodes in the network.

8.4 Energy Consumption Rate of Nodes without
MAC Retransmission

Energy consumption rate of nodes involved in an ongoing communication between

two nodes depends on the consumed energy for transmission and/or reception of
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data packets. As mentioned in Chapter 3, if TPC and MAC retransmission are not

supported, the energy consumed to transmit and receive a packet of length L [bit]

over a physical link is respectively as follows:

et = εtL, ∀(u, v) ∈ E
er = εrL, ∀(u, v) ∈ E

(8.3)

where, εt and εr [J/bit] are the energy consumed to transmit and receive a single

bit of the packet, respectively.

When it comes to the energy consumption rate, we also need to consider

other sources of energy consumption of nodes. For instance, in wireless multi-hop

networks, nodes consume energy for transmission and reception of control packets

for routing and neighbor discovery (this we call background traffic) and for channel

sensing. They may also consume energy for non-communication purposes such as

application execution (housekeeping). To take into account these sources of energy

consumption in our analysis, we abstract them for each node u by a parameter g(u)

[J/s]. The set of these values for all nodes are denoted by G = {g(u)}Nu=1. For several

reasons, the amount of g(u) could be different for different nodes. One reason is that

different nodes might have a different number of neighboring nodes broadcasting

beacons and other control messages. Another reason is that nodes might be

heterogeneous and consume different amounts of energy for non-communication

purposes. Defining g(u) in this general form makes our analysis also generic and

independent of the type of the networking protocols deployed. We refer to g(u)

as idle-mode energy consumption rate of node u. Here, we say a node is in idle

mode when it does not transmit or receive any data packet which belongs to an

active connection between a source and a destination. This should not be mistaken

for energy consumption of transceivers when they are idle and do not transmit or

receive any packets (data or control).

We consider two cases separately: when the route between the source and the

destination is single hop and when it is multi-hop. A single hop route is always

the only route which is used for packet transfer, because failure of the source or the

destination will end the communication. If the source node i transmits data packets

to the destination node j with the rate λ [packets/s], their energy consumption rate

in a single-hop route is as follows:

c(i) = λet + g(i)

c(j) = λer + g(j).
(8.4)

The following remark is the result of (8.4):

Remark 1. Assuming g(i) = g(j), the energy consumption rate of the source node
in a single-hop route when MAC retransmission is not supported is greater than the
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Figure 8.4 – Each node in a multi-hop connection overhears packets trans-
mitted by its downstream node.

energy consumption rate of the destination node, if εt > εr. Otherwise, the energy
consumption rate of the destination node is higher.

In a multi-hop route, each relay node forwards data packets that it receives

from the previous relay node. There are two issues which must be considered for

computing the energy consumption rate of nodes in multi-hop routes. First, the

packet forwarding rate in each hop depends on the reliability of the upstream links.

When Pk =< n1,k, n2,k, ..., nhk,k, nhk+1,k > is used for packet transfer, nl,k ∈ Pk
forwards packets with the rate λ(nl,k), where

λ(nl,k) =

{
λ, l = 1

λ
∏l−1
m=1 p(nm,k, nm+1,k), ∀l = 2..hk.

Here, λ is the packet transmission rate of the source node.

Remark 2. Due to packet loss over physical links, the packet forwarding rate of
each relay node is lower than or equal to the packet forwarding rate of its upstream
nodes. That is, λ(nl,k) ≤ λ(nl−1,k) ≤ ... ≤ λ(n1,k).

The second issue that we must consider is that each node overhears packets

transmitted by its downstream node as shown in Figure 8.4. The figure shows

that, for example, the second relay overhears packets transmitted by the third

relay. Nevertheless, the third relay (in general the last relay) –which is next to the

destination– does not overhear any packet. Taking into account these two issues

and assumptions made in Section 8.2.3, the energy consumption rates of nodes in

a multi-hop route are computed as follows:

c(n1,k) = λ(n1,k)et + λ(n2,k)er + g(n1,k),

c(nl,k) = λ(nl−1,k)er + λ(nl,k)et + λ(nl+1,k)er + g(nl,k), ∀l = 2..hk − 1,

c(nhk,k) = λ(nhk−1,k)er + λ(nhk,k)et + g(nhk,k),

c(nhk+1,k) = λ(nhk,k)er + g(nhk,k).

(8.5)
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Remark 2 implies that λ(n1,k) ≥ λ(nhk,k). This means, if g(n1,k) ≥ g(nhk,k),

then c(n1,k) > c(nhk+1,k). Furthermore, we have λ(nl,k) ≥ λ(nl+1,k), ∀l = 2..hk.

Thus, according to (8.5), if g(nl,k) ≥ g(nl+1,k), then c(nlk) > c(nl+1,k), ∀l = 2..hk.

Therefore, we can have the following two remarks:

Remark 3. Assuming g(n1,k) ≥ g(nhk,k), the energy consumption rate of the source
node in a multi-hop route when MAC retransmission is not supported is always
greater than the energy consumption rate of the destination node.

Remark 4. Assuming g(nl,k) ≥ g(nl+1,k), ∀l = 2..hk, the energy consumption rate
of each relay node in a multi-hop route when MAC retransmission is not supported
is always greater than the energy consumption rate of its downstream relay node.

Knowing the energy consumption rate of nodes, we can determine their

remaining battery energy at a given time instance. Based on our problem

formulation, we need to calculate the remaining battery energy of nodes in Pk at

the time that this route is used for packet transfer to the destination node. When

previous routes, P1, P2, ..., Pk−1 have been in use, the source node has continuously

transmitted packets and the destination node has continuously received packets.

Hence, their remaining battery energy at the time that Pk is used for packet transfer

is computed as

Bn1,k
(Tk−1) = Bn1,k

(0)−
k−1∑
d=1

c(n1,d)(Td − Td−1),

Bnhk+1,k
(Tk−1) = Bnhk+1,k

(0)−
k−1∑
d=1

c(nhk+1,d)(Td − Td−1).

(8.6)

To determine the remaining battery energy of relay nodes in a multi-hop route,

we notice that the relay nodes in this route may overhear packets transmitted by

nodes in the previously in-use routes. That is, while P1, P2, ..., Pk−1 have been used,

relay nodes in Pk may overhear packets transmitted along these routes (see Figure

8.5). To consider this phenomenon in our analysis, we assume γl,k(d) is the number

of nodes in Pd, ∀d = 1..k−1 –including the source and the destination nodes– which

are neighboring nodes of nl,k ∈ Pk. We define Φl,k(d) = {ϕ1, .., ϕγl,k(d)} as the set

of such nodes. With this definition, we have

Bnl,k(Tk−1) =Bnl,k(0)− g(nl,k)Tk−1

−
k−1∑
d=1

∑
ϕi∈Φl,k(d)

(Td − Td−1)λ(ϕi)er, ∀l = 2..hk, k = 1..Ki,j ,
(8.7)

where, λ(ϕi) is the rate that ϕi forwards packets when it is part of a route. The

following theorem specifies the maximum value of γl,k(d).
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Figure 8.5 – Relay nodes in other routes may overhear packets transmitted
along an in-use route.

Theorem 10. Let {Pk}Kk=1 be the ordered set of node-disjoint routes between two
nodes with regard to the hop-count. Each relay node in Pk can have a physical link
with at most three nodes in Pd –including the source and the destination nodes–
∀l = 2..hk and ∀k, d < k.

Proof. Let < A,B,C,D > in Figure 8.6 be the minimum-hop route between nodes
A and D, and E is an arbitrary node. As figure shows, E could have links with
three nodes A, B, and C without violating the assumption that < A,B,C,D >
is the minimum-hop path. Nevertheless, if there is a link between E and D (the
fourth node), then the minimum-hop route from A to D will be < A,E,D >. This
violates the initial assumption.

Corollary 1. If the discovered routes are minimum-hop routes, then 0 ≤ γl,k(d) ≤
3, ∀l = 2..hk and ∀k, d < k.

Corollary 2. Since the first relay node is a neighboring node of the source node
and the last relay node is a neighboring node of the destination node, we have
1 ≤ γl,k(d) ≤ 3, for l ∈ {2, hk} and ∀k, d < k.

So far, we calculated the energy consumption rate of nodes and their remaining

battery energy in single-hop and multi-hop routes when MAC retransmission is not

supported. We can use (8.4) to calculate the energy consumption rate of the source

and the destination node in a single-hop route, and (8.5) to calculate the energy

consumption rate of the source node, the destination node, and relay nodes in a

multi-hop route. On the basis of the formulation provided in this section and in the

previous section, we can derive an algorithm to calculate the communication lifetime
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Figure 8.6 – Illustration of Theorem 10.

of two specific nodes i and j in the network. The algorithm has been presented in

Algorithm 9 and its related procedure is presented in Algorithm 10. In Appendix

A, we have shown that the time complexity of Algorithm 9 is O(Kmax|V|2) in dense

networks and O(Kmax|V| log(|V|) + Kmax|E|) in sparse networks. Here, Kmax is

the maximum number of node-disjoint routes that exist between two nodes of the

network. That is, Kmax = max(Ki,j) ∀(i, j) ∈ V× V.

8.5 Energy Consumption Rate of Nodes with MAC
Retransmission

If TPC is not supported but MAC retransmission is supported, the expected energy

consumed by u and v when u tries to deliver a data packet of length L bits to v is

(see Chapter 3):

et(u, v) = X̄u,vεtL+ Ȳv,uεrLa

er(u, v) = X̄u,vεrL+ Ȳv,uεtLa.
(8.8)

Here, X̄u,v(L) is the expected number of transmission attempts of node u to deliver

a packet to node v, and Ȳv,u(La) is the expected number of acknowledgments of

length La [bit] sent by v to u for a data packet. As a matter of fact, L ≥ La,

because L includes headers of higher layers and user data, while La only includes

headers of MAC and physical layer. We can also state that X̄u,v(L) ≥ Ȳv,u(La),

∀ (u, v), because an acknowledgment is sent when a data packet is received correctly,

possibly after several attempts. Thus, from (8.8), we can conclude the following:

Remark 5. When MAC retransmission is supported, the energy consumed by a
transmitting node to deliver a packet over a physical link is greater than the energy
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Algorithm 9 A numerical algorithm to calculate the communication lifetime of
two nodes i and j in a wireless multi-hop network.

INPUT G(V,E), B(0), G, P, εr, εt, λ, Q (when MAC retransmission is supported)

if (i, j) ∈ E then
Calculate cs(i) & cs(j)

Tis ←
Bi(0)
cs(i)

, Tjs ←
Bj(0)
cs(j)

return min(Tis , Tjs)
end if
k = 1
Tk−1 ← 0
loop

Find Pk
if Pk = ∅ then

return Tk−1

end if
Calculate c(nl,k), ∀l = 1...hk + 1

tl,k ← Tk−1 +
Bnl,k (Tk−1)

c(nl,k)

Tk ← min(t1,k, t2,k, ..., thk,k, thk+1,k)
if Tk = min(t1,k, thk+1,k) then

return Tk
end if
Update B and G
k ← k + 1

end loop

consumed by the receiving node, if εt ≥ εr. Otherwise, if εt < εr, the energy
consumed by the receiving node will be higher.

The value of X̄u,v(L) and Ȳv,u(La) depend on the quality of the forward link

(u, v) and the reverse link (v, u). The significance of Remark 5 is that the energy

consumed by a transmitting node is always greater than the energy consumed by

the receiving node, regardless of the quality of the link between them.

Knowing the consumed energy for a packet exchange over a physical link, we

can determine the energy consumption rate of nodes in single-hop and multi-top

routes. Considering the assumptions in Section 8.2, the energy consumption rates

of the source node i and the destination node j in a single-hop route are as follows:

c(i) = λet(i, j) + g(i)

c(j) = λer(i, j) + g(j),
(8.9)

where et(i, j) and er(i, j) are as expressed in (8.8).
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Algorithm 10 Updating B and G when MAC retransmission is not supported.

Bn1,k
← Bn1,k

− cn1,k
(Tk − Tk−1)

Bnhk+1,k
← Bnhk+1,k

− cnhk+1,k
(Tk − Tk−1)

for u = 1 to |V| & u /∈ Pk do
Bu ← Bu − g(u)(Tk − Tk−1)
for l = 1 to hk do

if (u, nl,k) ∈ E then
Bu ← Bu − λ(nl,k)εrL(Tk − Tk−1)

end if
end for

end for
if Bu < 0 then

Remove u from G
end if
Remove Pk − {n1,k, nhk+1,k} from G

To determine the energy consumption rate of nodes in multi-hop routes, we

first determine the packet forwarding rate of nodes when MAC retransmission is

supported. When Pk =< n1,k, n2,k, ..., nhk,k, nhk+1,k > is used to transfer data

packets, nl,k will forward packets at a rate

λ(nl,k) =

{
λ, l = 1

λ
∏l−1
m=1R(nm,k, nm+1,k), ∀l = 2..hk.

(8.10)

Here, R(nm,k, nm+1,k) is the reliability of the link (nm,k, nm+1,k) in Pk defined as

R(nm,k, nm+1,k) = 1− [1− p(nm,k, nm+1,k)]
M
,

and M is the maximum number of transmission attempts of a packet over a link.

When MAC retransmission is supported, nodes along a route may overhear

not only data packets transmitted by their downstream nodes, but also acknowl-

edgments transmitted by their upstream nodes (see Figure 8.7). In the example

shown in Figure 8.7, the second relay overhears packets transmitted by the third

relay to the destination, and acknowledgments sent by the first relay to the

source. In general, depending on the number of relay nodes in a route and their

position, a relay node may overhear nothing or it may overhear either data packets,

acknowledgments, or both of them. In a route with only one relay node, the

relay overhears nothing. In a route with two relays, the first relay overhears data

packets transmitted by the second relay to the destination, and the second relay

overhears acknowledgments sent by the first relay to the source. In a route with

more than two relays the first relay overhears only data packets, the last relay
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Figure 8.7 – When MAC retransmission is supported nodes along a route
may overhear data packets transmitted by their downstream nodes and
acknowledgments transmitted by their upstream nodes.

overhears only acknowledgments, and other relays overhear both acknowledgments

and data packets.

Considering the above explanation, the energy consumption rate of the source

and the destination in a multi-hop route Pk is as follows:

c(n1,k) = λ(n1,k)et(n1,k, n2,k) + λ(n2,k)Xn2,k,n3,k
εrL+ g(n1,k),

c(nhk+1,k) = λ(nhk,k)er(nhk,k, nhk+1,k) + λ(nhk−1,k)Ynhk,k,nhk−1,k
εrLa + g(nhk+1).

(8.11)

Remark 6. Even if g(n1,k) > g(nhk+1), due to the effect of the quality of links,
the energy consumption rate of the source node n1,k in a multi-hop route could be
smaller than the energy consumption rate of the destination node nhk+1.

As mentioned before, the energy consumption rate of a relay node in a multi-hop

route depends on the hop-count of the route and the position of the relay in the

route. In a route with two hops, Pk =< n1,k, n2,k, n3,k >, the energy consumption

rate of the relay node is

c(n2,k) = λ(n1,k)er(n1,k, n2,k) + λ(n2,k)et(n2,k, n3,k) + g(n2,k). (8.12)

In a route with three hops, Pk =< n1,k, n2,k, n3,k, n4,k >, the energy consumption

rate of relay nodes n2,k and n3,k is

c(n2,k) = λ(n1,k)er(n1,k, n2,k) + λ(n2,k)et(n2,k, n3,k) + λ(n3,k)Xn3,k,n4,k
εrL+ g(n2,k)

c(n3,k) = λ(n2,k)Yn2,k,n1,k
εrLa + λ(n2,k)er(n2,k, n3,k) + λ(n3,k)et(n3,k, n4,k) + g(n3,k).

(8.13)

In a route with more than three hops, Pk =< n1,k, ..., nl,k, ..., nhk+1,k >, the energy

consumption rate of the first relay, n2,k, and the last relay, nhk,k, is the same as
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the energy consumption rate of the first and the second relay in a route with three

hops, respectively. The energy consumption rate of other relays is as follows:

c(nl,k) =λ(nl−2,k)nl−1,k,nl−2,k
εrLa

+ λ(nl−1,k)er(nl−1,k, nl,k) + λ(nl,k)et(nl,k, nl+1,k)

+ λ(nl+1,k)Xnl+1,k,nl+2,k
εrL

+ g(nl,k), ∀l = 3..hk − 1.

(8.14)

Now, let us define the remaining battery energy of nodes when a route is used for

packet transfer, i.e., Bnl,k(Tk−1). Similar to the case that MAC retransmission is

not supported, the remaining battery energy of the source and the destination when

the source switches from Pk−1 to Pk is defined by (8.6). The residual battery energy

of relay nodes in Pk depends on overhearing of data and acknowledgment packets

from other routes. Note that a relay node does not overhear acknowledgments

from the source node, because the source never transmits an acknowledgment. On

the other hand, the destination never transmits a data packet. Hence, we define

Φl,k(d) = {ϕ1, .., ϕγl,k(d)} as the set of nodes in Pd − {nhd+1,d} (nhd+1,d is the

destination node), which are neighboring nodes of nl,k ∈ Pk, where γl,k(d) is the

size of this set. The transmitted data packets by nodes of Φl(k, d) will be overheard

by nl,k ∈ Pk. We also define ∆l,k(d) = {δ1, .., δγ′l,k(d)} as the set of nodes in

Pd − {n1,d} (n1,d is the source node), which are neighboring nodes of nl,k ∈ Pk,

where γ
′

l,k(d) is the size of this set. The transmitted acknowledgments by these

nodes will be overheard by nl,k ∈ Pk. Given these two sets, Bnl,k(Tk−1) is obtained

as

Bnl,k(Tk−1) =Bnl,k(0)− g(nl,k)Tk−1

−
k−1∑
d=1

∑
ϕi∈Φl,k(d)

(Td − Td−1)λ(ϕi)a(ϕi, ϕi+1)εrL

−
k−1∑
d=1

∑
δi∈∆l,k(d)

(Td − Td−1)λ(δi)b(δi, δi+1)εrLa, ∀l = 2..hk.

(8.15)

Lemma 5. When discovered routes are minimum-hop routes and MAC retransmis-
sion is supported, 0 ≤ γl,k(d) ≤ 3 and 0 ≤ γ′l,k(d) ≤ 3 ∀l = 2..hk and ∀k, d < k.

Proof. The proof follows directly from Theorem 10.

To summarize, we can use the expressions provided in this section to determine

the energy consumption rate of nodes and their remaining battery energy, when

MAC retransmission is supported. On the basis of the formulations provided in

this section, we can determine the communication lifetime between two specific

nodes i and j using Algorithm 9 and its related procedure in Algorithm 11.
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Algorithm 11 Updating B and G when MAC retransmission is supported.

Bn1,k
← Bn1,k

− cn1,k
(Tk − Tk−1)

Bnhk+1,k
← Bnhk+1,k

− cnhk+1,k
(Tk − Tk−1)

for u = 1 to |V| & u /∈ Pk do
Bu ← Bu − g(u)(Tk − Tk−1)
for l = 1 to hk do

if (u, nl,k) ∈ E then
Bu ← Bu − λ(nl,k)Xu,nl,kεrL(Tk − Tk−1)

end if
end for
for l = 2 to hk + 1 do

if (u, nl,k) ∈ E then
Bu ← Bu − λ(nl,k)Ynl,k,uεrLa(Tk − Tk−1)

end if
end for

end for
if Bu < 0 then

Remove u from G
end if
Remove Pk − {n1,k, nhk+1,k} from G

8.6 Bounds on the Lifetime of Node-disjoint
Routes

The lifetime of a route is defined as the time until one of its relay nodes fails (not

the source or the destination node). To determine the route lifetime, we represent

the expression given for Tk in (8.1) as follows:

Tk = Tk−1 +Dk, (8.16)

in which Dk = min

(
Bn2,k

(Tk−1)

c(n2,k) , ...,
Bnhk,k

(Tk−1)

c(nhk,k)

)
is the duration that the kth route

could be used for packet transfer from the source to the destination given that the

source and the destination do not fail at all. Note that the remaining battery energy

and the energy consumption rate of relay nodes in the kth route between different

pairs of source-destination nodes could be different. This means, Dk (and hence

Tk) may take different values for different pairs of source-destination nodes in the

network. The strong point of our analysis in this section is that we determine lower

and upper bounds of Tk for any pair of source-destination nodes.

To this end, let us define Blow(Tk−1) and Bup(Tk−1) as the lower and upper

bounds for the remaining battery energy of a node in the kth node-disjoint route

between a pair of source-destination nodes at time Tk−1, respectively. Furthermore,
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we define clow and cup to be the lower and upper bounds for the energy consumption

rate of a relay node in a multi-hop route, respectively. The following inequalities

follow from the definition of Dk:

Blow(Tk−1)

cup
≤ Dk ≤

Bup(Tk−1)

clow
. (8.17)

If we replace (8.17) in (8.16), we have

Tk−1 +
Blow(Tk−1)

cup
≤ Tk ≤ Tk−1 +

Bup(Tk−1)

clow
. (8.18)

Now, we determine Blow(Tk−1), Bup(Tk−1), clow, and cup as well as the lower and

the upper bounds of Tk in networks with and without MAC retransmissions.

8.6.1 Networks without MAC Retransmission

When MAC retransmission is not supported, the energy consumption rate of a relay

nodes, c(nl,k), was specified in (8.5). An upper bound for c(nl,k) is achieved when

a relay receives and transmits packets with the highest rate, and overhears packets

transmitted by its downstream relay with the highest rate too. The highest packet

forwarding rate for a relay is the rate at which the source transmits packets (i.e., λ).

Let us define gmax = max{g(u)}Nu=1 as the largest energy consumption rate among

nodes of the network for running networking protocols. Using (8.5), we can show

that

c(nl,k) <

{
λL(2εr + εt) + gmax, ∀l = 2..hk − 1,
λL(εr + εt) + gmax, l = hk.

(8.19)

From (8.19), we can conclude that the upper bound of c(nl,k) is

cup = λL(2εr + εt) + gmax.

In theory, a lower bound for c(nl,k) is achieved when a relay node receives packets

with the lowest possible rate. According to Remark 2, the lowest rate that a relay

node in a multi-hop route can receive packets belongs to the last relay in the route.

However, in practice, the route lifetime will be dominated by the lifetime of a node

which has the highest energy consumption rate in that route. Thus, clow is the lowest

energy consumption rate of a relay node whose death fails the route. According to

(8.5), the lowest energy consumption rate for such a relay node belongs to the relay

in a route with two hops. Let us define gmin = min{g(u)}Nu=1 as the lowest energy

consumption rate among nodes for running networking protocols. Furthermore, let

pmin = min{p(u, v)}, ∀(u, v) ∈ E. A lower bound for c(nl,k) is

clow = λL(εr + pminεt) + gmin.
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To determine lower and upper bounds of the remaining battery energy of a relay

node in a route, Blow(Tk−1) and Bup(Tk−1), we use Corollary 1. This corollary

indicates that a relay node can at most overhear three nodes from other routes.

Thus, Blow(Tk−1) is achieved for γl,k(d) = 3, ∀d = 1...k − 1 in (8.7). Furthermore,

all three overheard nodes in each route must transmit with the highest packet

forwarding rate (i.e., λ). Therefore, Blow(Tk−1) is obtained as

Blow(Tk−1) = B − (gmax + 3λεrL)Tk−1.

The upper bound, Bup(Tk−1), is achieved if no node from the other routes is

overheard. In other words, we must consider γl,k(d) = 0, ∀d = 1...k − 1, in (8.7).

Thus,

Bup(Tk−1) = B − gminTk−1.

By replacing the expressions found for Blow(Tk−1), Bup(Tk−1), clow, and cup, in

(8.18), we arrive at the following expression:

A1 + (1−A2)Tk−1 ≤ Tk ≤ A3 + (1−A4)Tk−1, (8.20)

where

A1 =
B

λL(2εr + εt) + gmax

A2 =
gmax + 3λLεr

λL(2εr + εt) + gmax

A3 =
B

λL(εr + pminεt) + gmin

A4 =
gmin

λL(εr + pminεt) + gmin
.

If we look at the definition of A4, we realize that 0 < A4 < 1, which means

0 < 1−A4 < 1. We can also show that if εt > εr, A2 < 1 (hence, 0 < 1−A2 < 1).

The resulting inequalities in (8.20) are recursive. To resolve the recursive

dependency in (8.20), we can replace Tk−1 in the left hand side of (8.20) by the lower

bound of Tk−1, and Tk−1 in the right hand side of (8.20) by the upper bound of

Tk−1. This can widen the bounds, because both 1−A2 and 1−A4 are positive values

(assuming εt > εr). Thus, the recursive inequalities in (8.20) could be represented

as follows:

A1

(
1 + (1−A2) + ...+ (1−A2)k−1

)
≤ Tk ≤ A3

(
1 + (1−A4) + ...+ (1−A4)k−1

)
.

(8.21)
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We can simplify the geometric series in (8.21) to arrive at the upper and lower

bounds of Tk as follows:

Tklow = A1
1− (1−A2)k

A2
, ∀k = 1, 2, ...

Tkup = A3
1− (1−A4)k

A4
, ∀k = 1, 2, ....

The following theorem follows from the derivations in this section:

Theorem 11. Let gmin = min{g(u)}Nu=1, gmax = max{g(u)}Nu=1, and pmin =
min{p(u, v)}, ∀(u, v) ∈ E. If MAC retransmission is not supported, then Tklow ≤
Tk ≤ Tkup in which Tklow = A1

1−(1−A2)k

A2
and Tkup = A3

1−(1−A4)k

A4
and A1 to A4

are defined as

A1 =
B

λL(2εr + εt) + gmax
, A2 =

gmax + 3λLεr
λL(2εr + εt) + gmax

A3 =
B

λL(εr + pminεt) + gmin
, A4 =

fmin
λL(εr + pminεt) + gmin

.

8.6.2 Networks with MAC Retransmission

When MAC retransmission is supported, the energy consumption rate of a relay

nodes c(nl,k) was specified in (8.12) for routes with two hops, in (8.13) for routes

with three hops, and in (8.14) for routes with more than three hops. An upper

bound for c(nl,k) is achieved when a relay node receives and transmits packets with

the highest rate, and overhears both data packets and acknowledgments transmitted

by its downstream and upstream relay nodes. This situation happens in a route

with more than three hops. Thus, from (8.14), we have

cup = λ(amaxL+ bmaxLa)(εt + 2εr) + gmax,

in which amax = max{X̄u,v}, ∀(u, v) ∈ E, and bmax = max{Ȳv,u}, ∀(u, v) ∈ E.

A lower bound for c(nl,k) is achieved when a relay node receives packets with the

lowest possible rate. According to Remark 2, the lowest rate at which a relay node

in a multi-hop route can receive packets belongs to the last relay in the route1.

However, in practice, the route lifetime will be dominated by the lifetime of a

node which has the highest energy consumption rate in the route. When MAC

retransmission is supported, the lowest energy consumption rate for a relay node

whose death can cause route failure happens in a route with two hops, when each

1This remark was mentioned for the case in which MAC retransmission is not supported.
However, it is also true, even if MAC retransmission is supported
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data packet and its acknowledgment are transmitted only once. Using (8.12), we

have

clow = λ(L+ La)(εr + εt) + gmin.

To determine the lower bound for the remaining battery energy of a relay node

in a route Blow(Tk−1), we use Lemma 5. This lemma indicates a relay node can

overhear data packets and acknowledgments at most from three nodes in the other

routes. Therefore, Blow(Tk−1) is achieved as follows for γl,k(d) = 3 and γ
′

l,k(d) = 3,

∀d = 1...k − 1 in (8.15):

Blow(Tk−1) = B − (gmax + 3λ(amaxL+ bmaxLa)εr)Tk−1.

The upper bound Bup(Tk−1), is achieved if no node from the other routes are

overheard. Thus, Bup(Tk−1) is as follows, if we consider γl,k(d) = 0 and γ
′

l,k(d) = 0

∀d = 1...k − 1 in (8.15):

Bup(Tk−1) = B − gminTk−1.

By replacing the expressions found for Blow(Tk−1), Bup(Tk−1), clow, and cup, in

(8.18), we arrive at the following inequalities:

H1 + (1−H2)Tk−1 ≤ Tk ≤ H3 + (1−H4)Tk−1, (8.22)

where

H1 =
B

λ(amaxL+ bmaxLa)(εt + 2εr) + gmax

H2 =
gmax + 3λ(amaxL+ bmaxLa)εr

λ(amaxL+ bmaxLa)(εt + 2εr) + gmax

H3 =
B

λ(L+ La)(εr + εt) + gmin

H4 =
gmin

λ(L+ La)(εr + εt) + gmin
.

If we look at the definition of H4, we realize that 0 < H4 < 1, which means

0 < 1−H4 < 1. Assuming εt > εr, we can also show that H2 < 1 (0 < 1−H2 < 1).

Since both 1 −H2 and 1 −H4 are positive values, we can replace Tk−1 in the left

hand side of (8.22) by the lower bound of Tk−1 and Tk−1 in the right hand side of

(8.20) by the upper bound of Tk−1 to widen the bounds. Thus, we arrive at the

following expression:

H1

(
1 + (1−H2) + ...+ (1−H2)k−1

)
≤ Tk ≤ H3

(
1 + (1−H4) + ...+ (1−H4)k−1

)
.

(8.23)



8.7. EXPECTED NODE-TO-NODE COMMUNICATION LIFETIME 201

We can simplify the geometric series in (8.23) to arrive at the upper and lower

bound of Tk as follows:

Tklow = H1
1− (1−H2)k

H2
, ∀k = 1, 2, ...

Tkup = H3
1− (1−H4)k

H4
, ∀k = 1, 2, ...

The following theorem summarizes the derivations in this section:

Theorem 12. Let gmin = min{g(u)}Nu=1 and gmax = max{g(u)}Nu=1. Let
amax = max{X̄u,v}, ∀(u, v) ∈ E, and bmax = max{Ȳv,u}, ∀(u, v) ∈ E. If MAC

retransmission is, then Tklow ≤ Tk ≤ Tkup in which Tklow = H1
1−(1−H2)k

H2
and

Tkup = H3
1−(1−H4)k

H4
and H1 to H4 are defined as

H1 =
B

λ(amaxL+ bmaxLa)(εt + 2εr) + gmax
,

H2 =
gmax + 3λ(amaxL+ bmaxLa)εr

λ(amaxL+ bmaxLa)(εt + 2εr) + gmax
,

H3 =
B

λ(L+ La)(εr + εt) + gmin
, H4 =

gmin
λ(L+ La)(εr + εt) + gmin

.

8.7 Expected Node-to-node Communication
Lifetime

In Section 8.4 and Section 8.5, we determined the communication lifetime between

two specific nodes in the network. In this section, we determine the expected

value of this lifetime. To this end, we need to know the PDF of the node-to-node

communication lifetime in the network. We saw in Section 8.4 and Section 8.5 that

the node-to-node communication lifetime depends on the reliability of the links.

Thus, its PDF is also dependent on the PDF of the reliability of links in the network.

The reliability of the links in turn depends on the modulation and channel coding

schemes deployed at the physical layer as well as the model of the channel fading

(e.g., Rayleigh or Rician). These dependencies complicate the calculation of the

expected node-to-node communication lifetime in multi-hop networks with random

topology. Furthermore, any analysis will be dependent on the assumed modulation

and channel coding schemes. Considering the effect of overhearing and assuming

different initial battery energy and idle-mode energy consumption rates for different

nodes adds to the complexity of the problem.

In this section, however, we provide an analysis to approximate the expected

value of the maximum lifetime between any two nodes in the network under some
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assumptions. The importance of this approximation is that it gives a closed-form

expression for the maximum duration that two nodes can communicate with each

other in a multi-hop network with a random topology. In the next section, we will

use simulation results to show that this approximate expression is of good accuracy

even if we relax some of the assumptions. The following are our assumptions:

1. All nodes have the same idle-mode energy consumption rate, i.e., g(u) = g,

∀u ∈ V.

2. The packet delivery ratio of all the links is 1 (perfect link), i.e., p(u, v) = 1

and q(u, v) = 1, ∀(u, v) ∈ E.

3. All nodes have the maximum battery energy at network start up, i.e., Bu(0) =

B, ∀u ∈ V.

With these assumptions, we present the analysis for networks with MAC retrans-

mission. The same analysis is valid for networks without MAC retransmission only

if we set La = 0 in the equations presented in this section.

To calculate the expected communication lifetime in the network, we choose

two nodes randomly. They might be either neighbors or several hops away from

each other. If they are neighbors, the direct link between them will be used for

communication. Otherwise, alternative node-disjoint min-hop routes will be used

to keep them connected. The probability that the two nodes are neighbors is the

probability that the destination node (which is chosen randomly) is within the

transmission range of the source node. Since nodes are assumed to be uniformly

distributed, we have Pr{connection is single hop} = πD2
max/A, where Dmax is the

transmission range and A is the network area.

Let T̄ be the expected value of the communication lifetime of two nodes.

Furthermore, let T̄sh be the expected communication lifetime if the two nodes

are neighbors, and T̄mh be the expected communication lifetime if they are not

neighbors. We have

T̄ =
πD2

max

A
T̄sh +

(
1− πD2

max

A

)
T̄mh. (8.24)

8.7.1 Expected Communication Lifetime of Neighboring Nodes

Under the assumption of p(u, v) = 1 and q(u, v) = 1, we have X̄u,v = 1 and Ȳv,u = 1,

∀(u, v) ∈ E. Considering (8.9) and (8.8), the energy consumption rate of the source

node and the destination node, when they are neighbors, is respectively

css = λ (Lεt + Laεr) + g

cds = λ (Lεr + Laεt) + g.
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As a result, the lifetime of the source and the destination will be as follows:

Tss =
B

css
=

B

λ (Lεt + Laεr) + g

Tds =
B

cds
=

B

λ (Lεr + Laεt) + g
.

Assuming εt > εr and L > La, the communication lifetime of two neighboring nodes

is

Tsh = min(Tss , Tds) =
B

λ (Lεt + Laεr) + g
. (8.25)

Since there is no random variable associated with Tsh, we have

T̄sh =
B

λ (Lεt + Laεr) + g
. (8.26)

8.7.2 Expected Communication Lifetime of Non-neighboring
Nodes

We first assume that the number of available node-disjoint routes between the source

and the destination is known. Then, we take into account the effect of randomness

of the number of available routes between two arbitrary nodes.

Assuming p(u, v) = 1 and q(u, v) = 1, ∀(u, v) ∈ E and considering (8.11), we can

express the energy consumption rate of the source node and the destination node

as

csm = λ(Lεt + Laεr) + λεrL+ g

cdm = λ(Lεr + Laεt) + λεrLa + g.
(8.27)

The first term in the expression given for csm in (8.27) is the energy consumed

by the source node to transmit λ packets per second. The second term is the

energy consumed during overhearing of the packets forwarded by the first relay node.

Similarly, the first term in cdm is the energy consumed by the destination to receive a

packet, and the second term is the energy consumed to overhear acknowledgments

sent by the last relay. Thus, the lifetime of the source and the destination in a

multi-hop connection will be as follows:

Tsm =
B

λ (Lεt + (La + L)εr) + g

Tdm =
B

λ ((L+ La)εr + Laεt) + g
.

(8.28)

We recall that the energy consumption rate of relay nodes depends on the

hop-count of the route they are part of. Nevertheless, if we assume the probability
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that two arbitrary nodes in the network are more than three hops away from each

other1 is much higher than the probability that they are less than three hops away

from each other, we can calculate the energy consumption rate of a relay node using

(8.14) as

cr = λ ((L+ La) (2εr + εt)) + g. (8.29)

Now, we can compute the lifetime of the first route as

T̄1 =
B

c̄r
. (8.30)

To compute the lifetime of other node-disjoint routes, we need to determine the

amount of energy remaining for a relay node in these routes at the time that the

route previously used fails. For this, we define γ̄k as the expected number of nodes in

Pk which have physical links with a node from the previous routes Pd, ∀d = 1..k−1.

In the worst case, a relay node whose death causes route failure, overhears both

acknowledgments and data packets transmitted by a node in the route that is in use.

Therefore, using (8.15), we can calculate the amount of battery energy remaining

for such a relay node in Pk as

Bk = B − Tk−1 [γ̄kλεr(L+ La) + g] , ∀k = 1, 2, ..K,

where K is the number of node-disjoint routes between the source and the

destination. Thus, the expected lifetime of the kth route between a source and

a destination is as follows:

Tk = Tk−1 +
Bk
cr
, ∀k = 1, 2, ..K, (8.31)

in which T0 = 0. The recursive equation in (8.31) could be simplified to

Tk =
B

cr

k−1∑
i=0

ρi, ∀k = 1, 2, ..K, (8.32)

where

ρ = 1− γ̄kλεr(L+ La) + g

cr
. (8.33)

From Theorem 10, we have max{γ̄k} = 3. Considering this fact, we can show that

if εt > εr, then ρ < 1. Therefore, the geometric series in (8.32) could be further

simplified as

Tk =

(
B

cr

)(
1− ρk

1− ρ

)
, ∀k = 1, 2, ...K. (8.34)

1more than two hops, in case of no MAC retransmission
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Knowing Tk, Tsm , and Tdm , we can calculate the communication lifetime of

non-neighboring nodes as follows:

Tmh = min(Tsm , TK , Tdm), (8.35)

in which TK is the lifetime of the last available route between a source and a

destination node, which is obtained using (8.34) for k = K. Assuming εt > εr, we

can show that

min(Tsm , Tdm) = Tsm =
B

λ(Lεt + (La + L)εr) + f
.

Therefore, from (8.35) we conclude that

Tmh =

{
TK , if 1−ρK

1−ρ < cr
csm

Tsm , if 1−ρK
1−ρ > cr

csm

(8.36)

The fact that whether 1−ρK
1−ρ < cr

csm
or 1−ρK

1−ρ > cr
csm

depends on the value of K.

Since nodes are distributed randomly, K could be a random variable for an arbitrary

pair of source-destination nodes. Therefore, depending on the value of K, Tmh may

take a value from the set {0, Tsm , T1, T2, T3, T4, ...}. To determine the probability

that Tmh takes one of these values, we first need to determine the minimum value

of K which meets the inequality of 1−ρK
1−ρ > cr

csm
. Let this minimum value of K

be denoted by K∗. Since 1−ρK
1−ρ is the summation of a geometric series with K − 1

positive elements, if 1−ρK
1−ρ > cr

csm
is true for K = K∗, it will be true for K > K∗ as

well. Thus, we can state that

Tmh =

{
Tsm , with Pr{K ≥ K∗}
Tk, with Pr{K = k}, ∀k = 0...K∗ − 1.

(8.37)

In (8.37), Pr{K ≥ K∗} is the probability that there are at least K∗ node-disjoint

routes between the source and the destination, while Pr{K = k} is the probability

that there are exactly k node-disjoint routes between them. Let us define

σ(k) = Pr{K ≥ k}. (8.38)

Then, we have

Pr{K = k} = σ(k)− σ(k + 1). (8.39)

Therefore, the expected value of Tmh is obtained as follows:

T̄mh = Tsmσ(K∗) +

K∗−1∑
k=0

Tk [σ(k)− σ(k + 1)]. (8.40)
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To find an expression for σ(k), we define θ(k) as the probability that there are

at least k node-disjoint routes between every two nodes in the network. Note that

σ(k) is the probability that there are at least k node-disjoint routes between two

arbitrary nodes. The former event is stricter than the latter event. As a result, we

have

σ(k) ≥ θ(k). (8.41)

Considering (8.40) and the inequality in (8.41), we have shown in Appendix B that

T̄mh ≥ Tsmθ(K∗) +

K∗−1∑
k=0

Tk [θ(k)− θ(k + 1)]. (8.42)

Since εt > εr, if we replace T̄mh from (8.42) and T̄sh from (8.26) in (8.24), we

arrive at the following expression for the expected communication lifetime of two

nodes:

T̄ ≥ πD2
max

A
Tss+(

1− πD2
max

A

)[
Tsmθ(K

∗) +

K∗−1∑
k=1

Tk [θ(k)− θ(k + 1)]

]
.

(8.43)

We can approximate θ(k) using the theory of connectivity of wireless ad-hoc

networks. As mentioned in Chapter 2, if nodes in an ad-hoc network are uniformly

distributed in a square area, θ(k) is approximated as follows [53]:

θ(k) =

(
1− e−τ

k−1∑
i=0

τ i

i!

)N
,

where τ = NπD2
max/A. Here, N is the number of nodes, Dmax is the transmission

range, and A is the area of the square field.

Equation (8.43) is our closed-form expression for the expected node-to-node

communication lifetime in wireless multi-hop networks with random topology.

Although, (8.43) gives a lower bound, we show in the next section using simulation

results that it is a very tight bound and could be considered as an approximate

expression for the expected communication lifetime of two nodes.

8.8 Simulation Studies

In this section, we present simulation results to verify our analysis.
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Table 8.1 – Default Values of Simulation Parameters

Parameter Value

Initial battery energy of each node (B) 10 [J]

Source packet transmission rate (λ) 1 [packet/s]

Energy consumed for transmission of a single bit (εt) 160 [nJ/bit]

Energy consumed for reception of a single bit (εr) 85 [nJ]

Data packet size (L) 1088 [bit]

Acknowledgment packet size (La) 240 [bit]

Transmission range (Dmax) 70 [m]

Battery death threshold (Bth) 0

Maximum transmission tries on each link (M) 7

Minimum delivery probability of data packets (pdmin) 0.6

Minimum energy consumption rate gmin 0.1εtL [J/s]

Maximum energy consumption rate gmax 2εtL [J/s]

8.8.1 Simulation Setup

We distribute nodes uniformly in a square area of size 8Dmax×8Dmax, where Dmax

is the transmission range of nodes. In our simulations, the quality of different links

could be different from each other. The PDR of a link for data packets is chosen

randomly from the interval [pdmin , 1]. When MAC retransmission is supported, the

PDR of acknowledgments is computed accordingly considering the ratio between the

length of acknowledgments and data packets. We also assume that the idle-mode

energy consumption rate of different nodes could be different. The idle-mode

energy consumption rate of each node g(u) is chosen randomly from the interval

[gmin, gmax] [J/s]. Note that in practice the PDR of links and the idle-mode energy

consumption rate of nodes may not have a uniform distribution. We chose them

randomly from a given interval only to ensure that different links have different

qualities and different nodes have different idle-mode energy consumption rates.

Upon transmission (reception) of a packet of length L bits by a node, εtL (εrL)

[J] is deducted from its remaining battery energy. If the remaining battery energy

of a node falls bellow a threshold Bth, the node is considered to be dead. When a

node fails, we remove the failed links and update the network topology. To measure

the communication lifetime of two specific nodes, we transmit packets from the

source node to the destination node until the source, the destination, or the last

available route between them fails. Nevertheless, instead of measuring the time

duration, we measure the communication lifetime in terms of the total number of

data packets transmitted by the source before the communication between the source

and the destination fails.
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Table 8.1 shows the default value of various parameters that we use in our

simulations. Considering εt = 160 [nJ/bit] and εr = 80 [nJ/bit] in the table means

that 0.174 [mJ] is consumed for transmission of a packet of size L = 1088 [bit] and

0.087 [mJ] is consumed for reception of the packet. Since we assumed B = 10,

each node has enough energy to transmit 57471 packets or receive 114942 packets

of length 1088 [bit]. Values of gmin and gmax in the table are chosen in such a

way that the idle-mode energy consumption rate of each node is in the same order

of the consumed energy for transmission of a data packet (i.e., εtL). With the

proliferation of energy-efficient networking protocols and low power devices (e.g.,

in wireless sensor networks), the idle-mode energy consumption of nodes could be

a small value in practice.

8.8.2 Estimating Node-to-node Communication Lifetime
using Numerical Algorithms

In this experiment, we generate a network randomly in each simulation run. Then,

we choose a pair of nodes as source and destination randomly. The communication

lifetime of these two nodes is determined using simulation. We also determine

their communication lifetime using Algorithm 9 and its related procedures for

networks with and without MAC retransmissions (i.e., Algorithm 10 and Algorithm

11, respectively). This procedure is repeated 1000 times to compute the average

communication lifetime between two nodes in the network with a confidence level of

98%. The experiment is conducted separately for networks with and without MAC

retransmissions.

8.8.2.1 Effect of the Number of Nodes

Figure 8.8 shows the average node-to-node communication lifetime as a function of

the total number of nodes in the network. The figure shows that there is a good

match between the simulation results and the results predicted by Algorithm 9 in

both types of networks. We also observe that the communication lifetime of nodes

increases as the number of nodes increases. The reason lies in the fact that when the

number of nodes increases, the probability of communication failure between two

nodes due to lack of routes decreases. In such a case, the communication lifetime

of two nodes can reach its maximum value, which is the time that one of the two

nodes fails. Comparison of Figure 8.8(a) with Figure 8.8(b) reveals that the average

node-to-node communication lifetime in networks with MAC retransmissions is

smaller than that of networks without MAC retransmissions. This is due to the

fact that when MAC retransmission is supported, the energy consumption rate of

nodes increases due to retransmissions of data and acknowledgment packets.
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(a) Without MAC retransmission
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(b) With MAC retransmission

Figure 8.8 – Average node-to-node communication lifetime as predicted by
Algorithm 9 and simulations for different number of nodes.
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8.8.2.2 Effect of the Idle-mode Energy Consumption Rate of Nodes

In this experiment, we set gmin to 0.1εtL and we increase the value of gmax. By

increasing gmax, the idle-mode energy consumption rate of nodes increases on an

average. We change gmax from 0.1εtL to 10εtL. Here, gmax = 0.1εtL represents a

situation in which the idle-mode energy consumption rate of nodes is much smaller

than the energy consumed for transmission of a data packet. On the other hand,

gmax = 10εtL represents a situation in which the idle-mode energy consumption rate

of a node could be several times greater than the energy consumed for transmission

of a data packet. This may happen, for instance, when many control packets

are overheard by nodes or their energy is highly consumed for non-communication

purposes (e.g, gaming on a laptop).

Figure 8.9 shows the average node-to-node communication lifetime for networks

with and without MAC retransmissions as a function of the ratio of gmax
εtL

. As

we expect, when gmax
εtL

increases, the average node-to-node communication lifetime

decreases, because the energy consumption rate of nodes increases on the average.

When there are 300 nodes in the network and MAC retransmission is not supported,

the average node-to-node communication lifetime drops from 21701 to 4178, if gmax
changes from 0.1εtL to 10εtL (i.e., 80% decrease). In the network with MAC

retransmissions, it drops by around 70%. When there are 100 (50) nodes, it drops

81% (85%) in networks without MAC retransmissions and 68% (67%) in networks

with MAC retransmissions. This highlights the importance of minimizing the

idle-mode energy consumption rate of nodes compared to the energy they consume

for data communication in order to maximize the node-to-node communication

lifetime.

8.8.3 Expected Node-to-node Communication Lifetime

In this section, we present results verifying the accuracy of the closed-form

expression derived for the expected communication lifetime of nodes in (8.43).

In each simulation run, we generate a network randomly, and choose two nodes

randomly. Then we measure their communication lifetime using the simulation

model. The expected value of the communication lifetime of nodes is computed by

averaging over 1000 simulation runs. We also calculate the expected communication

lifetime of nodes using the expression given in (8.43).

8.8.3.1 Accuracy of Analytical Results in the Ideal Case

We recall that the closed form expression in (8.43) derived under the assumption

that g(u) = g, ∀u ∈ V, and the PDR of each link is 1 (i.e., p(u, v) = 1 ∀(u, v) ∈ E).

Here, we first present results for this ideal case. Then, we study the accuracy of
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(a) Without MAC Retransmission

(b) With MAC Retransmission

Figure 8.9 – Average node-to-node communication lifetime as predicted by
Algorithm 9 and the simulation results for different values of gmax.
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(8.43) when we deviate from this ideal case. That is, when g(u) is not the same for

all nodes and the PDRs of various links are different.

Figure 8.10 shows the simulation and the analytical results for g = εtL. Results

have been shown for networks with and without MAC retransmissions separately.

We observe a good match between simulation and analytical results in both types of

networks. Analytical and simulation results follow the same trend when the number

of nodes increases in the network. An important point is that the expression given

in (8.43) for the expected node-to-node communication lifetime is in fact a lower

bound. However, since the lower bound is relatively tight as shown in Figure 8.10,

it could even be considered as an approximation for the expected node-to-node

communication lifetime. That is, we can represent (8.43) as

T̄ ≈ πD2
max

A
Tss+(

1− πD2
max

A

)[
Tsmθ(K

∗) +

K∗−1∑
k=1

Tk [θ(k)− θ(k + 1)]

]
.

(8.44)

To study the accuracy of (8.44) when we deviate from the ideal case that it

was derived for, we first assume g(u) for all nodes is the same, but p(u, v) can take

different values for different links. Then, we assume p(u, v) is the same for all links,

but g(u) can take different values for different nodes. Finally, we assume both g(u)

and p(u, v) can take different values for different nodes and links.

8.8.3.2 Effect of the PDR of Links

Here, we set g(u) = εtL, ∀u ∈ V, and we choose the value of p(u, v) for each link

randomly from the interval [pdmin , 1]. Note that if we decrease the value of pdmin ,

the PDR of links decreases on the average. Furthermore, the PDRs vary more from

one link to another link. In other words, as pdmin decreases, we deviate more from

the ideal case of having the perfect quality for all links. As Figure 8.11 shows, there

are different trends for the node-to-node communication lifetime in networks with

and without MAC retransmissions. In networks without MAC retransmission, the

analytical results become less accurate as pdmin decreases. This is true regardless of

the number of nodes in the network. Furthermore, the node-to-node communication

lifetime increases if the PDR of links decreases. The reason lies in the fact that

nodes consume less energy for packet forwarding, because they receive less packets

which they have to forward. This increased lifetime comes at the cost of having

less packets delivered to their destinations. On the other hand, in networks with

MAC retransmissions, the node-to-node communication lifetime decreases if the

PDR of links decreases. When MAC retransmission is supported, nodes have to

consume more energy to forward packets on low quality links, because they have to
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(b) With MAC Retransmission

Figure 8.10 – Analytical and simulation results for the expected node-to-node
communication lifetime in terms of the total number of nodes in the network.
The idle-mode energy consumption rate is the same for all nodes and the PDR
is 1 for all links.
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Figure 8.11 – The impact of the PDR of links on the analytical and simulation
values of the expected node-to-node communication lifetime in the network.
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retransmit the same packet more times. Moreover, the accuracy of the analytical

results might even become better if pdmin decreases. This, however, depends on the

number of nodes in the network. For N = 100, the most accurate results belong to

the case of pdmin = 0.6. For N = 150, this happens at pdmin = 0.7. For N = 200,

it happens at pdmin = 1.

8.8.3.3 Effect of the Idle-mode Energy Consumption Rate of Nodes

Here, we set p(u, v) = 1 for all links and we choose g(u) for each node randomly from

the interval [gmin, gmax]. We fix gmin to εtL and change gmax from εtL to 19εtL.

Recall that (8.44) was derived assuming g(u) is the same for all nodes. However,

in this experiment g(u) is different for different nodes. The question is, if we want

to use (8.44) when g(u) is not the same for all the nodes, what should be the value

of g in the expressions given for css , cds , csm , cdm , and cr in Section 8.7? One may

say that since g(u) is assumed to have a uniform distribution between gmin and

gmax, we might be able to derive another expression for the expected node-to-node

communication lifetime assuming g(u) is uniformly distributed. This, however,

may not be useful in practice, because g(u) may not have a uniform distribution in

practice. We only made this assumption for the sake of simulations. Furthermore,

even if we use a realistic distribution for g(u) in the network, it would depend on

many factors such as the wireless technology and the routing and MAC protocols.

This harms our generic analysis.

To resolve the problem, we conjecture that if we replace g with the average

idle-mode energy consumption rate of all nodes, we still might be able to use (8.44)

as an approximation for the expected node-to-node communication lifetime. That

is, we assume g = 1
N

∑
∀u∈V g(u). With this assumption, we have plotted simulation

and analytical values of the lifetime in Figure 8.12 as a function of gmax. Figure

8.12(a) and Figure 8.12(b) show that even if the value of g(u) varies from one node

to another node, (8.44) is still accurate enough. The accuracy of the analytical

results increases as the number of nodes increases in the network.

8.8.3.4 Joint Effect of the PDR of Links and the Idle-mode Energy
Consumption Rate of Nodes

Here, we choose p(u, v) for each link randomly from the interval [0.6, 1], and g(u)

for each node randomly from the interval [0.1εtL, 2εtL]. Figure 8.13(a) and Figure

8.13(b) show the simulation and the analytical results as a function of the number of

nodes in network. The figures show that even if we deviate from the ideal case that

(8.44) was derived for, this expression is able to follow the increasing trend of the

expected node-to-node communication lifetime as the number of nodes increases.

More specifically, when MAC retransmission is not supported, analytical results
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(a) Without MAC Retransmission

(b) With MAC Retransmission

Figure 8.12 – The impact of the idle-mode energy consumption of nodes on
analytical and simulation values of the expected node-to-node communication
lifetime in the network.



8.8. SIMULATION STUDIES 217

50 100 150 200 250 300
0

0.5

1

1.5

2

2.5 x 104

Number of Nodes

Ex
pe

ct
ed

 N
od

e-
to

-N
od

e 
C

om
m

. L
ife

tim
e

 

 

Simulation
Analysis

(a) Without MAC Retransmission

50 100 150 200 250 300
0

0.5

1

1.5

2

2.5 x 104

Number of Nodes

Ex
pe

ct
ed

 N
od

e-
to

-N
od

e 
C

om
m

. L
ife

tim
e

 

 

Simulation
Analysis

(b) With MAC Retransmission

Figure 8.13 – Analytical and simulations results for the expected node-to-node
communication lifetime. The idle-mode energy consumption rate is different
for different nodes and the PDR is different for different links.
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are of higher accuracy at higher numbers of nodes. When MAC retransmission is

supported, analytical results are of higher accuracy at lower numbers of nodes.

8.8.4 Lifetime of Node-to-node Communication for Concur-
rent Connections

So far, we studied the node-to-node communication lifetime when there is no

concurrent communication in the network. We made this assumption in order to find

the maximum node-to-node communication lifetime. In this section, we examine the

node-to-node communication lifetime when there are concurrent communications

between different pairs of source-destination nodes. To this aim, at network start

up, we establish several connections between different pairs of source-destination

nodes which are chosen randomly. Packets are transmitted between each pair

of nodes until their connection fails due to battery exhaustion of the source or

the destination or due to lack of alternative routes between them. We repeat

this experiment for n ∈ {1, 2, 3, 4, 8, 12, 20, 40, 80} concurrent connections and for

N ∈ {50, 100, 150, 200, 250} nodes in the network. For each pair of values (n,N), the

average value of the lifetime of all the established connections during 700 simulation

runs is recorded as the average node-to-node communication lifetime.

Results in Figure 8.14 show that when the number of connections increases, the

average node-to-node communication lifetime converges to a constant value for each

value of the number of nodes. These constant values for different values of N seem

to be close to each other. Figure 8.14 also shows that with increasing number of

nodes, the node-to-node communication lifetime decreases faster. Let us explain

the reason behind this behavior. Since the network area is fixed in this experiment,

the average node degree increases if the number of nodes increases. This, in turn,

improves network connectivity [53]. If the number of connections increases in a

network with a higher degree of connectivity, the energy consumption rate of nodes

increases more. The reason lies in the fact that intermediate nodes in node-disjoint

routes between a pair of source-destination nodes overhear more packets belonging

to different connections. On the other hand, at lower densities, the probability

that a node overhears packets belonging to different connections decreases. This

also explains why the slope of the average communication lifetime is lower at lower

densities.

8.8.5 Bounds on the Lifetime of Node-disjoint Routes

In this section, we verify the accuracy of the upper and lower bounds of the lifetime

of node-disjoint routes. We set the number of nodes in the network to 500 at

which we observed that the network is likely to be 3-connected. We chose two

nodes randomly in a randomly generated network. The time at which the first
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Figure 8.14 – Average node-to-node communication lifetime in networks with
and without MAC retransmissions when there are concurrent connections in
the network.
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route between the selected nodes fails is recorded as the lifetime of the first route.

After failure of the first route, the second route is used which is disjoint from the

first route. Similarly, the time at which the second route fails is recorded as its

lifetime and similarly for the third route. To guarantee that the source and the

destination do not fail before routes, we set their initial battery energy to infinity.

This procedure is repeated for 1000 source-destination pairs of nodes to measure

the lifetime of the first, the second, and the third node-disjoint route between them.

We also computed the lower and the upper bounds using the expressions derived

for them in Section 8.6. Results are shown in Figure 8.15 for networks without

MAC retransmissions and Figure 8.16 for networks with MAC retransmissions. The

obtained value for each pair of nodes is shown by a dot in each figure (1000 dots for

each point of the horizontal axis). We have plotted the route lifetime as a function

of the ratio between the energy consumed by the wireless interface to transmit a

single bit to the energy consumed to receive a single bit, i.e., εt
εr

. The figures show

that the derived bounds can accurately bind various values obtained for the lifetime

of the first node-disjoint route between different pairs of source-destination nodes

in both types of network (with and without MAC retransmission). For the second

and third routes, the lower bound is still accurate in both types of networks. The

upper bound, however, is not very accurate when εt
εr

is low. Nevertheless, as εt
εr

increases, the upper bounds become accurate as well.

8.9 Summary

In this chapter, the lifetime of node-to-node communication was analyzed in static

wireless multi-hop networks. The analysis was provided for two types of multi-hop

networks: networks which support MAC retransmissions to recover lost packets,

and networks which do not support MAC retransmissions. We observed that

MAC retransmission reduces the node-to-node communication lifetime. Numerical

algorithms were presented for predicting the maximum duration that two nodes can

still communicate with each other at a given moment. We also derived a closed-form

expression for the expected value of the maximum node-to-node communication

lifetime in static wireless multi-hop networks with random topology. Upper and

lower bounds on the lifetime of node-disjoint routes between two arbitrary nodes

in networks with random topology were derived. Extensive simulation studies were

used to verify the accuracy of the analysis.
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(a) 1st Route (b) 2nd Route

(c) 3rd Route

Figure 8.15 – Upper and lower bound of the lifetime of the first, the second,
and the third node-disjoint routes between a pair of source-destination nodes
in networks without MAC retransmissions. Each dot between the two lines is
a value obtained for one pair of source-destination nodes. In this experiment,
g(u) for each node is chosen randomly from the interval [0.1εtLd, 2εtLd].
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(a) 1st Route (b) 2nd Route

(c) 3rd Route

Figure 8.16 – Upper and lower bound of the lifetime of the first, the second,
and the third node-disjoint routes between a pair of source-destination nodes
in networks with MAC retransmissions. Each dot between the two lines is a
value obtained for one pair of source-destination nodes. In this experiment,
g(u) for each node is chosen randomly from the interval [0.1εtLd, 2εtLd].



Chapter 9

Cooperative Signal
Transmission Techniques

So far in this dissertation, we have studied the design of energy-efficient techniques

for routing and topology construction in wireless multi-hop networks. We also

analyzed the duration that nodes can stay connected to each other in these

networks. Our study has covered MAC, network (routing), and transport layers

of the communication stack. We observed that the proposed mechanisms for these

layers can substantially reduce the energy consumption of nodes for communicating

with each other. Nevertheless, we can still reduce the energy consumption of nodes

in wireless multi-hop networks by bringing energy-efficiency into the physical layer of

the communication stack. In this chapter, we study a novel technique for reducing

the transmission power of nodes for reliable wireless signal transmission1. This

technique is called cooperative signal transmission (CST), in which nodes cooperate

with each other to transmit signals to their respective receiving nodes. We address

CST in single-antenna and multi-antenna wireless networks. Our novelty in this

chapter is two-fold: 1) we propose a multi-antenna CST system based on block

space-time codes and we analyze its performance. 2) We propose a multi-hop CST

system, and we analyze it performance.

The rest of this chapter is organized as follows: we first provide the background

on CST in Section 9.1. Then, the multi-antenna cooperative system is presented in

Section 9.2, and the multi-hop cooperative system is presented in Section 9.3. We

summarize the chapter in Section 9.4.

1Another possible way for bringing the energy-efficiency into the physical layer is to design
very low power circuits to reduce the energy consumption of processing elements of transceivers
during packet transmission and reception. This research line, however, is beyond the scope of this
thesis.
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Relay Link

Transmission Range of Sender

Figure 9.1 – A simple schematic of a CST system with one relaying node.

9.1 Background

An inherent characteristic of wireless networks is that signals are propagated over

a shared medium. Thus, neighboring nodes of a transmitting node can overhear

transmitted signals over the shared medium. This provides an opportunity to create

diversity gain by retransmission of the overheard signals by the neighbors, and

combining the retransmitted signals with the original signal at the receiving node.

A receiving node receives signals not only directly from the transmitting node but

also indirectly from its common neighbors with the transmitting node (referred to

as relay nodes). An example is shown in Figure 9.1, where one relay node which is

a common neighbor of the transmitting node (the sender) and the receiving node

(the receiver) forwards the overheard signals from the sender. To detect information

originally transmitted by the sender, the receiver combines signals received through

the direct link with those received through the relay link(s) A Maximal Ratio

Combiner (Rake Receiver) [50] could be used to combine these signals in such a

way that the detection error is minimized at the receiver. A degree of transmission

diversity is created in this way, which can reduce the symbol error rate (SER)

at the receiver. Compared to other types of diversity in communication networks

such as time diversity and spatial diversity, the diversity in the CST systems is

called cooperative diversity [144–146]. However, the sender and the relay nodes

need to use orthogonal channels (e.g., using different time slots in a TDMA-based

MAC) in order to achieve the cooperative diversity. In such a case, the maximum

diversity order equal to the number of transmitted and retransmitted signals can

be achieved [144]. An important goal in the design of a CST system is to achieve

the maximum diversity gain through cooperation between wireless nodes.
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CST systems were proposed and studied for the first time in [144–146].

Sandonaris et al. [145,146] studied the capacity gain of a CST system consisting of

two senders cooperating with each other to transmit their signals to their respective

receivers. In another perspective, Laneman et al. [144] proposed two types of CST

systems, namely amplify-and-forward (AF) and detect-and-forward (DF) systems.

They analyzed the outage probability in these two CST systems, i.e., the probability

that the received instantaneous SNR is below a threshold. Laneman’s work is

considered as fundamental in this area.

In an AF system, the relay node amplifies the signals received from the sender.

Thus, retransmitted signals by the relay are a faded and noisy version of the original

signals of the sender. On the other hand, in a DF system, the relay node detects

signals transmitted by the sender. The detected signals are modulated again and

retransmitted to the receiver via a different channel. Since the retransmitted signals

in a DF system are subjected to a decision error in the relay node, a DF system

may not provide a cooperative diversity gain [144]. AF systems, on the other hand,

can achieve a diversity gain, because relaying nodes retransmit an amplified version

of the signals. Ribeiro et al. [147] have shown that at high SNRs the symbol error

rate (SER) at the receiver in a single antenna AF system with Q relaying nodes is

approximated as

SERAF ≈
∏Q+1
i=1 2i− 1

2kQ+1
mod (Q+ 1)!

1

γ̄sd

Q∏
i=1

1

γ̄si
+

1

γ̄di
(9.1)

in which γ̄sd is the average received SNR in the direct channel between the sender

and the receiver. Furthermore, γ̄si is the average received SNR in the wireless

channel between the sender and the ith relay, and γ̄di is the average received SNR

in the wireless channel between the ith relay and the receiver. Parameter kmod is a

constant which depends on the modulation scheme (e.g., kmod = 2 for BPSK).

The question that arises here is how CST could provide energy-efficiency in

wireless networks. The key point is, since CST reduces the transmission error

probability at the receiver (due to diversity gain), the sender can transmit signals

with a lower transmission power while the same target BER requirement is satisfied.

However, since relay nodes also consume energy for retransmission of signals, one

may think that the overall energy consumption in the CST system may even be

higher compared to a system without CST. In several studies [144, 145, 147], it

has been shown that this is not true. Cooperation between the sender and the

relay nodes can reduce the overall energy consumption for signal transmission to

the receiver. To give some insight into this issue, we have plotted the SER of

several single-antenna transmission systems in Figure 9.2. AF systems with 1,

2, and 3 relays have been compared to a DF system with 1 relay and a system

without cooperation. To have a fair comparison between various systems, the



226 9. COOPERATIVE SIGNAL TRANSMISSION TECHNIQUES

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

1.E+00

5 10 15 20 25

S
ym

bo
l E

rr
or

 R
at

e

AF-1 Relay
AF-2 Relays
AF-3 Relays
DF-1 Relay
No Cooperation

Total Transmission Power
 of Source and Relay Nodes [dB]

Figure 9.2 – Symbol error rate of several single-antenna transmission systems
as a function of the total transmission power of the transmitting nodes. The
wireless channel is assumed to be slowly flat Rayleigh, and the modulation
scheme is BPSK. The channel power and the noise power are normalized to
one.
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total transmission power of transmitting nodes in various systems is kept the

same. The figure shows that CST systems (both AF and DF systems) outperform

signal transmission without cooperation, and the AF systems outperform the DF

system. Furthermore, increasing the number of relays in the AF system increases

the energy-efficiency of the system in terms of the required power of nodes for

reliable signal transmission to the receiver.

9.2 Multi-antenna Cooperative Systems

If nodes are equipped with multiple antennas, a cooperative strategy could improve

the performance of the communication system by providing additional diversity

gain. The question we answer in this section is how to design an efficient CST

system when nodes are equipped with multiple transmitting and receiving antennas.

Such a system is called a multi-antenna CST system. Here, we present a generalized

multi-antenna CST system, and analyze its performance. In this system, the sender,

the receiver, and each relay node can have multiple antennas. Nodes use orthogonal

space-time block codes (OSTBCs) to code symbols transmitted over their multiple

antennas. Space-time block codes are effective channel codes for signal transmission

in multi-antenna systems [148–150].

9.2.1 Space-Time Coding and Decoding

In OSTBCs, modulated symbols are transmitted block-by-block. Each block of

transmitted symbols is represented by a matrix known as code matrix. Every

transmitted space-time code matrix in node u is a matrix of size Nu × Tu, [148],

where Tu is the number of the required time slots for transmission of the elements of

the code matrix over Nu transmitting antennas. The particular OSTBC designed

for the system determines the way a code matrix is generated from the original

information symbols, and the way the coded symbols are transmitted over multiple

antennas. Variants of OSTBCs have been proposed in the literature. A simple and

early-proposal of these codes is the Alamouti code [151] which has been designed

for two transmitting antennas. If two information symbols s1 and s2 are about to

be transmitted by the node, the code matrix in the Alamouti code is as follows:(
s1 s2

−s∗2 −s∗1

)
where, x∗ is the complex conjugate of x. In the Alamouti code, elements of the first

row of the matrix code are transmitted over the two antennas in the first time-slot.

Elements of the second row are transmitted in the second time-slot. Here, s1 and

s2 are symbols generated by a digital modulation such as BPSK.
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An important criterion in the design of block space time codes is the efficiency

of these codes. The efficiency of a code is determined by the number of information

symbols transmitted during the time slots required for transmitting elements of a

code matrix. In this regard, we observe that the efficiency of the Alamouti code is

one, because two information symbols are transmitted in two time slots1.

In general, for transmission of a block of W modulated symbols (henceforth

information symbols) from u to v (u and v are neighbors), they are divided into

Mu = W/Ku vectors of information symbols of length Ku, where Ku is the number

of information symbols per code matrix. Each vector of information symbols is

represented by s
(m)
u , m = 1...Mu, and its kth element is shown by s

(m,k)
u , k = 1...Ku.

The generated code matrix corresponding to the information vector s
(m)
u is denoted

by S
(m)
u . Under the assumption of having a flat fading wireless channel, after

transmission of elements of S
(m)
u from u, v receives U

(m)
uv as follows:

U(m)
uv = H(m)

uv S(m)
u + Z(m)

uv , m = 1...Mu, (9.2)

where U
(m)
uv is a complex valued matrix of size Nv × Tu, and its (i, j) element is

received by the ith antenna of node v at the jth time slot. Here, H
(m)
uv is the channel

coefficient matrix of the (u, v) link for the mth transmitted code matrix. The (i, j)

elements of H
(m)
uv represents the channel coefficient between the ith antenna of u and

the jth antenna of v. These elements are i.i.d. complex Gaussian random variables

with variance Ωuv. Since the channel is flat, these coefficients, which are assumed

to be known at the receiver, remain fixed during transmission of one code matrix,

but may vary independently from one code matrix to another. In (9.2), Z
(m)
uv is

the noise matrix whose elements are also assumed to be i.i.d. zero mean complex

Gaussian random variables with variance N.

The information symbols of the code matrix S
(m)
u can be detected separately

after linear processing of the elements of U
(m)
uv [148]. The details of the decoding

procedure and the linear processing procedure can be found in [149]. Following the

outlined method in [149], we can show that by linear processing of the elements of

U
(m)
uv , Ku decision statistics are generated, each of which is a noisy version of just

one information symbol. The decision statistics for detecting s
(m,k)
u is obtained as

follows:

ũ(m,k)
uv = ‖H(m)

uv ‖2F s(m,k)
u +w̃(m,k)

uv , m = 1...Muk = 1...Ku, (9.3)

where ‖H(m)
uv ‖2F is the square Frobenius norm of H

(m)
uv and w̃

(m,k)
uv is a white

zero mean Gaussian noise sample with variance ‖H(m)
uv ‖2FN. Using these decision

statistics, we can detect each transmitted symbol separately using a maximum

likelihood detector [50].

1 Interested readers are referred to [149, 150] to see other variants of OSTBCs designed for
more complex multi-antenna systems.
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Figure 9.3 – A schematic model of a multi-antenna CTS system.

9.2.2 Signal Transmission in the Multi-antenna Cooperative
System

The strong point of the MIMO (multi-input multi-output) cooperative system that

we propose is that it is a generalized system. There could be an arbitrary number

of relay nodes each of which have an arbitrary number of antennas. The sender

and the receiver have also an arbitrary number of antennas. Nodes use OSTBCs for

information transmission over their multiple antennas. We also propose a new model

of cooperation in MIMO systems called process-and-forward (PF). In this mode, the

retransmitted signals from the relay nodes are obtained by linear processing of the

received space-time coded signals from the sender and not by just amplifying these

signals or detecting them. In the sequel, we explain how relay nodes construct

forwarded signals, and how the receiver combines signals received from the sender

and the relay nodes.

Figure 9.3 shows a generic model of the multi-antenna cooperative system in

which Q relay nodes are present. Sender, receiver and relay nodes are denoted as

s, d, rq, q = 1...Q, respectively, and Np, p ∈ {s, r1, ..., rQ, d}, represents the number

of antennas of the corresponding node. In this system, the sender transmits a

block of W information symbols to the receiver and each of the relay nodes (in the

same way as described in the previous subsection). The number of corresponding

code matrices generated at the sender is Ms = W/Ks, where Ks is the number of

information symbols per code matrix of the sender (we assume that W is an integer

multiple of Ks.) Upon transmission of a generated code matrix from the sender,
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Table 9.1 – Received signals and the generated decision statistics at relays
and the receiver.

Received Signals Generated Decision Statistics

U
(m)
sd = H

(m)
sd S

(m)
s + Z

(m)
sd , m = 1...Ms ũ

(m,k)
sd = ‖H(m)

sd ‖2F s
(m,k)
s + w̃

(m,k)
sd

k = 1...Ks

U
(m)
srq = H

(m)
srq S

(m)
s + Z

(m)
srq , m = 1...Ms ũ

(m,k)
srq = ‖H(m)

srq ‖2F s
(m,k)
s + w̃

(m,k)
srq

k = 1...Ks

U
(lq)
rqd

= H
(lq)
rqd

S
(lq)
rq + Z

(lq)
rqd

, lq = 1...Mrq ũ
(lq,tq)
rqd

= ‖H(lq)
rqd
‖2F ζ

(i)
rq ũ

(i,j)
srq + w̃

(lq,tq)
rqd

,

tq = 1...Krq

denoted by S
(m)
s , m = 1...Ms, the receiver receives U

(m)
sd , and the relay node rq

receives U
(m)
srq as shown in Table 9.1. After the so-called linear processing of the

elements of U
(m)
sd , the receiver generates Ks decision statistics. They are denoted

a ũ
(m,k)
sd in Table 9.1. Similarly, the relay node rq generates Ks decision statistics

after the linear processing of the elements of U
(m)
srq which are represented by ũ

(m,k)
srq

in the table.

When all Ms code matrices are transmitted from the sender, the receiver and

each of the relay nodes generate Ms × Ks = W decision statistics. Each of these

decision statistics is a noisy version of one of the originally transmitted symbols

from the sender. The receiver retains these decision statistics until it receives the

retransmitted information from the relay nodes. Each relay nodes transmits its W

generated samples to the receiver in the next phase after encoding them using an

OSTBC designed for its number of antennas. But before encoding, each decision

statistics is multiplied by an appropriate coefficient. This coefficient is used to

equalize the power of the noisy sample with the average transmission power of the

sender (denoted by Ps). In fact, the statistics ũ
(m,k)
srq is multiplied by the coefficient

ζ(m)
rq =

√√√√ Ps

‖H(m)
srq ‖2F

(
‖H(m)

srq ‖2FPs + N
) . (9.4)

As a result, the set of samples which are transmitted from rq to d is specified

by Srq = {{ζ(m)
rq ũ

(m,k)
srq }Ks

k=1}
Ms
m=1. The members of Srq act as information symbols

for rq. They are encoded by Mrq = W/Krq code matrices where Krq is the number

of information symbols per code matrix generated by rq. We assume that W is also

an integer multiple of Krq . The relay nodes transmit the generated code matrices

to the receiver through orthogonal channels. After transmission of the lqth code

matrix from rq, denoted by S
(lq)
rq , lq = 1...Mrq , the receiver receives U

(lq)
rqd

as shown
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in Table 9.1 and generates Krq decision statistics denoted by ũ
(lq,tq)
rqd

in the table,

each of which is actually a noisy version of one member of Srq . The mapping

between pairs (i, j) and (lq, tq) in the expression given for ũ
(lq,tq)
rqd

in the table is

specified by i = d (lq−1)Krq+tq
Ks

e and j = (lq − 1)Krq + tq − (i − 1)Ks in which dxe
is equal to the smallest integer not less than x. According to this mapping, we can

easily show that when lq varies between 1 and Mrq , and tq varies between 1 and

Krq , i varies between 1 and Ms and j varies between 1 and Ks. This verifies that

there is a one-to-one mapping between the generated statistics ũ
(lq,tq)
rqd

, lq = 1...Mrq ,

tq = 1...Krq , and the members of set Srq .

If we substitute ũ
(i,j)
srq in the expression given for ũ

(lq,tq)
rqd

in Table 9.1, from

the given expression for ũ
(m,k)
srq in the table (after replacing (i, j) with (m, k)), an

alternative formula for ũ
(lq,tq)
rqd

can be obtained as follows:

ũ
(lq,tq)
rqd

= ‖H(i)
srq‖

2
F ‖H

(lq)
rqd
‖F 2ζ(i)

rq s
(i,j)
s +w̌

(lq,tq)
rqd

, (9.5)

where, w̌
(lq,tq)
rqd

is a white zero-mean Gaussian noise sample with variance

‖H(lq)
rqd
‖2F ‖H(i)

srq‖
2
F ‖H

(lq)
rqd
‖2F ((ζ(i)

rq )2 + 1)N.

Equation (9.5) shows that ũ
(lq,tq)
rqd

contains information about s
(i,j)
s , i.e., an

information symbol transmitted by the sender. Therefore, according to (9.5) and the

expression given for ũ
(m,k)
sd in Table 9.1, we can observe that for every transmitted

symbol from the sender, the receiver generates Q decision statistics from the relays

and 1 decision statistics from the sender. By a maximal ratio combination of these

Q + 1 decision statistics, each information symbol of the sender can be estimated

at the receiver as follows:

ŝ(m,k)
s = arg

α∈S
max Real{Λm,k × α∗}, m = 1...Ms, k = 1...Ks, (9.6)

where ŝ
(m,k)
s is an estimation of s

(m,k)
s , and S is the signal constellation of the used

modulation. In (9.6), Λm,k is defined as

Λm,k = ũ
(m,k)
sd +

Q∑
q=1

‖H(m)
srq ‖2F ζ

(m)
rq ũ

(fq,gq)
rqd

‖H(m)
srq ‖2F ‖H

(fq)
rqd
‖2F (ζ

(m)
rq )2 + 1

. (9.7)

Here, the superscripts fq and gq are obtained as fq = d (m−1)Ks+k
Krq

e and gq =

(m− 1)Ks + k − (fq − 1)Krq .
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9.2.3 Symbol Error Rate Analysis

The error rate performance of the described multi-antenna cooperative system

depends on the distribution of SNR in the decision variable Λm,k. This SNR is

referred to as the post-detection SNR. To find an expression for the post-detection

SNR, we substitute ũ
(m,k)
sd from its definition in Table 9.1, and ũ

(fq,gq)
rqd

from (9.5),

(after replacing (lq, tq) with (fq, gq)), into (9.7). We arrive at an alternative

expression for Λm,k as follows:

Λm,k =

(
Am +

Q∑
q=1

B2
mClq (ζ

(m)
rq )2

BmClq (ζ
(m)
rq )2 + 1

)
sm,k + w̃

(m,k)
sd +

Q∑
q=1

Bmζ
(m)
rq w̌

(fq,gq)
rqd

BmClq (ζ
(m)
rq )2 + 1

,

where

Am = ‖H(m)
sd ‖

2
F

Bm = ‖H(m)
srq ‖

2
F

Clq = ‖H(fq)
rqd
‖2F .

The post-detection SNR is defined as the ratio of the power of the signal

component to the power of the noise component in the decision variable Λm,k.

After some calculations, the post-detection SNR is obtained as

λm,k =

(
Am +

Q∑
q=1

B2
mClq (ζ

(m)
rq )2

BmClq (ζ
(m)
rq )2 + 1

)
Ps
N
. (9.8)

If we substitute ζ
(m)
rq from (9.4) into (9.8), we have

λm,k = γ
(m)
sd +

Q∑
q=1

γ
(m)
srq γ

(lq)
rqd

γ
(m)
srq + γ

(lq)
rqd

+ 1
. (9.9)

Parameters γ
(m)
sd , γ

(m)
srq , and γ

(lq)
rqd

are defined as

γ
(m)
sd = Am

Ps
N

γ(m)
srq = Bm

Ps
N

γ
(lq)
rqd

= Clq
Ps
N
.

Since these parameters are dependent on the realization of the channel matrices,

the post-detection SNR for each information symbol is represented as a random
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variable. According to (9.9), this random variable can be represented as follows:

χ = χsd+

Q∑
q=1

χsrqχrqd

χsrq + χrqd + 1
. (9.10)

Here, χsd, χsrq and χrqd are random variables corresponding to the parameters

γ
(m)
sd , γ

(m)
srq and γ

(lq)
rqd

, respectively. It can be verified that χuv ∼ g(∆uv, γ̄uv) in which

∆uv = NuNv and γ̄uv = ΩuvPs/N, for u ∈ {s, rq} and v ∈ {rq, d}. The notation

X ∼ g(a, b) means that the random variable X has a gamma distribution with

parameters a and b (see [152] for further information about the gamma distribution).

The SER of the MIMO cooperative system can then be expressed using

Marcum’s Q-function as

SER=

∫ ∞
0

Q
(√

kmodx
)
fχ(x)dx, (9.11)

where fχ(x) is the PDF of the random variable χ and kmod is a constant which

depends on the modulation type. As shown in [153], if the derivatives of fχ(x)

up to order n − 1 are null, at high SNRs (9.11) can be approximated using the

McLaurin series of fχ(x) as follows:

SER≈
∏n+1
i=1 (2i− 1)

2(n+ 1)!k
n+1
mod

∂nfχ
∂xn

(0). (9.12)

Therefore, in order to calculate the SER, we need to determine the value of n so

that
∂jfχ
∂xj (0) = 0 for j < n, but

∂nfχ
∂xn (0) 6= 0, and also find the corresponding value

of
∂nfχ
∂xn (0). To this end, we first approximate χ at high SNRs as

χ ≈ χsd+
Q∑
q=1

χsrqχrqd

χsrq+χrqd
. (9.13)

Then, we use the following proposition.

Proposition 1. Let 1(π) be equal to 1 if π is a true statement and equal
to 0 if π is a false statement. Let us define a random variable A as A =
X +

∑Q
q=1 YqZq/(Yq + Zq) in which the mutually independent random variables

X, Yq and Zq ,q = 1...Q, have a gamma distribution so that X ∼ g(a, x̄),
Yq ∼ g(bq, ȳq), and Zq ∼ g(cq, z̄q) (a, bq, and cq are integers). If we represent
the PDF of the random variable A by fA(w), then all derivatives of fA(w) up

to order n − 1 are null, where n = a − 1 +
∑Q
q=1 min(bq, cq), and ∂nfA

∂wn (0) =
1
x̄a

∏Q
q=1 [ 1

ȳ
bq
q

· 1(bq≤cq) + 1
z̄
cq
q
· 1(cq≤bq)].

Proof. See Appendix C.
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Using the above proposition, we can establish that:

∂nfχ
∂xn

(0) =
1

γ̄∆sd

sd

Q∏
q=1

1

γ̄
∆srq
srq

·1(∆srq≤∆rqd)
+

1

γ̄
∆rqd

rqd

· 1(∆rqd≤∆srq )
, (9.14)

where n = ∆sd− 1 +
∑Q
q=1 min(∆srq ,∆rqd). After substituting

∂nfχ
∂xn (0) from (9.14)

into (9.12), and replacing the parameters γ̄sd, γ̄srq , γ̄rqd with their definitions given

earlier, we arrive at the following expression for the SER of the multi-antenna

cooperative system:

SER≈
∏gd
i=1 (2i− 1)

2gd!k
gd
mod

1

ΩNsNdsd

×
Q∏
q=1

 1

Ω
NsNrq
srq

·1(NsNrq≤NrqNd)
+

1

Ω
NrqNd
rqd

· 1(NrqNd≤NsNrq )

(Ps
N

)−gd (9.15)

in which

gd = n+ 1 = NsNd +

Q∑
q=1

min(NsNrq , NrqNd).

All this complex calculations show us that the proposed multi-antenna coopera-

tive system can achieve a diversity gain of order gd, because the SER decays with

power gd when SNR increases. If we look at the expression given for gd, we can

see that gd is equal to the summation of Q + 1 terms, each of which represents

the achieved diversity order of one of the existing links between s and d (direct

or relayed). The term NsNd in this summation represents the diversity order of

the direct MIMO link between s and d, which according to [148] is the maximum

achievable spatial diversity order of such a MIMO link. Similarly, the term

min(NsNrq , NrqNd) represents the diversity order of the relayed link s → rq → d,,

which is the minimum value of the maximum achievable diversity orders of s→ rq
and rq → d MIMO links. Intuitively, we can say that this is the maximum achievable

diversity order of the two hop link s → rq → d. Thus, the proposed multi-antenna

cooperative system can provide the maximum achievable diversity order.

9.2.4 Simulation Studies

We present simulation results to give a hint about the SER performance of the

proposed multi-antenna cooperative system. In our simulations, we assume that

each of the sender and relay nodes has two transmitting antennas and uses the

Alamouti code. The receiver has a single receiving antenna. For comparison, we

also consider a similar configuration but with single antenna relay nodes. The

modulation scheme is QPSK, and the channel power is normalized to one for



9.3. MULTI-HOP COOPERATIVE SYSTEMS 235

all links. The channels are slowly flat Rayleigh. For a fair comparison between

various systems, we again keep the total transmission power of all transmitting

nodes (sender and relays) constant in various systems. That is, in each system

RPs = cte, in which R is the summation of the number of antennas of the sender

and all relay nodes in that system.

Figure 9.4 shows the SER for the various cooperative systems. The figure shows

that when the number of relay nodes or the number of antennas of each node

increases, the performance of the cooperative system improves. For instance, to

achieve an SER of 10−5, increasing the number of single antenna relay nodes from 1

to 2 or from 2 to 4 provides approximately 3 and 2.5 dB gain, respectively. Hence,

we can decrease the total transmission power of nodes to half keeping the same SER

for the system. We can also observe that shifting from one double antenna relay

node to two double antenna relays provides a 2.5 dB gain of transmission power.

At high SNRs, the SER performance of the cooperative system with two

single antenna relays is the same as that of the cooperative system with one

double-antenna relay. The same is true for the system with 4 single-antenna

relays and the system with 2 double-antenna relays. Therefore, we can replace

two single-antenna relays with one double-antenna relay (or vice versa) and still

have the same SER performance. We can also replace 4 single-antenna relays with

2 double-antenna relays while the SER remains unchanged. As a general rule

and based on (9.15), we can say that cooperative systems with different antenna

configurations can have the same SER performance provided that gd is the same

for all of them. Thus, for example, the systems with 4 single-antenna or 2

double-antenna relays can also be replaced with a system in which the sender has 3

antennas, the receiver has one antenna and one relay with 3 antennas used (gd = 6

for all of them).

9.3 Multi-hop Cooperative Systems

The cooperative systems introduced in the previous sections are primarily designed

for creating diversity gain. In these systems, the relay node blindly retransmits

the overheard signals either after detecting (the DF model), amplifying (the AF

model), or processing (the PF model) the received signals. This inspires us to

think about a new way of multi-hop communication in which nodes blindly relay a

signal until it is received by the destination. This eliminates the need for a routing

protocol in wireless multi-hop networks. However, it can create a high overhead,

since every node forwards blindly any signal that it receives. Nevertheless, we can

think of applications in which such a multi-hop communication strategy could still

be efficient. For instance, we can think of a linear wireless multi-hop network in

which sensors are deployed along a narrow corridor for measuring the temperature.
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n1 n2 n3 n4 n5 Sink

Figure 9.5 – A simple schematic of a multi-hop CST system.

In such an application, we can line up sensor nodes each of which cover part of the

corridor (see Figure 9.5). At the end of the corridor, there could be a sink node

which collects the values measured by all sensors. Since each sensor node knows that

whatever it receives has to be forwarded, there will be no need for a routing protocol.

The only issue is that if nodes can not distinguish the direction from where the signal

has received, they may forward some packets unnecessarily. For instance, in Figure

9.5, n1 should not forward signals that it receives from n2. Similarly n2 should not

forward what it receives from n3 and so on. To resolve this problem, we need to

either use directional antennas, where the angle of arrival specifies the direction that

the signal has been received from. In such a case, both AF and DF models could be

utilized for signal forwarding. Nonetheless, if nodes use omni-directional antennas,

then we need to find another solution to increase the energy-efficiency of the system.

One possible way is to assign each node an identifier which shows the position of

the node in the line. Each transmitted packet by a sensor should have the sender

identifier in its PHY header. Only if the sender identifier in the received packet

is smaller than the identifier of the receiving node, the packet must be forwarded.

This scheme could be easily deployed using the DF model. It is not suitable for the

AF model, because in the AF model signals are forwarded without being detected.

Thus, the sender identifier could not be known. To know the sender identifier, we

need to detect the signals and re-construct at least the PHY header. Nevertheless,

we show in this section that AF and DF multi-hop cooperative systems have the

same SER at high SNRs and quite comparable performance at other SNRs.

9.3.1 Signal Transmission in Multi-hop Cooperative
Systems

Figure 9.6 depicts a multi-hop communication system with h hops in which n0 and

nh are considered as the source and destination nodes, respectively. Nodes labeled

n1, n2, . . . nn−1 are relay nodes. In this model, ui ∈ S represents the transmitted

symbol from the node ni, i = 0...h − 1. Here, S is the signal constellation of an

M-ary modulation scheme, which its elements denoted as sm, m = 1...M. In the

figure, yi, i = 1...h, is the symbol received by ni. Without loss of generality, we

assume a flat-fading model for wireless channels between nodes. Thus,

yi = ciui−1 + zi, i = 1...h, (9.16)
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u0 y1 u1 uh-1yh-1 yh

Figure 9.6 – System model of a multi-hop cooperative system.

where ci is the channel coefficient of the (ni−1, ni), which is a zero mean Gaussian

random variable with variance Ωi. Furthermore, zi is an additive white Gaussian

noise sample with variance N. The transmitted symbol from the sender u0 is

achieved after modulating log2 M binary digit(s). The method for generating the

transmitted symbols by the relay nodes depends on the type of forwarding protocol.

9.3.1.1 Multi-hop AF Cooperative System

For the AF system, we have

ui = ζiyi, i = 1...h− 1, (9.17)

where ζi is a coefficient required to equalize the power of the transmitted symbol ui
with the transmission power of the sender. If we assume that the elements of the

signal constellation have equal energy, then

ζi =

√
Ps

|ci|2Ps+ N
, i = 1...h− 1.

Here, Ps is the transmission power of the source node. After replacing uh−1 from

(9.17) into the expression given for yh in (9.16), and repeating this for uh−2 and so

on, we arrive at the following expression for yh:

yh =

(
h∏
k=1

ckζk−1

)
u0 +

h−1∑
k=1

(
h∏

l=k+1

hlζl−1

)
zk + zn, (9.18)

with the convention ζ0 = 1.

From (9.18), the symbol transmitted by the source node u0 can be estimated at

the destination node using a maximum likelihood detector as follows:

uh = arg max
α∈S

Real{A∗hyh × α∗},

where, Ah =
∏h
k=1 ckαk−1 and * stands for the complex conjugate. Here, uh denotes

the detected symbol at the destination node.
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9.3.1.2 Multi-hop DF Cooperative System

For the DF system, we have

ui = ûi−1, i = 1...h− 1, (9.19)

where ûi−1 is an estimation for ui−1, i.e., the transmitted symbol from ni−1,

obtained at ni as follows:

ûi−1 = arg max
α∈S

Real{d∗i yi × α∗}, i = 1...h− 1. (9.20)

The detected symbol at the next hop can be the same as the transmitted symbol

from the previous hop. However, due to a detection error, they might be different,

but still belong to the same signal constellation. Based on the convention introduced

in (9.19), for the DF model the detected symbol at the destination node, i.e., uh,

can be obtained using (9.20) for i = n.

9.3.2 Symbol Error Rate Analysis

The SER of the multi-hop cooperative system depends on whether the AF or the

DF model is used. We consider these two cases separately.

9.3.2.1 Multi-hop AF Cooperative System

For the prescribed multi-hop AF system, the SER can be approximated at high

SNRs as follows [147]:

SERAF (h) ≈
h∑
i=1

1

2kmod
γ̄i, (9.21)

in which, γ̄i is the average received SNR of the ith hop defined as γ̄i = ΩiPs/N.

9.3.2.2 Multi-hop DF Cooperative System

For the multi-hop DF system, we define the SER as the probability that the detected

symbol at the destination is different from the symbol transmitted by the source.

However, a detection error at each hop may compensate the decision errors made

in the previous hops. As a result, even if there are some detection errors at the

relay nodes, the detected symbol at the destination node could be the same as

the transmitted symbol from the source node. This adds to the complexity of the

problem.

In order to find an expression for the SER of the multi-hop DF system, we model

the system as a Markov chain (see Figure 9.7). As shown in the figure, the detected

symbol at each hop is dependent on the transmitted symbol from the previous hop
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Figure 9.7 – Markov model of a multi-hop DF system.

and the error probability in the current hop. In Figure 9.7, we have assumed that

the transmitted symbol from the source node is s1. The transmitted symbol from

the source node could be estimated at n1 as another symbol, and after transmission

of the estimated symbol from n1, it might be detected again as another symbol at

n2, and so on. We denote the probability that ui = sk subject to having ui−1 = sj ,

by pijk (a transition probability). Considering the model shown in Figure 9.7, the

end-to-end symbol error probability of the multi-hop DF system can be calculated

as

SERDF (h) = Pr{uh 6= u0} =

M∑
j=1

M∑
k=1
k 6=j

1

M
anjk , (9.22)

where anjk = Pr{uh = sk|u0 = sj}. In (9.22), we assumed that the members of

the signal constellation are equally probable, i.e., Pr{u0 = sj} = 1/M. To find an

expression for anjk , we use the fact that

Pr{uh = sk} =

M∑
l=1

Pr{uh−1 = sl}phlk , k = 1...M. (9.23)

By introducing a 1 ×M vector as s[h] = [Pr{uh = s1}, ....,Pr{uh = sM}], (9.23)

can be represented in a vector form as follows:

s[h] = s[h− 1]Ph, (9.24)

where Ph is defined as

Ph =

 ph11 ph12 · · · ph1M

...
...

. . .
...

phM1
phM2

· · · phMM

 .
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Equation (9.24) verifies that the multi-hop DF system can be modeled as a

Markov chain [154]. The recursive expression in (9.24) could also be represented in

this form:

s[h] = s[0]P1 ×P2 × ...×Ph, (9.25)

where s[0] is an initial value vector.

Our goal is to find an expression for anjk = Pr{uh = sk|u0 = sj}. Note that the

kth element of s[h] is equal to Pr{uh = sk}. However, we already have taken into

account the probability of u0 being equal to sj for calculating SERDF (h) in (9.22).

Thus, the kth element of s[h] will be equal to ahjk , if we assume that s[0] in (9.25) is

equal to wj , where wj is a 1×M vector whose elements are all zero except the jth

element, which is one. This assumption means that u0 = sj , and the kth element

of s[h] is actually ahjk .

To find the kth element of s[h], we start with h = 1 in (9.25). We have

s[1] = wjP1 = [p1j1 , p1j2 , ...., p1jj , ...p1jM ].

For h = 2, we have

s[2] =

[
M∑
m=1

p1jmp2m1
, ...,

M∑
m=1

p1jmp2mM

]
.

Note tha pill = 1−
∑M
m=1
m6=l

pilm . Thus, after some calculations we can show that the

kth, k 6= j, element of s[2], denoted by sk[2], can be represented as follows:

sk[2] = p1jk + p2jk + Ck,2, k 6= j, (9.26)

where,

Ck,2 =

M∑
m=1
m 6=j,k

p1jmp2mk − p1jk

M∑
m=1
m6=k

p2km − p2jk

M∑
m=1
m 6=j

p1jm .

Equation (9.26) shows that sk[2], for k 6= j, is equal to the summation of the two

first order terms p1jk and p2jk , and a number of second order terms whose effects

have been captured by Ck,2. By deduction we can show that the kth element of

s[h], can be expressed as follows:

sk[h] =

h∑
i=1

pijk + Ck,h, k 6= j, (9.27)

in which the term Ck,h captures the effect of the higher order terms from order 2

to order h. In general, a term with order q is proportional to the multiplication
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of q transition error probabilities chosen from the set {pijk |j, k = 1...M, j 6= k,

i = 1...h}.
By substituting sk[n] from (9.27) with anjk in (9.22), we can arrive at the

following expression:

SERDF (h) =

M∑
j=1

M∑
k=1
k 6=j

h∑
i=1

1

M
p
ijk

+ Ch, (9.28)

where,

Ch =
1

M

M∑
k=1
k 6=j

Ck,h.

If we assume that the transition error probability pijk for k 6= j is a very small value,

then we expect Ck,n, (k 6= j, n ≥ 2) to take a relatively small value compared to

the first order terms in (9.27). Consequently, Ch is likely to be negligible compared

to the first order terms in (9.28). Therefore, the following approximation can be

obtained:

SERDF (h) ≈
h∑
i=1

M∑
j=1

M∑
k=1
k 6=j

1

M
pijk . (9.29)

Equation (9.29) can be represented in terms of the individual error probabilities

of the h hops. We denote the individual error probability of the ith hop by δi, which

is calculated as

δi =

M∑
j=1

M∑
k=1
k 6=j

1

M
pijk , i = 1...h.

Thus, we can write (9.29) alternatively as

SERDF (h) ≈
h∑
i=1

δi. (9.30)

Equation (9.30) shows that the end-to-end SER of the multi-hop DF system is

approximately equal to the summation of the SERs of the individual hops subject

to pijk , ∀j, k ∈ [1,M], j 6= k, ∀i are sufficiently small values. Such a condition can

be true at high SNRs, especially when the two symbols are not adjacent symbols in

the signal constellation. However, as M and h increase, the number of higher order

terms in (9.28) increases exponentially. Thus, it is possible that in some situations

Ch is not negligible compared to the summation of the first order terms. But our
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experiments show that at high SNRs, e.g., greater than 10 dB, the approximation

in (9.30) is a good approximation1.

Although the model of the multi-hop DF system was expressed for slow-varying

flat fading Rayleigh channels with coherent detection, but to arrive at (9.29), we

just considered the equivalent model in Figure 9.7. This model is valid for any

multi-hop DF system regardless of the modulation scheme, the channel model (it is

even valid for wired links), the detection scheme, the accuracy of the channel state

information, and even the number of transmitting and receiving antennas. We can

even consider different communication systems for each hop. The effects of all these

assumptions can be captured by the corresponding values of δ1...δh. This means that

the obtained result for the SER of the multi-hop DF system is surprisingly general

and applicable to any type of multi-hop DF communication system.

Let us consider single antenna nodes and Rayleigh channels with coherent

detection. For this case, δi at high SNRs for MPSK modulation is approximated

as [50]:

δi ≈
1

2kmod
γ̄i, i = 1...h.

Thus, at high SNRs, the SER of the multi-hop DF system is given by

SERDF (h) ≈
h∑
i=1

1

2kmod
γ̄i. (9.31)

If we compare the expressions given for the SER of the multi-hop DF system in

(9.31) and the expression given for the SER of the multi-hop AF system in (9.21),

interestingly we can find out that for the case of slow-varying flat-fading Rayleigh

channels and coherent detection and single antenna nodes, these two systems have

the same SER performance at high SNRs. This means that whether the relay nodes

detect the received signals and transmit the detected symbols or they just retransmit

the amplified signals, the end-to-end SER will be the same at high SNRs.

9.3.3 Simulation Studies

In this section, we present simulation results to compare the performance of the

multi-hop DF and AF systems. We assume the modulation scheme is QPSK,

and the channel power is normalized to one in all hops. Figure 9.8 shows the

SER of the multi-hop DF system with 6 hops as a function of the transmission

power of the source node. Both analytical and simulation results are presented.

Analytical results are obtained using (9.31). Plots in Figure 9.8 show that there is

a good agreement between analytical and simulation results at high SNRs. Similar

1We assume that δi is a small value for all i = 1...h, and hence the
∑h

i=1 δi never exceeds 1
which is the maximum feasible value for the error probability.
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observation can be made through plots in Figure 9.9. This figure shows the SER of

a multi-hop DF system with different number of hops. As Figure 9.9 reveals, when

the number of hops in a multi-hop DF system increases, the SER at the destination

node increases. For instance, when the transmission power is 20 dB, the error rate

is increased by approximately a factor of 10 as the number of hops increases from

2 to 16. We can also observe that at an SER of 10−2, shifting from two to four

hops (or from four to eight hops) causes 3 dB degradation in the SER performance.

That is, the transmission power of each node must be doubled if we want to have a

SER similar to the case of two hops (or four hops).

Figure 9.9 compares the SER of the multi-hop DF and AF systems. The plots

in this figure show that the SER of these two systems are comparable not only at

high SNRs – as (9.21) and (9.31) predict – but also at low and moderate SNRs.

9.4 Summary

In this chapter, cooperative signal transmission techniques in wireless multi-hop

networks were studied. A cooperative model for multi-antenna wireless networks

was proposed on the basis of Orthogonal Space-time Block Codes. An approximate

formula for the symbol error rate of the proposed system was derived. We

proved mathematically that the proposed multi-antenna cooperative system can

provide maximum diversity order. Furthermore, various multi-antenna cooperative

systems with different structures could have the same symbol error performance.

Simulation studies showed that if nodes cooperate with each other in signal

transmission, a smaller transmission power can provide the same symbol error

rate. We also studied multi-hop forwarding schemes based on amplify-and-forward

and detect-and-forward cooperative signal transmission. Their performance was

analyzed and closed-form expressions were derived to approximate the symbol error

rate of these systems. We showed that the performances of multi-hop cooperative

signal transmission schemes based on amplify-and-forward and detect-and-forward

models are close.
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Figure 9.8 – Symbol error rate of the multi-hop DF and AF systems for QPSK
modulation. Only simulation results have been presented.
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Chapter 10

Conclusion and Outlook

Multi-hop wireless communication enables personal networking, sensor networking,

and mobile ad hoc networking. Wireless devices could be easily networked in a

self-organized way to expand infrastructure networks or to provide local services.

Limited energy budget of wireless devices and vast deployment of wireless multi-hop

networks around the world necessitate the use of energy-efficient communication

schemes in these networks. This not only can save a considerable amount of

energy world-wide, but also can increase the operational lifetime of battery-powered

wireless devices in a network environment.

In this dissertation, we provided an in-depth study of energy-aware and

energy-efficient design and analysis of wireless multi-hop networks. A suite of

optimized communication schemes were designed considering energy as the key

parameter. These schemes together form a platform to bring energy-efficiency

across various layers of the communication stack accompanied by load balancing

and reliability. Effectiveness of the proposed schemes was studied extensively.

10.1 Recapitulation of our Contributions

We briefly review the challenges and novelty of our contributions in this dissertation.

10.1.1 Modeling Link Level Energy Consumption

At first, we developed a detailed mathematical model for energy consumption

during packet exchange over wireless links. Many existing models are not accurate,

since they neglect minute details such as the energy consumption of processing

elements of transceivers, impact of packet retransmission and the reliability of links

247
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and the packet size on the energy consumption. To develop a realistic and an

accurate model, we considered the structure of commercial transceivers. We also

used experimental results to show that most of the time, lost packets are actually

detected completely by receivers but discarded due to erroneous bits. This implies

that energy consumed for receiving lost packets can be the same as the energy

consumed to receive packets correctly. Our investigations also showed that energy

consumption of transceivers for packet processing during transmission or reception

is quite considerable compared to the energy consumed by them to generate the

required power for signal transmission over the air. Thus, to be able to design

optimal energy-efficient communication schemes for wireless multi-hop networks,

these sources of energy consumption must be considered.

10.1.2 Energy Cost for End-to-end Packet Traversal

After modeling the energy consumption across wireless links, we analyzed the total

energy required to transfer a packet between two nodes of the network in a multi-hop

way. The impact of packet retransmissions triggered by the data link and transport

layers was discussed in detail. Energy consumption in four types of packet transfer

in wireless multi-hop networks was analyzed. These four types of packet transfer

are: 1) without link layer and transport layer (end-to-end) retransmissions, 2) with

only link layer retransmissions, 3) with only transport layer retransmissions, and 4)

with both link and transport layer retransmissions. Investigations showed that when

links are of low quality, transport layer retransmissions increase energy consumption

of devices dramatically in large networks. Link layer retransmissions are more

energy-efficient and allow scalable expansion of wireless multi-hop networks.

10.1.3 Energy-efficient Routing

To reduce energy consumption of nodes, it is important to find energy-efficient

routes which minimize the required energy for end-to-end packet traversal between

nodes. This issue was tackled next. We designed routing algorithms to find

energy-efficient routes in wireless multi-hop networks. We observed that the

required energy depends on whether link and transport layer retransmissions are

supported. Thus, we designed energy-efficient routing algorithms for each of the

four types of packet transfer in wireless multi-hop networks. However, to reduce

the complexity of routing due to cross-layer dependency on physical, data link, and

transport layers, we unified the four algorithms into one algorithm. We showed

that the unified algorithm can still find energy-efficient and reliable routes in all

the four cases. The proposed routing algorithms link between energy efficiency and

reliability of links in wireless multi-hop networks. They not only find energy-efficient
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routes but also are able to find reliable routes. This in fact is the result of

the use of a realistic energy consumption model in the design of our proposed

energy-efficient routing algorithms. Investigations showed that the use of inaccurate

energy consumption models (those neglecting energy cost of processing elements and

the effect of link quality) in the design of an energy-efficient routing algorithm harms

both energy-efficiency and reliability of the network.

10.1.4 Battery-aware Routing

The use of energy-efficient routes, however, may result in node overuse, because

some nodes might be frequently selected as part of energy-efficient routes between

nodes. It is important to consider the remaining battery energy of nodes in route

selection to balance the traffic load between nodes. Nevertheless, this should

not result in a lack of energy-efficiency and reliability. How to achieve these

goals was the next issue that we addressed in this dissertation. We proposed

enhanced battery-aware routing algorithms for wireless multi-hop networks. The

proposed algorithms consider the remaining battery energy of nodes, the reliability

of links, and the energy consumption characteristics of transceivers altogether to

find energy-efficient and reliable routes that balance the traffic load in the network.

In some applications of wireless multi-hop networks (e.g., personal networks),

some nodes of the network can be connected to the mains (grid network). This

fact was used to develop battery-aware routing algorithms which consider the

type of power supply of nodes and avoid relaying packets over battery-powered

nodes. An issue, here, is the increased latency since long routes consisting

of many mains-powered nodes could be favored to short routes consisting of

few battery-powered nodes. To mitigate the problem, we proposed bi-objective

battery-aware routing algorithms that consider minimizing a battery-cost and the

latency as two objectives in route selection. This can effectively reduce latency

of the end-to-end packet traversal while the traffic is effectively directed to the

mains-powered nodes of the network. However, we observed that directing the

traffic load to mains-powered nodes can increase the lifetime of nodes only if

overhearing of neighboring nodes is avoided. Overhearing reduces the lifetime of

nodes profoundly and neutralizes the gain which could be achieved by relaying

packets over mains-powered nodes of the network. If relay traffic is directed towards

mains-powered nodes, battery-powered nodes around these nodes overhear many

packets and fail quickly. The network lifetime increases only if overhearing is

eliminated using sleep and wake up MAC protocols, or is reduced using topology

control algorithms. Next, we studied topology control in wireless multi-hop

networks.
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10.1.5 Topology Control

Topology control reduces the transmission range of nodes in such a way that the

network remains connected (or k-connected) with a fewer number of links. In

fact, topology control determines the neighbor discovery policy at the data link

layer of the communication stack. A new localized fault-tolerant topology control

algorithm was proposed for networks with heterogeneous power supplies (e.g.,

personal networks). The proposed algorithm creates a fault-tolerant backbone of

mains-powered nodes using the most energy-efficient links. Then, battery-powered

nodes are attached to this backbone with the minimum required transmission power.

We proved that this algorithm preserves k-connectivity of the network. That is, if

the network is k-connected without topology control, it will be k-connected after

reducing the transmission range of nodes using our proposed algorithm. We also

proved that our proposed algorithm minimizes the maximum transmission power

among battery-powered nodes of the network for keeping the network k-connected.

Simulation studies showed that the proposed algorithm can substantially reduce the

transmission range of all the nodes and in particular the battery-powered nodes of

the network. Reducing the transmission range of battery-powered nodes reduces

the energy consumption of these nodes for overhearing. Thus, directing the relay

traffic to mains-powered nodes can still provide a gain even if overhearing is not

eliminated using energy-efficient MAC protocols.

10.1.6 Analysis of Node-to-node Communication Lifetime

We analyzed the duration that two arbitrary nodes in a wireless multi-hop network

with a random topology could communicate with each other from the transport

layer viewpoint. A closed-form expression for the lifetime of a connection between

two nodes was derived in static networks with random topology. This expression

specifies the expected duration that two arbitrary nodes of the network can

communicate with each other via intermediate nodes between them. It also

specifies how and to what extent various factors such as node density, transmission

range, network deployment area, packet transmission rate, and energy consumption

characteristics of nodes affect the lifetime.

10.1.7 Cooperative Signal Transmission

Finally, we studied cooperative signal transmission at the physical layer for reducing

the energy consumption of nodes for signal transmission over the air. A cooperative

model for multi-antenna wireless networks was proposed and its performance was

analyzed. The proposed scheme used Orthogonal Space-time Block Codes and
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a novel process-and-forward technique for cooperation in signal transmission in

networks with MIMO devices. We proved mathematically that the proposed

multi-antenna cooperative system can provide the maximum achievable diversity

gain for such systems. Furthermore, we showed that when nodes cooperate with

each other during signal transmission over the wireless medium, even with a

smaller transmission power the same symbol error rate could be achieved. We

also proposed a novel cooperative signal transmission technique for multi-hop

packet forwarding at the physical layer, namely multi-hop detect-and-forward

cooperative communication. The performance of the proposed scheme was analyzed

mathematically.

10.2 Our Results in a Nutshell

In this section, we list some of findings in this research, and relate them with

research issues mentioned in Chapter 1. Our main findings with regard to Research

Issue R1 are as follows:

• Energy consumption of processing circuits of transceivers is quite considerable

compared to the energy consumed for signal transmission over the air.

As a result, the traditional belief that in wireless networks multi-hop

communication is more energy-efficient than single-hop communication is not

always true.

• Adjusting the transmission power of nodes according to the distance results

in energy-efficiency only if reliability of links is not harmed due to reducing

the transmission power.

• Energy consumption in wireless multi-hop network increases exponentially

with the size of these networks if end-to-end retransmissions are used. It

increases linearly if link level retransmissions are used instead.

With regard to Research Issue R2, we found that:

• Neglecting the energy consumption of processing circuits of transceivers in the

design of energy-efficient routing algorithms not only harms energy-efficiency

in wireless multi-hop network but also reduces the reliability of these networks.

• Reliability and energy-efficiency are linked together in wireless multi-hop

networks. The use of less reliable routes is not energy-efficient either.
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• Energy consumption for reception of broadcast messages used by routing

protocols is the dominant source of energy consumption of nodes in the

network. Reducing this source of energy consumption can significantly

increase the operational lifetime of the network.

With regard to Research Issues R3 and R4, we found that:

• Load balancing in wireless multi-hop networks must be accompanied by energy

-efficiency. The use of non-energy-efficient routes neutralizes the gain achieved

by a load balancing scheme.

• Directing the relay traffic to mains-powered nodes in a wireless multi-hop

network can increase the operational lifetime of the network only if overhearing

is reduced. This could be achieved using a topology control algorithm to keep

the number of neighboring nodes of battery-powered nodes as small as required

to keep the network connected (or fault-tolerant).

With regard to Research Issues R5 and R6, we found that:

• Overhearing neighboring nodes can substantially reduce node-to-node com-

munication lifetime in wireless multi-hop networks.

• Cooperative signal transmission can reduce the transmission power of coop-

erative nodes for reliable signal transmission over wireless channels.

10.3 Vistas for Future

We can highlight four main research areas to follow up this work. First, one can

study the minimum amount of energy required for communication in various types of

networks including infrastructure wireless networks. Given the transmission power

of nodes, we in this dissertation specified the minimum energy required for multi-hop

communication from the transport layer viewpoint. In a follow up work, one could

focus more the physical layer. To this end, one can determine the minimum required

energy for reliable communication over various types of wireless channels, i.e.,

flat and frequency-selective channels with Rayleigh, Rician, or Nakagami-m fading

models. Considering various types of channel codes (block and convolutional codes)

and various digital modulation schemes would also be an interesting dimension of

the follow up research.

Another interesting area is the use of energy-efficient multi-hop networks that we

designed here to provide energy efficiency to our daily lives by creating a distributed

intelligence for monitoring our activities and surroundings. Here, one can think

of middleware solutions to reduce energy consumption at buildings. The role of
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personal networks could be important to achieve this goal. Personal networks can

provide a distributed intelligence around people to monitor their activities to collect

required context for saving energy in buildings. On top of energy-efficient personal

networks that we designed in this dissertation, we can also support many types of

other applications and services as well. For instance, one can investigate middleware

solutions to support health-care and telepresence in personal networks.

As another research area, one can implement the proposed energy-efficient and

energy-aware routing schemes to verify their effectiveness using experimental studies

as well. Experimental studies could also be used to investigate the impact of link

quality variation in wireless channels on the performance of these schemes. In

practice, many factors such as interference from other networks, signal blockage

by people, and time-varying fading may cause link quality variation in wireless

networks. How such factors affect energy-efficiency in wireless multi-hop networks

is another interesting research topic.

Last but not least, one can investigate MAC protocols for the multi-hop

detect-and -forward cooperative system proposed in this dissertation. Such a

multi-hop transmission system can eliminate the need for a routing protocol in

many applications of wireless multi-hop networking (e.g., wireless sensor networks).

To this end, however, an efficient MAC protocol is required to coordinate

communication between nodes in such a way that overhearing is minimized. This

results in a new way of communication in wireless multi-hop networks different from

what is popularly known for these networks.





Appendix A

Complexity of the Numerical
Algorithm for Estimating
Node-to-node
Communication Lifetime

The time complexity of Algorithm 9 depends on the complexity of its main loop,

where the lifetime of node-disjoint routes is determined. Within the main loop, the

instruction “Find Pk” finds the next node-disjoint route between the source and the

destination. By the time we find the next route, the previous routes would have

been removed from G(V,E) by the procedure “Update B and G”. Thus, finding the

next route corresponds to finding the shortest path between the two nodes. This

could be done using the Dijkstra’s algorithm. Hence, the complexity of “Find Pk”

will be O(|V|2) in dense networks and O(|V| log(|V|) + |E|) in sparse networks.

Another time-consuming procedure in Algorithm 9 is “Update B and G”. If

MAC retransmission is not supported, the procedure “Update B and G” is specified

by Algorithm 10. The main loop of Algorithm 10 has to be repeated (|V|−hk−1)×hk
times. Removing u from G may need up to |V|−1 comparisons to determine which

links have to be removed from G. Similarly, removing Pk−{n1,k, nhk+1,k} may need

up to (|V|− 2)× (hk− 1) comparisons. In practice, we can assume that the number

of nodes in the network is much greater than the hop count of the shortest path,

i.e., |V| >> hk. Thus, the complexity of Algorithm 10 would be O(|V|). Therefore,

the complexity of one loop of Algorithm 9 will be O(|V|2) in dense networks and

O(|V| log(|V|) + |E|) in sparse networks. Note that the main loop of Algorithm 9

could be repeated up to the number of available node-disjoint routes between the two

nodes, i.e., Ki,j . Thus, the worst case complexity of Algorithm 9 is O(Kmax|V|2)
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Table A.1 – Complexity of Algorithm 9 and its related procedure “Update B
and G”. Support of the MAC retransmission does not change the complexity
order.

Algorithm/Procedure Sparse networks Dense networks

Update B and G O(|V|) O(|V|)
Algorithm 9 O(Kmax|V| log(|V|) +Kmax|E|) O(Kmax|V|2)

in dense networks and O(Kmax|V| log(|V|) + Kmax|E|) in sparse networks. Here,

Kmax is the maximum number of node-disjoint routes that exist between two nodes

of the network. That is, Kmax = max(Ki,j) ∀(i, j) ∈ V× V.

If MAC retransmission is supported, the procedure “Update B and G” is

specified by Algorithm 11. This algorithm is almost similar to Algorithm 10 except

that the main loop in Algorithm 11 is repeated (|V| − hk − 1) × 2hk times. This,

however, does not change the order of the complexity of this algorithm. As a result,

the complexity of Algorithm,9 also remains unchanged. Table A.1 summarizes the

discussion.



Appendix B

Lower Bound on Expected
Node-to-node
Communication Lifetime

In this appendix, we prove (8.42). To this end, we need to show that

Tsmσ(K∗) +

K∗−1∑
k=0

Tk [σ(k)− σ(k + 1)] ≥ Tsmθ(K∗) +

K∗−1∑
k=0

Tk [θ(k)− θ(k + 1)].

(B.1)

We can expand (B.1) as

Tsm [σ(K∗)− θ(K∗)] +

K∗−1∑
k=0

Tk [σ(k)− θ(k)]

−
K∗−2∑
k=0

Tk [σ(k + 1)− θ(k + 1)] ≥ TK∗−1 [σ(K∗)− θ(K∗)] ,

which can also be expressed as

K∗−1∑
k=0

Tk
σ(k)− θ(k)

σ(K∗)− θ(K∗)
−
K∗−2∑
k=0

Tk
σ(k + 1)− θ(k + 1)

σ(K∗)− θ(K∗)
≥ TK∗−1 − Tsm . (B.2)

Now, we replace k by k + 1 in the second summation of (B.2), and merge the

resulting summation with the first summation. Since T0 = 0, (B.2) can equivalently

be expressed as

K∗−1∑
k=1

(Tk − Tk−1)
σ(k)− θ(k)

σ(K∗)− θ(K∗)
≥ TK∗−1 − Tsm . (B.3)
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Therefore, if we show that (B.3) is true, recursively we can show that (B.1) is true

as well. To this end, we notice that Tk is always greater than Tk−1. We also know

that σ(k) ≥ θ(k). Thus, the right side of (B.3) is a positive value. Note that K∗ is

the minimum number of routes required to prevent communication failure due to

lack of routes. Hence, the source node dies after the nodes in the K∗th route. As

a result, TK∗−1 < Tsm . This means TK∗−1 − Tsm ≤ 0, which implies that (B.3) is

always true.



Appendix C

Proof of Proposition 1

Using the initial value theorem of the Laplace transfer, we can establish that

∂nfA
∂wn

(0) = lim
s→∞

(−s)n+1ΨA(s), (C.1)

in which ΨA(s) is the moment generation function (MGF) of the random variable

A. Since all random variables X, Yq and Zq, q = 1...Q, are mutually independent,

ΨA(s) can be expressed as

ΨA(s) = ΨX(s)

Q∏
q=1

ΨVq (s),

where ΨX(s) is the MGF of the random variable X and ΨVq (s) is the MGF of

the random variable Vq, in which Vq is defined as Vq = YqZq/(Yq + Zq). After

substituting this equivalent expression for ΨA(s) into (C.1), and writing the limit

as the product of Q+ 1 limits, we have

∂nfA
∂wn

(0) = lim
s→∞

(−s)ηx+1ΨX(s)

×
Q∏
q=1

lim
s→∞

(−s)ηvq+1ΨVq (s),

where the variables ηx, ηvq , q = 1...Q, are defined so that n = ηx +Q+
∑Q
q=1 ηvq .

If we consider the initial value theorem of the Laplace transform, (C.2) can be

expressed alternatively as

∂nfA
∂wn

(0) =
∂ηxfX
∂xηx

(0)×
Q∏
q=1

∂ηvq pVq

∂v
ηvq
q

(0), (C.2)
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in which fX(x) represents the PDF of the random variable X and fVq (vq) is the

PDF of the random variable Vq. Since X has a Gamma distribution with parameters

a and x̄, fX(x) is defined as [152]

fX(x) =
xa−1

Γ(a)x̄a
e−x/x̄ x ≥ 0, (C.3)

where Γ(a) is the Gamma function. Based on (C.3), it is obvious that ∂ηxfX
∂xηx (0) is

zero for ηx < a− 1, and is equal to 1/x̄a for ηx = a− 1.

In order to find the value of
∂
ηvq fVq

∂v
ηvq
q

(0), we first calculate the cumulative density

function (CDF) of the random variable Vq, denoted by FVq (x), as follows:

FVq (x) =

∫ ∫
D={u,v| uvu+v≤x & u≥0 & v≥0}

fYq (u)fZq (v) du dv, (C.4)

where fYq (u) is the PDF of the random variable Yq and fZq (v) is the PDF of the

random variable Zq. In (C.4), we used the assumption that Yq and Zq are mutually

independent.

The first derivative of FVq (x) is actually equal to fVq (x). Thus, to determine
∂
ηvq fVq

∂v
ηvq
q

(0), we need to calculate the (ηvq + 1)th derivative of FVq (x) evaluated at

x = 0. To this aim, we can divide the region D in (C.4) into five region and write

FVq (x) as

FVq (x) = I1 + I2 + I3 + I4 + I5,

in which

I1 =

∫ 2x

0

∫ 2x

0

fYq (u)fZq (v)dudv

I2 =

∫ ∞
0

∫ x

0

fYq (u)fZq (v)dudv

I3 =

∫ ∞
0

∫ x

0

fYq (u)fZq (v)dvdu

I4 =

∫ ∞
2x

∫ vx
v−x

x

fYq (u)fZq (v)dudv

I5 =

∫ ∞
2x

∫ ux
u−x

x

fYq (u)fZq (v)dvdu.

To calculate the value of the (ηvq + 1)th derivative of FVq (x) at x = 0, we need

to find the value of the corresponding derivative of each of these five integrals at

x = 0, and add these values together. Following these steps, we can show that

∂ηvq fVq
∂xηvq

(0) =
∂ηvq fYq
∂uηvq

(0) +
∂ηvq fZq
∂vηvq

(0). (C.5)
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Since Yq ∼ g( bq, ȳq) and Zq ∼ g( cq, z̄q) and we assumed bq and cq are integers,
∂
ηvq fYq
∂u

ηvq (0) is equal to 0 for ηvq < bq − 1 and is equal to 1/ȳ
bq
q for ηvq = bq − 1.

Moreover,
∂
ηvq fZq
∂v
ηvq (0) is equal to 0 for ηvq < cq − 1 and is equal to 1/z̄cbq for ηvq =

cq − 1. Taking into account these facts and the aforementioned fact that ∂ηxfX
∂xηx (0)

is zero for ηx < a− 1 and is equal to 1/x̄a for ηx = a− 1, and considering (C.2), we

can conclude that

∂nfA
∂wn

(0) =
1

x̄a
+

Q∏
q=1

(
1

ȳ
bq
q

· 1bq≤cq +
1

z̄cbq
· 1cq≤bq

)
(C.6a)

n = a+−1 +

Q∑
q=1

min(bq, cq). (C.6b)
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List of Algorithms

Table D.1 – Energy-efficient routing algorithms and their characteristics in

terms of information they consider in routing.

Algorithm Energy Cost Link MAC E2E Proposed in

of Tx. and Rx Reliability Retx. Retx.

Circuits

RMER + + + + This thesis

Unified RMER + + + - This thesis

PAMAS - - - - Literature

PARO - - - - Literature

MTTPR Only Rx. - - - Literature

MPR - + + - Literature

BAMER - + - + Literature
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Table D.2 – Battery-aware routing algorithms and their characteristics in

terms of information they consider in routing.

Algorithm Battery Energy Link Type of Single Proposed in

Energy of Tx. Reliability Power or Bi

and Rx. Supply Objective

RMECR + + + - Single This thesis

RMLNR + + + + Single This thesis

RMLNR-LM + + + + Bi (LM) This thesis

RMLNR-WSA + + + + Bi (WSA) This thesis

RLBNR - + + + Single This thesis

RLBNR-LM - + + + Bi (LM) This thesis

RMLNR-WSA - + + + Bi (WSA) This thesis

MBCR + - - - Single Literature

MMBCR + - - - Single Literature

CMMBCR + Partially - - Single Literature

MRPC + Partially + - Single Literature

CMRPC + Partially + - Single Literature

Table D.3 – Topology control algorithms and their characteristics.

Algorithm Fault Localized Type of Min-Max Proposed in

Tolerant or Power Optimality

Centralized Supply

HFLTC k-vertex Localized + + This thesis

HFCTC k-vertex Centralized + + This thesis

FLSS k-vertex Localized - + Literature

FGSS k-vertex Centralized - + Literature

Yao k-vertex Localized - - Literature

CBTC k-vertex Localized - - Literature

LTRT k-edge Localized - - Literature
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Notations

V the set of nodes of the network

E the set of links of the network

G(V,E) a graph representing the network topology

N the number of nodes in the network

Vb the set of BP nodes of the network

Eb the set of BP links of the network

Vm the set of MP nodes of the network

Em the set of MP links of the network

(u, v) the physical link from u to v

wu,v the weight of the link between u and v

Pu,v the transmission power from u to v

pu,v(x) the PDR of (u, v) for packets of length x bits

Lu,v(x) the reliability of (u, v) for packets of length x bits

du,v the distance between u and v

Pu the maximum transmission power of u

Du the maximum transmission range of u

Bu the remaining battery energy of u

B the maximum battery energy of nodes

id(u) the identifier of u

g(u) the idle-mode energy consumption rate of u

NV
u the set of neighbors of u

fu a ligic-wise variable specifying the type of power supply of u

Dmax the common transmission range of nodes in homogenous networks

η the path-loss exponent

α an energy consumption parameter of the transmitter
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β an energy consumption parameter of the transmitter

εr an energy consumption parameter of the receiver

κ the power efficiency of transmitting power amplifier

r the data rate of the physical link

X̄u,v(Ld) the ETX of data packets of size Ld bits sent over (u, v)

Ȳu,v(La) the ETX of MAC acknowledgements of size La bits sent over (u, v)

X̄u,v(Le) the ETX of E2E acknowledgements of size Le bits sent over (u, v)

P(s, v) a path between s and v in the network

C(P(s, v)) the energy cost of the path between s and v

X̄(P(s, v)) the accumulated ETX of the path between s and v

Ks,v the number of node-disjoint paths between s and v

Ts,v the lifetime of node-to-node communication between s and v

N the noise power

S
(m)
u the mth a transmitted OSTBC matrix by u

U
(m)
uv the mth a received signal matrix of the MIMO link between u and v

H
(m)
uv the mth a channel coefficient matrix of the MIMO link between u and v
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Abbreviations

AF Amplify and Forward

AODV Ad Hoc On-Demand Distance Vector

ARQ Automatic Repeat-reQuest

BAMER Basic Algorithm for Minimum Energy Routing

BER Bit Error Rate

BP Battery-Powered

BPSK Binary Phase Shift Keying

CBTC Cone-Based distributed Topology Control

CCK Complementary Code Keying

CMDR Conditional Minimum battery Drain Routing

CMMBCR Conditional Max-Min Battery Cost Routing

CMRPC Conditional Maximum Residual Packet Capacity

CRC Cyclical Redundancy Check

CSMA/CA Carrier Sense Multiple Access with Collision Avoidance

CST Cooperative Signal Transmission

DF Decode and Forward

E2E End to End

EPP Expected energy Per Packet

ETX Expected Transmission Count

FCS Frame Check Sequence

FGSS Fault-tolerate Global Spanning Subgraph

FLSS Fault-tolerate Local Spanning Subgraph

HFCTC Heterogeneous Fault-Tolerant Centralized Topology Control

HFLTC Heterogeneous Fault-Tolerant Localized Topology Control

ICT Information and Communication Technology
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IEEE Institute of Electrical and Electronics Engineers

IF Intermediate Frequency

IP Internet Protocol

ITU International Telecommunication Union

LM Lexicographic Method

LNA Low-Noise Amplifier

LTRT Local Tree-based Reliable Topology

MAC Medium Access Control

MANET Mobile Ad Hoc Network

MBCR Minimum Battery Cost Routing

MCP Maximum Collision Probability

MDR Minimum battery Drain Routing

MEP Minimum Energy Path

MIMO Multi-Input Multi-Output

MMBCR Max-Min Battery Cost Routing

MP Mains-Powered

MPR Minimum Power Routing

MRPC Maximum Residual Packet Capacity

MTTPR Minimum Total Transmission Power Routing

OLSR Optimized Link State Routing

OQPSK Offset Quaternary Phase Shift Keying

OSI Open Systems Interconnection

OSTBC Orthogonal Space Time Block Code

PA Power Amplifier

PAMAS Power-Aware Multi-Access Protocol with Signaling

PARO Power-Aware Routing Optimization

PDF Probability Density Function

PDR Packet Delivery Ratio

PF Process and Forward

PHY Physical Layer

PN Personal Network

PNC Pico-Net Controller

QoS Quality of Service

QPSK Quaternary Phase Shift Keying

RF Radio Frequency

RLBNR Reliable Least BP Nodes Routing

RMECR Reliable Minimum Energy Cost Routing

RMER Reliable Minimum Energy Routing

RMLNR Reliable Minimum battery cost with Least BP Nodes Routing

RREP Route Reply
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RREQ Route Request

RSSI Received Signal Strength Indicator

SER Symbol Error Rate

SNR Signal to Noise Ratio

TCP Transmission Control Protocol

TDMA Time Division Multiple Access

TNO Nederlandse Organisatie voor Toegepast Natuurwetenschappelijk Onderzoek

(Netherlands Organization for Applied Scientific Research)

TPC Transmission Power Control

TRANS Trans sector Research Academy for Complex Networks and Services

UDP User Datagram Protocol

UHF Ultra High Frequency

UMTS Universal Mobile Telephony System

UWB Ultra-Wideband

WiFi Wireless Fidelity

WiMax Worldwide Interoperability for Microwave Access

WLAN Wireless Local Area Network

WMAN Wireless Metropolitan Area Network

WPAN Wireless Personal Area Network

WSA Weighted Sum Approach

WWRF Wireless World Research Forum
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Samenvatting

(Summary in Dutch)

Moderne draadloze netwerken bieden veel diensten die de communicatie tussen

mensen en machines wereldwijd mogelijk maken. Mobiele telefonie, mobiel internet

en HD video zijn voorbeelden van diensten die worden ondersteund door draadloze

netwerken. De vooruitgang in draadloze communicatietechnologie, in combinatie

met verbeteringen in de processortechnologie, heeft geresulteerd in elektronisch

apparaten met zeer hoge communicatie- en dataverwerkingsmogelijkheden. Zowel

kleine draagbare apparaten als geminiaturiseerde apparaten, ingebed in onze

omgeving, zijn in staat geavanceerde communicatieprotocollen uit te voeren. Dit

maakt het mogelijk om gedistribueerde draadloze netwerken te vormen die diensten

aanbieden zonder de noodzaak voor vaste en dure infrastructuur. Dergelijke

netwerken zijn bekend als draadloze multi-hop netwerken. In plaats van een

infrastructuur bestaande uit krachtige basisstations wordt multi-hop communicatie

gebruikt om apparaten te verbinden die buiten elkaars zend- en ontvangbereik

vallen. Elk apparaat gedraagt zich als een router die datapakketjes namens

andere apparaten doorstuurt. Voorbeelden hiervan zijn: ad-hoc communicatie

tussen laptops in een conferentiezaal, multi-hop communicatie tussen persoonlijke

apparaten thuis, en collaboratieve communicatie tussen sensoren verdeeld over een

groot gebied.

Dit proefschrift richt zich op de studie van energiebewuste draadloze multi-hop

netwerken, waarin energie een belangrijke factor is in het ontwerp. Draadloze

multi-hop netwerken moeten energiebewust worden om twee redenen. Ten eerste,

deze apparaten werken meestal met batterijen. Door het verminderen van het

energieverbruik, kan op de schaarse batterij energie bespaard worden, waardoor

bijvoorbeeld de autonomie van een systeem vergroot wordt. Ten tweede, door de

enorme toename van deze netwerken stijgt het energieverbruik van de ICT-sector

exponentieel. Energie-efficinte en energiebewuste communicatie protocollen en

mechanismen worden heel belangrijk niet alleen uit het oogpunt van de operationele
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levensduur van systemen, maar ook uit het oogpunt van duurzaamheid. Een reeks

van nieuwe protocollen vormen het hart van dit proefschrift. Deze protocollen

maken energiebewuste en energie-efficinte communicatie platformen mogelijk. Een

dergelijk platform betreft verschillende lagen van de communicatiearchitectuur en

houdt rekening met de onderlinge afhankelijkheid van de lagen (cross-layer) uit het

oogpunt van energiebesparing. De energie-efficintie van de onderste vier lagen van

de OSI Referentie Architectuur lagen, van de fysieke laag (Laag 1) tot de transport

laag (Laag 4), wordt in zijn geheel beschouwd. Voor de fysieke laag, stellen wij

coperatieve signaaloverdracht voor op basis van MIMO (Multi-Input Multi-Output)

technologie om het zendvermogen van knooppunten te beperken zonder concessies

te doen voor de link betrouwbaarheid. Voor de data link laag richten we ons op

de controle van de netwerk topologie. Deze is gebaseerd op een techniek voor het

ontdekken van netwerkknooppunten, die ertoe leidt dat het maximaal zendvermogen

van knooppunten zo laag mogelijk gehouden wordt bij het tot stand brengen van de

netwerkverbindingen. Voor de netwerklaag, stellen wij routeringalgoritmen voor

die de meest energie-efficinte routes tussen twee knooppunten van het netwerk

ontdekken, rekening houdend met de impact van de transmissie controle van

de transport laag. Bovendien bieden deze algoritmen de mogelijkheid om het

verkeer optimaal te routeren op basis van de beschikbare energie in de batterij

van de knooppunten. We analyseren eveneens de verwachte levensduur van

de communicatie tussen twee knooppunten in een draadloos multi-hop netwerk

met een willekeurige topologie. De in dit proefschrift voorgestelde oplossingen

zullen leiden tot significant energie-efficintere draadloze multi-hop netwerken. Dit

proefschrift heeft een fundamenteel en theoretisch karakter en wordt onderbouwd

door simulatieresultaten. Het ligt voor de hand dat een verdere onderbouwing en

verfijning nodig is aan de hand van experimenteel onderzoek d.m.v. een testbed.
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