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Abstract—Most of the existing path planning methods of automated guided vehicles (AGVs) are static. This paper proposes a new methodology for the path planning of a fleet of AGVs to improve the flexibility, robustness, and scalability of the AGV system. We mathematically describe the transport process as a dynamical system using an ad hoc mixed logical dynamical (MLD) model. Based on our MLD model, model predictive control is proposed to determine the collision paths dynamically, and the corresponding optimization problem is formulated as 0-1 integer linear programming. An alternating direction method of multipliers (ADMM)-based decomposition technique is then developed to coordinate the AGVs and reduce the computational burden, aiming for real-time decisions. The proposed methodology is tested on industrial scenarios, and results from numerical experiments show that the proposed method can obtain high transport productivity of the multi-AGV system at a low computational burden and deal with uncertainties resulting from the industrial environment.

Index Terms—Automated guided vehicles, path planning, model predictive control, mixed logical dynamical model.

I. INTRODUCTION

AUTOMATED guided vehicles (AGVs), which are intelligent mobile robots, are commonly used in the industrial environment for transporting materials or performing specific tasks in manufacturing systems, warehouses, container terminals, and other applications [1], [2], [3]. Due to the requirements of Industry 4.0, as more nongeneral and diversified products are increasingly ordered, the AGVs must be more intelligent, autonomous, and efficient so that the manufacturing system can be more resilient and agile under complex and dynamic operation circumstances [4].
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To meet the requirements of the manufacturer, there are two challenges for planning the operations of a fleet of AGVs. First, each AGV should be smart enough to properly respond to the change in the operational environment (e.g., breakdown of the machine, change of delivery points [5]), and therefore, reduce the economic loss resulting from these uncertainties [6]. Second, each AGV should coordinate with the other AGVs to avoid collision more efficiently [4]. The current trend of operating AGVs is toward decentralization, and each AGV should decide its actions individually. Low-cost but real-time distributed computing is recommended to handle the limitations of the computational burden and the communication band [7].

Motivated by the above challenges, in this paper, we focus on improving the flexibility, robustness, and scalability of path planning of AGVs in manufacturing and logistics environments. We investigate the transport process of the AGVs from the perspectives of discrete-event dynamical systems and distributed control. We regard the transport process as a dynamical system via the MLD representation to model the transport process mathematically. We also propose model predictive control to address uncertainties resulting from the transport process and develop an efficient distributed optimization technique based on the alternating direction method of multipliers (ADMM) to reduce the computational burden, which is considerably valuable for real-time decisions.

A. Related Work

Path planning is one of the most fundamental problems that mobile robots need to manage for autonomous navigation and exploration in complex environments. The path planning problem is typically defined as a mobile robot searching for an optimal or suboptimal path from an initial state to a target state according to certain performance criteria, given a robot and its working environment. We next review the related work from single-robot and multirobot perspectives.

1) Single Robot/AGV: The path planning methods of a single robot can be mainly categorized as graph-search approaches, sampling-based approaches, and intelligent approaches. Graph-based approaches, including classical methods, such as Dijkstra, A* and D*, represent the environment as a graph with nodes and edges and use a search-based algorithm to compute the shortest path. Sampling-based approaches use randomization to construct a set of points sampled from the (continuous) obstacle-free space to build a roadmap of feasible trajectories. The most influential examples are probabilistic road maps (PRMs) and rapidly exploring random trees (RRTs). For intelligent approaches, artificial
intelligence techniques have been proposed for planning the path of single robots in a complex environment. Reference [8] provides a comprehensive review for readers. In addition to these three main categories, other methods exist that are based on robot kinetics, e.g., artificial potential field and dynamical window approaches [9]. These kinetics-based methods are also used for continuous path planning of autonomous vehicles in complex road environments [10].

2) Multiple AGVs: AGV moves on a predefined roadmap, which is logically represented by a graph with nodes and arcs. Here, we focus on this particular type of robot in detail. Path planning follows the results of task assignment, which distributes a given set of tasks to a fleet of AGVs optimally [11]. When assigning these tasks, the task sequences processed by each AGV are often involved, and the objective is typically to minimize the makespan (i.e., the completion time of all given tasks) or the tardiness of all the defined tasks.

Following the determined task assignment, path planning determines the optimal path to execute these tasks from its origin and destination in the guided roadmap, and collision avoidance must be considered when planning the detailed path. The path planning of multiple AGVs (or mobile robots) has received increasing attention since new sensing technologies (e.g., LiDAR SLAM or visual SLAM) have been introduced. Compared to a single robot, the path planning of multiple AGVs is more complex because each robot needs to consider the behavior of other robots, and the neighboring robots might become dynamic obstacles.

The path planning of multiple AGVs can be divided into offline and online approaches. The offline approaches typically determine the collision-free path of each AGV a priori, and the decision is not updated when performing the task for each robot. Most offline approaches are addressed in a centralized manner. For instance, the time-space network approach is regarded as an effective modeling representation to detect and resolve the conflicts in a grid roadmap layout [12], [13]. One alternative method is designing an optimal controller to prevent AGVs from any collision based on labeled Petri nets [14]. In addition to these centralized approaches, reference [3] proposed a decentralized zone-based planning algorithm relying on prioritized rules to resolve the conflicts between various AGVs.

Off-line path planning of multiple AGVs is also integrated with other problems, e.g., task allocation and scheduling. A simultaneous dispatching and conflict-free routing for bidirectional automated guided vehicle (AGV) systems is investigated in [15]. Miyamoto and Inoue [16] integrated task allocation with path planning as an overall problem based on the time-space network framework. Furthermore, conflict-free AGV routing approaches are integrated with job shop scheduling and shop floor scheduling, according to the applications required into the production workshop [17], [18] or container terminals [19].

Compared to the off-line approaches that have been investigated intensively for the movement of AGVs, online approaches, which are more capable of dealing with unexpected situations, have received little attention. The computational burden for dynamic coordination between these multiple AGVs can be expensive. Therefore, there effective way to resolve this issue is to simplify the coordination by using global congestion-aware metrics to disperse traffic flow and ensure sufficient transport capacity of the vehicles [20], [21]. The improved A* algorithm is then used to search the idle path and avoid collisions. Moreover, a dynamic motion planning method has been recently proposed for a multi-AGV system [22], and prioritized update logic is implemented in a centralized controller to resolve motion conflicts.

However, it can be observed that the current online approaches are addressed in a centralized way for path planning of multiple AGVs. These centralized approaches simplify the coordination among these AGVs (e.g., by using prioritized rules). The position of each AGV cannot be predicted without a dynamical model when replanning these AGVs. Due to the lack of this information, the AGV performance cannot be further improved.

B. Contributions

To address the above limitations, in this paper, we make the following contributions:

- We develop a new model for describing the transport process of the AGV fleet as a dynamical system in an industrial environment. The transport process is represented by a mixed logical dynamical (MLD) model, which is able to predict the vehicle positions in advance. Advanced real-time control strategies can be further considered based on the MLD model.
- Model Predictive Control (MPC) is proposed for dynamically deciding the path of the AGVs. An ADMM-based decomposition technique is then developed to coordinate the AGVs. The computational burden is reduced considerably by the proposed methodology on tested industrial case studies.

In this paper, we use the knowledge of discrete-event dynamical systems and model the path evolution of the AGVs as a mixed logical dynamical system. We further analyze the feasibility of the global path planning problem, which can be regarded as an optimal control problem, in which an integer linear programming (ILP) problem must be solved. Based on the developed MLD model, we develop a dedicated MPC controller to determine the paths dynamically by receiving the measured vehicle position in the roadmap. The global planning problem is transformed into a local planning problem that is focused on planning regional paths, and an ADMM-based distributed planning algorithm is designed to improve the performance of online planning, which is promising for real-time decisions capable of dealing with the uncertainties resulting from the industrial environment. Experimental results show the effectiveness of the proposed planning strategy under different roadmaps and scenarios.

The remainder of the paper is organized as follows: Section II describes the research problem and provides the global planning representation based on the developed MLD model. Section III proposes a dedicated centralized MPC controller to dynamically determine the collision-free paths. In Section IV, an ADMM-based distributed planning method is proposed to coordinate the multi-AGV system. Section V discusses the results of the proposed methodology on the numerical tests and further analyzes its performance. Section VI concludes this paper and provides future research directions.
II. PROBLEM DESCRIPTION AND FORMULATION

This section introduces the studied path planning problem of multiple AGVs and the mathematical formulation of this planning problem as a dynamical model based on the developed MLD formulation. Afterward, we present the global planning problem formulation and analyze its solution existence of the roadmap configuration.

A. Problem Description

In an industrial environment, multiple materials need to be transported by multiple AGVs in a connected guided path network. In the process of transporting materials, it is required to plan a collision-free vehicle path for each AGV from its starting node to its delivery node. The starting and delivery nodes are assumed to be assigned to each AGV in advance.

Here, we consider a squared AGV roadmap that contains several nodes, and the distance between any adjacent nodes is equal, as illustrated in Fig. 1. AGVs can only wait or change directions at each node of the roadmap, and every side represents the vehicle lane. Each AGV can only reach its adjacent nodes, which are connected to its location node by one move, and the AGV cannot arrive at the nonadjacent connected nodes by one move.

For this path planning problem, we make the following assumptions, as suggested in [5] and [12]:

- The geometrical size of an AGV is sufficiently small, and the AGV is regarded as a point occupying a particular node.
- Each AGV is assigned a task from its pickup node to its delivery node, and these nodes are different.
- The velocity of the AGV is constant, and the turning time can be included in the corresponding traveling time.
- Each AGV can wait or change direction at the node of the path network, and each node can be occupied by at most one AGV at any time.
- The lanes are bidirectional, and a lane can be occupied by at most one AGV at any time.
- When an AGV completes a particular task, this AGV stays at the end node.
- Every pickup-delivery node pair is connected, and the number of AGVs is less than the number of nodes.

B. Mathematical Formulation

In this part, we model the transport process of multiple AGVs in the guide path network via a mixed logical dynamical formulation. The MLD model is a powerful modeling approach, and this MLD model can describe the motion changes of the AGVs in a computationally friendly manner that is well-suited for the formulation of the system and control design (e.g., optimal control and model predictive control) [23]. The MLD model has been successfully used in the domain of power systems [24], transportation systems [25], [26] and other applications.

The whole planning horizon is equally discretized into a set of time slots denoted by \( \Delta t \times H \), where \( \Delta t \) is the time step and \( H \) is the total number of time steps. The roadmap is regarded as a directed graph \( G = (N, E) \). \( N \) is the set of nodes, while \( E = \{(i, j) | i \in N, j \in N \} \) is the set of directed arcs \((i, j)\). Since the roadmap can be visited by every AGV, the graph \( G \) is shared by all the AGVs.

Before providing the MLD formulation for modeling the movement process, we first introduce the related state variable \( x_k^i(t) \) and control variable \( u_{i,j}^k(t) \). The related symbols are given in Table I.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta t )</td>
<td>Discretized time step</td>
</tr>
<tr>
<td>( H )</td>
<td>Time horizon</td>
</tr>
<tr>
<td>( t )</td>
<td>Discretized time instance, ( t \in {0, 1, \ldots, H} )</td>
</tr>
<tr>
<td>( N_i )</td>
<td>Set of adjacent nodes to node ( i )</td>
</tr>
<tr>
<td>( N )</td>
<td>Set of nodes</td>
</tr>
<tr>
<td>( E )</td>
<td>Set of arcs</td>
</tr>
<tr>
<td>( N_n )</td>
<td>Total number of nodes in the graph</td>
</tr>
<tr>
<td>( N_{AGV} )</td>
<td>Total number of AGVs</td>
</tr>
<tr>
<td>( \Phi )</td>
<td>Set of AGVs, ( \Phi = {1, 2, \ldots, N_{AGV}} )</td>
</tr>
<tr>
<td>( S_k )</td>
<td>Start node of AGV ( k )</td>
</tr>
<tr>
<td>( G_k )</td>
<td>End node of AGV ( k )</td>
</tr>
</tbody>
</table>

**Remark 1:** Equation (1) provides the update of state \( x_k^i(t+1) \) from time \( t \) to time \( t+1 \) in two situations. The first situation is given as follows:

\[
\sum_{i \in N_j, i \neq j} u_{i,j}^k(t) = 1, \quad (2)
\]

which means that AGV \( k \) moves from one of its adjacent nodes, and AGV \( k \) arrives at node \( j \) at time \( t+1 \) \((x_k^j(t+1) = 1)\). The second situation, which is the complement of the first situation, is described as follows:

\[
\sum_{i \in N_j, i \neq j} u_{i,j}^k(t) = 0, \quad (3)
\]

**Fig. 1. Example of a 4 \times 4 squared roadmap of the guide path network.**
which suggests that AGV $k$ does not move from node $i$ to its adjacent node $j$ ($i \neq j$). For node $i$ at time $t$, one connection at most can be made from nodes $i$ to $j$ (including node $i$ itself), and we have the following operational constraint:

$$
\sum_{i \in N_j, i \neq j} u_{i,j}^k(t) + \sum_{i \in N_j, i = j} u_{i,j}^k(t) \leq 1.
$$

(4) which indicates, following Equation (3), $\sum_{i \in N_j, i = j} u_{i,j}^k(t) = 1$ or $\sum_{i \in N_j, i \neq j} u_{i,j}^k(t) = 0$. The former means that AGV $k$ stays at the same node $j$, while the latter indicates that AGV $k$ does not occupy node $j$ from $t$ to $t+1$. In both conditions, the value of $x_j^k(t)$ does not change, and we can conclude that $x_j^k(t+1) = x_j^k(t)$.

As Equation (1) cannot be directly implemented in a standard optimization formulation, we rewrite Equation (1) as follows:

$$
x_j^k(t+1) = x_j^k(t) + u_{i,j}^k(t) - u_{i,j}^k(t-1) - \sum_{i \in N_j, i \neq j} u_{i,j}^k(t).
$$

(5) The product $x_j^k(t) \sum_{i \in N_j, i \neq j} u_{i,j}^k(t)$ is a nonlinear term, and we define an auxiliary binary variable $\delta_j^k(t) \triangleq x_j^k(t) \sum_{i \in N_j, i \neq j} u_{i,j}^k(t)$. Based on this replacement, Equation (5) can be rewritten as follows:

$$
x_j^k(t+1) = x_j^k(t) - \delta_j^k(t) + \sum_{i \in N_j, i \neq j} u_{i,j}^k(t).
$$

(6) The nonlinear equation $\delta_j^k(t) = x_j^k(t) \sum_{i \in N_j, i \neq j} u_{i,j}^k(t)$ can be expressed by a number of linear equalities [27], as follows:

$$
\delta_j^k(t) - x_j^k(t) \leq 0,
$$

(7) $\delta_j^k(t) - \sum_{i \in N_j, i \neq j} u_{i,j}^k(t) \leq 0,$

(8) $x_j^k(t) + \sum_{i \in N_j, i \neq j} u_{i,j}^k(t) - \delta_j^k(t) \leq 1.$

(9) In addition to the above motion dynamics, other constraints are considered for the capacity of the roadmap of collision avoidance both for the nodes and the vehicle lanes and for initial and terminal conditions.

For the roadmap capacity and connectivity, we have the following constraints:

$$
\sum_{i \in N} x_j^k(t) \leq 1, \quad \forall k \in \Phi, t = 0, \ldots, H
$$

(10) $\sum_{i \in N} x_j^k(t) \leq 1, \quad \forall i \in N, t = 0, \ldots, H
$$

(11) $\sum_{k \in \Phi, i \in N} u_{i,j}^k(t) + u_{j,i}^k(t) \leq 1, \quad \forall t = 0, \ldots, H
$$

(12) $\sum_{j \in N_i} x_j^k(t+1) \geq x_j^k(t).
$$

(13) Constraint (10) ensures that each AGV stays at only one node at any time. Constraint (11) guarantees that every node can be occupied by at most one AGV. Constraint (12) requires that the connection between nodes $i$ and $j$ is unidirectional and that every connection can only be occupied by one AGV at most at any time. Constraint (13) ensures that AGV $k$ moves node $i$ to its adjacent nodes.

Furthermore, we have the constraints for the initial and terminal conditions as follows:

$$
x_{S_k}(0) = 1, k \in \Phi
$$

(14) $\sum_{t} x_{G_k}(t) \geq 1, q \forall k \in \Phi, t = 0, \ldots, H
$$

(15) $x_{G_k}(t) \leq x_{G_k}(t+1). \quad \forall k \in \Phi, t = 0, \ldots, H - 1
$$

(16) Constraint (14) provides the initial position of all the considered AGVs. Constraints (15) and (16) indicate the destination of AGVs, thus requiring the AGVs to reach the destination within the total planning horizon $H$.

We let

$$
x(t) = \left[ x_1^1(t), \ldots, x_{N_0}^1(t), \ldots, x_{N_0}^{N_{AGV}}(t), \ldots, x_{N_0}^{N_{AGV}}(t) \right]^T,
$$

$$
\delta(t) = \left[ \delta_1^1(t), \ldots, \delta_{N_0}^1(t), \ldots, \delta_1^{N_{AGV}}(t), \ldots, \delta_{N_0}^{N_{AGV}}(t) \right]^T
$$

$$
\mathbf{u}(t) = \left[ u_{1,1}^1(t), \ldots, u_{N_0,N_0}^1(t), \ldots, u_{1,1}^{N_{AGV}}(t), \ldots, u_{N_0,N_0}^{N_{AGV}}(t) \right]^T,
$$

where $x(t)$ is the system state vector, $\mathbf{u}(t)$ is the control logic variable vector, and $\delta(t)$ is the auxiliary logic variable vector. Based on the aforementioned variable vectors, the motion dynamics, including (6)–(16), can be rewritten into a compact MLD model representation derived from [27] as follows:

$$
x(t+1) = Ax(t) + B_1 \mathbf{u}(t) + B_2 \delta(t)
$$

$$
E_2 \delta(t) \leq E_3 x(t) + E_1 \mathbf{u}(t) + E_4
$$

(17) (18) where matrices $A$, $B_1$, $B_2$, $E_1$, $E_2$, $E_3$, and $E_4$ are obtained from the transport process described by (6)–(16) when this is transformed into the compact form (17) and (18). This MLD model can describe the motion dynamics in a computationally friendly manner that is well-suited for the formulation of the system and control design [27]. We next provide the objective function, such that the overall optimization problem of the global planning can be given. Typically, the objective of multiple-vehicle path planning is to minimize the sum of the transport times of the AGV fleet. In this paper, we define the objective as $J$, which is given as follows:

$$
J = - \sum_{k \in \Phi} \sum_{t=0}^{H} x_{G_k}(t).
$$

(19) Here, we define $\tilde{\mathbf{u}} = [\mathbf{u}^T(0), \ldots, \mathbf{u}^T(H-1), \delta^T(0), \ldots, \delta^T(H-1)]^T$. Then, the global planning problem (defined as $P_1$) can be formulated as follows:

$$
(P_1) \min_{\tilde{\mathbf{u}}} J
$$

s.t. (6) – (16),

where minimizing $J$ allows all the AGVs to arrive at their destinations as soon as possible. Problem $P_1$ is regarded as an optimal control problem based on motion dynamics with initial
and terminal conditions. Problem $P_1$ is treated as a standard 0-1 ILP problem that can be solved by commercial solvers (e.g., CPLEX or Gurobi).

However, the global optimization problem $P_1$ is static, and uncertainties cannot be dealt with during the planning process. Furthermore, although the problem $P_1$ may be effectively solved by a commercial solver, its computational burden can be unsatisfactory for the real-time decision requirement as the system scale increases considerably. To address these limitations, we propose the MPC controller and discuss its centralized and distributed control strategies in the next section.

C. Path Feasibility

It can be observed that, for problem $P_1$, the setting of the roadmap is typically assumed that the origin (pickup) and the destination (delivery) nodes are connected \([5], [28]\). Especially in \([28]\), the configuration of up to $n$ robots and an $n$-vertex connected graph is investigated. For the studied problem $P_1$, an interesting question would be about which configurations of the roadmap planning problem $P_1$ is solvable, i.e., a feasible solution exists. Here, we discuss its solvable conditions.

As mentioned in Section II. A, we assume that the number of AGVs is less than the number of nodes in the graph. This condition is typically considered for discrete multirobot path planning because empty nodes are required as swap spaces \([28]\). The case in which the number of AGVs is equal to the number of nodes is beyond the scope of this paper.

Here, we are interested in the condition that the graph contains at least one cycle and one additional connected node, which is commonly seen in the industrial environment \([5], [29]\). The situation of a single cycle is discussed in \([30]\). The cycle is defined as the number of nodes connected in a closed chain. The free node refers to the node for which there is no AGV occupied. The bridge is defined for a particular edge if the edge connects two subgraphs, while removing the edge disconnects the graph. For the roadmap used for the AGVs, we make the following remark:

Remark 2: Assuming the graph contains at least one cycle and one additional connected node, the problem $P_1$ can be considered solvable only if a cycle exists in the graph and the number of free nodes is greater than or equal to the maximum bridge length.

The details of the proof for Remark 2 can be found in Section IV of \([31]\), which discusses Remark 2 under two conditions (the current position of AGV $k$ and its goal position are in a single cycle or in two different cycles).

Fig. 2 provides an example to illustrate the condition of solution feasibility for the global planning problem $P_1$. In this example, a cycle and three connected nodes are included in the graph. Cycle 1 is composed of Nodes 1, 2, and 3. The bridges are (3,4), (4,5) and (5,6). The maximum bridge length is 3, equal to the number of free nodes. Following Remark 2, this example is solvable, and every robot can reach any node in the graph. For example, if Robot 1 wants to move from Node 1 to Node 6, Robots 1, 2 and 3 synchronize their moves in Cycle 1 (clockwise or counterclockwise), and then Robot 1 reaches Node 3. Afterward, Robot 1 arrives at Node 6 throughout Nodes 4 and 5 (free nodes) in the bridge.

In summary, Remark 2 provides the solvable condition for our path planning problem, and it is assumed that the number of AGVs is less than the number of nodes in the roadmap graph, which is consistent with the settings in industrial scenarios. The solution feasibility can be guaranteed when testing the planning algorithms for industrial scenarios in later sections under such conditions provided by Remark 2.

III. MODEL PREDICTIVE CONTROL

The MLD model obtained in Section II is indeed dynamic. Based on the developed MLD model, this section further proposes an MPC controller for planning the collision-free paths of the AGVs dynamically. The first part improves the original MLD model used for local planning in a centralized way, while the second part discusses the selection of the planning horizon.

A. MPC Strategy

MPC is a control strategy that explicitly uses a dynamical model to determine control actions by minimizing the desired objective over a finite receding horizon. This control strategy has been successfully implemented in transportation and robotics \([32], [33]\). The MPC provides an online planning framework to control complex systems that contain interacting variables, complex dynamics, and constraints. This online planning method is suitable for handling flexible manufacturing, customized products, and complex product specifications in a dynamic manufacturing environment \([34]\).

We consider a centralized MPC controller for planning the collision-free paths of the fleet of AGVs dynamically. The objective of this controller is to minimize the total transport times of the AGV fleet. The MPC controller plans the path according to the position state of the AGVs at a time instant and updates the path plan in real-time considering the motion change of the AGVs.

The proposed MPC planner uses a local planning strategy, which is similar to the $A^*$ algorithm for a single robot. The global planning problem $P_1$ is decomposed into smaller local planning problems, which are solved repeatedly with a rolling horizon $T_p$ ($T_p$ is much smaller than $H$). In local planning, the size of the optimization problem is smaller than the global problem. Furthermore, the localization of the AGV can be limited by its sensor, which makes local planning (by using the MPC strategy) suitable for implementation in the industrial environment.

B. Local Planning Formulation

In this part, a local MLD model is formulated, and the corresponding MPC formulation is presented. For local planning,
new decision variables and parameters need to be introduced, while several constraints of the MLD model also need to be adjusted, as the initial constraints were made for global planning to fit the framework of the MPC controller design. These new parameters and decision variables are given in Table II.

For the local MLD model, we modify constraints (15) and (16) to ensure that each AGV arrives at a local ending node within the local planning horizon \( T_p \). The modified constraints are given as follows:

\[
\begin{align*}
\sum_j C_j^k = 1, & \quad k \in \Phi, \quad j \in N_L, \\
\lambda_j^T(T_p) = C_j^k, & \quad k \in \Phi, \quad j \in N_L,
\end{align*}
\]

where constraint (20) ensures that each AGV chooses a local ending node in the considered local problem. Constraint (21) ensures that each AGV can only stay at one of the local ending nodes \( (j \in N_L) \) by \( t = T_p \).

For constraints (6)-(13) of the original MLD model, when local planning is considered, the domain of \( t \) needs to be changed from \( t \in \{0, 1, \ldots, H\} \) to \( t \in \{0, 1, \ldots, T_p\} \).

Regarding the objective function, \( J \) also needs a local version \( \tilde{J} \), which is defined as follows:

\[
\tilde{J} = \sum_{k \in \Phi} \left( \sum_{j \in N_L} C_j^k \right) D_{j,G_k} + T_p,
\]

where the parameter \( D_{j,G_k} \) is obtained by approximating the distance between node \( j \) and destination node \( G_k \) for AGV \( k \).

Here, we define \( \tilde{u} = [u_1^T(0), \ldots, u_i^T(T_p - 1), \delta_i^T(0), \ldots, \delta_i^T(T_p - 1), C^T_i] \), where \( C_i \) is the set of \( C_j^k \). Then, the local planning problem (defined as \( P_2 \)) can be formulated as follows:

\[
\begin{align*}
(P_2) \quad & \min \tilde{J} \\
\text{s.t.} \quad (6) - (14), \quad (20) - (21).
\end{align*}
\]

Using the proposed MPC strategy, when carrying out the path planning of the AGVs, the local model only considers the path planning within the local range \( T_p \) for AGVs, finding the local ending nodes, and approximating the distance between the local ending node and the global ending node obtained in an off-line way. We use precomputed distance data to estimate the target value of this model from the global roadmap configuration. Although this method cannot guarantee the optimality of the obtained solution, the accuracy can be reasonably high with a faster computation speed than global planning if a proper \( T_p \) is selected.

Note that the multicommodity can be incorporated into our model by extending the node capacities of the origin and destination pairs. Additionally, the multitrip aspect can be considered based on the proposed dynamic planner by updating the corresponding destination for the new task when the current task is completed. The sequences of these multiple trips are determined by solving an allocation problem at a different level and received by the dynamic planner.

IV. DISTRIBUTED MPC PLANNING

The previous section presents the design of our MPC controller based on the developed MLD model, in which the paths of the AGVs are determined dynamically in a centralized way. However, because of the requirements of the Industry 4.0 plan (including flexibility, robustness, and scalability issues, due to memory limitations, communication, and computation), decentralized planning is required to distribute the intelligence of the overall AGV system [4]. Distributed computing decomposes the centralized problem into smaller problems, and each AGV makes its own decisions based on the interactions with other AGVs. This can reduce the overall computational burden and greatly improve computational efficiency.

In this section, we propose an ADMM-based distributed MPC controller, in which a serial iterative control method based on the ADMM is developed. The distributed control architecture is illustrated in Fig. 3. In the following sections, the separable optimization formulation for the distributed MPC is provided, and the proposed distributed planning algorithm is presented.

A. ADMM Decomposition

ADMM is a widely used decomposition method to solve distributed MPC problems [33], [35]. ADMM is recommended since this is intended to blend the decomposability of dual ascent with the superior convergence properties of the method of multipliers [36]. When using the ADMM method, the augmented Lagrangian of the original optimization problem is first constructed, while the primal and dual variables are updated in an alternating or sequential fashion. The algorithm continues until a given stopping criterion is satisfied.

We next explain the augmented Lagrangian function regarding the problem \( P_2 \). The capacity constraints (8) and (9) are coupled for the multiple AGVs. We introduce two nonnegative Lagrangian multipliers \( \lambda_1 \) and \( \lambda_2 \) to relax these two coupled constraints. The augmented Lagrangian function of problem \( P_2 \) is formulated as follows:

\[
L_c = \sum_{k \in \Phi} \left( \sum_{j \in N_L} C_j^k \right) D_{j,G} + T_p
\]

\[
+ \lambda_1 \sum_{k \in \Phi} \left( \lambda_j^T(t) - 1 \right) + \lambda_2 \sum_{k \in \Phi} \left( \lambda_j^T(t) + u_j(t) - 1 \right) + (\epsilon/2) \sum_{k \in \Phi} \left( \lambda_j^T(t) - 1 \right)^2
\]
where $\epsilon$ is the augmented Lagrangian parameter. For the sake of computation, we let

$$
\phi_k \triangleq x^k_i(t) - 1/N_{AGV}, \quad \forall k \in \Phi \quad (24)
$$

$$
\psi_k \triangleq u^k_{i,j}(t) + u^k_{j,i}(t) - 1/N_{AGV}, \quad \forall k \in \Phi \quad (25)
$$

The last (cross-product) terms of (26) are linearized by a first-order Taylor expansion around the point $(\bar{\phi}_k, \bar{\psi}_k)$ for a good estimation. In this way, $\sum_k \phi_k^2$ is expanded into the following expressions:

$$
N_{AGV} \sum_{k=1}^{N_{AGV}} \phi_k^2 \approx \sum_{k=1}^{N_{AGV}} \phi_k^2 + 2 \sum_{k=1}^{N_{AGV}} \sum_{l=1,l \neq k}^{N_{AGV}} \frac{\phi_k \phi_l}{\bar{\psi}_l} - 2 \sum_{k=1}^{N_{AGV}} \sum_{l=1,l \neq k}^{N_{AGV}} \frac{\phi_k \phi_l}{\bar{\psi}_l} + 2 \sum_{k=1}^{N_{AGV}} \frac{\phi_k \phi_l}{\bar{\psi}_l} - 2 \sum_{k=1}^{N_{AGV}} \frac{\phi_k \phi_l}{\bar{\psi}_l} - 2 \sum_{k=1}^{N_{AGV}} \sum_{l=1,l \neq k}^{N_{AGV}} \frac{\phi_k \phi_l}{\bar{\psi}_l}
$$

(27)

where $\bar{\phi}_k = \sum_k \bar{x}^k_i(t) - 1/N_{AGV}$, and $\bar{\phi}_k$ is regarded as a constant. For each $k$, the original $\sum_k \phi_k^2$ is separable. $\sum_k \psi_l$ can be linearized in a similar way. Therefore, the original centralized problem $P_2$ can be decomposed into a series of subproblems (one for each AGV). The objective function for AGV $k$ can be written as follows:

$$
L^k_c = \sum_{j \in N_L} C^k_j \bullet D_{j,G} + T_p + \lambda_1 \phi_k + \lambda_2 \psi_k)
$$

$$
+\epsilon/2(\sum_{k=1}^{N_{AGV}} \phi_k^2 - \sum_{l=1,l \neq k}^{N_{AGV}} \frac{\phi_k \phi_l}{\bar{\psi}_l} - 2 \sum_{k=1}^{N_{AGV}} \frac{\phi_k \phi_l}{\bar{\psi}_l})
$$

$$
+\epsilon/2(\sum_{k=1}^{N_{AGV}} \sum_{l=1,l \neq k}^{N_{AGV}} \frac{\phi_k \phi_l}{\bar{\psi}_l} - \sum_{l=1,l \neq k}^{N_{AGV}} \frac{\phi_k \phi_l}{\bar{\psi}_l})
$$

(28)

The dual function is defined as the minimum value obtained by the objective function $L^k_c$ for $\bar{u}$. For each set of $(\lambda_1, \lambda_2)$, we need to find $\bar{u}$ that minimizes $L^k_c$, while different $(\lambda_1, \lambda_2)$ correspond to different values of the dual function. The dual function of each subproblem for AGV $k$ is defined as follows:

$$
q_k(\lambda_1, \lambda_2) = \min_{\bar{u}} L^k_c(\bar{u}, \lambda_1, \lambda_2).
$$

(29)

Thus, the related dual problem can be written as follows:

$$
\max_{\lambda_1, \lambda_2} q(\lambda_1, \lambda_2) = \sum_{k=1}^{N_{AGV}} q_k(\lambda_1, \lambda_2).
$$

(30)

### B. ADMM-Based DMPC

After providing the decomposed dual problem, this part details the procedures of the proposed serial iterative ADMM-based distributed algorithm. The serial scheme is effectively scalable to coordinate subproblems for the distributed MPC [7], and this scheme can be easily implemented based on the above decomposed augmented Lagrangian function.

Algorithm 1 provides the pseudocode of the ADMM-based distributed algorithm. In the proposed distributed algorithm, the original centralized problem $P_2$ is decomposed into multiple blocks, and each block is updated alternately by following the vehicle index sequence. In each iteration, when the solution of each subproblem for a particular AGV is computed, the predictive path related to the subproblem is sent to the other AGVs. The algorithm stops when the primal and dual residuals are satisfied or the maximum iteration number is reached.

For the decomposed subproblem, the decision variable $\bar{u}_k$ of AGV $k$ at iteration $p$ is computed as follows:

$$
\bar{u}_k(p, t) = \text{argmin}(q(\lambda_1(p, t), \lambda_2(p, t))), \forall k \in \Phi.
$$

(31)

The Lagrange multipliers are updated as follows:

$$
\lambda_1(p + 1, t) = \lambda_1(p, t) + \epsilon(p, t) \sum_k (\lambda^k_i(p + 1, t) - 1)
$$

$$
\lambda_2(p + 1, t) = \lambda_2(p, t) + \epsilon(p, t) \sum_k (u^k_{i,j}(p + 1, t) + u^k_{j,i}(p + 1, t) - 1).
$$

(32)

Penalty parameter $\epsilon$ is updated by a self-adaptive method, as suggested in [38], as follows:

$$
\epsilon(p + 1, t) = \begin{cases} 
2\epsilon(p, t), & \text{for } r(p, t) \geq s(p, t) \\
\epsilon(p, t)/2, & \text{for } s(p, t) \geq r(p, t) \\
\epsilon(p, t), & \text{otherwise}
\end{cases}
$$

(33)

where $r(p, t)$ and $s(p, t)$ are the primal and dual residuals, respectively. $r(p, t)$ and $s(p, t)$ are defined as follows:

$$
r(p, t) = ||x^T(p, t) - \bar{x}(p, t)||_2,
$$

(34)
Algorithm 1: Serial Iterative ADMM-Based Distributed MPC

Require: Task assignment of AGVs
1: while \( t \in [0, 1, \ldots, H] \) do
2: Initialize Lagrangian multipliers \( \lambda_1 = 0 \) and \( \lambda_2 = 0 \) and parameters \( \epsilon_0 = 10 \).
3: for iteration \( p = 1 : p_{\text{max}} \) do
4: for AGV \( k = 1 : N_{\text{AGV}} \) do
5: Each AGV determines \( \hat{u}_k \) by solving the local subproblem (31)
6: Update Lagrangian multipliers \( \lambda_1(p, t) \) and \( \lambda_2(p, t) \) by (32)
7: Update primal residual \( r(p, t) \) and dual residual \( s(p, t) \) by (33), (34)
8: Update penalty coefficient \( \epsilon(p, t) \) by (33)
9: end for
10: // Stopping condition
11: if \( r(p, t) \leq r_{\text{lim}} \) or \( s(p, t) \leq s_{\text{lim}} \) or \( p = p_{\text{max}} \), then break
12: \( p = p + 1 \)
13: end for
14: // Update the state of each AGV and move to next step
15: \( t = t + 1 \)
16: end while

where \( \overline{x}(p, t) = \left( \frac{1}{N_k} \sum_{i=1}^{N_k} x_i^1(p, t), \ldots, \frac{1}{N_k} \sum_{i=1}^{N_k} x_i^{N_{\text{AGV}}}(p, t) \right) \) is the average preprocessing result for each subproblem in the state vector at iteration \( p \) at time \( t \).

\[
s(p + 1, t) = -\epsilon(p + 1, t)||\overline{x}(p + 1, t) - \overline{x}(p, t)||_2 \quad (35)
\]

Algorithm 1 continues until \( r(p, t) \leq r_{\text{lim}} \) or \( s(p, t) \leq s_{\text{lim}} \) or \( p = p_{\text{max}} \). \( r_{\text{lim}} \) and \( s_{\text{lim}} \) are set to \( 10^{-3} \), as suggested in [35].

V. COMPUTATIONAL EXPERIMENT RESULTS

This section evaluates and discusses the results of the proposed methodology via the ML model and the developed solution approaches. Numerical case studies are carried out to assess the performance. First, the involved case study setting is introduced. Then, the results on the proposed control method for dealing with uncertainty are discussed, and the advantage of our distributed MPC method is assessed in terms of productivity and computation metrics.

A. Experiment Settings

To evaluate the performance of the proposed planning strategy, we consider two benchmarks related to two types of AGV roadmaps. Benchmark 1 corresponds to a squared roadmap graph, which contains \( m \times m \) nodes and \( 2m \times (m - 1) \) links [28], [39], as introduced in Fig. 1. Benchmark 2 contains an irregular graph with unbalanced connections, which is derived from a real world transport company, as shown in Fig. 4 and in [5]. In Fig. 4, we can observe that the roadmap of Benchmark 2 is not regular because the topology is not squared. Its connectivity is not as strong as the one of Benchmark 1 because multiple nodes of Benchmark 1 have more than 2 adjacent nodes, while most nodes of Benchmark 2 have only two adjacent nodes. These two roadmap layouts can be found in related applications for AGVs and robots [5], [28], [39].

We evaluate the following five methods: centralized MPC (C-MPC), ADMM-based distributed MPC (D-MPC), prioritized MPC (P-MPC), static planning (SP), and dynamic prioritized planning (DPP). P-MPC plans the path of each AGV following a fixed priority based on the MPC framework and regards the planned paths as collision constraints. SP is a mainstream planning method implemented via the time-space model proposed in [5]. DPP is a state-of-the-art dynamic approach that uses a dynamically updated priority list to resolve AGV conflicts based on offline paths [22]. The three MPC methods are based on the proposed ML model, which predicts the feasible AGV positions.

The mathematical modeling is implemented in Python on Windows 10, while solver Gurobi 9.0.3 is used for solving the formulated planning problems. The computer hardware is Intel Core i7-8750 (3.0 Hz) with 16 GB of memory.

We consider three commonly used key performance indicators (KPIs) as follows:

- The sum of completion times of all the AGVs, which is defined as cost1.
- The completion time of the last AGV (makespan), which is defined as cost2.
- Computational time, (CT for short), which is the time it takes to compute its optimal solution and certify its optimality, which is guaranteed by the solver, Gurobi.

The first KPI is stricter than the second since the makespan focuses on the last completed task. Next, we present the computational results with normal operations and uncertainties.

B. Choice of Planning Horizon

In the proposed MPC strategy for local planning, the planning horizon \( T_p \) is a key parameter. For a very small \( T_p \), unnecessary waiting time increases as the path prediction is not efficient, so the planning is not productive. Each arc \((i, j)\) has a unit time slot, and thus, we consider \( T_p > 1 \).

Table III compares the experimental results, searching for a proper \( T_p \). It was found from Table III that \( T_p = 4 \) reaches the best cost1 with the shortest \( T_p \), and we choose \( T_p = 4 \) in the following experiments.
TABLE III

<table>
<thead>
<tr>
<th>Settings</th>
<th>$T_p = 2$</th>
<th>$T_p = 3$</th>
<th>$T_p = 4$</th>
<th>$T_p = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m/AGV$</td>
<td>cost1</td>
<td>cost2</td>
<td>cost1</td>
<td>cost2</td>
</tr>
<tr>
<td>5/4</td>
<td>25.08</td>
<td>24.10</td>
<td>24.08</td>
<td>24.18</td>
</tr>
<tr>
<td>6/6</td>
<td>28.00</td>
<td>28.13</td>
<td>28.19</td>
<td>28.28</td>
</tr>
<tr>
<td>7/7</td>
<td>35.03</td>
<td>34.27</td>
<td>32.35</td>
<td>32.54</td>
</tr>
</tbody>
</table>

Fig. 5. Planned AGV paths when $T_p = 2$ (4 AGVs).

Fig. 6. Planned AGV paths when $T_p = 3$ (4 AGVs).

Figs. 5 and 6 provide the paths of four AGVs in a 5 × 5 grid roadmap under the conditions $T_p = 2$ and $T_p = 3$. Both figures show that all possible collisions are avoided since there is no more than one AGV in the same node for any $t$. When comparing these two figures, case $T_p = 3$ has better transport productivity than case $T_p = 2$, as more roadmap information can be considered for local planning.

C. Computational Results

We first evaluate the computational results of the proposed C-MPC and D-MPC methods in comparison to the SP, P-MPC, and DPP methods. These experimental results are reported in Table IV and Table V for Benchmarks 1 and 2, respectively.

Table IV provides the performance of the five tested methods concerning Benchmark 1, which uses the squared roadmap ($m$ changing from 5 to 20). Table IV shows that the proposed D-MPC method presents a good balance between the objective function value and the computational burden. There are small gaps (approximately 2%) in the productivity objectives (costs 1 and 2) between the proposed D-MPC and the static planner SP. These gaps result from approximating the global cost when using the MPC planner. However, SP struggles with computational complexity as all the roadmap information is considered, and the computation times of large-scale scenarios can be more than 1000 seconds. Moreover, SP assumes that there are no disruptions during the transport process. Our MPC planner has a great advantage in computational efficiency, and the proposed D-MPC method computes a solution in approximately 10 seconds for large-scale scenarios (against approximately 1000 seconds using SP), which has the potential for real-time applications in industrial environments. Compared to the large gap in the computation time, the gaps in the productivity metrics are relatively small with respect to costs 1 and 2.

Table IV shows the effectiveness of the proposed ADMM-based decomposition technique, since D-MPC achieves the same values of costs 1 and 2 as C-MPC. Note that the values of cost 1 and cost 2 are computed when all the tasks are completed. Since the paths of C-MPC and D-MPC are the same, the values of cost 1 and cost 2 of D-MPC are equal to those of C-MPC. However, some small errors exist due to the decomposition technique introduced by ADMM. Fig. 7 provides the converging trajectories of the primal residual $r(p)$ and the dual residual $s(p)$ in addition to the cost difference between the proposed D-MPC and C-MPC when applying the MPC of the instance with $m = 10$. These converging behaviors show that there is a small difference between the value of the augmented Lagrangian function (Equation (23)) and the value of the original objective function (Equation (19)). This difference comes from inequality constraints (11) and (12) because $x^k_i(t) = 0$ and $u^k_{i,j}(t) + u^k_{j,i}(t) = 0$ for these nodes that are not visited by any AGV. The small errors are reported with more decimals in Fig. 7.

Table V reports the performance of the five methods for Benchmark 2, and the computational results on Benchmark 2 are consistent with those on Benchmark 1. The D-MPC achieves high productivity with a much lower computation time among the five methods, which can also be seen in the irregular roadmap of Fig. 4.

Tables IV and V show that the proposed D-MPC gives high competitive performance in comparison to C-MPC, P-MPC, and DPP. Costs 1 and 2 of D-MPC are the closest to those of SP, with almost the shortest computation time. In the next subsection, we show the advantage of the proposed MPC methods when dealing with the uncertainties during the transport process.

D. Addressing Uncertainties

We next present the advantages of the proposed MPC strategy when dealing with uncertainties in the production environment during operations. We consider the second instance of Benchmark 2 as an illustrative example, and the corresponding roadmap topology is given in Fig. 4. In this instance, four AGVs move from their origin to their destination (AGV 1:Node 18 → Node 42, AGV 2:Node 57 → Node 11, AGV 3:Node 22 → Node 40, AGV 4:Node 58 → Node 20). To show the effectiveness of the proposed real-time decision, the centralized MPC method is compared with the static planning method, in which the AGV paths are predetermined offline.
TABLE IV

Comparison of Numerical Results With Respect to Benchmark 1. (Units: Seconds)

<table>
<thead>
<tr>
<th>Settings</th>
<th>$N_{AGV}$</th>
<th>C-MPC</th>
<th>D-MPC</th>
<th>P-MPC</th>
<th>DPP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cont1</td>
<td>cont2</td>
<td>CT</td>
<td>cont1</td>
<td>cont2</td>
</tr>
<tr>
<td>5</td>
<td>24.5</td>
<td>7.6</td>
<td>0.76</td>
<td>25.0</td>
<td>7.8</td>
</tr>
<tr>
<td>6</td>
<td>29.8</td>
<td>8.3</td>
<td>1.87</td>
<td>30.6</td>
<td>8.5</td>
</tr>
<tr>
<td>7</td>
<td>34.3</td>
<td>8.5</td>
<td>2.21</td>
<td>35.3</td>
<td>8.7</td>
</tr>
<tr>
<td>8</td>
<td>39.4</td>
<td>9.1</td>
<td>3.41</td>
<td>39.5</td>
<td>9.4</td>
</tr>
<tr>
<td>9</td>
<td>38.7</td>
<td>9.6</td>
<td>3.73</td>
<td>39.6</td>
<td>9.9</td>
</tr>
<tr>
<td>10</td>
<td>38.9</td>
<td>9.9</td>
<td>5.71</td>
<td>39.9</td>
<td>10.2</td>
</tr>
<tr>
<td>11</td>
<td>44.7</td>
<td>10.1</td>
<td>6.37</td>
<td>46.0</td>
<td>10.4</td>
</tr>
<tr>
<td>12</td>
<td>46.4</td>
<td>10.8</td>
<td>8.71</td>
<td>47.5</td>
<td>11.1</td>
</tr>
<tr>
<td>13</td>
<td>50.7</td>
<td>11.3</td>
<td>9.86</td>
<td>52.3</td>
<td>11.7</td>
</tr>
<tr>
<td>14</td>
<td>51.2</td>
<td>12.1</td>
<td>13.78</td>
<td>52.5</td>
<td>12.5</td>
</tr>
<tr>
<td>15</td>
<td>55.3</td>
<td>12.4</td>
<td>15.61</td>
<td>57.3</td>
<td>12.8</td>
</tr>
<tr>
<td>16</td>
<td>166.9</td>
<td>18.1</td>
<td>476.19</td>
<td>172.0</td>
<td>18.7</td>
</tr>
<tr>
<td>17</td>
<td>206.6</td>
<td>18.6</td>
<td>624.95</td>
<td>212.9</td>
<td>19.2</td>
</tr>
<tr>
<td>18</td>
<td>245.6</td>
<td>18.1</td>
<td>897.39</td>
<td>253.4</td>
<td>18.7</td>
</tr>
<tr>
<td>19</td>
<td>307.3</td>
<td>18.1</td>
<td>1391.07</td>
<td>316.4</td>
<td>18.3</td>
</tr>
<tr>
<td>20</td>
<td>368.4</td>
<td>18.2</td>
<td>2109.18</td>
<td>379.2</td>
<td>18.3</td>
</tr>
<tr>
<td>21</td>
<td>178.4</td>
<td>23.2</td>
<td>896.81</td>
<td>180.7</td>
<td>24.0</td>
</tr>
<tr>
<td>22</td>
<td>235.2</td>
<td>25.6</td>
<td>1128.59</td>
<td>242.4</td>
<td>26.5</td>
</tr>
<tr>
<td>23</td>
<td>262.9</td>
<td>23.7</td>
<td>1496.21</td>
<td>291.6</td>
<td>24.5</td>
</tr>
<tr>
<td>24</td>
<td>357.9</td>
<td>24.7</td>
<td>2091.32</td>
<td>365.9</td>
<td>25.1</td>
</tr>
<tr>
<td>25</td>
<td>428.6</td>
<td>25.1</td>
<td>3126.48</td>
<td>437.2</td>
<td>25.4</td>
</tr>
<tr>
<td>Average</td>
<td>144.6</td>
<td>13.05</td>
<td>630.33</td>
<td>152.8</td>
<td>13.45</td>
</tr>
</tbody>
</table>

TABLE V

Comparison of Numerical Results With Respect to Benchmark 2. (Units: Seconds)

<table>
<thead>
<tr>
<th>Settings</th>
<th>$N_{AGV}$</th>
<th>C-MPC</th>
<th>D-MPC</th>
<th>P-MPC</th>
<th>DPP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cont1</td>
<td>cont2</td>
<td>CT</td>
<td>cont1</td>
<td>cont2</td>
</tr>
<tr>
<td>5</td>
<td>32.1</td>
<td>15.4</td>
<td>45.94</td>
<td>32.8</td>
<td>13.8</td>
</tr>
<tr>
<td>6</td>
<td>45.7</td>
<td>13.5</td>
<td>76.87</td>
<td>46.7</td>
<td>14.0</td>
</tr>
<tr>
<td>7</td>
<td>56.4</td>
<td>13.8</td>
<td>85.87</td>
<td>57.8</td>
<td>14.3</td>
</tr>
<tr>
<td>8</td>
<td>67.6</td>
<td>14.1</td>
<td>114.71</td>
<td>69.4</td>
<td>14.6</td>
</tr>
<tr>
<td>9</td>
<td>79.2</td>
<td>15.1</td>
<td>192.75</td>
<td>81.3</td>
<td>15.6</td>
</tr>
<tr>
<td>10</td>
<td>95.4</td>
<td>14.8</td>
<td>207.65</td>
<td>98.0</td>
<td>15.3</td>
</tr>
<tr>
<td>11</td>
<td>107.2</td>
<td>15.2</td>
<td>221.36</td>
<td>110.3</td>
<td>15.8</td>
</tr>
<tr>
<td>12</td>
<td>123.8</td>
<td>15.3</td>
<td>269.89</td>
<td>127.7</td>
<td>15.9</td>
</tr>
<tr>
<td>13</td>
<td>181.6</td>
<td>15.4</td>
<td>489.42</td>
<td>185.3</td>
<td>16.0</td>
</tr>
<tr>
<td>14</td>
<td>248.7</td>
<td>15.6</td>
<td>840.61</td>
<td>253.4</td>
<td>16.0</td>
</tr>
<tr>
<td>15</td>
<td>307.9</td>
<td>15.7</td>
<td>1447.23</td>
<td>313.8</td>
<td>16.2</td>
</tr>
<tr>
<td>Average</td>
<td>142.9</td>
<td>14.78</td>
<td>510.82</td>
<td>155.98</td>
<td>15.3</td>
</tr>
</tbody>
</table>

Fig. 7. Convergence behavior of primal residuals, dual residuals and their difference with the optimal cost by the D-MPC.

Figs. 8 and 9 depict the predetermined paths when using static planning and the adjusted paths when using the proposed C-MPC method. The planned path is marked with a dashed line, while the actual path is labeled with a solid line. It is assumed that AGV 3 breaks down at $t = 1$ in node 33. Fig. 9 shows that the other three AGVs collide with AGV 3. AGVs 1, 2 and 4 collide with AGV 3 at $t = 11$, $t = 8$, and $t = 12$, respectively. Because these paths are scheduled off-line, they cannot be adjusted when the breakdown of AGV 3 takes place.

Fig. 9 shows that the paths of AGVs 1, 2, and 4 are adjusted after the breakdown of AGV 3 via the proposed MPC method. After this uncertainty has happened ($t = 1$), these three AGVs do not follow their predefined paths and need to search for alternative collision-free paths. The three unbroken AGVs complete their transport tasks successfully, although the total transport time of these three AGVs increases slightly because some connections become impossible.
In addition to the AGV breakdown of AGVs, other types of uncertainties, such as operation delay for picking up the materials and changes in the delivery destinations, can also be taken into consideration by the proposed MPC method.

VI. CONCLUSION AND FUTURE RESEARCH

The decision-making process for path planning of AGVs in the manufacturing and logistics environment is expected to be able to deal with uncertainty in the transport process with a low computational burden. For this reason, we propose a new methodological contribution to the dynamic path planning of automated guided vehicles in the bidirectional guide-path layout. The material transport process is mathematically described as a dynamical system via an MLD representation. Based on the MLD model, a customized MPC planner is proposed to dynamically determine collision-free AGV paths, and an ADMM-based decomposition technique is introduced to improve the computational efficiency.

The advantages of the proposed methodology are verified on case studies derived from industrial scenarios in comparison to the commonly used static planning and state-of-the-art online methods. First, the ADMM-based D-MPC achieves high productivity metrics (i.e., the sum of completion times and makespan) at a low computational burden compared to state-of-the-art online approaches (P-MPC and DPP). This superiority is valuable when implementing planning decisions in manufacturing and logistics. It was found that the computation time of the distributed MPC method is only 1% of the static planner with the increase of the objective values by less than 3% on average. Second, the uncertainties (e.g., vehicle breakdown and changes in the delivery destination) during the transport process have been better addressed by the proposed MPC planner. The related case studies show that the transport completion rate is considerably improved by the proposed MPC planner compared to the static planner. These improvements result from the predictable MLD model and the ADMM-based distribution coordination, and both are integrated under the MPC framework to achieve these benefits.

Regarding future research work, model-free approaches, such as deep Q-learning, can be investigated as an alternative approach to model-based solving methods. Moreover, the proposed distributed method can also be incorporated into the guide-path design problem of the AGVs, reducing the computational burden when designing the AGV layout.
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