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Abstract—Filter design for signal splitting and reconstruction in subband coding is based in practice on the assumption that coding errors are negligible. In the absence of coding the aliasing errors are explicitly canceled when quadrature mirror filters (QMF's) are used. The fact that aliasing errors occur in the presence of coding errors is acknowledged in the literature. However, no quantitative evaluation has been made so far. This paper explicitly incorporates quantization errors into a QMF system by means of a quantizer model. This enables us to discriminate between different types of coding errors, such as the aliasing error. Other distinguished errors are a QMF design error, a signal error, and a random error, which is uncorrelated with the original image. Both a mean-squared error calculation and a subjective judgment of the coding errors show that the aliasing errors can be neglected for filter lengths of 12 taps or more. The signal error determines the sharpness of the reconstructed image, while the random error is most visible in the flat areas.

I. INTRODUCTION

The basic idea of subband coding is to split up the frequency band of the signal and to code each subband separately using a coder and bit rate closely matched to the statistics of that particular band. However, splitting the signal into subbands basically involves digital FIR or IIR bandpass filtering followed by downsampling. As a result, aliasing will occur in the subbands and special care has to be taken to reconstruct the signal in order not to let the reconstruction suffer from aliasing error effects. By applying special techniques, such as the quadrature mirror filter (QMF) technique [4], the conjugate quadrature filter (CQF) technique [8], or an IIR filtering technique [1], the aliasing errors are explicitly canceled out in the reconstruction stage. These methods, however, have been developed under the assumption that coding errors are negligible, while in practice, in subband coding, we always have coding errors due to the encoding and decoding of the subbands. In that case the aliasing errors will not completely be canceled out in the reconstruction. The occurrence of these aliasing errors due to coding is acknowledged in the literature. For instance, in [7] a remark is made on the occurrence of aliasing errors due to speech coding, the severity depending on the coding accuracy. In [2] a thorough comparison between different filters and filter techniques for image coding is made with respect to their coder performance. However, so far neither has an actual analysis yet been made of the aliasing errors, nor has been investigated whether the assumption of neglecting the coding errors for filter design is justified for images.

It is the purpose of this paper to analyze the coding errors due to quantization by explicitly incorporating a mathematical model for a Lloyd–Max quantizer into a QMF splitting and reconstruction scheme [12]. Although other filter techniques to split a signal into subbands exist, in this paper we will confine ourselves to the QMF technique. Also, we will apply Lloyd–Max quantizers to encode the spatial domain subbands, this in contrast to [2], where uniform threshold quantizers are being used. To describe the Lloyd–Max quantizer we will use a model that is known as the “gain-plus-additive-noise quantizer model” [6] which will turn out to be very convenient for our purpose. Not only does this model fit very well to the actual data but, moreover, we are also able to classify the coding errors due to quantization into different types of errors, among which is the aliasing error, and gain more insight into the specific nature of subband coding errors. In this manner we can investigate the impact of the aliasing errors (among others) on the final subband coding result, and consider their severity.

II. THE GAIN-PLUS-ADDITIVE-NOISE QUANTIZER MODEL

The basic intention of introducing a quantizer model into a QMF splitting and reconstruction scheme is to derive an input/output relation for the total system, in which the coding errors are incorporated. We would like to use a (simple) model where the quantizer output is made up of parts that are independent or uncorrelated with each other. Using such a model, we then expect to be able to split up the total reconstruction error into different classes of errors.

The obvious model for this purpose would be the fairly common additive input-independent noise quantizer model

\[ y = x + q \]  \hspace{1cm} (1)
where the input signal $x$ and the additive noise $q$ are uncorrelated [6]. The model is also shown in Fig. 1(a). Note that this is the model that is being used in [2] to describe a uniform threshold quantizer, where the quantization noise $q$ is assumed to be independent of the signal $x$ and uniformly distributed. By squaring and taking the expectations of (1) we get

$$E[y^2] = E[(x + q)^2]$$
$$= E[x^2] + 2E[xq] + E[q^2]$$
and because the noise $q$ is assumed to be uncorrelated with the input signal $x$, that is, $E[xq] = 0$, we get

$$\sigma_q^2 = \alpha^2 \sigma_x^2 + \sigma_y^2.$$  

In this simple model, therefore, the variance of the quantizer output is larger than that of the input.

However, in [6] it is shown that for the Lloyd–Max quantizers we are using to encode the subbands it holds that

$$\sigma_y^2 = \alpha^2 \sigma_x^2 - \sigma_q^2$$

and the assumption of uncorrelated additive noise turns out to be incorrect. In order to satisfy (4) and have uncorrelated additive noise, a better model for Lloyd–Max quantization is therefore not a purely additive uncorrelated noise model, but one with a less-than-unity gain component and an additive component, according to

$$y = \alpha x + r.$$ 

This model is shown in Fig. 1(b), where $\alpha$ is the multiplication (gain) factor such that $\alpha x$ represents the signal part of the quantized signal $y$ and $r$ is the uncorrelated additive noise term. Using this model, we can now show that by making a proper choice for the gain $\alpha$ the assumption of an additive uncorrelated noise signal $r$ can be justified.

For Lloyd–Max quantizers it can be shown that the quantization noise $q$ is orthogonal to the output $y$ of the quantizer [6], or, equivalently, $E[qy] = 0$. Using this orthogonality property we then first calculate

$$E[xq] = E[(x - q)q]$$
$$= E[yq] - E[q^2]$$
$$= -\sigma_q^2,$$ 

and next

$$E[xq] = E[x(y - x)]$$
$$= E[x(\alpha x + r - x)]$$
$$= (\alpha - 1)\sigma_x^2 + E[xr].$$

Finally, by deliberately setting the correlation between the input signal $x$ and the additive noise $r$ equal to zero, that is, $E[xr] = 0$, and equating (6) and (7), we obtain

$$\alpha = 1 - \frac{\sigma_y^2}{\sigma_x^2}.$$ 

Note that the value $\sigma_q^2 E[(y - x)^2]$ is the mean-squared error of the Lloyd–Max quantizer. Therefore, $\alpha$ is equal to one minus the normalized quantizer distortion; in general this value is known after quantizer design. Thus, if we choose $\alpha$ according to (8), the additive noise will be uncorrelated to the input signal. In fact, this is the main attractive feature of this model and the reason we want to incorporate this model into the QMF system.

The variance of the uncorrelated noise signal is finally calculated by

$$E[y^2] = E[(\alpha x + r)^2]$$
$$= \alpha^2 \sigma_x^2 + \sigma_y^2,$$

and by using (4) and (8) we finally obtain

$$\sigma_y^2 = (1 - \alpha^2)\sigma_x^2 - \sigma_q^2$$
$$= \alpha(1 - \alpha)\sigma_x^2.$$ 

As was to be expected, the random noise variance $\sigma_y^2$ will be zero in two cases: 1) there are no coding errors, $\sigma_q^2 = 0.0 = \alpha = 1.0$, and 2) the signal is "encoded" with just its mean value, $\sigma_y^2 = \sigma_0 = 0.0$.

III. INCORPORATION OF THE QUANTIZER MODEL INTO A 1D QMF SCHEME

In the elementary 1D QMF filter scheme the 1D signal is split into two subbands by first bandpass filtering the signal and then decimating the result by a factor 2. In the frequency domain this operation can be described by

$$X_i(\omega) = \frac{1}{2} \sum H_i(\omega/2 + k\pi) X\left(\frac{\omega}{2} + k\pi\right)$$

where $X(\omega)$ is the input signal and $X_i(\omega)$ for $i = 0, 1$, are the two separate subbands. Here the QMF filters $H_0(\omega)$ and $H_1(\omega)$ are each other's shifted equivalents, according to

$$H_0(\omega) = H(\omega)$$
$$H_1(\omega) = H(\omega + \pi).$$

The reconstruction of the 1D signal is performed, respectively, by upsampling with a factor 2, suitably bandpass filtering and adding the subbands. In the QMF approach the reconstruction can be written as

$$\hat{X}(\omega) = \sum_{i=0}^{1} (-1)^i H_i(\omega) \hat{X}_i(2\omega)$$

where $\hat{X}_i(\omega)$ are the subband signals after encoding/decoding. Although present filter design is based on neglecting the coding errors, that is, assuming that $\hat{X}_i(\omega) \equiv X_i(\omega)$.
for \( i = 0, 1 \), in practice \( \hat{X}_i(\omega) \) will not be equal to \( X_i(\omega) \). Therefore, in order define an appropriate relation between coder input and code output, from now on we will assume that we quantize the subbands \( X_i(\omega) \) and \( \hat{X}_i(\omega) \) in the spatial domain (that is, we quantize \( x_i(n) \) and \( \hat{x}_i(n) \)) using a Lloyd–Max quantizer. In that case we can use the quantizer model as derived in the previous section and describe the two subband coders/decoders using the Fourier equivalent of the model of (5):

\[
\hat{X}_i(\omega) = \alpha_i X_i(\omega) + R_i(\omega) \tag{15}
\]

for \( i = 0, 1 \). Combining (11), (14), and (15) we can now write the input/output relation of the 1D QMF system with Lloyd–Max quantization as

\[
\hat{X}(\omega) = X(\omega) \sum_{i=0}^{1} (-1)^i \alpha_i H_i(\omega) H_i(\omega)
+ \sum_{i=0}^{1} (-1)^i \alpha_i H_i(\omega) H_i(\omega + \pi)
+ \sum_{i=0}^{1} (-1)^i H_i(\omega) R_i(2\omega). \tag{16}
\]

In this equation we can distinguish three different additive parts:

1) a signal part (the first summation), which is a filtered version of \( X(\omega) \),
2) an aliasing part (the second summation), which is a filtered version of \( X(\omega + \pi) \), and
3) a random part (the third summation), uncorrelated with the signal \( X(\omega) \).

Starting from this observation we first define the reconstruction error \( E(\omega) \) as the difference between the reconstructed signal \( \hat{X}(\omega) \) and the original input signal \( X(\omega) \):

\[
E(\omega) = \hat{X}(\omega) - X(\omega). \tag{17}
\]

Next, we subdivide the reconstruction error into four typical error signals:

\[
E(\omega) = E_d(\omega) + E_s(\omega) + E_a(\omega) + E_g(\omega) \tag{18}
\]

where

\[
\begin{align*}
E_d(\omega) & \quad \text{QMF design error, which always occurs,} \\
E_s(\omega) & \quad \text{signal error}, \\
E_a(\omega) & \quad \text{aliasing error, and} \\
E_g(\omega) & \quad \text{random error, uncorrelated with the signal} X(\omega). 
\end{align*}
\]

The equations for each of the errors are easily derived from (16) and are given by

\[
E_d(\omega) = [H(\omega)^2 - H(\omega + \pi)^2 - 1] X(\omega) \tag{19}
\]

\[
E_s(\omega) = [(\alpha_0 - 1)H(\omega)^2 - (\alpha_1 - 1)H(\omega + \pi)^2] X(\omega) \tag{20}
\]

\[
E_a(\omega) = [(\alpha_0 - \alpha_1)H(\omega)H(\omega + \pi)] X(\omega + \pi) \tag{21}
\]

\[
E_g(\omega) = 2H(\omega)R_d(2\omega) - 2H(\omega + \pi)R_d(2\omega). \tag{22}
\]

It can be clearly seen that we now have separated the aliasing error signal within the total reconstruction error, thus allowing a quantitative evaluation of the aliasing errors. Note, that except for \( E_g(\omega) \) the three other error signals need not necessarily be uncorrelated, although experimental results as presented later in the paper indicate highly uncorrelated signals. By choosing this particular subdivision into different errors we can examine different coding error artifacts, among which is the aliasing error. By definition, in the absence of coding errors only \( E_g(\omega) \) remains, since in that case \( \alpha_0 = \alpha_1 = 1 \) and \( \sigma_{\alpha_0} = \sigma_{\alpha_1} = 0 \). In the presence of quantization errors, however, in general the errors \( E_d(\omega) \), \( E_s(\omega) \), and \( E_a(\omega) \) are not zero and are dependent on the type of filter \( H(\omega) \) used, the input signal \( X(\omega) \) and the bit allocation, which determines the values of \( \alpha_i \) and thus \( \sigma_{\alpha_i} \). Note that in the case where both subbands are encoded using the same quantizer, we will have identical values for \( \sigma_0 \) and \( \sigma_1 \) and the aliasing errors will be eliminated.

IV. THE EXTENSION TO 2D

In this section we will make the extension of 1D to 2D. Again we assume that we have Lloyd–Max quantizers that can be modeled by the gain-plus-additive-noise model. Combining the 2D equations for splitting, quantization and reconstruction is straightforward, and results in the 2D input/output relation

\[
\hat{X}(\omega_0, \omega_1) = \sum_{i=0}^{1} \sum_{j=0}^{1} X(\omega_{0i} + k \pi, \omega_{1j} + l \pi)
\times \sum_{i=0}^{1} \sum_{j=0}^{1} (-1)^{k+j} \alpha_{ij} H_{ij}(\omega_{0i}, \omega_{1j})
\times H_{ij}(\omega_{0i} + k \pi, \omega_{1j} + l \pi)
+ 4 \sum_{i=0}^{1} \sum_{j=0}^{1} (-1)^{k+j} H_{ij}(\omega_{0i}, \omega_{1j}) R_{ij}(2\omega_{0i}, 2\omega_{1j}). \tag{23}
\]

By analogy with the one-dimensional case we can again distinguish the four types of coding errors as defined in (18). The QMF error and the signal error are both filtered versions of the original 2D signal \( X(\omega_0, \omega_1) \) and come from the first summation in (23), for \( (k, l) = (0, 0) \). By definition, the QMF error consists of the difference between the original 2D signal \( X(\omega_0, \omega_1) \) and the 2D reconstruction without coding errors, that is, when \( \alpha_{0i} = \alpha_{1j} = 1 \) and \( R_{ij}(\omega_{0i}, \omega_{1j}) = 0 \), for \( i, j = 0, 1 \). Since we use only separable 2D QMF’s for splitting and reconstruction we employ this separability, yielding the 2D QMF error signal

\[
E_d(\omega_0, \omega_1) = X(\omega_0, \omega_1)
\times \{ [H(\omega_0)^2 - H(\omega_0 + \pi)^2] \}
\times [H(\omega_1)^2 - H(\omega_1 + \pi)^2] - 1. \tag{24}
\]

For the 2D signal error we take into account the \( \alpha_{ij} \) val-
ues. Again using the separability of the 2D QMF $H(\omega_0, \omega_1)$ we get

$$E_d(\omega_0, \omega_1)$$

$$= [(\alpha_{00} - 1)H(\omega_0)H(\omega_1)^2]$$

$$- (\alpha_{01} - 1)H(\omega_0)H(\omega_1 + \pi)^2$$

$$- (\alpha_{00} - 1)H(\omega_0 + \pi)H(\omega_1)^2$$

$$+ (\alpha_{01} - 1)H(\omega_0 + \pi)H(\omega_1 + \pi)^2]X(\omega_0, \omega_1).$$

(25)

Note that the transfer function by which the signal $X(\omega_0, \omega_1)$ in (25) is multiplied, is not separable due to the values of $\alpha_{ij}$ which in general are different. The aliasing error signal can be easily derived from (23) by taking the first summation for $(k, l) \neq (0, 0)$. We then obtain

$$E_d(\omega_0, \omega_1)$$

$$= [H(\omega_0)H(\omega_1 + \pi)][(\alpha_{00} - \alpha_{10})H(\omega_0)^2]$$

$$+ [(\alpha_{01} - \alpha_{11})H(\omega_0 + \pi)^2]X(\omega_0, \omega_1 + \pi)$$

$$+ [H(\omega_0)H(\omega_0 + \pi)][(\alpha_{00} - \alpha_{10})H(\omega_1)^2]$$

$$+ [(\alpha_{01} - \alpha_{11})H(\omega_0 + \pi)^2]X(\omega_0 + \pi, \omega_1)$$

$$+ [(\alpha_{00} - \alpha_{01} - \alpha_{10} + \alpha_{11})H(\omega_0 + \pi)^2]$$

$$H(\omega_0 + \pi)H(\omega_1 + \pi)X(\omega_0 + \pi, \omega_1 + \pi).$$

(26)

Clearly, we can see that the aliasing error has three terms. This was to be expected, since each subband will have aliasing errors coming from the other three subbands, which are not completely compensated due to the coding errors. In this 2D case, the aliasing errors consist of the sum of two parts that have a 1D aliasing error in one direction and a 1D signal error in the other direction (the first two parts of (26)) and one part that has 1D aliasing errors in both directions (the last part of (26)). Finally, the random error consists entirely of the second summation in (23):

$$E_d(\omega_0, \omega_1)$$

$$= 4H_d(\omega_0)H_d(\omega_1)R_{00}(2\omega_0, 2\omega_1)$$

$$- 4H_d(\omega_0)H_d(\omega_1)R_{01}(2\omega_0, 2\omega_1) +$$

$$- 4H_d(\omega_0)H_d(\omega_1)R_{10}(2\omega_0, 2\omega_1)$$

$$+ 4H_d(\omega_0)H_d(\omega_1)R_{11}(2\omega_0, 2\omega_1).$$

(27)

According to (27) each subband coder/decoder produces its own uncorrelated quantizer noise, which is put into its corresponding frequency band due to the reconstruction filtering (ignoring the relatively small overlap between the frequency bands).

V. EXPERIMENTAL RESULTS

The experimental analysis of quantization errors was performed for the subband coding schemes as previously described. The splitting scheme of Fig. 2 was used with the 16 tap filter denoted as 16B in [7]. To employ the same coding methods as in [5] and [13], we would have liked to use DPCM to encode the low frequencies subband. However, no useful input/output model is available for DPCM that is comparable to the gain-pulse-additive-noise model for Lloyd-Max quantization, (that is, with an uncorrelated additive noise term). Insertion of the model into a DPCM scheme would give us a noise signal which due to the feedback is not uncorrelated with the input signal. Therefore, we will use a Lloyd-Max quantizer for the subband containing the lowest frequencies as well, although the DPCM encoder would yield better coding results. For example, the drop in performance when the monochrome 512 × 512 image “Clown” is coded at 0.6 b/pixel is approximately 0.6 dB. The probability density function (pdf) on which the Lloyd-Max quantizer is based is Gaussian, which yielded a good match to the histogram of the subband, especially when compared to the occasionally used Laplacian or uniform pdf’s. For the other subbands we employ the already designed and used quantizers that are based on the generalized Gaussian pdf with shape parameter $c = 0.5$.

To experimentally obtain the different error signals, first the image is split into subbands and the bit allocation algorithm [11] is applied. At that point the Lloyd-Max quantizers to be used are known and the value of $\alpha$ is computed using (8) for each subband. Applying the subband filters and the values of $\alpha$ the three error signals $E_d(\omega), E_s(\omega)$, and $E_d(\omega)$ can next be computed using (24), (25), and (26). The additive noise term per subband is calculated according to (5), by multiplying the original subband signal $x$ by $\alpha$ and subtracting this from the actually encoded subband signal $y$. Finally, the random error signal $E_r(\omega)$ is obtained using (27). Although (24) through (27) are for only four subbands they can easily be extended to the case where the image is split into more subbands.

We have performed experiments on several different images, which all lead to the same conclusions. As an example, we have taken the 512 × 512 image “Clown,” of which the original is shown in Fig. 3. Fig. 4 shows the four different errors in the spatial domain when this image is encoded at 0.60 b/pixel. Because the variances of the resulting error images are very small when compared to the variance of the original image, each error image is stretched to maximum visibility. The signal error in Fig. (4b) only occurs in high spatial frequency areas, such as edges. This was to be expected, since the lower frequency subbands are quantized more accurately than the higher frequency subbands, thus affecting the sharpness of edges.

The random error image in Fig. (4d) still shows some features of the original image. This could imply that the quantization model of (5) does not produce a fully uncor-
related noise term, which can only be caused by a quantizer mismatch. To investigate the goodness of the quantizer fit, Table 1 shows the cross-correlation values between the original subband signals and the corresponding random signals for those subbands that are encoded. As can be seen, the correlation values are close to zero, pointing towards a good fit of the data to the Lloyd–Max quantizers. However, it can also be argued that even in the case of a perfect fit of the quantizers to the data, the random error will have a visual correspondence with the original image. While flat areas will be quantized using many similar quantization values, yielding a low local (random) error variance, on the other hand, edges and other high spatial frequency areas will result in a higher local error variance, thus yielding a visual resemblance to the original image. This effect can nevertheless also be attributed to quantizer mismatch, namely, to a spatially local quantizer mismatch. Observation of the random error image does indeed show a higher local variance in areas where the spatial frequency is relatively high. Another explanation for the visual correspondence to the original image would be the existence of nonlinear dependencies, being all but the linear (second moment) dependency, or correlation. In fact, in practice we never expect the random error image to look totally incoherent with the original image. Because we have a local quantizer mismatch, we expect the random error, and also the signal and the aliasing error to decrease when locally adaptive quantizers are used, thus enhancing the performance of a subband coder.
The aliasing error in Fig. 4(c) and the QMF error in Fig. 4(a) both appear to have a very annoying character when visible. However, if we look at Fig. 5, where the variances of the four error images are shown for a number of different bit rates, we can see that the signal error has a variance which is much larger than the aliasing error. In Fig. 5 the QMF error is even left out, because when compared to the other errors the variance is very small ($\sigma_2^2 = 0.13$) and, moreover, bit rate independent. The signal error variance follows the curve of the total reconstruction error variance and is the largest in the low bit rate region (less than 0.8 b/pixel). For bit rates larger than 0.8 b/pixel the signal error becomes smaller than the random error. In that region, however, both the variances are so small that the errors in the reconstruction are hardly visible any more. Also from Fig. 5 it can be observed, that the sum of the separate error variances is close to the reconstruction error variance, suggesting uncorrelated error images. In fact, we expect the cross correlation between the random error image and the other three error images to be very low, because the Lloyd-Max quantizers produced output signals with (nearly) uncorrelated signal and random parts, see Table I. In Table II the cross-correlation matrix is shown for the four error images, from which it can be deduced that the error images are, indeed, very much uncorrelated.

To investigate the subjective judgement of each of the coding errors, we have subtracted each error image from the actual reconstruction. In this case we have used the well-known 256 × 256 “Lady-with-hat” image, because the effects are more pronounced than with the Clown image and can therefore be observed more clearly. The same splitting scheme is used as in [13], [14], that is, the image is split into 16 equally sized subbands. Again, the QMF “16B” from [7] is used. The reconstruction at 0.60 b/pixel is shown in Fig. 6(a). Comparing this image with Fig. 6(b), the reconstruction minus the signal error, we see that the signal error mainly determines the sharpness. Examination of the reconstruction minus the random error in Fig. 6(d) shows a smoothed, somewhat unsharp version of the original image, with no visual artefacts in the flat areas or around the edges. Because the random error is particularly visible in the flat areas and the signal error is mainly around the edges and in the “busy” areas, both errors appear to have an equal subjective severity. However, the corresponding error variances in this case (0.60 b/pixel) have a similar behavior as in Fig. 5, where the signal error variance is larger than the random error variance. The reconstruction minus the aliasing error in Fig. 6(c) does not show any, or hardly any, visual difference from the reconstruction. The “muddy” appearance around the edges is still there and is therefore not an aliasing effect as one might expect but is due to the random error image. Once more it must be noted here, that the same effects can be observed in the Clown image, but the Lady-with-hat image merely serves as a better visual example.

Finally, to investigate the coder sensitivity to the type of filter used, in Table III the variances of the four error signals are shown for the different filters as designed in [7]. Also shown is the total mean-squared error, which is defined as the variance of the difference between the original image $x$ and the reconstruction $\hat{x}$. For each filter the image Clown is encoded at 0.60 b/pixel. First, it can be observed that the signal error and the random error are nearly filter independent. The filter choice merely has its influence on the QMF design error and on the aliasing error. The total reconstruction error, which is close to the sum of the separate errors, is therefore also dependent on the type of filter used. For the filter 08A, which has 8 taps, both the QMF design error and the aliasing error are relatively large, and the reconstruction is clearly inferior to results with other (longer) filters. By visual inspection of difference images such as in Fig. 6(c), it is also apparent that the aliasing and QMF errors can not be neglected.
for this filter. It is therefore recommended to use a filter with at least 12 taps. Here, we have used the best 16 tap filter 16B, because the performance is still substantially higher (and visible) than with the 12 tap filters, while using a 24 or 32 tap filter would increase coder complexity (number of multiplications) considerably, while the extra gain in performance is not visible in reconstructions.

VI. Conclusions

In the case of encoding each subband using a LloydMax quantizer it is possible to use an input/output model for the quantizer, where the output consists of a signal part with a less than unity gain and a random part that is uncorrelated with the input signal. The measurement of the actual cross correlations between the random and the signal part of the model and also checking the noise variances per subband shows that the underlying probability density functions for which the quantizers were designed are based on a very good fit to the data.

Further, the introduction of the gain-plus-additive-noise quantizer model into QMF schemes yields the distinction between four different types of errors: QMF design error, signal error, aliasing error and random error. The QMF error, which is independent of the bit rate and thus of the coding errors, is insignificant and can be disregarded. Aliasing errors do occur in the case of quantization but can be neglected for filter lengths of 12 taps or more. The signal error determines the sharpness of the reconstructed image. The random error appears in flat regions but also around edges, though it is more pronounced and is therefore not entirely independent of the original image. Although for bit rates less than 0.8 b/pixel this error is less severe than the signal error with respect to the error variance, subjective evaluations have shown a more or less equal judgment of the two errors, though different in character. Finally, from the degree of visibility of the errors in different areas of the picture we can conclude that the performance of a subband coder is expected to im-

**TABLE III**

<table>
<thead>
<tr>
<th>QMF</th>
<th>$\sigma^2_{i_1}$</th>
<th>$\sigma^2_{i_2}$</th>
<th>$\sigma^2_{e_1}$</th>
<th>$\sigma^2_{e_2}$</th>
<th>$\sigma^2_{e_3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>08A</td>
<td>3.15</td>
<td>5.50</td>
<td>13.95</td>
<td>4.73</td>
<td>10.21</td>
</tr>
<tr>
<td>12A</td>
<td>12.52</td>
<td>0.39</td>
<td>13.75</td>
<td>5.44</td>
<td>9.84</td>
</tr>
<tr>
<td>12B</td>
<td>25.35</td>
<td>1.44</td>
<td>13.71</td>
<td>2.55</td>
<td>9.75</td>
</tr>
<tr>
<td>16A</td>
<td>25.43</td>
<td>0.05</td>
<td>13.72</td>
<td>1.91</td>
<td>9.72</td>
</tr>
<tr>
<td>16B</td>
<td>25.30</td>
<td>0.13</td>
<td>12.88</td>
<td>1.51</td>
<td>9.79</td>
</tr>
<tr>
<td>16C</td>
<td>26.69</td>
<td>1.75</td>
<td>12.72</td>
<td>1.76</td>
<td>10.03</td>
</tr>
<tr>
<td>24B</td>
<td>24.67</td>
<td>0.01</td>
<td>12.90</td>
<td>1.15</td>
<td>10.14</td>
</tr>
<tr>
<td>24C</td>
<td>23.34</td>
<td>0.01</td>
<td>12.54</td>
<td>1.04</td>
<td>9.34</td>
</tr>
<tr>
<td>24D</td>
<td>23.73</td>
<td>0.22</td>
<td>12.60</td>
<td>1.14</td>
<td>9.40</td>
</tr>
<tr>
<td>32C</td>
<td>23.19</td>
<td>0.00</td>
<td>12.61</td>
<td>0.86</td>
<td>9.17</td>
</tr>
<tr>
<td>32D</td>
<td>23.17</td>
<td>0.00</td>
<td>12.67</td>
<td>0.76</td>
<td>9.45</td>
</tr>
<tr>
<td>32E</td>
<td>24.48</td>
<td>0.88</td>
<td>12.72</td>
<td>1.11</td>
<td>9.54</td>
</tr>
</tbody>
</table>

Fig. 6. Visual impact of quantization errors for the 256 x 256 Lady-with-hat image: (a) reconstructed image $\hat{x}$, (b) $\hat{x} - e_1$, (c) $\hat{x} - e_2$, and (d) $\hat{x} - e_3$. 
prove by reducing both the signal and the random error effects by means of applying spatially adaptive quantizers.
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