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Abstract

Images possess the ability to convey a wide range
of emotions, and extracting affective information
from images is crucial for affect prediction systems.
This process can be achieved through the applica-
tion of machine learning algorithms. Categorical
Emotion States (CES) and Dimensional Emotion
Space (DES) are two typical models used for repre-
senting emotions. Moreover, the development of a
mapping schema between these representations can
contribute to benefit the research in AI and psy-
chology. Consequently, this study focuses on in-
vestigating the feasibility of translating emotions
from DES to CES. To accomplish this goal, rele-
vant databases are identified and combined as the
training data, and machine learning models, namely
Naive Bayes, K-nearest Neighbors, and Decision
Tree are employed to perform the classification
task. The results indicate the superior performance
of the K-nearest Neighbors classifier, exhibiting
higher mean accuracy (60%) and low standard de-
viation (0.004) among all implemented classifiers.
Overall, the translation from DES to CES offers
several advantages, including a simplified and in-
terpretable representation of emotions, as well as
the provision of a common language for discussing
and expressing emotions.

1 Introduction
Nowadays, with the widespread popularity of social net-
works, people are increasingly expressing their opinions
through multimedia data such as text, images, and video. Im-
ages as a medium is very powerful and can convey rich affect,
which refers to the underlying experience of feeling, emotion,
attachment, or mood[9]. Image analysis is the extraction of
meaningful information from images[17]. If the information
is about affect, then image content analysis can be seen as an
affect prediction, which can be done by the use of machine
learning. As what people feel may directly determine their
decision making, affective image content analysis (AICA) is
of great importance, which can enable wide applications[5]
such as personalized recommendations, mental health moni-
toring, and user experience analysis.

The representation of affective states is a crucial compo-
nent of affect prediction systems. It determines how the sys-
tem understands and responds to affect. Psychologists mainly
employ two typical models to represent emotions: categor-
ical emotion states (CES), and dimensional emotion space
(DES) [19]. CES is a framework that categorizes emotions
into discrete and distinct states. It proposes a set of basic
or primary emotions, such as happiness, sadness, anger, fear,
disgust, and surprise, which are considered universal across
cultures. On the other hand, DES is an alternative approach
that represents emotions in a continuous dimensional frame-
work. It suggests that emotions can be understood based on
two or more underlying dimensions. The most commonly
used dimensions are valence (ranging from positive to nega-

tive), arousal (ranging from low to high intensity), and dom-
inance (ranging from controlled to in control). In practice,
dominance is frequently omitted from the description of emo-
tion space because it was shown to be the least informative
measure of the elicited affect[1].

Only few studies deal with the translation between differ-
ent emotion schemes. Moreover, most of these activities are
only concerned with discrete representations of the Ekman
model (see Table 5)[4]. However, having a robust, high-
accuracy mapping schema for both representations may help
further unify both lines of research (in AI, not limited to NLP,
as well as in psychology)[18] and applications may benefit
from being able to choose a specific scheme. Let us consider
a scenario where a company wants to develop a sentiment
analysis system for customer reviews. In this case, multiple
scenarios are needed to adequately represent the various af-
fects expressed in the reviews. Here is an example:

• Scenario 1: Categorical Emotion States
Review: “I absolutely love this product! It was amaz-
ing.”
In this scenario, the sentiment analysis system needs to
categorize the user’s emotion as “joy” or “happiness”
based on the positive nature of the statement.

• Scenario 2: Dimensional Emotion Space
Review: “The product itself is great, but the delivery
took forever. It was frustrating to wait so long to receive
it.”
In this scenario, it is better for the system to represent
the user’s emotion in a dimensional emotion space, such
as valence and arousal. The system would assign a neg-
ative valence (frustration) and moderate arousal to this
particular message.

By considering both categorical emotion states and dimen-
sional emotion space, the system can provide a more nuanced
understanding of the user’s affects. It allows for a broader
range of emotional representation, capturing not only the ba-
sic emotions but also the intensity and valence of those emo-
tions. Therefore, the feasibility of exploring automatic trans-
lation between affect representation schemes is important and
useful for applications needed to have access to more than one
representation scheme.

The exploration of translation between different schemes
can be broken down into some research questions: What su-
pervised machine learning model performs best in the trans-
lation and what are the relevant properties of datasets used
for training that influence the capacity of translation models
to generalize to unseen datasets? These questions will be an-
swered in the following sections.

Section 2 provides a review of related work, highlighting
prior research and relevant theoretical frameworks. Section
3 presents the methodology employed in the study and Sec-
tion 4 offers a detailed account of the experimental process,
presenting the obtained results and corresponding findings.
Building upon the results, Section 5 engages in comprehen-
sive discussions, encompassing the interpretation of the find-
ings, identification of limitations inherent in the research, and
proposing avenues for future investigation. Furthermore, Sec-



tion 6 addresses the ethical and responsible research consid-
erations. Finally, Section 7 concludes the study, summarizing
the key findings, discussing their implications, and offering
final remarks on the significance of the research and potential
directions for further inquiry.

2 Related Work
This section presents an overview of the existing research rel-
evant to the current study. It begins by discussing various
emotional models proposed by researchers in the field (Sec-
tion 2.1). Subsequently, section 2.2 summarizes databases
with multiple representation schemes. Finally, the mapping
relationship between different emotional models is presented
(Section 2.3).

2.1 Emotional Models
To facilitate the translation between various schemes, it is
crucial to have a comprehensive understanding of the exist-
ing schemes employed in AICA. Some models that are used
widely in AICA are listed in Table 5 [19].

2.2 Affective Databases
Subsequent to examining the representative models utilized in
the field of AICA, it is pertinent to delve into the realm of rel-
evant affective databases that incorporate multiple represen-
tation schemes. By thoroughly examining the characteristics
of affective databases, researchers can make informed deci-
sions regarding data selection and fusion strategies. Merg-
ing databases with the same representation scheme augments
the volume of training data available for machine learning
algorithms. The increased training set size contributes to im-
proved model performance and generalization.

While exploring existing literature, it becomes evident that
the majority of available databases predominantly adhere to a
single representation scheme. This discrepancy underscores
the scarcity of databases that encompass diverse representa-
tion schemes for emotions. Table 6 presents a compilation of
datasets specifically associated with the investigation at hand.

The Geneva Affective Picture Database (GAPED) is a
comprehensive collection of images designed to evoke and
measure emotional responses. It consists of over 730 high-
quality photographs in total, including 520 negative images,
121 positive images, and 89 neutral images. In addition, the
database also includes ratings of valence and arousal for each
image, collected from a large sample of participants.

The Emotion6 consists of 1980 images which are classi-
fied into six basic emotions. For each image, the ground truth
of VA scores and emotion distribution for evoked emotion are
provided as well.

The Image-Emotion-Social-Net (IESN) database, with
1,012,901 images, contains a vast array of multimedia con-
tent, including images, along with associated emotion labels
and social network information. Each image is annotated
with Mikels’ emotion category which indicates the corre-
sponding emotional state and the average VAD values.

The International Affective Picture System (IAPS) is a
standardized collection of emotionally evocative images de-
veloped for scientific research in the field of psychology. It

encompasses a wide range of images. The original database
only uses VAD as the representation scheme. However,
there is another research[11] that extends the original anno-
tations with the Ekman representation scheme. It should be
noted that the original IAPS contains 716 standardized color
photographs[3] but there are 703 slides collected because of
oversight and slide duplication in [11].

2.3 Models Transformation
There is also research on the relationship between categor-
ical and dimensional models. Figure 3 serves as a graphi-
cal representation to illustrate the placement of Ekman’s ba-
sic emotions within the Valence-Arousal-Dominance (VAD)
space[4]. The numerical ratings displayed in the figure are
derived from the work of Russell and Mehrabian[15], who
introduced the three-factor theory proposing that emotions
can be characterized by valence, arousal, and dominance.
To substantiate their claims regarding the three-factor theory,
the authors conducted a series of experiments. These experi-
ments aimed to provide average and variance values for var-
ious emotional categories, specifically valence, arousal, and
dominance. The results of these experiments support the ar-
gument that these three factors represent crucial dimensions
that capture the complexity and diversity of emotional phe-
nomena.

The prior study conducted by Russell and Mehrabian pro-
vides a possibility for exploring the conversion of different
representation schemes. However, while the study signifi-
cantly contributed to the understanding of emotions by high-
lighting the significance of valence, arousal, and dominance
as fundamental factors, it primarily focused on elucidating
the importance of these dimensions in representing emotions
rather than emphasizing the translation between different rep-
resentation schemes. This research, however, aims to address
this gap by leveraging the power of machine learning algo-
rithms to facilitate the translation between distinct represen-
tation schemes.

3 Methodology
To address the research questions outlined in the introduction
part, four primary tasks have been identified. The first task is
to find databases possessing multiple representation schemes.
The second task entails the merging of these selected datasets
into a unified joint database, which will serve as the founda-
tion for the subsequent supervised machine learning analyses.
This amalgamation of datasets aims to leverage the combined
information to explore the potential of machine learning mod-
els in effectively translating between different representation
schemes. In this specific study, the translation process will be
directed from the Dimensional Emotion Space (DES) repre-
sentation to the Categorical Emotion Space (CES) representa-
tion, effectively framing the problem as a classification task.
Furthermore, an important aspect of the research entails con-
ducting a comprehensive analysis of what factors could po-
tentially influence the performance of the employed machine
learning models.

To execute the aforementioned tasks, the operations on the
databases and the implementation of various supervised ma-



chine learning models will be carried out using Jupyter Note-
book.

4 Experiment setup and Results
In this section, a comprehensive description of the experi-
mental methodology is presented, outlining the integration of
databases (section 4.1), the utilization of supervised machine
learning models (section 4.2), along with their respective per-
formance evaluations (section 4.3).

4.1 Databases Combination
Section 2.2 summarizes several databases containing multi-
ple representation schemes that can be used in this research.
However, due to limitations in time and database accessibil-
ity, two specific databases, namely Emotion6 and IAPS, have
been selected for the research investigation.

The Emotion6 dataset provides detailed information for
each image, including valence and arousal values, as well as
a probability distribution of seven emotion categories, includ-
ing Ekman’s basic emotions and neutral. The assignment of a
dominant emotion is determined by selecting the emotion cat-
egory with the highest probability value. Each record in the
Emotion6 dataset after processing consists of three primary
variables: the emotion category, valence, and arousal values.

On the other hand, the IAPS dataset has different mean
values for the six basic emotion categories using the Ekman
model for each image. Each image is labeled with the emo-
tion category that has the highest mean value. Additionally,
the IAPS dataset includes valence and arousal values for each
image.

The valence and arousal scores for both databases are
adopted by the Self-Assessment Manikin (SAM) 9-point
scale[2]. The SAM scale represents valence on a contin-
uum ranging from extremely negative (1) to neutral (5) to
extremely positive (9). Arousal scores range from extremely
calm (1) to neutral (5) to extremely excited (9). Because the
measurement scale of these two databases is the same, there
is no need to convert the range.

Consequently, both the Emotion6 and IAPS datasets after
processing share a common structure in which each record
is characterized by three variables: the emotion category, va-
lence, and arousal values. It should be noted that before the
combining operation, any record that includes NaN (not a
number) values has been detected and dropped.

Figure 1 illustrates the distribution of various emotion cat-
egories within the valence and arousal space. The plot re-
veals that different emotions occupy distinct areas, indicat-
ing unique patterns of valence and arousal for each emotion.
However, it is noteworthy that there exists a degree of overlap
among the emotion categories. This observation highlights
the importance of considering both VA dimensions and cate-
gorical emotion labels when studying and categorizing emo-
tions.

Table 1 gives a more specific summary of statistics of each
emotion the database contains. A closer examination of the
table reveals that there are minimal differences in the mean
values between certain emotions, namely “anger” and “dis-
gust”, as well as “neutral” and “surprise”, across both the va-
lence and arousal dimensions. The similarity in mean values

Figure 1: The distribution of VA scores of Emotion6 and IAPS

implies that these emotions share common underlying affec-
tive states, making them potentially difficult to differentiate
using only the valence and arousal dimensions. This observa-
tion highlights the intricacies involved in accurately captur-
ing and characterizing specific emotional states, particularly
when relying solely on two dimensions of affective experi-
ence.

Table 1: Summary statistics of seven emotions (Ekman + neutral)

Valence Arousal
Emotions M SD M SD

anger 2.953 1.055 5.032 1.089
disgust 2.864 0.957 4.536 0.840

fear 3.478 1.248 5.083 0.944
joy 6.421 1.169 4.618 1.341

neutral 5.145 0.950 4.886 0.669
sadness 3.275 1.108 4.378 0.848
surprise 5.230 1.398 4.941 1.210

Table 2: Number of each emotion category of Emotion6 and IAPS

Emotions Emotion6 IAPS Total
anger 31 22 53

disgust 245 68 313
fear 329 68 397
joy 638 373 1,011

neutral 325 0 325
sadness 308 107 415
surprise 104 64 168

The data presented in the Table 2 clearly indicates an im-
balance in the sample distribution across different emotion
categories. Notably, the “joy” emotion category has a sig-
nificantly larger number of samples (1011) compared to the



“angry” emotion category, which only comprises 53 samples.
This class imbalance can pose challenges such as accurately
predicting the “angry” emotion for the models and may lead
to biased or inaccurate results.

4.2 Models Implementation
In the field of machine learning, numerous classification al-
gorithms have been developed and widely utilized for various
tasks. In this study, three specific algorithms, namely Naive
Bayes (NB), K-nearest Neighbors (KNN), and Decision Tree
(DT) have been chosen for implementation and evaluation.

To ensure the identification of optimal hyperparameters for
each model, the study employs the GridSearchCV function
from the widely-used scikit-learn (sklearn) library. This func-
tion offers a systematic exploration of a predefined grid of hy-
perparameters for a given model, enabling the identification
of the hyperparameter combination that results in the best per-
formance. The types and ranges of hyperparameters of each
model can be seen in Table 7.

Furthermore, in order to mitigate the issue of information
leakage and overfitting, the study incorporates a nested cross-
validation strategy in conjunction with GridSearchCV. This
approach addresses the concern that model selection without
nested cross-validation may inadvertently incorporate infor-
mation from the evaluation data during the hyperparameter
tuning process, leading to over-optimistic performance esti-
mates. By employing nested cross-validation, the model’s
hyperparameters are tuned on the inner cross-validation loop,
while the outer loop assesses the model’s performance on an
independent validation set. This nested approach helps to
mitigate the risk of overfitting and provides a more reliable
and unbiased evaluation of the model’s performance.

In order to evaluate the models in a more robust and re-
liable manner, 5-fold Cross-Validation is employed as both
the cross-validation techniques for the inner and outer loops.
This technique involves dividing the training set into five
equally sized subsets, where each subset acts as a validation
set once while the remaining subsets are used for training.
This process is repeated five times, ensuring that each sub-
set is utilized as the validation set exactly once. By averag-
ing the performance metrics obtained from these iterations, a
more accurate assessment of the model’s capabilities can be
obtained.

To mitigate the issue of imbalanced datasets, a tech-
nique known as Synthetic Minority Oversampling Technique
(SMOTE) was employed. SMOTE is a data augmentation
approach that focuses on the minority class, generating syn-
thetic samples to balance the class distribution. By augment-
ing the minority class, SMOTE helps address the bias caused
by imbalanced data and improves the overall performance of
classification models. After applying SMOTE, the number of
each emotional state became 1,011.

In this study, the evaluation metric used to assess the per-
formance of the translation models is accuracy, which mea-
sures the proportion of correctly classified instances. The ac-
curacy values range between 0 and 1, with a higher value in-
dicating better classification performance.

As a baseline for comparison, the majority classifier is em-
ployed in this study. The majority classifier, implemented us-

ing the “most frequent” strategy in the sklearn library, always
predicts the majority class. By comparing the performance of
the translation models against the majority classifier, a valu-
able benchmark is established to determine whether a given
model’s performance surpasses random chance.

4.3 Results
The experimental design involved conducting a total of 30
trials to evaluate the performance of each model. Table 3
presents the mean and standard deviation of the accuracy val-
ues (Acc) obtained from these trials, comparing them with the
baseline performance of the majority classifier (MC). In addi-
tion, a t-test was conducted to examine the statistical signif-
icance of the performance differences between the machine
learning models, specifically in comparison to the majority
classifier. This test aimed to determine whether the observed
variations in performance scores were statistically significant.
A graphical overview of performance can be seen in Figure
2.

In addition, multiple t-tests among classifiers were also
performed and the result is shown in Table 4. It should be
noted that all p-values reported in Table 3 and Table 4 have
undergone Bonferroni correction. However, all p-values be-
fore and after correction are very small so the values in the
tables are all written as “<0.01***”.

Table 3: Summary performance of each machine learning model,
compared with the majority classifier

Acc vs.Majority
Models M SD ∆ M(Acc) t p

DT 0.586 0.005 +0.192 431 <.001***
KNN 0.610 0.004 +0.191 617 <.001***
NB 0.386 0.001 +0.201 581 <.001***
MC 0.131 0.002 0 0 1

Figure 2: Mean Accuracy of each model across trials

Table 4: T-tests and p-values among classifiers

Models t p
KNN-DT 20 <.001***

DT-NB 196 <.001***
KNN-NB 306 <.001***



5 Discussions
Section 5.1 focuses on the implications and interpretations
of the results. Section 5.2 aims to discuss the constraints,
weaknesses, and areas for improvement in the study.

5.1 Empirical Findings
Table 3 provides an overview of the classification perfor-
mance of the Decision Tree, K-nearest Neighbors, and Naive
Bayes classifiers, as well as the majority classifier. The re-
sults of statistical analysis, as indicated by the p-values, sug-
gest that all classifiers exhibit statistically significant perfor-
mance differences compared to the majority classifier. Con-
sequently, it can be inferred that the classifiers possess dis-
tinct predictive capabilities and are valuable for classification
purposes.

In terms of performance comparability, Table 3 and Ta-
ble 4 show that the K-nearest Neighbors classifier emerges
as the most favorable option. This conclusion is drawn based
on its superior performance metrics, specifically its highest
mean value of accuracy and the small standard deviation.
These findings suggest that the K-nearest Neighbors classifier
demonstrates both high average accuracy and low variability,
indicating its potential as an effective choice for accurate pre-
dictions.

The result that the Decision Tree classifier and K-nearest
Neighbor perform better than Naive Bayes may indicate that
non-linear classifiers (Decision Tree, K-nearest Neighbor) are
more suitable for this affective prediction task than linear
classifiers (Naive Bayes, Support Vector Machines, Logistic
Regression). Linear Classification refers to categorizing a set
of data points into a discrete class based on a linear combina-
tion of its explanatory variables. It is possible to classify data
with a straight line or a hyperplane. On the other hand, Non-
Linear Classification refers to separating those instances that
are not linearly separable and it is not easy to classify data
with a straight line[8]. This can also be seen from Figure 1
that it is almost impossible to classify points using lines.

It is pertinent to acknowledge that the inclusion of the
Support Vector Machine (SVM) model was initially consid-
ered in this study. However, its implementation presented
practical challenges, primarily about the considerable train-
ing time required for nested cross-validation. The SVM al-
gorithm demonstrated substantially longer training durations
compared to the other classifiers, thereby rendering it unfea-
sible to record its results within the specified time constraints.
This predicament highlights the inherent disadvantages asso-
ciated with the utilization of cross-validation techniques, in-
cluding the increased training time and expensive computa-
tion cost.

Given the limitations imposed by time constraints, this re-
search primarily focuses on presenting the results and analy-
ses about the Decision Tree, K-nearest Neighbors, and Naive
Bayes classifiers. In summary, the results from Table 3 and
Figure 2 underscore the significant roles played by all the
classifiers in classification tasks, as evidenced by their sta-
tistically significant performance differences compared to the
majority classifier. Among all the classifiers, the K-nearest
Neighbors classifier stands out as the optimal choice based on

its higher mean accuracy and low standard deviation. In ad-
dition, future research endeavors could explore the inclusion
of SVM and investigate its performance alongside the other
classifiers in the context of this study. By allocating sufficient
computational resources and time, a comprehensive evalua-
tion of other classifiers’ predictive capabilities could be con-
ducted, enabling a more comprehensive comparison among
different classifiers.

5.2 Limitations and Future Work
Database Shortage: Firstly, the utilization of only two
databases may introduce a certain degree of bias and may not
fully capture the variability and complexity of affective ex-
pressions across different populations or contexts. A broader
sampling of databases, encompassing diverse demographic
groups and cultural backgrounds, would contribute to a more
comprehensive understanding of affective processing and fa-
cilitate the development of more generalized machine learn-
ing models.

One of the databases collected images from Flickr, a pop-
ular online image-sharing platform. All of the images are put
on Amazon Mechanical Turk (AMT) to be labeled with emo-
tional keywords and annotated with VA scores. As the images
were sourced from a public platform, there may be variations
in image quality, content, and relevance to the study’s focus.
This lack of control over the image selection process may in-
troduce noise and potential biases into the dataset, affecting
the generalizability and accuracy of the results.

The participants involved in the process of annotating im-
ages of the other dataset are 1,302 Midwestern university stu-
dents who were 18 years old or older and included both males
and females[11]. Therefore, another potential source of bias
arises from the annotation process conducted by university
students. The involvement of students from a specific re-
gion (Midwestern university students) may introduce regional
and cultural biases in the annotations. Additionally, the age
range and gender distribution of the participants may influ-
ence the interpretation and labeling of emotional keywords,
potentially limiting the generalizability of the annotations to
broader age groups and gender populations.

The joint database used for training machine learning al-
gorithms is a combination of these two datasets. However,
the distinct approaches employed for annotating the images
in each dataset introduce certain constraints, weaknesses, and
potential biases that should be carefully considered.

Additionally, exploring alternative annotation methods,
such as involving domain experts or employing more ad-
vanced computational techniques (e.g., automated emotion
recognition algorithms), could enhance the accuracy and re-
liability of the emotional labeling and VA scoring process.
These approaches could minimize subjective biases and pro-
vide more objective and consistent annotations.

In summary, while the databases used in this study and the
methodology of combining datasets have certain limitations
and potential biases, there are several areas for improvement.
By implementing stricter image selection criteria, diversify-
ing the pool of annotators, conducting studies with larger and
more diverse participant samples, and exploring alternative
annotation methods, future research can enhance the quality,



reliability, and generalizability of affective datasets, leading
to more robust findings in the field of affective computing.

Limited Dimensions: In this study, the classification of
emotions is based on two dimensions, namely arousal, and
valence. While these dimensions have proven to be valu-
able in capturing the affective states associated with different
emotions, it is worth noting that emotions are complex and
multifaceted phenomena that may involve additional dimen-
sions such as dominance. By expanding the dimensions used
for emotion classification and prediction, researchers can ad-
vance our understanding of emotions, and improve the accu-
racy of emotion prediction models.

Machine Learning Models: The time constraints imposed
on the study may have restricted the scope and depth of the
analysis. In-depth feature selection, optimization of hyper-
parameters, and exploration of various machine learning al-
gorithms could provide further insights into the performance
and effectiveness of the models. Additionally, the limited
training time may have hindered the exploration of more ad-
vanced techniques such as deep learning, which could po-
tentially yield improved accuracy and robustness in affective
prediction tasks.

6 Responsible Research
In this study, it is important to note that datasets utilized in
the present study have been collected and organized in pre-
vious research projects. No new data from external sources
were incorporated into this research. This avoids duplicat-
ing data collection efforts. Moreover, this approach promotes
transparency because the datasets used are publicly available
or obtained with the necessary permissions, ensuring compli-
ance with legal and ethical guidelines.

Furthermore, this study maintains transparency and objec-
tivity. The findings are presented in a manner that accurately
reflects the data and aligns with the established scientific pro-
cess. No modifications or alterations have been made to ma-
nipulate the results or distort the meaning of the findings. In
addition, the code and datasets utilized in this study have been
made publicly available. They have been uploaded to a ded-
icated public repository on GitHub1, ensuring accessibility
and facilitating scrutiny by other researchers.

7 Conclusions
In conclusion, this research study aimed to investigate the
feasibility of translating between different representation
schemes, with a specific focus on the translation from
dimensional emotion space (DES) to categorical emotion
states (CES). To achieve this objective, two relevant affec-
tive databases, namely Emotion6 and IAPS, were identi-
fied and combined to create a joint database for training
machine learning models. Three commonly used models,
namely Naive Bayes, K-nearest Neighbors, and Decision
Tree were implemented and evaluated. The findings of this
study demonstrate the superior performance of the K-nearest
Neighbors classifier because of its high mean accuracy (60%)
and low standard deviation (0.004) among all implemented

1https://github.com/liushuang-118/ResearchProject.git

classifiers. The translation from DES to CES provides a sim-
plified and interpretable representation of emotions. By map-
ping the multidimensional space of emotions onto a categor-
ical framework, it becomes easier to understand and com-
municate emotional experiences. Furthermore, CES offers a
common language for discussing and expressing emotions,
making it easier for people to connect and relate to each
other’s emotional experiences.

However, it is important to acknowledge the limitations of
this study. The shortage of available databases, limited di-
mensions used for classification, and time constraints have
impacted the generalizability and thoroughness of the find-
ings. Addressing these limitations requires future research to
focus on expanding the availability of affective databases that
encompass multiple representation schemes and cover a wide
range of emotional states. Furthermore, allocating adequate
time and resources to explore advanced modeling techniques
and optimization processes would contribute to the develop-
ment of more accurate and reliable translation models.
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Table 5: Representative emotion models, reproduced from [19]

Models References Type
Ekman [7] CES
Mikels [12] CES

Plutchik [14] CES
Sentiment - CES

VA(D) [16] DES
ATW [10] DES

B Types & Ranges of Hyperparameters

Table 6: Databases with multiple representation schemes, repro-
duced from [19]

Datasets References Images Emotion models
GAPED [6] 730 Sentiment, VA

Emotion6 [13] 1,980 Ekman+neutral, VA
IESN [20] 1,012,901 Mikels, VAD
IAPS [3] 1,182 VAD

Figure 3: Positions of Ekman’s basic emotions in VAD space [4]



Table 7: Hyperparameter types and ranges for each model

Models Types Ranges

DT max depth
min samples leaf

2, 4, 8, 16, 32, 64
2, 4, 8, 16

KNN n neighbors
algorithm
metric

2, 5, 10, 15
ball tree, kd tree, brute, auto
minkowski, euclidean, manhat-
tan, chebyshev

NB var smoothing np.logspace(0,-9, num=100)
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