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ABSTRACT
Standard imaging techniques rely on the single scattering assumption. This requires that the recorded data do not include internal multiples, i.e., waves that have bounced multiple times between reflectors before reaching the receivers at the acquisition surface. When multiple reflections are present in the data, standard imaging algorithms incorrectly image them as ghost reflectors. These artifacts can mislead interpreters in locating potential hydrocarbon reservoirs. Recently, we introduced a new approach for retrieving the Green’s function recorded at the acquisition surface due to a virtual source located at depth. We refer to this approach as data-driven wavefield focusing. Additionally, after applying source-receiver reciprocity, this approach allowed us to decompose the Green’s function at a virtual receiver at depth in its downgoing and upgoing components. These wavefields were then used to create a ghost-free image of the medium with either crosscorrelation or multidimensional deconvolution, presenting an advantage over standard prestack migration. We tested the robustness of our approach when an erroneous background velocity model is used to estimate the first-arriving waves, which are a required input for the data-driven wavefield focusing process. We tested the new method with a numerical example based on a modification of the Amoco model.

INTRODUCTION
One of the main goals of exploration geophysics is to retrieve the location and amplitude of the discontinuities between structures with different properties within the subsurface from reflection data acquired at the surface of the earth. This is a challenging research task because an accurate image of the structures inside the earth is needed to locate energy sources, such as hydrocarbon reservoirs.

Standard imaging methods, such as one-way prestack migration (Claerbout, 1985) and reverse-time migration (RTM) (Baysal et al., 1983; McMechan, 1983), usually suffer from artifacts due to the presence of multiple reflections in the recorded data. We refer to these artifacts as ghost images, and they should not be confused with the water surface ghosts. These multiple reflections are often caused by high-impedance layers, such as salt bodies, and they can severely affect the final images. These imaging schemes, when applied to reflection data at the surface, cannot differentiate between primaries and multiples; hence, they erroneously interpret the multiply reflected waves as primary reflections due to deeper layers. This is the well-known single-scattering assumption (Oristaglio, 1989).

We have recently introduced a new method that allows us to retrieve the total wavefield (including all the internal multiples) originating from a point in the subsurface to receivers located at the surface (Wapenaar et al., 2012a, 2013). We refer to this approach as data-driven wavefield focusing. The Green’s function is defined as the response recorded at the acquisition surface due to a virtual source located at depth. Using source-receiver reciprocity, the Green’s function can be interpreted as the response observed by a virtual receiver in the subsurface as a result of sources at the surface. The response at the virtual receiver is a combination of the downgoing and upgoing wavefields that are needed to reconstruct an image of the discontinuities inside the earth. The image built using this method will be free of internal multiple ghosts (Wapenaar et al., 2012b, 2014a). The downgoing and upgoing wavefields are illustrated in Figure 1c. The new method consists of an iterative algorithm that transforms the reflection response (at the acquisition surface) of an arbitrary lossless
medium into the wavefield generated by a virtual source inside the unknown medium. We assume that the reflection response at the surface is well sampled and that the free-surface multiples have been removed (Verschuur et al., 1992; Amundsen, 2001; Groenestijn and Verschuur, 2009). Apart from requiring the reflection data measured at the surface, data-driven wavefield focusing also requires an estimate of the travel times of the first-arriving wave traveling from the virtual source location to receivers located at the acquisition surface. These traveltimes, which could be computed using an eikonal solver in a background velocity model, are a key element of the method because they specify the location of the virtual source in the subsurface. Consequently, the proposed method is not model independent. However, we do not require any more knowledge of the medium parameters than standard primary imaging schemes and a smooth background velocity is usually sufficient. As in seismic interferometry (Curtis et al., 2006; Schuster, 2009), one of our goals is to retrieve the response to a virtual source inside an unknown medium and then use this response to build an image of the subsurface, hence, going beyond the single-scattering assumption. Moreover, our method is nonrecursive because we do not need to resolve the multiple problem in the overburden prior to imaging a specific deeper target zone. This means that it does not suffer from the error propagation that affects migration and full-waveform inversion.

We start with a brief review of the theory behind data-driven wavefield focusing and describe how to decompose the Green’s function to its downgoing and upgoing components. Then, we apply the new method to a synthetic data set and compare its imaging capabilities with those of RTM. First, we create an image using crosscorrelation as the one-way imaging condition (Behura et al., 2012) and then we apply multidimensional deconvolution (MDD) (Wapenaar et al., 2008) to the decomposed wavefields to obtain an improved image. Finally, we show the robustness of our method when an erroneous velocity model is used to compute an estimate of the first-arriving waves.

### THEORY OF DATA-DRIVEN WAVEFIELD FOCUSING

Following recent work (Broggini et al., 2012; Wapenaar et al., 2012a), we briefly introduce the theory of data-driven wavefield focusing for 2D media and illustrate it with a numerical example in an inhomogeneous medium shown in Figure 1a. In a companion paper (Wapenaar et al., 2014a), we use a similar approach based on the 3D Marchenko equation. Furthermore, we have recently shown that these two approaches are equivalent (Wapenaar et al., 2013).

Our method implements an iterative scheme that requires (1) an estimate of the first-arriving wave between an image point $x_0$ in the subsurface and the receivers at the surface and (2) the measured reflection response deconvolved for the source waveform and without surface-related multiples. We denote these two inputs as $G'_d(x_0, x, t)$ and $R(x_0, x, t)$, respectively. In the definition of the reflection response, $x$ and $x_0$ denote the source location and the receiver location, respectively. In case of multipathing, the first-arriving wave needs to include the corresponding triplications. If the estimate does not include such triplications, the retrieved wavefield also does not include the multiple paths. The first-arriving wave for the model of Figure 1a is shown in Figure 2. This is a particular case in which the direct arrival has no multipathing. The iterative scheme is based on a system of two equations that
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**Figure 1.** (a) Velocity model. (b) Rays corresponding to the total wavefield $G(x_0, x, t)$ from a virtual source at the imaging point located at $x_0$ (indicated by the white dot) and recorded at the acquisition surface. The white circle indicates the location of the virtual source of the retrieved Green’s function. (c) Decomposed wavefields. The solid blue rays correspond to the downgoing component $G'_d(x_0, x, t)$. The solid red rays correspond to the upgoing component $G'_u(x_0, x, t)$. The white circle indicates the location of the virtual receiver of the retrieved Green’s function. In panels (b and c), the white triangles denote the receivers at $z = 0$ and the white explosions denote the sources at $z = 0$.
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**Figure 2.** Estimate of the first-arriving wave propagating from image point $x_0$ to the receivers (indicated by the white triangles) located at $z = 0$. The arrival times of this wave are denoted by $t_f(x_0, x)$, where $x_0$ corresponds to the location of the receivers.
relates downgoing waves \( p_+^k(\mathbf{x}_0, \mathbf{x}_1, t) \) and upgoing waves \( p_-^k(\mathbf{x}_0, \mathbf{x}_1, t) \) at the acquisition surface \( \partial D_0 \):

\[
p_+^k(\mathbf{x}_0, \mathbf{x}_1, t) = p_0^k(\mathbf{x}_0, \mathbf{x}_1, t) - w(\mathbf{x}_0, -t)p_-^{k-1}(\mathbf{x}_0, \mathbf{x}_1, -t),
\]

where \( k \) is the iteration number, \( p_{-1}^k(\mathbf{x}_0, \mathbf{x}_1, t) = 0 \), and the asterisk denotes temporal convolution. The window function \( w(\mathbf{x}_0, t) \) satisfies

\[
w(\mathbf{x}_0, -t) = \Theta(t + t_f(\mathbf{x}_0, \mathbf{x}_1) - \epsilon),
\]

where \( \Theta(t) \) is the Heaviside function, \( t_f(\mathbf{x}_0, \mathbf{x}_1) \) is the arrival time of the first-arriving wave propagating from the target point \( \mathbf{x}_1 \) to the acquisition surface at \( z = 0 \), and \( \epsilon \) is a small positive constant related to the duration of the source wavelet \( s(t) \). In case of multipathing, \( t_f(\mathbf{x}_0, \mathbf{x}_1) \) is the arrival time of the first onset of the triplicated wave. The window function \( w(\mathbf{x}_0, -t) \) is equal to 1 for \( t > -t_f(\mathbf{x}_0, \mathbf{x}_1) + \epsilon \) and equal to 0 elsewhere. The iterative scheme starts with the downgoing wavefield \( p_0^0(\mathbf{x}_0, \mathbf{x}_1, t) \), which is defined as the time-reversed version of the first arriving wave, \( G_d(\mathbf{x}_0, \mathbf{x}_1, -t) \), and it is only nonzero for \( t < -(t_f(\mathbf{x}_0, \mathbf{x}_1) - \epsilon) \). Even though the method is iterative, an error (e.g., a time shift) introduced by \( p_0^0(\mathbf{x}_0, \mathbf{x}_1, t) \) does not increase through the iterations because the same \( p_0^0(\mathbf{x}_0, \mathbf{x}_1, t) \) is used in each iteration. The method converges after several iterations and we define the final results as \( p^+ \) and \( p^- \), dropping the subscript \( k \). The wavefields \( p^+ \) and \( p^- \) have a simple physical interpretation. The iterative scheme designs the downgoing wavefield \( p^+ \), which, when injected at the acquisition surface into the inhomogeneous medium, produces a focus at \( t = 0 \) at \( \mathbf{x}_1 \) (and at \( \mathbf{x}_1 \) only). The upgoing wavefield \( p^- \) is the response to \( p^+ \) measured at the same acquisition surface. Wapenaar et al. (2012a, 2013) show that the Green’s function propagating between a location \( \mathbf{x}_1 \) within the subsurface and the receivers on the acquisition surface at \( z = 0 \) is related to the downgoing and upgoing wavefields \( p^+ \) and \( p^- \) by

\[
G(\mathbf{x}_0, \mathbf{x}_1, t) = p^+(\mathbf{x}_0, \mathbf{x}_1, t) + p^-(\mathbf{x}_0, \mathbf{x}_1, t).
\]

The retrieved Green’s function is shown in Figure 3a (in green), where it is superposed to the directly modeled reference wavefield (in black). The two wavefields match almost perfectly. A small mismatch is localized at a large offset and is denoted by the black arrow in Figure 3a. This mismatch is caused by the finite aperture of the employed receiver array and by refracted waves (such waves violate the up and down decomposition on which the theory is based). All traces have been multiplied by \( \exp(2t) \) to emphasize the coda, which has been very well recovered. The number of iterations needed to reach convergence depends on the complexity of the subsurface. Wapenaar et al. (2012a) show that, for a simple medium, only one iteration is needed; whereas Broggiini (2013) shows that the rate of convergence follows a geometric series. For this example, we performed 10 iterations. The iterative scheme we implement is equivalent to an integral equation that can be found by inserting equation 1 into equation 2 and dropping the subscript \( k \) (Wapenaar et al., 2012a). As an alternative to iteration, one could simply solve this integral equation.

Now, we apply a simple source-receiver reciprocity argument \( G(\mathbf{x}_1, \mathbf{x}_0, t) = G(\mathbf{x}_0, \mathbf{x}_1, t) \) and define \( G(\mathbf{x}_1, \mathbf{x}_0, t) \) as the wavefield originating from sources at the surface and observed by a virtual receiver located at the imaging point \( \mathbf{x}_1 \). To perform the decomposition of this Green’s function in its downgoing \( G^+(\mathbf{x}_1, \mathbf{x}_0, t) \) and upgoing \( G^-(\mathbf{x}_1, \mathbf{x}_0, t) \) components, we consider a variant of the iterative scheme, in which the subtraction in equation 1 is replaced by an addition (Wapenaar et al., 2012b):

\[
q_+^k(\mathbf{x}_0, \mathbf{x}_1, t) = q_0^k(\mathbf{x}_0, \mathbf{x}_1, t) + w(\mathbf{x}_0, -t)q_-^{k-1}(\mathbf{x}_0, \mathbf{x}_1, -t),
\]

\[
q_-^k(\mathbf{x}_0, \mathbf{x}_1, t) = \int_{\partial D_0} R(\mathbf{x}_0, \mathbf{x}, t) \ast q_+^k(\mathbf{x}, \mathbf{x}_1, t) d^2\mathbf{x},
\]

Figure 3. (a) Superposition of the reference wavefield \( G(\mathbf{x}_0, \mathbf{x}_1, t) \) originated by a real source located at \( \mathbf{x}_0 \) (black line) and the wavefield retrieved by the iterative scheme (green line). The two wavefields match almost perfectly. The black arrow denotes a mismatch localized at a large offset. (b) Downgoing wavefield \( G^+(\mathbf{x}_1, \mathbf{x}_0, t) \). (c) Upgoing wavefield \( G^-(\mathbf{x}_1, \mathbf{x}_0, t) \). All traces have been multiplied by \( \exp(2t) \) to emphasize the scattering coda.
where the zeroth iteration of the downgoing field \( q^+_0(\mathbf{x}_0, \mathbf{x}, t) \) is equal to \( p^+_0(\mathbf{x}_0, \mathbf{x}, t) \) and \( q^-_0(\mathbf{x}_0, \mathbf{x}, t) = 0 \).

After the second iterative scheme reaches convergence, we define two additional wavefields: \( p_{\text{sym}}(\mathbf{x}_0, \mathbf{x}, t) = p(\mathbf{x}_0, \mathbf{x}, t) + p(\mathbf{x}_0, \mathbf{x}, -t) \) and \( p_{\text{asym}}(\mathbf{x}_0, \mathbf{x}, t) = q(\mathbf{x}_0, \mathbf{x}, t) - q(\mathbf{x}_0, \mathbf{x}, -t) \) (Wapenaar et al., 2012b), where \( p(\mathbf{x}_0, \mathbf{x}, t) = p^+(\mathbf{x}_0, \mathbf{x}, t) + p^-(\mathbf{x}_0, \mathbf{x}, t) \) and \( q(\mathbf{x}_0, \mathbf{x}, t) = q^+(\mathbf{x}_0, \mathbf{x}, t) + q^-(\mathbf{x}_0, \mathbf{x}, t) \). The Green’s function recorded at \( \mathbf{x}_0 \) is finally decomposed into downgoing and upgoing wavefields by combining \( p_{\text{sym}}(\mathbf{x}_0, \mathbf{x}, t) \) and \( p_{\text{asym}}(\mathbf{x}_0, \mathbf{x}, t) \) in two different ways, according to

\[
G^+(\mathbf{x}_1, \mathbf{x}_0, t) = \frac{1}{2} \{ p_{\text{sym}}(\mathbf{x}_0, \mathbf{x}, t) - p_{\text{asym}}(\mathbf{x}_0, \mathbf{x}, t) \},
\]

for \( t \geq 0 \),

and

\[
G^-(\mathbf{x}_1, \mathbf{x}_0, t) = \frac{1}{2} \{ p_{\text{sym}}(\mathbf{x}_0, \mathbf{x}, t) + p_{\text{asym}}(\mathbf{x}_0, \mathbf{x}, t) \},
\]

for \( t \geq 0 \).

These downgoing and upgoing (one-way) wavefields are used in the next section to create images of the subsurface with either crosscorrelation or MDD. Figure 3b–3c shows the decomposition of the total wavefield \( G(\mathbf{x}_1, \mathbf{x}_0, t) \) of Figure 3a in its downgoing and upgoing components \( G^+(\mathbf{x}_1, \mathbf{x}_0, t) \) and \( G^-(\mathbf{x}_1, \mathbf{x}_0, t) \), respectively.

### IMAGING

We consider a model based on a modified version of the Amoco data set, originally introduced by Eigen and Regone (1998), as shown in Figure 4a. Because our method allows for target-oriented imaging, we focus on the portion of the model enclosed by the solid rectangle in Figure 4a. The velocity and density profiles for this portion of the model are shown in Figure 5a and 5b. The black arrow in Figure 4a indicates a layer characterized by higher impedance with respect to the surrounding layers. This model is symmetric in the horizontal direction, which favors a visual comparison between the various images. However, the proposed iterative scheme is not restricted to a medium whose properties are symmetric in any particular direction.

We computed the response to 501 shots with sources located at \( z = 0 \) km. The acquisition surface is transparent; hence, no surface-related multiples are present. In the horizontal direction, the sources are located every 10 m between \(-2.5\) and \(2.5\) km. In its current form, our method requires colocated sources and receivers. In practice, the required reflection responses are obtained from
conventional seismic reflection data after removal of the multiples due to the free-surface and deconvolution for the source wavelet (Verschuur et al., 1992; Amundsen, 2001; Groenestijn and Verschuur, 2009).

We compute the direct-arriving wavefront, the first input required by our method, using an eikonal solver. As an input for the solver, we use a smooth version of the velocity model; see Figure 5c. Note that, using an eikonal solver, we ignore the influence of the density. We introduce another approximation by assigning a constant amplitude to these first-arriving wavefields. This is done to reproduce the application of the method on real data when we only have an estimate of the background velocity of the subsurface and no information about the density. Alternatively, the direct arriving wavefront can be obtained by forward modeling in a macromodel, from microseismic events (Artman et al., 2010), from borehole check shots, or directly from the data by the common focus point (CFP) method (Berkhout, 1997; Thorbecke, 1997; Haffinger and Verschuur, 2012) when the imaging point is located at an interface.

**Standard prestack imaging**

For comparison, we start by computing a standard image using RTM (Baysal et al., 1983; McMechan, 1983; Biondi, 2006). RTM and many other seismic imaging algorithms rely on the single-scattering assumption. This implies that the recorded wavefields do not include internal multiples. When unwanted multiple reflections are present in the data, the imaging algorithm incorrectly images them as ghost reflectors. Our implementation of RTM uses a correlation imaging condition. However, in theory, other imaging conditions can be used (e.g., deconvolution, source-illumination normalized, etc.). This reference image is shown in Figure 6a, where we have used the same smooth model of Figure 5c needed to compute the first-arriving waves required by the iterative scheme. The high-impedance layer, indicated by the black arrow in Figure 4a, creates high-amplitude internal multiples. The white arrows in Figure 6a indicate some of the ghost reflectors present in this standard image. Additionally, the image is noisy below the high-impedance layer. The ghost reflectors and the noise partially mask the flat reflector at \( z = 2.3 \) km and affect the lateral continuity of the deeper reflectors. The black arrows indicate artifacts caused by multiply scattered waves. These waves are generated by the synclines located at the top of the high-impedance layer. The waves propagate downward, hit one of the deeply steeping walls of the synclines, propagate horizontally, bounce back on the other wall, and then travel back to the surface where they are recorded. Because of their multiple-scattering nature, these events are not handled correctly by the migration algorithm and are then imaged as artifacts located at larger depths with respect to the synclines.
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**Figure 6.** (a) Standard image of the reflectors obtained with RTM. The white arrows indicate some of the ghost reflectors present in the RTM image. (b) Image of the reflectors obtained with the crosscorrelation function \( C \). (c) Image of the reflectors obtained with MDD. The black arrows indicate artifacts that have common features in the three different images. (d) Comparison between the standard image (right) and the one obtained with the combination of data-driven wavefield focusing and MDD (left).
Imaging with crosscorrelation

If we retrieve the Green’s function with our method and decompose it into its downgoing and upgoing components, as described in the previous section, for image points \( x_i \) located on many depth levels \( z = z_i \) (e.g., the horizontal lines composed of black dots in Figure 4b), we are able to create a more accurate image of the medium. For this model, we perform 20 iterations to retrieve the Green’s function at each imaging point. Following the steps in Behura et al. (2012), we compute the crosscorrelation function \( C \),

\[
C(x_i, x_i', t) = \int_{-\infty}^{\infty} G^-(x_i, x_i', t) \ast G^+(x_i, x_i, -t) \, dx_i, \tag{9}
\]

at every imaging point and evaluate the result at \( t = 0 \). The asterisk \( \ast \) denotes temporal convolution, and \( x_i \) is located at \( z = 0 \). This new image is shown in Figure 6b. As in the reference image in Figure 6a, the actual reflectors have been reconstructed at the correct spatial location, but now the image is free of internal multiple ghosts. The image is less noisy, and the lateral continuity of the deeper reflectors is better preserved. This can be observed following the curved interface between 1.7 and 2 km, which is better defined when compared to the same interface in the RTM image shown in Figure 6a. This is an improvement over the previous image, but the amplitudes of the deeper targets, such as the flat reflector at \( z = 2.3 \) km that is still partially hidden, are not well retrieved. This is due to the facts that (1) we have a limited source aperture, (2) we do not take into account the multidimensional nature of the seismic wavefield, and (3) the reflectivity is the ratio of upgoing and downgoing waves that would require a deconvolution imaging condition rather than the standard crosscorrelation imaging condition. As in Figure 6a, the black arrows denote artifacts caused by horizontal propagating scattered waves. The theory behind our method (Wapenaar et al., 2014a, 2014b) is based on one-way propagation, where the preferred direction of propagation is the vertical one. For this reason, energy propagating along the horizontal direction is not properly handled by the data-driven wavefield focusing algorithm. This restriction only applies to the imaging depth level, where the decomposition takes place.

Imaging with MDD

MDD (Wapenaar et al., 2008) allows us to create an image with more accurate amplitudes. As in imaging with crosscorrelation, we consider a constant depth level \( z = z_i \). The Green’s functions at this constant depth level are related by

\[
G^-(x_r, x_r, t) = \int_{-\infty}^{\infty} \left[ R(x_r, x, t) \ast G^+(x, x_r, t) \right]_{z=z_i} \, dx, \tag{10}
\]

where \( R(x_r, x, t) \) is the reflection response to downgoing waves at \( z = z_i \) of the truncated medium below \( z = z_i \), \( x_r \) is at \( z = 0 \), \( x_r \) is at \( z = z_i \). The truncated medium is equal to the true medium below the depth level \( z = z_i \) and is reflection-free above \( z = z_i \). The reflectivity \( R(x_r, x, t) \) can be resolved from equation 10 by MDD (Wapenaar et al., 2011). To achieve this result, we first correlate both sides of equation 10 with the downgoing Green’s function and integrate over source locations over the acquisition surface:

\[
C(x_r, x_r', t) = \int_{-\infty}^{\infty} \left[ R(x_r, x, t) \ast \Gamma(x, x_r', t) \right]_{z=z_i} \, dx,
\]

for \( x_r \) and \( x_r' \) at \( z = z_i \),

\[
\tag{11}
\]

where \( C \) is the crosscorrelation function (as in the previous section, but with not-coinciding coordinates):

\[
C(x_r, x_r', t) = \int_{-\infty}^{\infty} \left[ G^-(x_r, x, t) \ast G^+(x_r', x_r, -t) \right]_{z=0} \, dx_r,
\]

and \( \Gamma \) is the point-spread function (van der Neut et al., 2011)

\[
\tag{12}
\]

We solve for \( R(x_r, x, t) \) at different depth levels \( z = z_i \) and many imaging points, as shown by the horizontal lines composed of black dots in Figure 4b, and evaluate the result at \( t = 0 \) and \( x_r = x_r \). Figure 6c shows the final result of the imaging process. As in the previous image, the reflectors have been imaged at the correct spatial locations but now the relative amplitudes of the different reflectors are better retrieved. The flat reflector at \( z = 2.3 \) km is now more visible. Additionally, the lateral continuity of the deeper reflectors is still well preserved in comparison with the prestack image in Figure 6a. The black arrows denote artifacts that affect the image similarly to the one computed with crosscorrelation, as shown Figure 6b. The comparison between the standard image and the one obtained with the combination of data-driven wavefield focusing and MDD is shown in Figure 6d. MDD acknowledges the multidimensional nature of the seismic wavefield; hence, the internal multiples contribute to the restoration of the amplitudes of the reflectors. To improve the amplitudes of the standard prestack image, we could use an inversion-based imaging scheme such as least-squares migration (LSM) (Nemeth et al., 1999).

Vasconcelos et al. (2010) and Vasconcelos and Rickett (2013) use a similar approach to estimate the reflectivity operator \( R(x_r, x, t) \), except that they need an accurate velocity model (which properly accounts for internal multiples) to depth-extrapolate fields, as opposed to upgoing and downgoing wavefields retrieved by data-driven wavefield focusing. Additionally, the wavefields retrieved with our approach can be used as input for recently developed nonlinear imaging methods (Fleury and Vasconcelos, 2012; Ravasi and Curtis, 2013).

Other existing methods aim at taking into account the internal multiples in the imaging process (Berkhout and Verschuur, 1997, 2011; Weglein et al., 1997; Jakubowicz, 1998; ten Kroode, 2002). However, similarities and differences with these methods need further investigation.

Imaging after redatuming of the reflection response

Alternatively, it is possible to take advantage of data-driven wavefield focusing to build an image of the subsurface without retrieving the decomposed wavefields at all the depth levels. For example, we choose a depth level below the high-impedance layer,
i.e., \( z = 2.1 \) km, and retrieve the downgoing and upgoing Green’s functions only at this constant depth. Then, we apply MDD to retrieve the redatumed reflection response \( R(x, x, t) \) at \( z = 2.1 \) km. This output is the reflection response that would be measured with sources and receivers located along a depth level at \( z = 2.1 \) km in a configuration with a homogeneous half-space above \( z = 2.1 \) km and equal to the true medium below the same depth level. The redatuming process removes the effect of the complex overburden from the reflection response (Sava and Biondi, 2004; Keho and Kelamis, 2012). We finally feed the redatumed reflection response in the RTM algorithm and this leads to the image shown in Figure 7a. The retrieved image correctly shows the three flat reflectors located between \( z = 2.1 \) and \( z = 3.1 \) km and is much less noisy than the reverse-time image computed using the reflection response recorded at the acquisition surface as shown in Figure 7b (this image is a close-up of Figure 6a). Both images have been computed using the smooth background velocity shown in Figure 5c. We discuss this methodology in more depth in a companion paper (Wapenaar et al., 2014a).

Additionally, if we want to image a portion of the subsurface that is located between complicated overburden and underburden, we can take advantage of data-driven wavefield focusing to retrieve the reflection response from below (Wapenaar et al., 2014b). This allows us to illuminate our target area as if sources of seismic energy are placed below the target itself. In this particular situation, van der Neut et al. (2013) show how to combine the redatumed reflection response from above and below to perform target-enclosing reflection imaging of a target located between strongly scattering subsurface regions.

**IMAGING WITH ERRONEOUS VELOCITY**

We demonstrate the robustness of the combination of data-driven wavefield focusing and MDD when an erroneous velocity model is used to estimate the first-arriving waves (a required input for the focusing process). This numerical experiment is carried out with an erroneous background velocity that presents an error, linearly increasing in the horizontal direction from \(-6\%\) to \(+6\%\), and a positive Gaussian anomaly of \(+10\%\) and width of 0.8 km centered at \( x = (0, 1.6) \) km, as shown in Figure 5d. Moreover, we compute a target-oriented image in a smaller portion of the model that is enclosed by the dashed rectangle in Figure 4a. We start by creating a standard image using RTM. This standard image is shown in Figure 8a, where we have used the erroneous background velocity model in the RTM algorithm. As expected, the reflectors are not symmetric in the horizontal direction. This is due to the part of the velocity error that varies linearly with \( x \). Figure 8a shows that pronounced artifacts, such as ghost reflectors, affect the quality of the reference image. This image does not allow for a clear identification of the reflector at \( z = 2.3 \) km (which should now be imaged as a dipping reflector). This reflector does not appear to be any weaker or less focused than its counterpart in Figure 6a, but now the artifacts hide the lateral continuity of the reflector. The

---

**Figure 7.** (a) Image of the three reflectors between \( z = 2.1 \) and \( z = 3.1 \) km obtained with RTM using as input the reflection response redatumed at \( z = 2.1 \). (b) Image of the reflectors obtained with standard prestack migration. This image is a close-up of Figure 6a. Both images have been computed using the smooth background velocity shown in Figure 5c.

**Figure 8.** (a) Image of the reflectors obtained with standard prestack migration using a background velocity with an error, linearly increasing in the horizontal direction from \(-6\%\) to \(+6\%\), and a positive Gaussian anomaly of \(+10\%\) and width of 0.8 km centered at \( x = (0, 1.6) \) km. The black arrow indicates an artifact due to a limited source aperture. (b) Image of the reflectors obtained with MDD. The first-arriving waves (a required input for the focusing process) are computed using the background velocity of Figure 5d. The black arrow indicates an artifact due to a limited-source aperture. The white arrow indicates the reflector at \( z = 2.3 \) km.
black arrow indicates a strong artifact consistent with the one present in Figure 6a–6c.

Figure 8b shows the result of MDD applied to the focused downgoing and upgoing wavefields. Similarly to the reference image, the reflectors have been reconstructed at the wrong spatial location (due to the erroneous background velocity), but now we obtain a superior image with fewer artifacts. Additionally, the image is less noisy and the reflector at \( z = 2.3 \) km, indicated by the white arrow in Figure 8b, is now more visible. The bump around \( x = (0, 2.3) \) km is due to the Gaussian anomaly centered at \( x = (0, 1.6) \) km. Note that the artifact indicated by the black arrow in Figure 8b is still present as in the image with correct background velocity, Figure 6c. This test shows that the image obtained by data-driven wavefield focusing (with an erroneous background model) still focuses the multiples along with the primaries, albeit at the wrong location. Moreover, the erroneous background model did not prevent the suppression of most of the multiple ghosts. Our method does not update the velocity model. However, we can use the redatumed reflection response to analyze some extensions of the image, such as angle gathers (Sava and Fomel, 2003) and subsurface offset gathers or time-lag gathers (Sava and Vasconcelos, 2011). Because the internal multiples are suppressed in these extended images, we envision that they are a suitable starting point for updating the velocity model.

CONCLUSIONS

We showed that our recently introduced method for data-driven Green’s function retrieval, allows us to construct an image that is not affected by ghost images of the reflectors. The retrieved downgoing and upgoing components of the Green’s functions are the key components needed to obtain this result. These wavefields are then used to create different images of the medium with crosscorrelation and MDD. The images created with crosscorrelation and MDD show an improvement over standard imaging. Additionally, MDD yields an image whose amplitudes better agree with the correct reflection responses. This is due to the deconvolution process that correctly handles the internal multiples and retrieves more correct amplitudes of the primary reflections. We emphasize that, for the imaging with crosscorrelation and MDD, the imaging process does not require any more knowledge of the medium parameters than conventional imaging schemes based on primaries (which use a macromodel). However, the method requires a full acquisition geometry because the reflection response needs to be well sampled at the surface. Our method can be helpful in situations in which waves have traversed a strongly inhomogeneous and scattering overburden, e.g., subsalt and for near-surface imaging. In this particular situation, the decomposed wavefields could be used to perform target-enclosing reflection imaging of a salt body. The performance of the proposed method when strong multipathing of the direct arrival occurs is not addressed in this paper. Finally, the results in the last section of the paper show that data-driven wavefield focusing is robust with respect to errors in the background model used to estimate the first-arriving waves. The reflectors are as focused as in the standard prestack image, but the combination of data-driven wavefield focusing and MDD still removes the artifacts due to the presence of multiply scattered waves in the reflection data. This is a promising result toward future applications of the method on real data where we expect to have only estimates of the background velocity of the subsurface.

ACKNOWLEDGMENTS

This work was supported by the sponsors of the Consortium Project on Seismic Inverse Methods for Complex Structures at the Center for Wave Phenomena and the Netherlands Research Center for Integrated Solid Earth Science (INES). We thank E. Slob, J. Thorbecke, J. van der Neut (all at Delft University of Technology), and P. Sava (Center for Wave Phenomena) for useful discussions. F. Broggini is grateful to J. Behura for his collaboration. We are thankful to the associate editor B. Biondi, M. Ravasi, J. Rickett, and an anonymous reviewer for their constructive comments, which helped improve this paper. The reproducible numerical examples in this paper use the Madagascar open-source software package freely available from http://www.ahay.org.

REFERENCES


Biondi, B., 2006, 3D seismic imaging: SEG.


