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ABSTRACT

Standard imaging techniques rely on the single scattering
assumption. This requires that the recorded data do not in-
clude internal multiples, i.e., waves that have bounced multi-
ple times between reflectors before reaching the receivers
at the acquisition surface. When multiple reflections are
present in the data, standard imaging algorithms incorrectly
image them as ghost reflectors. These artifacts can mislead
interpreters in locating potential hydrocarbon reservoirs. Re-
cently, we introduced a new approach for retrieving the
Green’s function recorded at the acquisition surface due
to a virtual source located at depth. We refer to this approach
as data-driven wavefield focusing. Additionally, after apply-
ing source-receiver reciprocity, this approach allowed us to
decompose the Green’s function at a virtual receiver at depth
in its downgoing and upgoing components. These wave-
fields were then used to create a ghost-free image of the
medium with either crosscorrelation or multidimensional de-
convolution, presenting an advantage over standard prestack
migration. We tested the robustness of our approach when an
erroneous background velocity model is used to estimate the
first-arriving waves, which are a required input for the data-
driven wavefield focusing process. We tested the new
method with a numerical example based on a modification
of the Amoco model.

INTRODUCTION

One of the main goals of exploration geophysics is to retrieve the
location and amplitude of the discontinuities between structures

with different properties within the subsurface from reflection data
acquired at the surface of the earth. This is a challenging research
task because an accurate image of the structures inside the earth is
needed to locate energy sources, such as hydrocarbon reservoirs.
Standard imaging methods, such as one-way prestack migration

(Claerbout, 1985) and reverse-time migration (RTM) (Baysal et al.,
1983; McMechan, 1983), usually suffer from artifacts due to the
presence of multiple reflections in the recorded data. We refer to
these artifacts as ghost images, and they should not be confused
with the water surface ghosts. These multiple reflections are often
caused by high-impedance layers, such as salt bodies, and they can
severely affect the final images. These imaging schemes, when ap-
plied to reflection data at the surface, cannot differentiate between
primaries and multiples; hence, they erroneously interpret the multi-
ply reflected waves as primary reflections due to deeper layers. This
is the well-known single-scattering assumption (Oristaglio, 1989).
We have recently introduced a new method that allows us to re-

trieve the total wavefield (including all the internal multiples) origi-
nating from a point in the subsurface to receivers located at the
surface (Wapenaar et al., 2012a, 2013). We refer to this approach
as data-driven wavefield focusing. The Green’s function is defined
as the response recorded at the acquisition surface from a source
located in the interior of the subsurface; see Figure 1b. Using
source-receiver reciprocity, the Green’s function can be interpreted
as the response observed by a virtual receiver in the subsurface as a
result of sources at the surface. The response at the virtual receiver is
a combination of the downgoing and upgoing wavefields that are
needed to reconstruct an image of the discontinuities inside the
earth. The image built using this method will be free of internal
multiple ghosts (Wapenaar et al., 2012b, 2014a). The downgoing
and upgoing wavefields are illustrated in Figure 1c. The new
method consists of an iterative algorithm that transforms the reflec-
tion response (at the acquisition surface) of an arbitrary lossless
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medium into the wavefield generated by a virtual source inside the
unknown medium. We assume that the reflection response at the
surface is well sampled and that the free-surface multiples have
been removed (Verschuur et al., 1992; Amundsen, 2001; Groenes-
tijn and Verschuur, 2009). Apart from requiring the reflection data
measured at the surface, data-driven wavefield focusing also re-
quires an estimate of the traveltimes of the first-arriving wave trav-
eling from the virtual source location to receivers located at the
acquisition surface. These traveltimes, which could be computed
using an eikonal solver in a background velocity model, are a
key element of the method because they specify the location of
the virtual source in the subsurface. Consequently, the proposed
method is not model independent. However, we do not require
any more knowledge of the medium parameters than standard pri-
mary imaging schemes and a smooth background velocity is
usually sufficient. As in seismic interferometry (Curtis et al.,

2006; Schuster, 2009), one of our goals is to retrieve the response
to a virtual source inside an unknown medium and then use this
response to build an image of the subsurface, hence, going beyond
the single-scattering assumption. Moreover, our method is nonre-
cursive because we do not need to resolve the multiple problem
in the overburden prior to imaging a specific deeper target zone.
This means that it does not suffer from the error propagation that
affects migration and full-waveform inversion.
We start with a brief review of the theory behind data-driven

wavefield focusing and describe how to decompose the Green’s
function to its downgoing and upgoing components. Then, we
apply the new method to a synthetic data set and compare its im-
aging capabilities with those of RTM. First, we create an image us-
ing crosscorrelation as the one-way imaging condition (Behura
et al., 2012) and then we apply multidimensional deconvolution
(MDD) (Wapenaar et al., 2008) to the decomposed wavefields to
obtain an improved image. Finally, we show the robustness of
our method when an erroneous velocity model is used to compute
an estimate of the first-arriving waves.

THEORY OF DATA-DRIVEN WAVEFIELD
FOCUSING

Following recent work (Broggini et al., 2012; Wapenaar et al.,
2012a), we briefly introduce the theory of data-driven wavefield
focusing for 2D media and illustrate it with a numerical example
in an inhomogeneous medium shown in Figure 1a. In a companion
paper (Wapenaar et al., 2014a), we use a similar approach based on
the 3D Marchenko equation. Furthermore, we have recently shown
that these two approaches are equivalent (Wapenaar et al., 2013).
Our method implements an iterative scheme that requires (1) an

estimate of the first-arriving wave between an image point xI in the
subsurface and the receivers at the surface and (2) the measured
reflection response deconvolved for the source wavelet and with-
out surface-related multiples. We denote these two inputs as
Gdðx0; xI; tÞ and Rðx0; x; tÞ, respectively. In the definition of the re-
flection response, x and x0 denote the source location and the
receiver location, respectively. In case of multipathing, the first-
arriving wave needs to include the corresponding triplications. If
the estimate does not include such triplications, the retrieved wave-
field also does not include the multiple paths. The first-arriving
wave for the model of Figure 1a is shown in Figure 2. This is a
particular case in which the direct arrival has no multipathing.
The iterative scheme is based on a system of two equations that

Figure 1. (a) Velocity model. (b) Rays corresponding to the total
wavefield Gðx0; xI; tÞ from a virtual source at the imaging point lo-
cated at xI (indicated by the white dot) and recorded at the acquis-
ition surface. The white circle indicates the location of the virtual
source of the retrieved Green’s function. (c) Decomposed wave-
fields. The solid blue rays correspond to the downgoing component
GþðxI; x0; tÞ. The solid red rays correspond to the upgoing compo-
nent G−ðxI; x0; tÞ. The white circle indicates the location of the vir-
tual receiver of the retrieved Green’s function. In panels (b and c),
the white triangles denote the receivers at z ¼ 0 and the white ex-
plosions denote the sources at z ¼ 0.

−2 −1 0 1 2

0

1

Figure 2. Estimate of the first-arriving wave propagating from im-
age point xI to the receivers (indicated by the white triangles) lo-
cated at z ¼ 0. The arrival times of this wave are denoted by
tfðx0; xIÞ, where x0 corresponds to the location of the receivers.
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relates downgoing waves pþ
k ðx0; xI; tÞ and upgoing waves p−

k ðx0;
xI; tÞ at the acquisition surface ∂D0:

pþ
k ðx0; xI; tÞ ¼ pþ

0 ðx0; xI; tÞ − wðx0;−tÞp−
k−1ðx0; xI;−tÞ;

(1)

p−
k ðx0; xI; tÞ ¼

Z
∂D0

Rðx0; x; tÞ � pþ
k ðx; xI; tÞd2x; (2)

where k is the iteration number, p−
−1ðx0; xI; tÞ ¼ 0, and the asterisk

denotes temporal convolution. The window function wðx0; tÞ
satisfies

wðx0;−tÞ ¼ Θðtþ tfðx0; xIÞ − ϵÞ; (3)

where ΘðtÞ is the Heaviside function, tfðx0; xIÞ is the arrival time of
the first-arriving wave propagating from the target point xI to the
acquisition surface at z ¼ 0, and ϵ is a small positive constant re-
lated to the duration of the source wavelet sðtÞ. In case of multi-
pathing, tfðx0; xIÞ is the arrival time of the first onset of the
triplicated wave. The window function wðx0;−tÞ is equal to 1
for t > −tfðx0; xIÞ þ ϵ and equal to 0 elsewhere. The iterative
scheme starts with the downgoing wavefield pþ

0 ðx0; xI; tÞ, which
is defined as the time-reversed version of the first arriving wave,
Gdðx0; xI;−tÞ, and it is only nonzero for t < −ðtfðx0; xIÞ − ϵÞ. Even
though the method is iterative, an error (e.g., a time shift) introduced
by pþ

0 ðx0; xI; tÞ does not increase through the iterations because the
same pþ

0 ðx0; xI; tÞ is used in each iteration. The method converges
after several iterations and we define the final results as pþ and p−,
dropping the subscript k. The wavefields pþ and p− have a simple
physical interpretation. The iterative scheme designs the downgoing
wavefield pþ, which, when injected at the acquisition surface into
the inhomogeneous medium, produces a focus at t ¼ 0 at xI (and at
xI only). The upgoing wavefield p− is the response to pþ measured
at the same acquisition surface. Wapenaar et al. (2012a, 2013) show
that the Green’s function propagating between a location xI within
the subsurface and the receivers on the acquisition surface at z ¼ 0

is related to the downgoing and upgoing wavefields pþ and p− by

Gðx0; xI; tÞ ¼ pþðx0; xI;−tÞ þ p−ðx0; xI; tÞ: (4)

The retrieved Green’s function is shown in Figure 3a (in green),
where it is superposed to the directly modeled reference wavefield
(in black). The two wavefields match almost perfectly. A small mis-
match is localized at a large offset and is denoted by the black arrow
in Figure 3a. This mismatch is caused by the finite aperture of the
employed receiver array and by refracted waves (such waves violate
the up and down decomposition on which the theory is based). All
traces have been multiplied by expð2tÞ to emphasize the coda,
which has been very well recovered. The number of iterations
needed to reach convergence depends on the complexity of the sub-
surface. Wapenaar et al. (2012a) show that, for a simple medium,
only one iteration is needed; whereas Broggini (2013) shows that
the rate of convergence follows a geometric series. For this example,
we performed 10 iterations. The iterative scheme we implement is
equivalent to an integral equation that can be found by inserting
equation 1 into equation 2 and dropping the subscript k (Wapenaar
et al., 2012a). As an alternative to iteration, one could simply solve
this integral equation.

Now, we apply a simple source-receiver reciprocity argument
GðxI; x0; tÞ ¼ Gðx0; xI; tÞ and define GðxI; x0; tÞ as the wavefield
originating from sources at the surface and observed by a virtual
receiver located at the imaging point xI. To perform the decompo-
sition of this Green’s function in its downgoing GþðxI; x0; tÞ and
upgoing G−ðxI; x0; tÞ components, we consider a variant of the iter-
ative scheme, in which the subtraction in equation 1 is replaced by
an addition (Wapenaar et al., 2012b):

qþk ðx0; xI; tÞ ¼ qþ0 ðx0; xI; tÞ þ wðx0;−tÞq−k−1ðx0; xI;−tÞ;
(5)

q−k ðx0; xI; tÞ ¼
Z
∂D0

Rðx0; x; tÞ � qþk ðx; xI; tÞd2x; (6)

1

2

a)

1

2

b)

−2 −1 0 1 2

1

2

c) –

+

Figure 3. (a) Superposition of the reference wavefield Gðx0; xI; tÞ
originated by a real source located at xI (black line) and the wave-
field retrieved by the iterative scheme (green line). The two wave-
fields match almost perfectly. The black arrow denotes a mismatch
localizes at a large offset. (b) Downgoing wavefield GþðxI; x0; tÞ.
(c) Upgoing wavefieldG−ðxI; x0; tÞ. All traces have been multiplied
by expð2tÞ to emphasize the scattering coda.
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where the zeroth iteration of the downgoing field qþ0 ðx0; xI; tÞ is
equal to pþ

0 ðx0; xI; tÞ and q−−1ðx0; xI; tÞ ¼ 0.
After the second iterative scheme reaches convergence, we define

two additional wavefields: psymðx0;xI;tÞ¼pðx0;xI;tÞþpðx0;xI;−tÞ
and pasymðx0; xI; tÞ ¼ qðx0; xI; tÞ − qðx0; xI;−tÞ (Wapenaar et al.,
2012b), where pðx0; xI; tÞ ¼ pþðx0; xI; tÞ þ p−ðx0; xI; tÞ and qðx0;
xI; tÞ ¼ qþðx0; xI; tÞ þ q−ðx0; xI; tÞ. The Green’s function recorded
at xI is finally decomposed into downgoing and upgoing wavefields
by combining psymðx0; xI; tÞ and pasymðx0; xI; tÞ in two different
ways, according to

GþðxI; x0; tÞ ¼
1

2
fpsymðx0; xI; tÞ − pasymðx0; xI; tÞg;

for t ≥ 0; (7)

and

G−ðxI; x0; tÞ ¼
1

2
fpsymðx0; xI; tÞ þ pasymðx0; xI; tÞg;

for t ≥ 0. (8)

These downgoing and upgoing (one-way) wavefields are used in the
next section to create images of the subsurface with either crosscor-

relation or MDD. Figure 3b–3c shows the decomposition of the to-
tal wavefield GðxI; x0; tÞ of Figure 3a in its downgoing and upgoing
components GþðxI; x0; tÞ and G−ðxI; x0; tÞ, respectively.

IMAGING

We consider a model based on a modified version of the Amoco
data set, originally introduced by Etgen and Regone (1998), as
shown in Figure 4a. Because our method allows for target-oriented
imaging, we focus on the portion of the model enclosed by the solid
rectangle in Figure 4a. The velocity and density profiles for this
portion of the model are shown in Figure 5a and 5b. The black ar-
row in Figure 4a indicates a layer characterized by higher imped-
ance with respect to the surrounding layers. This model is
symmetric in the horizontal direction, which favors a visual com-
parison between the various images. However, the proposed itera-
tive scheme is not restricted to a medium whose properties are
symmetric in any particular direction.
We computed the response to 501 shots with sources located

at z ¼ 0 km. The acquisition surface is transparent; hence, no sur-
face-related multiples are present. In the horizontal direction, the
sources are located every 10 m between −2.5 and 2.5 km. In its
current form, our method requires colocated sources and receivers.
In practice, the required reflection responses are obtained from

a)

0

1

2

3

b)

−2 0 2

0

1

2

3

Figure 4. (a) Velocity model. The white triangles denote the receiv-
ers at z ¼ 0. The black arrow indicates a layer characterized by
higher impedance with respect to the surrounding layers. The solid
rectangle encloses the target area used to compare the different im-
aging methods. The dashed rectangle bounds the portion of the sub-
surface used to compare the robustness of the different imaging
methods when we use an erroneous background model. (b) The
black dots correspond to various imaging points xI used to build
an image of the subsurface. Imaging points located on a constant
depth level z ¼ zi are used to resolve ½Rðxr; x; tÞ�z¼zi .
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1
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 d)

−1.5 0 1.5

1

2

2.1

3

3.8

Figure 5. (a) Velocity model. (b) Density model. (c) Smooth back-
ground velocity model. (d) Erroneous background velocity model
that presents a linearly increasing error in the horizontal direction
from −6% to þ6%, and a positive Gaussian anomaly centered at
x ¼ ð0; 1.6Þ km.
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conventional seismic reflection data after removal of the multiples
due to the free-surface and deconvolution for the source wavelet
(Verschuur et al., 1992; Amundsen, 2001; Groenestijn and Ver-
schuur, 2009).
We compute the direct-arriving wavefront, the

first input required by our method, using an ei-
konal solver. As an input for the solver, we use a
smooth version of the velocity model; see Fig-
ure 5c. Note that, using an eikonal solver, we
ignore the influence of the density. We introduce
another approximation by assigning a constant
amplitude to these first-arriving wavefields. This
is done to reproduce the application of the
method on real data when we only have an es-
timate of the background velocity of the subsur-
face and no information about the density.
Alternatively, the direct arriving wavefront can
be obtained by forward modeling in a macromo-
del, from microseismic events (Artman et al.,
2010), from borehole check shots, or directly
from the data by the common focus point
(CFP) method (Berkhout, 1997; Thorbecke,
1997; Haffinger and Verschuur, 2012) when
the imaging point is located at an interface.

Standard prestack imaging

For comparison, we start by computing a stan-
dard image using RTM (Baysal et al., 1983;
McMechan, 1983; Biondi, 2006). RTM and
many other seismic imaging algorithms rely on
the single-scattering assumption. This implies
that the recorded wavefields do not include inter-
nal multiples. When unwanted multiple reflec-
tions are present in the data, the imaging
algorithm incorrectly images them as ghost re-
flectors. Our implementation of RTM uses a cor-
relation imaging condition. However, in theory,
other imaging conditions can be used (e.g., de-
convolution, source-illumination normalized,
etc.). This reference image is shown in Figure 6a,
where we have used the same smooth model of
Figure 5c needed to compute the first-arriving
waves required by the iterative scheme. The
high-impedance layer, indicated by the black ar-
row in Figure 4a, creates high-amplitude internal
multiples. The white arrows in Figure 6a indicate
some of the ghost reflectors present in this stan-
dard image. Additionally, the image is noisy
below the high-impedance layer. The ghost re-
flectors and the noise partially mask the flat re-
flector at z ¼ 2.3 km and affect the lateral
continuity of the deeper reflectors. The black ar-
rows indicate artifacts caused by multiply scat-
tered waves. These waves are generated by the
synclines located at the top of the high-imped-
ance layer. The waves propagate downward,
hit one of the deeply steeping walls of the syn-
clines, propagate horizontally, bounce back on
the other wall, and then travel back to the surface

where they are recorded. Because of their multiple-scattering
nature, these events are not handled correctly by the migration al-
gorithm and are then imaged as artifacts located at larger depths
with respect to the synclines.

a)

1.0

1.5

2.0

2.3

b)

1.0

1.5

2.0

2.3

c)

1.0

1.5

2.0

2.3

d)

MDD RTM

−1.5 0 1.5

1.0

1.5

2.0

2.3

Figure 6. (a) Standard image of the reflectors obtained with RTM. The white arrows
indicate some of the ghost reflectors present in the RTM image. (b) Image of the re-
flectors obtained with the crosscorrelation function C. (c) Image of the reflectors ob-
tained with MDD. The black arrows indicate artifacts that have common features in the
three different images. (d) Comparison between the standard image (right) and the one
obtained with the combination of data-driven wavefield focusing and MDD (left).

Wavefield focusing and imaging WA111

D
ow

nl
oa

de
d 

02
/2

5/
15

 to
 1

31
.1

80
.1

31
.2

42
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SE
G

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 T
er

m
s 

of
 U

se
 a

t h
ttp

://
lib

ra
ry

.s
eg

.o
rg

/



Imaging with crosscorrelation

If we retrieve the Green’s function with our method and decom-
pose it into its downgoing and upgoing components, as described in
the previous section, for image points xI located on many depth
levels z ¼ zi (e.g., the horizontal lines composed of black dots
in Figure 4b), we are able to create a more accurate image of
the medium. For this model, we perform 20 iterations to retrieve
the Green’s function at each imaging point. Following the steps
in Behura et al. (2012), we compute the crosscorrelation func-
tion C,

CðxI; xI; tÞ ¼
Z

∞

−∞
G−ðxI; xs; tÞ � GþðxI; xs;−tÞdxs; (9)

at every imaging point and evaluate the result at t ¼ 0. The asterisk
� denotes temporal convolution, and xs is located at z ¼ 0. This new
image is shown in Figure 6b. As in the reference image in Figure 6a,
the actual reflectors have been reconstructed at the correct spatial
location, but now the image is free of internal multiple ghosts. The
image is less noisy, and the lateral continuity of the deeper reflectors
is better preserved. This can be observed following the curved inter-
face between 1.7 and 2 km, which is better defined when compared
to the same interface in the RTM image shown in Figure 6a. This is
an improvement over the previous image, but the amplitudes of the
deeper targets, such as the flat reflector at z ¼ 2.3 km that is still
partially hidden, are not well retrieved. This is due to the facts that
(1) we have a limited source aperture, (2) we do not take into ac-
count the multidimensional nature of the seismic wavefield, and
(3) the reflectivity is the ratio of upgoing and downgoing waves
that would require a deconvolution imaging condition rather than
the standard crosscorrelation imaging condition. As in Figure 6a,
the black arrows denote artifacts caused by horizontal propagating
scattered waves. The theory behind our method (Wapenaar et al.,
2014a, 2014b) is based on one-way propagation, where the pre-
ferred direction of propagation is the vertical one. For this reason,
energy propagating along the horizontal direction is not properly
handled by the data-driven wavefield focusing algorithm. This re-
striction only applies to the imaging depth level, where the decom-
position takes place.

Imaging with MDD

MDD (Wapenaar et al., 2008) allows us to create an image with
more accurate amplitudes. As in imaging with crosscorrelation, we
consider a constant depth level z ¼ zi. The Green’s functions at this
constant depth level are related by

G−ðxr; xs; tÞ ¼
Z

∞

−∞
½Rðxr; x; tÞ � Gþðx; xs; tÞ�z¼zidx; (10)

where Rðxr; x; tÞ is the reflection response to downgoing waves at
z ¼ zi of the truncated medium below z ¼ zi, xs is at z ¼ 0, xr is at
z ¼ zi. The truncated medium is equal to the true medium below the
depth level z ¼ zi and is reflection-free above z ¼ zi. The reflec-
tivity Rðxr; x; tÞ can be resolved from equation 10 by MDD (Wa-
penaar et al., 2011). To achieve this result, we first correlate both
sides of equation 10 with the downgoing Green’s function and in-
tegrate over source locations over the acquisition surface:

Cðxr; x 0; tÞ ¼
Z

∞

−∞
½Rðxr; x; tÞ � Γðx; x 0; tÞ�z¼zidx;

for xr and x 0 at z ¼ zi; (11)

where C is the crosscorrelation function (as in the previous section,
but with not-coinciding coordinates):

Cðxr; x 0; tÞ ¼
Z

∞

−∞
½G−ðxr; xs; tÞ � Gþðx 0; xs;−tÞ�zs¼0dxs;

(12)

and Γ is the point-spread function (van der Neut et al., 2011)

Γðx; x 0; tÞ ¼
Z

∞

−∞
½Gþðx; xs; tÞ � Gþðx 0; xs;−tÞ�zs¼0dxs:

(13)

We solve for Rðxr; x; tÞ at different depth levels z ¼ zi and many
imaging points, as shown by the horizontal lines composed of black
dots in Figure 4b, and evaluate the result at t ¼ 0 and xr ¼ x.
Figure 6c shows the final result of the imaging process. As in
the previous image, the reflectors have been imaged at the correct
spatial locations but now the relative amplitudes of the different re-
flectors are better retrieved. The flat reflector at z ¼ 2.3 km is now
more visible. Additionally, the lateral continuity of the deeper re-
flectors is still well preserved in comparison with the prestack im-
age in Figure 6a. The black arrows denote artifacts that affect the
image similarly to the one computed with crosscorrelation, as
shown Figure 6b. The comparison between the standard image
and the one obtained with the combination of data-driven wavefield
focusing and MDD is shown in Figure 6d. MDD acknowledges the
multidimensional nature of the seismic wavefield; hence, the inter-
nal multiples contribute to the restoration of the amplitudes of the
reflectors. To improve the amplitudes of the standard prestack im-
age, we could use an inversion-based imaging scheme such as least-
squares migration (LSM) (Nemeth et al., 1999).
Vasconcelos et al. (2010) and Vasconcelos and Rickett (2013) use

a similar approach to estimate the reflectivity operator Rðxr; x; tÞ,
except that they need an accurate velocity model (which properly
accounts for internal multiples) to depth-extrapolate fields, as op-
posed to upgoing and downgoing wavefields retrieved by data-
driven wavefield focusing. Additionally, the wavefields retrieved
with our approach can be used as input for recently developed non-
linear imaging methods (Fleury and Vasconcelos, 2012; Ravasi and
Curtis, 2013).
Other existing methods aim at taking into account the internal

multiples in the imaging process (Berkhout and Verschuur, 1997,
2011; Weglein et al., 1997; Jakubowicz, 1998; ten Kroode,
2002). However, similarities and differences with these methods
need further investigation.

Imaging after redatuming of the reflection response

Alternatively, it is possible to take advantage of data-driven
wavefield focusing to build an image of the subsurface without re-
trieving the decomposed wavefields at all the depth levels. For ex-
ample, we choose a depth level below the high-impedance layer,
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i.e., z ¼ 2.1 km, and retrieve the downgoing and
upgoing Green’s functions only at this constant
depth. Then, we apply MDD to retrieve the re-
datumed reflection response Rðxr; x; tÞ at z ¼
2.1 km. This output is the reflection response
that would be measured with sources and receiv-
ers located along a depth level at z ¼ 2.1 km in a
configuration with a homogeneous half-space
above z ¼ 2.1 km and equal to the true medium
below the same depth level. The redatuming
process removes the effect of the complex over-
burden from the reflection response (Sava and
Biondi, 2004; Keho and Kelamis, 2012). We fi-
nally feed the redatumed reflection response in
the RTM algorithm and this leads to the image
shown in Figure 7a. The retrieved image cor-
rectly shows the three flat reflectors located be-
tween z ¼ 2.1 and z ¼ 3.1 km and is much less
noisy than the reverse-time image computed us-
ing the reflection response recorded at the ac-
quisition surface as shown in Figure 7b (this
image is a close-up of Figure 6a). Both images
have been computed using the smooth back-
ground velocity shown in Figure 5c. We discuss this methodology
in more depth in a companion paper (Wapenaar et al., 2014a).
Additionally, if we want to image a portion of the subsurface that

is located between complicated overburden and underburden, we
can take advantage of data-driven wavefield focusing to retrieve
the reflection response from below (Wapenaar et al., 2014b). This
allows us to illuminate our target area as if sources of seismic energy
are placed below the target itself. In this particular situation, van der
Neut et al. (2013) show how to combine the redatumed reflection
response from above and below to perform target-enclosing reflec-
tion imaging of a target located between strongly scattering subsur-
face regions.

IMAGING WITH ERRONEOUS VELOCITY

We demonstrate the robustness of the combination of data-driven
wavefield focusing and MDD when an erroneous velocity model is
used to estimate the first-arriving waves (a required input for the
focusing process). This numerical experiment is carried out with
an erroneous background velocity that presents an error, linearly
increasing in the horizontal direction from −6% toþ6%, and a pos-
itive Gaussian anomaly of þ10% and width of 0.8 km centered at
x ¼ ð0; 1.6Þ km, as shown in Figure 5d. Moreover, we compute a
target-oriented image in a smaller portion of the model that is en-
closed by the dashed rectangle in Figure 4a. We start by creating a
standard image using RTM. This standard image is shown in Fig-
ure 8a, where we have used the erroneous background velocity
model in the RTM algorithm. As expected, the reflectors are not
symmetric in the horizontal direction. This is due to the part of
the velocity error that varies linearly with x. Figure 8a shows that
pronounced artifacts, such as ghost reflectors, affect the quality of
the reference image. This image does not allow for a clear identi-
fication of the reflector at z ¼ 2.3 km (which should now be imaged
as a dipping reflector). This reflector does not appear to be any
weaker or less focused than its counterpart in Figure 6a, but
now the artifacts hide the lateral continuity of the reflector. The
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Figure 7. (a) Image of the three reflectors between z ¼ 2.1 and z ¼ 3.1 km obtained
with RTM using as input the reflection response redatumed at z ¼ 2.1. (b) Image of the
reflectors obtained with standard prestack migration. This image is a close-up of Fig-
ure 6a. Both images have been computed using the smooth background velocity shown
in Figure 5c.
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Figure 8. (a) Image of the reflectors obtained with standard pre-
stack migration using a background velocity with an error, linearly
increasing in the horizontal direction from −6% toþ6%, and a pos-
itive Gaussian anomaly of þ10% and width of 0.8 km centered at
x ¼ ð0; 1.6Þ km. The black arrow indicates an artifact due to a lim-
ited source aperture. (b) Image of the reflectors obtained with MDD.
The first-arriving waves (a required input for the focusing process)
are computed using the background velocity of Figure 5d. The
black arrow indicates an artifact due to a limited-source aperture.
The white arrow indicates the reflector at z ¼ 2.3 km.
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black arrow indicates a strong artifact consistent with the one
present in Figure 6a–6c.
Figure 8b shows the result of MDD applied to the focused

downgoing and upgoing wavefields. Similarly to the reference im-
age, the reflectors have been reconstructed at the wrong spatial
location (due to the erroneous background velocity), but now
we obtain a superior image with fewer artifacts. Additionally,
the image is less noisy and the reflector at z ¼ 2.3 km, indicated
by the white arrow in Figure 8b, is now more visible. The bump
around x ¼ ð0; 2.3Þ km is due to the Gaussian anomaly centered at
x ¼ ð0; 1.6Þ km. Note that the artifact indicated by the black arrow
in Figure 8b is still present as in the image with correct back-
ground velocity, Figure 6c. This test shows that the image obtained
by data-driven wavefield focusing (with an erroneous background
model) still focuses the multiples along with the primaries, albeit
at the wrong location. Moreover, the erroneous background model
did not prevent the suppression of most of the multiple ghosts. Our
method does not update the velocity model. However, we can use
the redatumed reflection response to analyze some extensions of
the image, such as angle gathers (Sava and Fomel, 2003) and sub-
surface offset gathers or time-lag gathers (Sava and Vasconcelos,
2011). Because the internal multiples are suppressed in these ex-
tended images, we envision that they are a suited starting point for
updating the velocity model.

CONCLUSIONS

We showed that our recently introduced method for data-driven
Green’s function retrieval, allows us to construct an image that is
not affected by ghost images of the reflectors. The retrieved down-
going and upgoing components of the Green’s functions are the key
components needed to obtain this result. These wavefields are
then used to create different images of the medium with crosscor-
relation and MDD. The images created with crosscorrelation and
MDD show an improvement over standard imaging. Additionally,
MDD yields an image whose amplitudes better agree with the cor-
rect reflection responses. This is due to the deconvolution process
that correctly handles the internal multiples and retrieves more cor-
rect amplitudes of the primary reflections. We emphasize that, for
the imaging with crosscorrelation and MDD, the imaging process
does not require any more knowledge of the medium parameters
than conventional imaging schemes based on primaries (which
use a macromodel). However, the method requires a full acquisition
geometry because the reflection response needs to be well sampled
at the surface. Our method can be helpful in situations in which
waves have traversed a strongly inhomogeneous and scattering
overburden, e.g., subsalt and for near-surface imaging. In this par-
ticular situation, the decomposed wavefields could be used to per-
form target-enclosing reflection imaging of a salt body. The
performance of the proposed method when strong multipathing
of the direct arrival occurs is not addressed in this paper. Finally,
the results in the last section of the paper show that data-driven
wavefield focusing is robust with respect to errors in the back-
ground model used to estimate the first-arriving waves. The reflec-
tors are as focused as in the standard prestack image, but the
combination of data-driven wavefield focusing and MDD still re-
moves the artifacts due to the presence of multiply scattered waves
in the reflection data. This is a promising result toward future ap-
plications of the method on real data where we expect to have only
estimates of the background velocity of the subsurface.
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