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Abstract

Network monitoring is becoming more and more important as more Internet Service Providers and Enterprise networks deploy real-time services, like voice and video. Network operators need to have an up-to-date view of the network and to measure network performance with metrics like link usage, packet loss and delay, in order to assure the quality of service for such applications. Obtaining accurate and meaningful network statistics helps the service providers to estimate the "health" of their network, to find service degradation due to congestion and could even use them for routing optimization. Finally, a more accurate picture of the nature of the Internet traffic is important for continued research and innovation.

In this thesis, Software Defined Networking is used as a unified solution to measure link utilization, packet loss and delay. Currently, there is no single solution capable to measure all the mentioned metrics, but a collection of multiple different methods. They all need separate infrastructure which needs additional installations and expenses. Furthermore, those methods are not capable to meet all the requirements for a monitoring solution, some are not accurate or granular enough, others are adding additional network load or lack scalability.

Software Defined Networking is still in an early development stage. Unfortunately, obtaining network statistics is a problem that has not been discussed very much. Nevertheless, OpenFlow protocol is already gaining a lot of popularity and it could be used as a unified monitoring solution. Its built-in features are already sufficient to provide accurate measurements. This thesis explores what are the current monitoring methods with and without Software Defined Networking and how monitoring could be archived in an OpenFlow enabled topology. It proposes methods to measure link usage, packet loss and delay. In terms of link usage statistics several approaches are proposed to reduce the generated overhead. Furthermore, the thesis also suggests how to measure how packet loss in networks that use OpenFlow.
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Chapter 1

Introduction

1-1 Research Motivation

Since the establishment of the first point-to-point communication in the 1950s, data communications have experienced fast development, and have on their own facilitated research and technology advancement worldwide. The ARPANET, which is considered the predecessor of today’s Internet, was founded during the end 70s and early 80s. When the networks that are the foundation of the Internet were first designed, they were very simple (i.e. Ethernet, invented 1973 and was commercially introduced in 1980 [27]). Multiple inter-networking protocols, which we still use, were introduced during those initial days, such as the Internet Protocol (IP) and the Transmission Control Protocol (TCP). Throughout the years, people have discovered the application of the Internet and its penetration worldwide has grown exponentially. Its success is undeniable, it has now become a part of our daily life and billions of people worldwide use it [20]. IP networks are now also widely used for business needs, such as e-commerce, online banking, etc.

The network and protocol designers considered only the services and applications available at that time, such as mail, telephony and file transfer. They tried to build an architecture where resources are socially shared with other users. Unfortunately, there are some design drawbacks that need to be considered. What was simple and straightforward in the beginning started to change slowly and today the Internet has evolved into a huge structure, an interconnection of thousands of networks. A lot of new services have been introduced, such as video streaming, social networking, online gaming, bank transfers, etc. Every time a new service was introduced, it came with new control requirements, which in turn led to increasing network complexity. Currently, networks based on the old design have become too complicated and hard to manage, they are also too expensive [5]. Furthermore, there is no guarantee that any new architecture would not result in a similar problem a decade from now. Every time when a new infrastructure capable of solving the past problems was introduced, new problems came up. A solution that is able to meet the future requirements as they arise is needed. This is where the philosophy of Software Defined Networking (SDN) may play an important role.
New services need an environment that is capable to dynamically adjust to their demands, that is capable to provide them more than best effort point-to-point interconnection. While this has been of a minor importance during the past years, at a certain point in time people and organizations will get frustrated with the current best effort services. The performance of applications depends on the efficient utilization of network resources. Currently, Internet Service Providers (ISPs) have simply oversubscribed additional capacity. In the past this has been a possible way to avoid network congestion, packet delays and losses [35]. Unfortunately, the dramatic increase of Internet traffic in the past years suggests that this approach is not feasible for the future as demands are growing exponentially. For example, one service that has experienced an incredible growth during the last couple of years is video streaming over the Internet. Its popularity has increased with an impressive rate up to the point that it forms about 50 percent of the Internet traffic [47]. Additionally, it continues growing and it is expected to reach 90 percent over the next years [4]. People constantly use the Internet to watch TV shows, video tutorials, amateur videos, live events, etc. Such applications require certain Quality of Service (QoS) guarantees to work properly.

A key aspect for network management, in order to reach QoS and for tasks like network security and traffic engineering, is accurate traffic measurement. During the last decade this has been an active research field, as it has become extremely difficult to obtain direct and precise measurements in IP networks due to the large number of flow pairs, high volume of traffic and the lack of measurement infrastructure [60]. Current flow-based measurements use too many additional resources (i.e. bandwidth and central processor unit (CPU) time), and other existing monitoring solutions require additional changes to the configuration of the infrastructure, which is expensive, again bringing additional overhead. It is now obvious that there is a need of management tools capable to provide an accurate, detailed and real-time picture of what is actually happening on the network and, in the same time, are cheap and easy to implement.

1-2 Research Question

Whenever network management is considered there are two main stages: monitoring and control. Thus, the first step to achieve a scheme capable of battling those problems is to design a suitable monitoring solution. The problem that this thesis addresses is how to monitor network utilization efficiently in real time in the context of SDN and more specifically OpenFlow. Hence, the main goals of this thesis are:

- Use Software Defined Networking as a lever to meet the future networking demands,
- by designing a monitoring solution capable to measure network utilization, delay and packet loss and
- evaluate it via an implementation using OpenFlow.

Subsequently, the research goal of this thesis is to provide an answer to the following questions:

- How can monitoring be achieved with Software Defined Networking?
- What kind of improvements could SDN bring compared to present solutions?
1-3 Thesis Structure

This thesis follows a standard research and development method. Initially, the problem is formulated after investigation of the existing work and a review of the SDN technology. Chapter 2 goes through the development of the SDN during the years, followed by a preliminary research of the SDN philosophy and current advances. Chapter 3 deals with a literature review of the available network monitoring solutions. Once the investigation is finished, it is time to build a conceptual architecture and a prototype. Chapter 4 focuses on the implementation of a network monitoring solution in a real test environment using the OpenFlow protocol. First, an overall architecture of the building components is given and each component is discussed separately. Chapter 5 answers the question on how traffic monitoring should be achieved in SDN. The chapter starts with describing the design objectives and assumptions. It explains in detail the architectural trade-offs. Last, in Chapter 6 the monitoring prototype is evaluated. The chapter describes multiple evaluation scenarios, carefully designed to measure different aspects of the monitoring solution. The final chapter, Chapter 7 presents conclusions and future work.
Software Defined Networking

The goal of this chapter is to provide insight on the philosophy of a new network paradigm, Software Defined Networking. The chapter starts with a brief summary of the history and findings that led to recent advances in the field, explaining why SDN is needed and what inherited problems it should overcome. Secondly, an explanation of the SDN basics is provided. The chapter finishes with an overview of OpenFlow, the protocol that is currently considered as the SDN standard.

2-1 Network Evolution and Problems

Throughout the past decades the Internet has changed the way people live. Users enjoy its simplicity and the ability to communicate world-wide. While using the Internet still remains the same for the end users with almost no major changes, the underlying infrastructure has undergone a significant change. New services that require certain network quality have emerged and the ISPs had to adapt. It can be safely said that networking has been a transformative event since the beginning. The overall architecture turned out to be a big success due to its simplicity and effectiveness, but the supporting network infrastructure has been slowly becoming a problem. Networks are growing large and need to support a lot of new applications and protocols. Currently, they have become complex to manage which results in expenses due to maintenance and operations, as well as, in network-downtime due to human errors [28] or due to network intrusions [15]. Furthermore, certain new services are not capable to operate in a best effort (BE) environment (i.e. voice and video delivery), where resources are socially shared, resulting in delays and losses.

To meet the demands of the emerging new applications, a lot of efforts have been made. Several new techniques and changes in the infrastructure architecture were suggested, each time the network operators had to invest substantial amount of money (e.g. MPLS or IPv6 enabled devices). Furthermore, a lot of work has been done in the direction of integrating new services in the old architectures, that were never designed with those applications in mind.
There are some inherited limitations (i.e. slow service development and upgrade cycle), which make it impossible to meet current market requirements. With every new product on the market the network complexity increases and instead of facing the real problem, it is avoided. The current network architecture relies on devices where the control plane and data plane is physically one entity, the architecture is coupled to the infrastructure. Furthermore, every node within the current network architectures needs to be separately programmed to follow the operator’s policies. It can be safely stated that network control is too complex. Additionally, the companies that provide network devices had full control over the firmware and the implementation of the control logic, as a result it is very difficult to assure vendor inter-operability and flexibility, sometimes close to impossible. The constraints that limit the networks evolution include:

- **Complexity**: Over the past decades a lot of new protocols were defined each one solving a specific network problem. As a result, for any changes in the network topology or implementation of a new policy, the network operators need to configure thousands of devices and mechanisms (update ACLs, VLANs, QoS, etc.) [41].

- **Scalability**: The demand for data grows exponentially, traffic patterns are changing and are no longer predictable. Due to these changes, the cloud computing and the spawn of new bandwidth hungry applications (i.e. content delivery), during peak hours the demand for bandwidth reaches a level, dangerously close to the maximal network capacity. However, having complexity problems also leads to scalability problems, because their networks are no longer capable to continue growing at the same speed. Furthermore, network providers are not be able to continue investing into new equipment endlessly as they have already been heavily investing during the past decades into infrastructure. Meanwhile, the innovation cycle speeds up, which means additional expenditures for more hardware, but the service prices are shrinking [41].

- **Dependability**: The network operators need to tailor the network to their individual environment, which requires inter-vendor operability, but very often such operability is not provided by the equipment vendors.

In [11] is stated that an ideal network design should be exactly the opposite of what current networks have become, or simply should involve hardware that is: Simple, Vendor-neutral and Future-proof. The software remains agile, which means, capable of supporting all the current network requirements (i.e. access control, traffic engineering). At the same time, it should be able to meet any future requirements. New network architectures are proposed, however the initial cost to implement them over the already existing infrastructure is too big. The lesson is that network operators need a solution that can be implemented without changing too much infrastructure and spending a lot of money. This is where SDN kicks in. The SDN approach tries to solve the issues for the network providers by introducing a more centralized control system for the whole network.
2-2 Overview

2-2-1 History

The idea of a centralized network architecture is not something new. A lot of research initiatives have been working on the idea of split architectures during the past three decades. It goes back to the 1980s when Network Control Point (NCP) [46], a circuit switched network was introduced. Up until then all call control was managed by the circuit switches the calls went through. However, there were a number of problems, like limited processing power of the single switches, limited visibility of the network the switch had and the limited amount of upgrades the switch could have. These problems were addressed by the NCP, which simply is a processing platform external to the switch. A similar approach is later used as basis for many voice features and is still in use today, for example, within the SS7 protocol suite.

At the end of the 90s another project emerged known as the Tempest [33]. It suggests a way to delegate control to multiple parties over the same physical ATM network. The project revolves around the idea that every service has specific needs and would require separate control architecture. The main goal is to split the network into multiple virtual networks, which could be used in a way suitable for a specific application. Shifting the question of how to fit the new service within the current architecture to what is the best architecture for some particular new service.

Around a decade ago AT&T’s researchers started working on a platform called "IP-NCP", a platform separated from the infrastructure, where routing decisions could take place. Subsequently, 8 years ago, what is now known as the Routing Control Platform (RCP) [8] became reality. RCP selects the Border Gateway Protocol (BGP) routes for an autonomous system (AS) by collecting information about the topology and the external destinations. Afterwards, it is capable to perform route selection and assign them to the routers using the iBGP protocol. This approach solves the scalability problem that current IP networks have with BGP. Approximately at the same time frame, a research paper suggesting a new conceptual architecture called 4D [19] was published. Together with the RCP the 4D architecture could be considered to be the forefathers of the SDN notion and the hype that followed afterwards.

More recently, the notion has gained even more widespread fame with the adoption of OpenFlow (OF) [31] (see section 2.2.3) and the SANE [10] and Ethane [9] projects. Those two projects defined an enterprise architecture and they are the predecessors of OpenFlow as it is known today. The RCP concept is also re-examined using SDN abstraction and the specifics of the OF protocol. In [45] a prototype of the RouteFlow Control Platform (RFCP) is presented. The authors suggest a hybrid model to assure smooth migration towards SDN and to verify its efficiency, aBGP (Aggregated BGP) is implemented. The paper suggests use cases which can be achieved by using the RFCP platform, such as Traffic Engineering and Optimal Best Path reflection.

2-2-2 Architecture

In principle, network equipment is logically composed of a data and control plane, each of them accomplishing a special task. The data plane is also known as forwarding plane and takes care of forwarding packets through the network device, while the control plane is concerned
with the decision logic behind. It uses the forwarding policies defined by the ISPs for each packet, to take decision which is the next hop or/and final destination. Hence, the underlying infrastructure could be split into two components: hardware and software that controls the overall behaviour of the network and its forwarding layer.

The Software Defined Networking approach decouples the control plane from the network equipment and places it in a logically "centralized" network operating system (NOS), also very often referred to as controller. A protocol is used to interconnect the two separated planes, providing an interface for remote access and management. Figure 2-1 illustrates the basic SDN architecture. The architecture varies with the implementation and depends of the type of network (i.e. data-centre, enterprise and wide area network) and its actual needs. The physical infrastructure consists of switching equipment capable to perform standard tasks, such as buffering, queueing, forwarding, etc. Although, referred to as physical environment, many network deployments use also software switches (virtualization, mainly in data-centres with virtual servers). While some discussion are going on how exactly the control plane should be achieved (distributed or centralized), a common agreement is reached that it "decides" what has to happen within the network, either proactively or reactively. Finally, the controller could be closed or could provide Application Programmable Interface (API). The main idea behind SDN is to abstract the architecture and provide an environment where it is easy to build new applications. This would reduce the development time for new network applications and allow network customization based on specific needs.

Such architecture tries to achieve the following goals:

- **Interoperability**: Centralized control over the SDN enabled devices from any vendor throughout the whole network.

- **Simplicity**: the complexity issues are eliminated. The network control is easier and more fine grained, which results in an increased reliability and security, in a more granular network control. Flow based control allows control over each session, user, device and application.
• **Innovativeness**: The abstraction of the network services from the network infrastructure allows network operators to tailor the behaviour of the network and program new services faster than before. The entire structure becomes much more evolvable.

Unfortunately, there are also some issues that need to be faced. The very centralized nature of the SDN architecture raises scalability doubts. The main problem in such a centralized architecture is the bottleneck that could be formed between the infrastructure and the controller. Furthermore, there are also concerns for a bottleneck with the switching equipment, in terms of forwarding capacity (table memory) and the overhead that could be created by constant reactive invocation of the control plane. This problem brings discussions about how distributed/centralized the SDN architecture should be.

### 2-2-3 OpenFlow

OpenFlow [31] is an implementation of a communication protocol that interconnects the forwarding with the data plane. It enables part of the control operations to run on an external controller. The architecture is based on the SDN paradigm, it uses flow tables installed on switches, a controller and a protocol for the controller to talk securely with switches (encrypted using TLS). Figure 2-2 presents the basic scope of an OF enabled switch. The idea is to manage the switches (more precisely the switch flow tables) remotely using the OpenFlow protocol. This protocol allows the controller to install, update and delete rules in one or more flow tables, either proactively or reactively. The following subsection describes each component separately, the switches and the controllers and their interaction.

![Figure 2-2: OpenFlow Switch Architecture [17]](image)

**Data-Plane**

The flow table of each OF switch contains a set of match fields, counters and instructions. The header of every packet that enters the switch, together with the ingress port, is compared against the flow table. If there is a match, the switch executes the specified actions (i.e. forwards the packet). In case there is no match the controller needs to take decision and install a new flow table entry. The switch sends a flow requests message to the controller containing the new packet header. The controller takes decision on what to do with the packet and sends instructions to the switch. This new rule specifies the actions that need to be taken for this packet. The whole process could be summarized in four steps and is illustrated in Figure 2-3.

A **match** is whenever the values in the header fields of the new packet are the same as those defined in the flow table. If a field is assigned the value of ANY then it matches any header
values. Table 2-1 gives the fields of the new packet that are compared to the switch flow tables. There might be multiple matches, then the entry with the exact match has higher priority over the wildcard entries. If there are multiple entries with the same priority, the switch is allowed to choose between them [17].

<table>
<thead>
<tr>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ingress Port</td>
</tr>
<tr>
<td>Metadata</td>
</tr>
<tr>
<td>Ethernet source address</td>
</tr>
<tr>
<td>Ethernet destination address</td>
</tr>
<tr>
<td>Ethernet type</td>
</tr>
<tr>
<td>VLAN id</td>
</tr>
<tr>
<td>VLAN priority</td>
</tr>
<tr>
<td>MPLS label</td>
</tr>
<tr>
<td>MPLS traffic class</td>
</tr>
<tr>
<td>IPv4 source address</td>
</tr>
<tr>
<td>IPv4 destination address</td>
</tr>
<tr>
<td>IPv4 protocol/ARP opcode</td>
</tr>
<tr>
<td>ToS bits</td>
</tr>
<tr>
<td>Transport source port/ICMP type</td>
</tr>
<tr>
<td>Transport destination port/ICMP code</td>
</tr>
</tbody>
</table>

During the last years the research community has focused its efforts towards SDN and the OF protocol. A new non-profit consortium was launched in 2011 known as The Open Networking Foundation (ONF). Its main goal is to establish a SDN ecosystem, by introducing standards and solutions. By the end of 2012 it had already published OF switch specification version 1.3.1 [17], describing the requirements for an OF switch.

Multiple equipment vendors (like Brocade, IBM, NEC) have introduced OpenFlow enabled switches to the market. There are also some options for building up a OF switch for research purposes. First, in [37] there is a description on how to build an OF enabled hardware switch using the NetFPGA platform. Linux Ethernet Switches can also work with OF protocol, but the performance is limited. Additionally, OF is not limited to hardware only, there are multiple projects for software switches. The one that remains most cited and is compatible
with most of the other projects is the Open vSwitch [44]. An open source software switch targeted at virtual server environments. A more detailed list of commodity switches and software switches that are complaint with OF can be seen in [32].

Control-Plane

The main task for the controller is to add and remove entries from the switch flow-tables. Figure 2-4 provides a scheme of a basic controller. The controller interacts with a set of switches via OpenFlow using the so called Southbound interface. For security reasons it supports encrypted TLS and exchanges certificates with every switch. This varies with the implementation as it is not specified. The controller is responsible for all the essential functions such as service and topology management. It could be enhanced with additional features or it could provide information to external applications. Currently, the so called northbound communication is not standardized. Some efforts are made to enhance the abstraction level by designing network programming languages on top of the controllers. Examples of such languages are Frenetic [16] and Procera [55]. Finally, via the West and Eastbound interfaces the controller is capable to communicate with other controllers. There are already a lot of proposals for this interaction (e.g. Hyperflow [52]).

A lot of designing and implementation efforts are focused on the controller, since it is the most important element of the whole architecture. Throughout the past years a number of new controllers have been released. Table 2-2 depicts the most important existing open-source controller projects, released for research and testing purpose (a more detailed list can be seen in [32]). NOX [21] is the first OpenFlow controller. It has been used as a base for new controllers and numerous experimental applications use it. It is designed for a campus
network. The NOX creators made both C++ and Python interfaces, which made it hard to use and a lot of users were only interested into using the Python interface. POX [30] was designed to address that, to create a framework that makes it easier to write new components. Floodlight is also picking up a lot of steam, an open source Java-based controller released by BigSwitch Networks with the help of Beacon’s creator. It could be said that it is the first open source commercial controller. It is capable to work with both physical and virtual switches. Finally, Onix [29] is a framework for a distributed controller which runs on a cluster of one or more physical servers, each of which may run multiple instances. Based on the foundations of the Onix controller new proprietary OpenFlow controllers are under development by several companies (NEC, BigSwitch Networks, Nicira Networks, Google and Ericsson). There are a lot of projects dealing with different problems the SDN architecture faces. The main ongoing discussions are about centralized vs distributed state (affecting the granularity) and reactive vs proactive decisions. The only conclusion that can be drawn at this moment is that there is not a one size fits all solution, as different approaches are more suitable for specific application environments (i.e. data centres or enterprise networks).

Table 2-2: Open-Source OF Controllers

<table>
<thead>
<tr>
<th>Name</th>
<th>Language</th>
<th>Developer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beacon [14]</td>
<td>Java</td>
<td>Stanford University</td>
</tr>
<tr>
<td>Floodlight [40]</td>
<td>Java</td>
<td>Big Switch Networks</td>
</tr>
<tr>
<td>Maestro [61]</td>
<td>Java</td>
<td>Rice University</td>
</tr>
<tr>
<td>NOX [21]</td>
<td>C++, Python</td>
<td>Nicira</td>
</tr>
<tr>
<td>POX [30]</td>
<td>Python</td>
<td>Nicira</td>
</tr>
</tbody>
</table>

Applications

While the exact SDN architecture is not yet decided and it remains under investigation, another hot topic is the applications that could be designed around it. A lot of research efforts are targeting to integrate old applications that proved to be useful within the legacy networks, but were also rather expensive or complicated to implement in the production networks. This section briefly presents some of the applications currently being built over the existing open controllers or considered by the industry. The idea is to illustrate the wide use of OF in different network environments.

For enterprise and campus networks a network management application which is capable of enforcing security policies such as access control, packet inspection. For example, SANE [10] inspects the first packet of every new flow that enters the network. For flow control and traffic engineering by flow prioritization, route selection, congestion control, load balancing. There are some examples of OpenFlow applications deployed in campus networks like Ethane [9] and wireless networks like Odin [50]. Multiple projects are already offering network researchers an open source software router. Projects like RouteBricks, Click, Quagga and XORP bring benefits to the network community by offering extensible forwarding plane. QuagFlow [39] is built with the idea to partner Quagga with OpenFlow. Since then it has evolved and is now known as RouteFlow (RF) [38]. It uses a virtual view of the topology where the routing engine calculates the data path and executes the resulting flow commands
into the real network topology. There are also some suggestions for network monitoring applications that collect network utilization statistics for the entire network [53].

**Data centres** also found use for SDN and OpenFlow. Server virtualization is already years ahead and the next logical step is the network virtualization. SDN would enable hypervisor scalability, automated virtual machine (VM) migration, faster communication between the multiple virtual servers, bandwidth optimization, load balancing [56], energy consumption [23]. For example, MicroTE [6] uses real-time host-based traffic monitoring to take appropriate routing decisions every second for both what is considered predictable and unpredictable traffic. Routing decisions are taken using a weighted form of Equal Cost Multipath (ECMP) approach along the K equal hop length paths between the source and the destination or based on bin-packing heuristics. Furthermore, for the **infrastructure networks** it would make bandwidth calendaring and demand placement possible. Those uses are necessary for data centre replication or for any service that requires guarantees and network resource coordination (content delivery or cloud services).
Chapter 3

Network Monitoring

Using Software Defined Networking could solve some of the current monitoring problems in today’s IP networks. Furthermore, there is insufficient work on how measurements should be achieved in an OpenFlow enabled network. This chapter discusses basic traffic measurement approaches used today by ISPs. Initially, it provides definition of network metrics, as well as, their errors and uncertainties. The chapter ends with an overview of the current monitoring approaches. Furthermore, it reviews not only the current monitoring methods, but the proposed SDN approaches, as well.

3-1 Measurements

Every day millions of computers connect to the Internet, generating a huge amount of traffic. This process is dynamic in the sense that the amount of traffic is still increasing, changing in size and new applications are also constantly joining the flow. While this process continues, it is fundamental for ISPs to keep up to date knowledge about what is going on within their part of the network. Measuring the traffic parameters provides a real view of the network properties, an in-depth understanding of the network performance and the undergoing processes. Network monitoring is crucial for QoS criteria and assures that the network systems function properly, therefore granting Service Level Agreements (SLA) in a dynamic, constantly changing environment. The ability to obtain real traffic data allows to analyse network problems, generate traffic matrices, optimize the network using traffic engineering techniques or even upgrade it based on future predictions. Finally, a proper network view allows the routing algorithms to take more appropriate decisions, increasing the resource utilization and decreasing the congested nodes/links.

3-1-1 Metric Definition

An explanation of what to measure is needed, before diving into measuring classifications and monitoring tools that are out there. This subsection tries to give a proper definition for all
the metrics that will be used later in this thesis. The definitions for delay and packet loss are based on the IPPM Framework [43].

**Link Usage and Utilization**: Link usage is expressed as the number of correctly received IP-layer bits sent from any source and passing through link L during the interval of time T. There is a distinction between capacity and usage. While the link capacity is a theoretical value, a representation of the maximum link usage, the link usage is a variable number that changes. It is the average rate of bits that go through the link and are correctly received by the other node attached to it. Therefore, the link utilization is expressed as the current link usage over the maximum link capacity and is a number from zero to one. When the utilization is zero it means the link is not used and when it reaches one it means the link is fully saturated [12]. Throughout this thesis the term utilization is used as a synonym for link usage and is presented with the number of bytes that pass through a link in a specific moment.

**Packet delay**: Some applications are directly influenced by the network delay, their performance degenerates under large end-to-end delay, which makes it an important metric for proper QoS and user experience assurance. The total network delay is composed of propagation delay, processing delay, transmission delay and queueing delay. Propagation delay depends on the signal speed and the link’s length. Processing delay is the time it takes each forwarding node to find a match in the routing table and move the packet from the ingress to the egress interface. Transmission delay is the time it takes the node to push the entire amount of packet bits (counts from the first bit that reaches the transmission line) on the link. Finally, queueing delay is the time packets spend waiting in buffers and queues due to prioritizing certain traffic classes or congested links.

Delay is the total time it takes for a packet to travel from a source node to its destination node. The time measurement starts as soon as the first bit is sent and finishes counting when the last bit is received by the destination. Therefore, the one-way delay is the difference \( \Delta T \) between the time \( T_1 \) the packet started transmitting and the time \( T_2 \) when the packet was entirely received [1].

**Delay Uncertainties and Errors**: Delay is extremely difficult to measure since it can be as 10\( \mu \)s up to millisecond range. Therefore, measuring nodes need accurate clock synchronization and often they should rely on Global Positioning System (GPS) clocks instead of Network Time protocol (NTP) servers. There are four sources of error and uncertainty in today’s network [36]. Accuracy defines how close a given node’s clock is to the coordinated universal time (UTC). Resolution is how precisely a clock can measure time, i.e. some clocks are capable to measure only with millisecond precision. When multiple clocks are involved they can disagree on what time it is, therefore they have synchronization issues. Finally, over time clocks are drifting, thus influencing their accuracy and synchronization.

**Packet loss** is the event when certain amount of packets sent from a source node fail to reach their destination node. This may be caused by link failures and changes in the topology or by network congestion. One-way packet loss is expressed as a number from 0 to 1 (sometimes also presented in percent). It is exactly one when all the packets do not reach their destination and zero when all were correctly received [2].

There are some additional terms that are related to the direct measurement of those metrics and are frequently used in the following chapters.

A **flow** is a unidirectional data communication between two applications that is uniquely
defined by the following five identifiers: source IP, destination IP, the number of the transportation protocol that is used and, if available, the source and destination ports. A

**link** is the physical interconnection between two neighbouring nodes.

**Traffic Matrix** (TM): A must have for Traffic Engineering (TE) is the Traffic Matrix. Simply said, it contains information about the amount of data transmitted between each pair of network nodes. Obtaining the traffic matrix has been a big problem for the last decade, mainly because the network measurement techniques that are used in today’s IP networks have some limitations. For example, they lack scalability or granularity. Furthermore, the best method that could be used for TM estimation is based on direct measurements, but it is prevented by the demand estimation paradox. Different source-destination pairs, often have a number of common links and it is hard to separate which traffic goes where. Once the TM is known, there are various possibilities for network improvements, such as, increase the link bandwidth, implement load balancing, fine tune and optimize the Interior Gateway Protocol (IGP) metrics and change the BGP exit points.

### 3-1-2 Types of Measurements

Traditionally, many different measurement techniques are used. The main types of measurements and the trade-offs they bring are discussed in this subsection. It is important to note that OpenFlow already provides means to implement any of the methods or combine them if needed, while traditionally every type of measurement requires separate hardware or software installations.

**Active vs Passive methods**

In the world of network measuring there are two distinct groups of measurement methods: passive and active methods. Passive measurement methods consist of counting the network traffic without injecting additional traffic in the form of probe packets. Those methods are good in the sense that they do not generate additional network overhead, unfortunately, the reliability of the gathered data depends on installing additional hardware (traffic monitors). On the other hand, active measurements are achieved by generating additional packets. They are sent through the network, where their behaviour is monitored. Some of the most well known active measurement methods are traceroute and ping.

Both active and passive measurement schemes are useful for network monitoring purposes and for collecting large amounts of statistical data. However there are several aspects that need to be taken into account when designing a new monitoring application: overhead and accuracy. For example, active measurements contribute with additional network load. Additional traffic could cause inaccurate results and it is unclear how unbiased those methods are.

**Application and Network methods**

There is also difference on which Open System Interconnection (OSI) layer the measurements are being taken. Network layer measurements use infrastructure components (i.e. routers and switches) to account for statistics. Since the Network layer is responsible to assure
end-to-end delivery it can provide more accurate data about delay, jitter, throughput and losses. Network layer methods are mainly used by ISPs to include new services and improve network design. Unfortunately, this approach is not granular enough. It lacks the ability to differentiate between applications (i.e. accounts only for the network-layer protocols). Furthermore, it requires additional infrastructure or network changes. This is why Application layer measurements are attracting attention. They are easier to deploy and are application specific, therefore granular. Since they are operating on the upper layer it is also possible to use them for better service delivery. Unfortunately, this method requires access to end devices, which ISPs normally do not have.

3-2 Literature Review

Traffic measurements have been a field of interest for years in the computer networks community. Normally, it involves measuring the amount and type of traffic in a particular network. Today, different techniques are used to measure link usage, end-to-end delay and packet loss. This section is divided into two subsections, describing both the monitoring systems that are currently actively deployed and the new measurement approaches utilizing SDN capabilities.

The first subsection focuses on methods that are currently used by ISPs to monitor their own infrastructure. Unfortunately, their options are very limited and give only partial network information. Recently, some new suggestions take advantage of the functionality provided by SDN, which are discussed in the second subsection.

3-2-1 Current Internet

The first group of measurements is based on port counters. Today, ISPs mainly use Simple Network Management Protocol (SNMP) [49] for link load measurements. SNMP counters are used to gather information about packet and byte counts across every individual switch interface. The SNMP protocol has been in development since 1988, and it is now incorporated in most network devices. A poller periodically sends requests towards every device in an IP network. The obtained information is then available on a central structure known as Management Information Base (MIB). Unfortunately, some concerns exist on how often a switch can be queried (limited to once every 5 minute) and the overall resource utilization (SNMP queries may result in higher CPU utilization than necessary). Furthermore, information gathered from SNMP counters lacks insight into the flow-level statistics and hosts behaviour, thus, obtained monitoring information simply lacks granularity. Furthermore, SNMP is unable to measure other metrics, therefore, it is not good enough for a single monitoring solution. This leads to additional measurement infrastructure for packet loss and delay.

For a scalable real-time monitoring solution flow-based measurements such as NetFlow and sFlow [48] rely on packet sampling. The method collects periodic samples for every flow, which does not give the most accurate results, but is sufficiently accurate. Samples are taken for every specific number of packets that go through the network (i.e. every 200th packet). Every 5th minute the router sends the flow statistics to a centralized collector for further analysis. To avoid synchronization problems (cache overflow, etc.) the traffic is separated into bins of interval size of multiple minutes.
Deep Packet Inspection (DPI) is another method that is heavily used within network monitoring, for security reasons and also for high speed packet statistics. The method consists of directing traffic or mirroring (via span port) it towards devices that inspect the header of every packet and collect statistical information. Unfortunately, few network devices support it, so very often additional hardware installations are required.

All monitoring techniques mentioned above use direct measurement approaches and have problems that are summarized in Table 3-1.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Overhead</td>
<td>NetFlow CPU usage</td>
</tr>
<tr>
<td>Missing data</td>
<td>LDP ingress counters not implemented</td>
</tr>
<tr>
<td>Unreliable data</td>
<td>RSVP counter resets, NetFlow cache overflow</td>
</tr>
<tr>
<td>Unavailable data</td>
<td>LSPs not cover traffic to BGP peers</td>
</tr>
<tr>
<td>Inconsistent data</td>
<td>timescales differences with link statistics</td>
</tr>
</tbody>
</table>

Today, delay and packet loss data is mainly obtained by application measurements. Unfortunately, ISPs normally do not have access to the end devices and the applications they use, therefore they are unable to use methods that involve end hosts. The common practice to measure those two parameters is to use ping. It uses the round trip time (RTT) by sending Internet Control Message Protocol (ICMP) requests, in other words, it sends a number of packets from a source node to a destination node and measures the time it takes for it to return back. For example, Skitter [26] uses beacons that are situated throughout the network to actively send probes to a set of destinations. The link delay is calculated by finding the difference between the RTT measures obtained from the endpoints of the link. However, using such a strategy to monitor the network delay and packet losses requires installing additional infrastructure, because every beacon is limited to monitor a set of links. Furthermore, using this method accounts additional inaccuracy and uncertainties.

Passive measurements are another widely used methods for packet and delay monitoring. An example of passive monitoring is given in [18] and consists of capturing the header of each IP packet and timestamp it before letting it back on the wire. Packet tracers are gathered by multiple measurement points at the same time. The technique is very accurate (microseconds), but requires further processing in a centralized system and recurrent collecting of the traces, which generates additional network overhead. Furthermore, every device needs accurate clock synchronization between every node (GPS clocks). Another similar approach is used to measure packet losses [51]. It tags uniquely each packet when it passes through the source node and accounts if it was received in the end node.

### 3-2-2 SDN

The OpenFlow protocol is capable of not only controlling the forwarding plane, but also to monitor the traffic within the network.

OpenTM [53] estimates a TM, by keeping track of the statistics for each flow and polling directly from the switches situated within the network. The application decides which switch
to query on runtime and converges to 3% error after 10 queries. In the paper presenting it, several polling algorithms are compared for a querying interval of 5 seconds [53].

Another active measurement technique is suggested in [3]. The authors use the fact that every new flow request has to pass through the controller. This allows to route the traffic towards one of multiple traffic monitoring systems, record the traffic or analyse it with an Intrusion Detection System (IDS) or simply said a firewall.

OpenFlow’s ‘PacketIn’ and ‘FlowRemoved’ messages sent by the switch to the controller carry information about when a flow starts and end. Additionally, the ‘FlowRemoved’ packet account for the duration and the number of packets/bytes of each flow. This features is used for passive measurements in FlowSense [58]. The measurements are evaluated from three prospectives: accuracy (compared to polling), granularity (estimate refresh) and staleness (how quickly can the utilization be estimated).

Furthermore, there are suggestions to implement a new SDN protocol that is oriented towards statistic gathering. Some efforts in this direction are shown in [59], where a new software defined traffic measurement architecture is proposed. To illustrate the capabilities of this approach the authors implement five measurement tasks on top of an OpenSketch enabled network. The measurement tasks are detection of: heavy hitters (small number of flows account for most of the traffic), superspreader (a source that contacts multiple destinations), traffic changes, flow size distribution, traffic count.
While OpenFlow is not designed for monitoring purposes, it has some features capable of providing a real-time network monitoring. This chapter gives an in depth overview of the prototype, that is proposed and implemented in this thesis, using OpenFlow and POX. The chapter starts with some architectural assumptions that are needed for the implementation. Then it continues by giving concrete details, explaining how the POX controller works and the additional modules that were required.

4-1 Assumptions

Since, SDN is a new paradigm, some architectural aspects are still under investigation. In order to pay more attention on the research problems that were already outlined, the following two architecture assumptions are made.

First, one centralized controller manages all switches and handles all the control operations. There are indications that one controller is perfectly capable to handle current networks. For example, a research on how many controllers are needed and where should they be placed is presented in [24]. Multiple real network topologies taken from [7] are evaluated there and the presented results show that for most of the cases one controller covers suffices. Multiple projects propose a distributed controller system that still acts as a centralized entity. For example, Hyperflow [52] is an application built over NOX. To solve the controller scalability problem, it uses multiple controllers spread over the network. They act as a decision element and manage their own network partition. Meanwhile, the Hyperflow application instance on the top of each controller takes care of the global network view across the whole network. The Onix framework [29], which suggests three strategies to solve the scalability problems. First, the control applications are capable to partition the workload in a way that adding instances reduces work without merely replicating it. Second, the network that is managed by one Onix instance is presented as a single node to the other cluster’s network information base. This reduces the amount of information required within a single Onix instance, thus allowing a hierarchical structure of Onix clusters. Finally, Onix suggests
that applications that use the network should also be capable to obtain a complete view of the consistency and durability of the network state, thus, are also able to take decisions [29].

Finally, there are no scalability issues for the controller and the switches. The centralized controller is capable to deal with all the traffic and there are no scalability issues at all. Maestro [61] is a controller build with the idea to improve and solve the scalability problems that NOX has. It exploits parallelism in order to achieve near linear performance on multi-core processors. Another improvement in this direction is NOX-MT [54], multithreaded successor of NOX. The authors of [54] use cbench, a tool designed to test performance in terms of flows per second the controller can handle via latency and throughput measurements, to address the performance issues of current network controllers. While NOX-MT handles 1.6 million requests per second with an average response time of 2ms, the authors clearly state this should be used as a lower bound benchmark for a single controller.

4-2 OpenFlow Monitoring Architecture

In this section, the architecture of the OpenFlow monitoring application is described in depth. The section starts with presenting an overview of the different components that are needed to build a monitoring application. Afterwards, every building component is explained and discussed separately. To illustrate and confirm the monitoring abilities, a prototype of the component was implemented as a Python application for POX [30]. Which, in few words, is a Python based OpenFlow controller that can be used for fast implementation of network control applications.

![OpenFlow prototype](image)

**Figure 4-1: OpenFlow prototype**
The monitoring application works as a core component of the controller, therefore, it has access to all the available information, including routing decisions. It is also capable to directly interact with each switch that supports OpenFlow. Figure 4-1 illustrates the architecture of the prototype. First, the discovery component builds a topology view. It is responsible to build a graph representation of the network topology. Furthermore, there is a virtual switch instance created for every new switch that connects to the controller. Each instance stores switch specific information. The application waits until both the forwarding application and the topology view are started and work properly. Then it is fired up. When this happens it is first registered as a core component of the controller, gaining access to the view-from-the-top information provided by the topology view. Everything known to the controller is also known to the monitoring component: active switches and their parameters, active flows and global routing information, link status, etc.

4-2-1 POX APIs

The Core object serves as the kernel of the POX API. It provides a lot of functions some of which are unique for POX and others are just wrapped around some other functionalities, that are already part of Python. The main goal of the Core is to provide interaction between the different components. Basically, instead of importing one component into another and vice-versa, the Core supplies data from all components that are registered with it. This provides a flexible way to interchange components and add new functionalities. Apart from registering components in the Core, POX supports some more functionalities which are used for the prototype implementation:

- **Raising events**: In POX, a particular piece of code listens for an event and is called once certain objects (i.e. new flow request from a switch) raise this event. In other words, whenever something important happens (i.e. new node joins the network or new packet enters it) the controller takes note of this event by raising a warning, which could be used to trigger an application or.

- **Working with packets**: Since POX is a networking controller, most of the applications that use it also work with packets. Thus, POX provides with means to easily construct and analyze (de-construct) packets.

- **Threads and Tasks**: POX uses its own library for cooperation between the components, which eliminates the need to worry about synchronization between modules.

Figure 4-2 illustrates the initialization phase for every component described in this chapter. As soon as the controller is started all the components register within the Core. Once this is done it becomes idle waiting for events.

4-2-2 Topology

One of the main responsibilities of POX is to interact with OpenFlow switches. For this purpose, a separate component (openflow.of_01) is registered to the Core as soon as the controller is fired up. Another component (openflow.discovery) uses LLDP messages to discover
the network topology (switch discovery). Every time a new switch is discovered an event "ConnectionUp" is fired. Furthermore, the controller associates it with a Connection object. This could later be used by other components to communicate with the corresponding switch. Apart from connection, each switch is also assigned a unique Datapath ID (DPID) which is used for data plane identification. This DPID could be defined by the MAC or be a totally different identification. As soon as there is a new switch event another Switch object is created. It is used to store the connection and DPID information for this specific switch or other relevant information. This object is also "listening" for switch specific events. The topology module is responsible to generate a graph representation of the physical network and keep it up to date. This graph is updated every time when a new node joins or leaves, based on "ConnectionUp" and "ConnectionDown" events. Figure 4-3 illustrates the whole process.

4-2-3 Forwarding

Each Switch object is "listening" for events from its corresponding switch. The forwarding module requires one specific event called "Packet In". Every time an edge switch registers a new packet and does not have a matching table entry for it, it sends a request to the controller, which contains the packet header and a buffer ID. This event indicates to the controller that there is a new flow in the network. The path calculation can be done using any route calculation algorithm. It can be done in a reactive or a proactive way. In this case, Dijkstra Shortest Path [35] algorithm is used. The metric used for routing decisions is the inverse capacity. The controller assigns the route to the flow, installing table rules to match on every switch on the path by sending a ofp_flow_mod command. Additionally, the forwarding component is responsible to track every new flow together with its route. It keeps information locally about every flow until a "FlowRemoved" event fires up. This happens when a switch removes a flow entry from its table, because it was deleted or expired (idle or hard time out). The diagram on Figure 4-4 presents the whole forwarding process.
At this point, only the monitoring component is left. It will be discussed in more details in the next chapter. Figure 4-5 presents the basic scheme. To summarise it shortly, the first thing every OpenFlow switch does, once it is started, is to establish a connection with the designated controller. The switch gives its state and link information. This allows the controller to keep a global up-to-date network view. Once a packet enters the network and no matching rule for it exists, it is forwarded towards the controller. The controller inspects the packet and determines how to handle it. Normally, the controller would install new flow entry in every switch table that needs it and then return the packet to its source node. This means that the controller has topology view of the network and information about the active flows (IP source/destination, port source/destination, ToS, etc.) and the routes they take through the network. Each switching device within the network contains activity counters, i.e. for OpenFlow there are separate table, port, flow and queue counters. The flow and route information should be used as input parameters of the monitoring component. It is responsible to poll network devices, which in terms should return the requested information. Another option is to implement a passive measurement and wait for the switches to send statistics once the flow has expired. The monitoring component should make use of the two statistical gathering approaches. The final output should be data for link utilisation, delay and packet loss.

**Figure 4-3: Topology view**
Figure 4-4: Forwarding

Figure 4-5: Basic diagram of the monitoring component
Chapter 5

OpenFlow network monitoring

While OpenFlow is not designed for monitoring purposes, it has some features capable of providing real-time network monitoring. The previous chapter presented the application architecture and an explanation on how it works. The main goal of this chapter is to design a solution that is able to monitor the network usage, delay and packet losses, track traffic flows and applications in use, and show which users and devices are present and active. Such an application can be used to generate Traffic Matrix (traffic demands for each different traffic class is also a possibility) or for security purposes. Furthermore, the SDN controller requires a network monitoring tool in order to efficiently forward network traffic and to achieve certain QoS constraints.

5-1 Objectives

A network monitoring system should be able to observe and display up-to-date network state. Several monitoring solutions are already capable to do that in one or another way. To meet the specific challenges ISPs face, the following design requirements are considered:

- **Fault detection**: Whenever a link or node failure happens, the network monitoring system should be warned as soon as possible. This option is already incorporated in OpenFlow, where the controller is alerted every time there is a topology change. Therefore, the monitoring system should only get data from the controller.

- **Per-link statistics**: ISPs require statistics for every link. This would allow them to meet the SLAs and assure QoS within the boundaries of their network, without bandwidth over-provisioning. As seen in the previous chapter there are ways to measure link utilisation, packet-loss and delay, but those ways require additional infrastructure and have more drawbacks, which leads to the overhead requirements:

- **Overhead**: The proposed solutions should not add too much network overhead. The overhead should scale no matter how big the network is (as long as the controller can
handle them) or the number of active flows at any moment. The component should be able to obtain statistics based on the routing information, thus, sending a query requests only to those devices that are currently active.

- **Accuracy**: A big difference between the reported network statistics and the real amount of used capacity should be avoided. Utilisation monitoring solutions that directly poll statistical data from the network are considered to present the best results in terms of accuracy, but are not granular enough. The methods that are used should be capable to achieve accuracy comparable or better than the current implementations.

- **Granularity**: The system should be able to account for different type of services. It should be able to make distinction between flows that have specific needs, i.e. require special care (bandwidth, delay, etc.). Furthermore, it should make distinction between applications, as well as, clients. This is another feature that is already integrated in OpenFlow.

Subsequently, the main goal of the project is to reduce the generated overhead as much as possible, without too much degradation of the measurement accuracy.

### 5-2 Measuring Methods

By using SDN to implement a network monitoring system some of the objectives are already met. Since every device communicates with the controller, there is real-time view on the network status, including links, nodes, interfaces, etc. Furthermore, it provides sufficient granularity and it is capable to monitor the utilization of every link within a given network without sampling any packet or adding more overhead to any of the switches.

#### 5-2-1 Real-time link utilization

OpenFlow allows granular view of the network, but this is done by generating additional network/switch load. Obtaining flow statistics is a task that requires polling for information for every flow separately. In this section the following ways for its improvement are proposed:

- **Aggregate flows**: Generate only one query per set of flows that share the same source-destination path instead of polling statistics for every flow separately.

- **Data collection schemes**: Poll different switches, thus reducing the overhead on a single switch/link and spreading it evenly.

- **Adaptive polling**: Using a recurrent timer does not accommodate traffic changes and spikes. Hence, an adaptive algorithm that adjusts its query rate could enhance the accuracy and reduce the overhead.

Finally, a suitable passive measurement technique, capable to reduce the monitoring overhead even more, is described in FlowSense [58]. Unfortunately, it indicates the link utilization once the flow expires. While this is perfect for traffic matrix generation, it is not always usable to take real-time forwarding decisions.
Counters

In the OpenFlow switch specifications [17] it is written that switches have to keep counters for port, flow table/entry, queue, group, group bucket, meter and meter band. Table 5-1 presents the Per Flow Entry counters used in this thesis. Furthermore, in order to follow the statistics for more than one flow, there is an option to bundle multiple flows in a group and observe their aggregated statistics.

<table>
<thead>
<tr>
<th>Counter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Received Packets</td>
<td>Counts the number of packets</td>
</tr>
<tr>
<td>Received Bytes</td>
<td>Counts the number of bytes</td>
</tr>
<tr>
<td>Duration (seconds)</td>
<td>Indicates the time the flow has been installed on the switch in seconds</td>
</tr>
<tr>
<td>Duration (nanoseconds)</td>
<td>Counts time the flow has been alive beyond the seconds in the above counter</td>
</tr>
</tbody>
</table>

The OpenFlow specifications also state that 'counters may be implemented in software and maintained by polling hardware counters with more limited ranges' [17]. The switch manufacturers and designers decide when software counters are updated and how they are implemented in hardware, meaning that the accuracy varies per switch vendor.

Flow statistics

Polling for each flow separately could result into scalability problems since the total number of queries depends on the number of active flows. Which varies depending on the network and increases with its growth. For example, the data from a 8000 host network [42] suggests no more than 1.200 active flows per seconds and another source [37] show a number below 10.000 flows for a network with 5.500 active users.

The first step, in order to reduce the overhead is to send a single query for all flows sharing the same path. For a solution that scales better and is not subject to the total number of active flows, the queries should be sent based on the active source-destination pairs, bundling all the flows together. Thus, the maximum number of queries for network with \( N \) edge nodes never exceeds the maximum number of source-destination pairs \( N \ast (N - 1) \). Furthermore, only if every flow has separate source-destination pair (goes through a different route) the amount of queries equals the number of flows.

Obtaining link utilisation statistics is done by sending a number of queries based on active switch source-destination flow paths. This is done in a recurring manner. The frequency at which queries are sent to the switches can be specified. The controller polls for all flows and/or ports of a chosen switch. The flow level statistics that have the same ingress and egress switch and follow the same network route are added together in order to obtain the aggregated throughput.
Data Collection

One of the most important aspects for a monitoring system that relies on active measurements, is the polling algorithm. While flows traverse the network they are subject to packet losses and drops, this means that switches that the flow passes may register different rates. Furthermore, switches are subject to different traffic loads, etc. An important question is how utilization information should be gathered. The following introduces some possible querying schemes.

Last Switch query: The normal practice is to query the last switch on the path of the flow. Polling the last switch assures that the flow has passed thought the network and has been subjected to any packet losses due to link degradation. It is the most accurate polling scheme for traffic matrix generation. Unfortunately, when only the edge of the network is polled, additional load on the edge switches is generated.

As a side note, in a partial SDN deployment, the most viable monitoring solution is to place SDN enabled switches on the network edge. Once all the edge switches support a SDN protocol such as OpenFlow, the traffic that passes across the network is known (source, destination, ports, etc.).

Round-Robin query: Another algorithm that could be used is uses Round Robin scheduling. In the context of information polling, it consists of loading each switch on the path equally, by simply polling them in a circular order without giving priority to any of the switches. While the best polling scheme is to query the edge switches all the time, it also generates load only on those switches, a Round-Robin scheduling algorithm reduces the load on the edge switches, trading it off with some additional inaccuracy. Furthermore, this algorithm can be combined with another scheme that also takes into consideration the past values (measurements), link statistics, etc.

Adaptive polling

Setting up a never changing recurrent timer has some drawbacks. Since the recurrent timer is a fixed value it is unable to adjust fluctuating flow arrival rate. In case that flows arrive too fast and the recurrent is large, the monitoring system would miss link utilization changes, thus reducing the overall accuracy. If the flows arrive slower then the recurrent timer would bring unneeded network overhead.

In order to solve the above problems the monitoring system should focus on the bandwidth trend instead of the changes. This method is already suggested and evaluated in [34]. The results presented there show decreased overhead. Unfortunately, the method is not entirely suitable for SDN. The controller does not know the link utilization before sending a query to the switch. Therefore, taking decisions based solely on link utilization is not feasible. On the other hand, the controller learns when new flows are sent through the network. Hence, this is why the adaptive timer should be based on the flow arrival rate, more precisely, increase the polling frequency whenever there is a new flow and then take further decisions based on the link utilization. Thus, decision taking could depend on reaching a threshold value, as well. This value could be obtained by comparing the mean throughput since the flow arrival with its last measured utilization. For the monitoring component it is enough to increase the polling frequency whenever there is "PacketIn" and "FlowRemoved" or whenever exceptional increase of link utilization is measured without any specific event.
5-2-2 Link packet loss

As the amount of real time traffic is growing (mainly voice and video), packet loss is an increasingly worrying problem. Dropped packets decrease the quality of applications (causing pixelation or terminated sessions). A lot of enterprises lack proper infrastructure and tools to measure packet loss and they do not even know it is there. Furthermore, this is one of the metrics that could be used for constraint QoS routing.

Some active measurement proposals are used in real networks. In terms of SDN packet loss measurement could be improved by implementing more switch capabilities to account for them (i.e. automatically sending probes between each other and accounting link statistics). Unfortunately, this would add more CPU and link overhead. Therefore, in this section a novel approach to measure link packet loss is proposed, capable to eliminate the overhead. While in the previous section the main concept focused on real time and active flow measurements, here passive measurements are used. This is based on the idea that packet loss metrics can be generalized on per class basis without loss of accuracy. Furthermore, measuring the packet loss for every single flow would not be viable. To estimate a stable and accurate link metric, that does not fluctuate too much, a set of measurements are required. Thus, a metric that represents most of the packets, without accounting for the anomalous changes or the statistical outliers. Finally, in an active network flows terminate every second, so the obtained measurements would still be real-time.

On a new flow arrival and when the switch does not have any rules installed, the first packet is sent towards the controller. The controller is then responsible to decide what to do with the packet and eventually install table rules on each switch on the path of the flow. Once the flow is finished each switch indicates this with another message to the controller. The whole process is illustrated in Figure 5-1. The flow is installed at time $t_0$ with a 'FlowMod' message sent from the controller towards every switch on the route of the flow. At time $t_1$, $t_2$, up to $t_N$ (where $N$ is the amount of switches), the controller receives 'FlowRemoved' messages. Those messages indicate the flow has expired and some specific statistics for the flow, such as, the number of bytes, packets and the flow duration. Measuring the packet-loss relies on the fact that each switch sends this information based on its own counters.

![Figure 5-1: Calculating the packet loss percentage](image)

Each switch has separate flow counters, but it counts different amount of bytes. This is
because there are link losses, congested links, etc. Receiving flow information from every switch allows to compare their counter statistics and calculate the number of bytes that were lost. Whenever messages that the flow has expired from the same flow are received their recorded packet bytes are compared. This comparison allows to determine the packet losses for this particular flow \((1 - \text{packets}_{Node2}/\text{packets}_{Node1})\). The technique is sufficient to determine what the current link state for this traffic class is. In case there is a need for flow packet loss, every node could send periodically its counters to the controller.

5-2-3 Link delay

Delay is another powerful metric that indicates the network health. It is often used in SLAs between customers and the network provider. Like packet loss, it should report the latency experienced by most of the packets that enter the system.

At this point, OpenFlow does not offer any new way for network delay measurements. Thus, the used measurement techniques would be the same that were described in the literature review (Chapter 3), sending active probes from one node to another. Nevertheless, SDN could still bring improvements, because it would not require the use of special beacons or synchronization between the nodes. The transmission, processing and skew delay remain problem.

The proposed method is illustrated on Figure 5-2. The controller generates an User Datagram Protocol (UDP) packet and sends it towards Node 1 at \(t_0\), installing a new rule in Node 1 flow table. This rules indicates to Node 1 to send this UDP packet to Node 2. At \(t_1\) the packet flows from Node 1 to Node 2. Since no rule installed in Node’s 2 flow table, the switch returns the packet to the controller at \(t_2\). The controller keeps constant connection with every node, therefore, knows the delay between it and the nodes. This allows to determine the delay between every pair of nodes. The method uses each node as a beacon, thus, does not require additional infrastructure. Finally, since only the controller does the measurements there is no need for synchronization between the nodes.

![Figure 5-2: Measuring the link delay](image)
5-3 Monitoring

After describing the design of the monitoring component and what it should achieve, it is now time to give some insight on the implementation concept. Only the packet loss and link utilization methods were implemented, since there is nothing new suggested for the delay measurements. The monitoring component released in POX reacts every time there is a 'PacketIn', 'FlowRemoved', 'StatusReply' or when a polling timer expires.

Whenever, a new packet enters the system it is sent to the controller. The controller has a complete view of the network and based on the link weights decides where to route this packet. The monitoring component registers every 'PacketIn' event and creates a unique identification based on the flow information. Additionally, a separate ID is used to distinguish between the network paths. Every flow is assigned to a certain path. In few words, the monitoring component keeps track of every flow that enters and the path it follows through the network. Furthermore, every Switch object also account the flows that pass through it. This information is later used to determine the link utilization.

In order to execute a piece of code in the future or assign a recurring event the monitoring component uses the Timer class incorporated in POX. In case, this is the first packet that uses this route, the monitoring component starts a polling timer for every second. Whenever the timer expires it fires an event. During this event a data collection algorithm is used (Round Robin or Last Switch). Those two algorithms present a trade-off between accuracy and overhead. Afterwards, a message 'StatusRequest' to the chosen switch is sent. This is the query requesting statistics for all the flows that follow the same path. Every path has a separate timer.

When a switch receives a 'StatusRequest' message it generates a response. The 'StatusReply' message contains the information obtained from the switch counters. On flow level it gives the duration of the flow (in nanoseconds), packet and byte count. Port statistics give more information about the state (both transmitted and received) such as number of dropped packets, bytes, errors and collisions. The controller obtains information for every flow that follows the same path. A part from that, the polling timer is also adjusted. The controller tracks the time that passed since the last flow routed through this path was registered, as this time increases, the polling timer also increases. Currently, the controller polls every second for the first five seconds, then every five seconds until the 15th second, moving to 15 seconds until the end of the first minute and polling once per minute when there has not been any flow activity for over a minute.

When the switch removed a flow entry from its table, because it was deleted or expired (idle or hard time out), it also raises a 'FlowRemoved' event. Such event means that this flow is no longer active and the monitoring component does not need to account for it any more. The controller receives a massage that indicates the whole duration of the flow together with the data statistics for this particular flow. This is used to obtain packet loss information. The whole process is described in Figure 5-3.
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Figure 5-3: Monitoring
The following chapter presents the evaluation results from the proposed traffic monitoring component. The chapter begins with a description of the experiment scenario and the tools that were used to build it and finishes with the obtained results. First, the proposed link utilizations improvements are evaluated. Each experiment is made using an emulator and then repeated within the physical topology. Throughout this chapter only the results from the testbed are shown. The chapter finishes with evaluation of the suggested packet loss method, trying to answer the question if the method is valid, how accurate is it and how much does it depend on the flow parameters (duration and rate).

6-1 Test Environment

The emulation uses an Intel Core i5 computer with four 2.53 GHz cores and 4 GB RAM and Mininet 2 [22]. Mininet is a container-based emulator able to create realistic virtual topology. The containers mechanism uses groups of processes that run on the same kernel and yet use separate system resources, like network interfaces and IDs. Thus, every emulated switch or host creates its own process. Furthermore, network links can be assigned specific link properties such as bandwidth and packet-loss. Unfortunately, like most emulators there are also some drawbacks. Processes in Mininet do not run in parallel, instead they use time multiplexing. This may cause delayed packet transmission, so it is not suitable for time accurate experiments.

The testbed is installed on servers that have Intel(R) Xeon(TM) processor with four 3.00 GHz cores. Every switch uses separate physical machine with Ubuntu 12.04.2 LTS operating system. The testbed uses Open vSwitch [44] as OpenFlow enabled switch. Traffic is generated by the Iperf application. A network testing tool capable to create TCP and UDP traffic between two hosts, one acting as client and the other as server. It measures the end-to-end (either uni- or bi-directional) throughput, packet loss and jitter. NetEm [25] is used, in order to emulate link packet losses and delay. It is an Linux kernel enhancement that uses the queue discipline integrated from version 2.6.8 (2.4.28) and later.
6-2 Link Utilization

The topology used for the Link Utilization tests is illustrated in Figure 6-1. This topology is enough to determine if all the suggestions from the previous chapter (Chapter 5) work as expected. Any additional infrastructure would not give different results. Each link of the topology is configured to have 100 ms delay and 1% packet loss. The OpenFlow network controller used in the experiment is POX. In order to evaluate the suggested methods, one or multiple UDP flows are created between Node 1 towards Node 3. The experimental evaluation aims to prove the systems accuracy and reduced overhead.

![Figure 6-1: Evaluation Topology](image)

6-2-1 Data collection schemes

The first experiment aims to compare the two polling algorithms discussed in the previous chapter to obtain throughput. Samples were taken once every 5 seconds for the duration of an hour. Initially, a single UDP flow with data rate of 2 Mbps is sent from Node 1, through the testbed.

Figure 6-2 illustrates the measured flow rate when only the last switch is polled. The error compared to the Iperf Server report (See B-2 for it) averages to 2.86% and never exceeds 3.4% for the whole duration of the experiment when polling the last switch only. Furthermore, there is only an average of 0.2% difference (never exceeding 1%) difference compared to the results reported by Wireshark (See B-1). The reason for this variation of the readings between Iperf and Wireshark is because they operate on different layers of the OSI model, thus, Wireshark accounts for the packet headers. Hence, the Wireshark readings are more accurate. Furthermore, little traffic fluctuations can be seen on the measured results. Those are because the emulated packet loss vary, therefore, data rate is not always the same. The main reason for the spikes in the beginning are due to the forwarding module. At first packets are buffered by the first switch while the controller is taking routing decisions. This problem is outside the scope of the thesis.

Figure 6-3 illustrates the obtained results when using Round-Robin scheduling. Average deviation from the Iperf Server report (See B-4) is 2.88% and 0.5% from Wireshark (See B-3). Because the controller queries all switches one by one there are differences between their traffic counters, this is causing the fluctuation of the readings. Those differences are subject to the packet losses and in a network where there are no losses the difference would be really small.

Figure 6-4 compares the two querying schemes. For this experiment there is almost no difference. This is because there are only 2% packet loss. For networks where link losses
Figure 6-2: Last Switch query

Figure 6-3: Round Robin scheduling test results
are bigger the difference between those two algorithm will also increase. There is a small fluctuation around the 1430th second of the experiment, the fluctuation is also registered by Wireshark (Figure B-5), which means that the problem is not cause of the monitoring prototype.

![Figure 6-4: Comparison of the two querying schemes](image)

### 6-2-2 Flow vs Aggregate statistics

In this section a comparison for added overhead is made, between polling for statistics for every single flow separately or querying only once for all the flows that share the same source and destination node. Four UDP flows are sent from Node 1 to Node 3.

Figure 6-5 compares the differences of overhead between the polling approach suggested in this project (right graph) and the OpenTM uses (left graph). In the first case, when all the flows follow the same path the controller queries only once per query interval. Meanwhile, for the other case, there are four queries. The results prove that using aggregate flow query method decreases the overhead that is generated.

![Figure 6-5: Comparison of the link overhead per polling scheme: OpenTM approach (left) versus Aggregated statistics approach (right)](image)

Figure 6-6 (Wireshark results B-6 and Iperf results B-8) and 6-7 (Wireshark results B-7 and Iperf results B-9) presents the measured results. The average deviation is 1% (LastSwitch)
and 1.01% (RoundRobin) for Wireshark. This results prove that the proposed improvement reduces the generated overhead, while the statistics remain accurate. It is important to note there is a small increase of the difference between the reported by Wireshark and the measurement results. This is because the flows are measured separately and summed afterwards, which increases the average error, but makes the results more stable reducing the random fluctuations.

![Figure 6-6: Aggregate flow statistics test results for Round Robin](image)

![Figure 6-7: Aggregate flow statistics test results for Last Switch](image)

**6-2-3 Adaptive vs Recurring polling**

The frequency at which switches could be polled is also a factor that affects the accuracy, hence, it is also evaluated. In order to test how much of influence it is, two flows are sent from Node 1 to Node 3 (two UDP flows worth of 2 Mbps each). Each flow has different duration, the first flow continues for 80 seconds and the second flow has a duration of 5 seconds. Polling frequencies are directly linked with the overhead, the more queries, the higher load. Figure 6-8 shows the obtained data rate for the duration of this experiment for both 2s and 10s recurring interval. Once again the main reason for the spikes in the beginning of each flow
are due to the forwarding module. Packets are buffered by the first switch and then released altogether when the controller installs the new flow rule. This is why the graph looks really inaccurate. Still, the figure shows how the polling intervals affect the accuracy of the measurements. This is really dependent on how long a traffic flow continues, which varies between the different kinds of traffic within the network. For this case recurrent timer with 2 seconds interval gives better results than the timer with 10 seconds interval.

![Figure 6-8: Different polling intervals - Data rate measurements with 2s and 10s recurring interval](image1)

A static recurrent timer does not deal with the problem well enough. Whenever there is a flow with long duration, the recurrent timer polls unnecessarily, adding more overhead. As soon as there is a short-lived flow, the recurrent timer misses it. In the previous chapter it was proposed to use adaptive technique instead of recurrent timer. Figure 6-9 presents the measured results.

![Figure 6-9: Different polling intervals - data rate measurements with adaptive polling](image2)

Figure 6-10 and 6-11 compare the results from such a scheme with the results from 2 and 10 second recurring statistical requests. They show more consistency obtaining better accuracy than the 2s interval timer and using 825 probes less. It still uses 350 probes more than the 10 second interval scheme, but this could be improved. For a single experiment the
adaptive technique does 15 requests more than the recurrent with 10 seconds interval. The implementation with shorter interval does 28 queries more than the adaptive query scheme. The proposed adaptive method eliminates the random factor by reacting on flow arrival and not on a recurring timer. This method gives better results in terms of accuracy and overhead.

![Figure 6-10: CDF for different polling intervals](image1)

![Figure 6-11: CDF for different polling intervals - a closer look](image2)

### 6-2-4 Validation

All the suggested methods compared to the initial method in a more complex scenario. The real traffic sent through the network is illustrated on Figure 6-12 to the right and the physical topology is to the left. The experiment uses multiple flows with different source-destination pairs. An UDP flow with data rate of 3 Mbps is sent from Node 1 to Node 2 for the duration of 100 seconds. At the same time and for the same duration another UDP flow is sent from Node 1 to Node 3. This flow has data rate of 4 Mbps. Finally, three UDP flows are sent from Node 1 to Node 4, each worth of 2 Mbps. Two of the flows continue for 100 seconds and the third has duration of 50 seconds.

The idea behind this experiment is to use together both the aggregate statistics method and
Figure 6-12: A more complex evaluation topology - Physical topology (left) and Flows sent through the topology (right)

Figure 6-13: Data Rate for the link between Node 3 to Node 4

Figure 6-14: Data Rate for the link between Node 2 to Node 3
the adaptive methods proposed in this thesis and to validate that they can work with more than one flow. The obtained statistics are illustrated on Figures 6-15 for the link between Node 1 and Node 2 (example Wireshark report B-12), 6-14 for the link between Node 2 to Node 3 (example Wireshark report B-11) and 6-13 for the link between Node 3 and Node 4 (example Wireshark report B-10). The results are not different than the ones from the previous experiments and show that both methods are capable to work with more than one source-destination pairs and to provide accurate results.

### 6-3 Packet Loss

Apart from new link measurement methods the thesis also proposes a new method capable to measure the packet loss. The topology used for this experiment is illustrated in Figure 6-16. The topology is enough to validate that the method works properly and to determine its accuracy under different circumstances. Each test is first held in Mininet environment and then repeated in the testbed.

![Evaluation Topology](image)

**Figure 6-16: Evaluation Topology**

### 6-3-1 Validation

In order to confirm that the proposed measuring approaches for packet loss work, 1000 consecutive flows worth of 6 Mbps are sent from Node 1 to Node 2. The link is set to emulate
1% packet loss.

The results are shown on Figures 6-17 (See also Figure B-13 for Iperf Server report). As it can be seen from the server output the packet-loss varies from flow to flow. However, the packet-loss distribution shows really promising results, an average of 0.99% losses per flow and standard deviation of ±0.34. The deviation is expected since NetEm uses normal distribution for packet loss emulation.

In order to determine exactly how accurate the method is 18 flows are recorded (Iperf Server report) and then compared with the measured packet loss. The first measurement consists of sending flows worth of 64 Kbps for the duration of 195 seconds (average call duration). Results can be seen on Figure 6-18. They match perfectly the Iperf Server report (See Figure B-14). Finally, the second set of measurements emulates short term Video connection using MPEG 2 with data rate of 10 Mbps (Figure 6-19). Ten flows that are set to continue each for 2 minutes are recorded. The results from both measurements prove that the proposed measurement method gives perfect accuracy.
6-3 Packet Loss

6-3-2 Dependency

The proposed methodology is capable to measure packet losses accurately, but what would happen if the flows are short lived or have lower throughput. Furthermore, if the method would be used to determine link metrics and for SLAs it should give overall performance and not the spikes that tend to occur from time to time. A thousand consecutive flows with either different duration or data rate are sent from Node 1 to Node 2. The link is set to emulate 1% packet loss. This experiment measures the packet losses under different network loads and flow durations. A thousand measurements are done for every parameter change (both in flow duration or in data rate).

The first experiment measures how the accuracy changes with the flow duration. Figure 6-20 presents the results. As it can be seen the more the flow duration increases the more accurate the results are. Thus, flows that continue longer are more trustworthy. In this case flows with duration of 20 seconds show packet loss close to the flows of 60 seconds. From this experiment it is clear that really short lived flows with a duration of a second are not sufficiently accurate for a metric estimation. The final experiment measures the accuracy in terms of data rate. Figure 6-20 illustrates the results which are analogue to the previous experiment. With the increase of the data rate the resulting graph is more granular and converges closer to the 1% packet loss. Thus, the longer the flow continues or the bigger it is, the closer to the emulated packet loss it gets. It is also obvious that one measurement would not be enough to estimate a packet loss metric.

Figure 6-19: Example of packet loss measurements for flows of 10 Mbps
Figure 6-20: Example of packet loss measurements for flows with different duration

Figure 6-21: Example of packet loss measurements for flows with different data rate
7-1 Conclusions

This thesis explores the concept of network monitoring implemented in SDN architectures. This new network architecture provides a significant advantage over other because it is easier to tune up and introduce new functionalities. In terms of network monitoring, SDN allows to build a monitoring solution adjusted to the specific network needs. By using SDN the monitoring system is capable to obtain a complete view of the network that includes nodes, links and even ports. Furthermore, the solution is capable to obtain fine grained and accurate statistics, for every flow that passes through the network.

This thesis builds on the previous work within the field, including some improvements over the link utilisation measurement method. First, a different data collecting scheme is proposed to reduce the overhead imposed over a single switch and to distribute the load over all the nodes through the network equally. Afterwards, in order to reduce the network overhead, a technique that aggregates all flows that go through the same network route is evaluated. The last improvement suggests to base the polling decisions not on some recurrent interval, but on the occurrence of certain events instead, eliminating the need of trade-off between overhead and accuracy. There is more additional overhead, for the cases when the polling requests are too often and decreased accuracy when the polling interval is too long.

Finally, this thesis proposes a new measuring method for packet loss, which, has proven to be accurate. This method is capable to determine the packet loss percentage for each link and also for any path. Furthermore, it is a passive method, thus imposing zero additional network overhead. It is not influenced by the network characteristics like the active probing methods that currently exist. The method is capable to provide statistics for every different type of service that passes through the network.

Thus, this thesis answers the question of how monitoring can be achieved in SDN by implementing a monitoring component that uses the OpenFlow protocol to communicate with the hardware equipment. The component is responsible to poll switches for link usage and to gather packet loss statistics. The suggested approach brings the following improvements
over the already existing monitoring solutions. Starting from a more up to date view of the network, including the state of the switches, ports and links, a fine grained and yet very accurate measurements with the price of low overhead.

7-2 Future Work

Possible extensions to the measurement schemes suggested in this thesis could be considered. The accuracy could be improved based on a combination of past statistics, link characteristics or weighted measurements results without imposing additional overhead. The adaptive timer requires more tuning, therefore, more research would be necessary on when more samples are needed and when less. Furthermore, more experiments in a real environment (i.e. with real traffic) are needed to fully evaluate the proposed measurement approaches. For the suggested packet loss method some questions need to be answered. For example, how much data is enough to take that the reported percentage of packet losses is not a random spike and how long before the data is too old to be considered valid.

Once there are suitable monitoring systems capable to provide the necessary performance and usage statistics, the next phase is the network optimization phase. The main goal of TE is to enhance the performance of an operational network, at both traffic and resource level. Network monitoring takes an important part in TE by measuring the traffic performance parameters. Additionally, today’s traffic engineering in service provider networks works on coarse scale of several hours. This gives big enough time frame for offline TM estimation or it’s deduction via regressed measurements. Unfortunately, this approach is not always viable, current IP traffic volume changes within seconds (or even milliseconds), which could lead to congestion and packet losses at the most crucial moment.

Since SDN is a new architecture still gaining popularity, there are also some questions that need to be answered in terms of routing. Obtaining an accurate and real time view of the network could bring more benefits and open more options. Monitoring the network is the first step towards a SDN forwarding protocol capable to provide sufficient QoS for all types of applications and traffic.
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Figure B-1: Wireshark report for Last Switch measurements
Figure B-2: Iperf Server report for Last Switch measurements

Figure B-3: Wireshark report for Round Robin measurements

Figure B-4: Iperf Server report for Round Robin measurements
Figure B-5: Round Robin scheduling Wireshark results

Figure B-6: Wireshark report for Aggregated measurements when using Round Robin
Figure B-7: Wireshark report for Aggregated measurements when using Last Switch

Figure B-8: Iperf Server report for Aggregated measurements when using Round Robin
Figure B-9: Iperf Server report for Aggregated measurements when using Last Switch

Figure B-10: Data Rate for the link between Node 3 to Node 4 as shown by Wireshark

Figure B-11: Data Rate for the link between Node 2 to Node 3 as shown by Wireshark

Figure B-12: Data Rate for the link between Node 1 to Node 2 as shown by Wireshark
Figure B-13: Example server output
Figure B-14: 64kbps tests server output

Figure B-15: 10Mbps tests server output