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Summary

The traditional computer that we all use today has had a significant impact on the world we live in.
Despite the fact that it was originally designed for doing calculations only, we now also use it to store
information, retrieve data and process information. The use of the internet has become an integral part
of our daily life. The quantum computer and the quantum internet, which connects these computers,
are currently undergoing the same transformation. In parallel, other quantum technologies are also be-
ginning to be developed. Some first-generation applications are already available on a small scale, but
for most technologies important steps are still needed before ’quantum advantage’ can be achieved. The
technological and scientific challenges are numerous. Many years of research and development are still
needed before the potential of quantum technology can be fully exploited.

The quantum computer is being developed in order to do more complex calculations and the quan-
tum internet to communicate more securely. The properties of quantum bits, such as their ability to be
in superposition and be entangled, are used to develop the quantum internet.
The quantum internet uses a network stack, consisting of different layers. Each layer has its own specific
task to fulfil in order to make an application work correctly. The higher layer can use the services of
the layer below, without having knowledge of the implementation details. The link layer is the lowest
software layer of the stack, and is connected to the physical layer (the lowest layer of all), which contains
the quantum bits and the hardware to control them.
In this thesis, the quantum bits are Nitrogen Vacancy (NV) centres in diamond. Microwaves can control
the electron spin of the NV centre, which can be read out optically. Prior study has proven that two
NV centres can become entangled in a heralding process. The real-time generation of entanglement
between two NV centres, utilizing an abstraction layer in the form of the link layer, is innovative in the
development of the quantum computer.
First, the control electronics are upgraded to manipulate the NV centre in real-time. The microcontroller
unit (MCU) that manages the hardware to control and read the NV is now also in charge of communi-
cation with the link layer. To add this communication to the process, a new protocol is implemented in
the MCU, consisting of multiple state machines. Each of the state machines is programmed to perform
a specific hardware task before being ready for the next task. The operation of these state machines is
proved and the communication with the link layer.
The fundamental job of the physical layer of the quantum network stack is delivering long-distance en-
tangled state between neighbouring nodes. To test this capability, three quantum network tasks are
performed. The first task is full state tomography of the delivered states. The density matrix of the
entangled state is reconstructed and determined that the fidelity of this state is F = 0.783(7). Secondly,
the real-time selection of fidelity and the relationship between fidelity and latency are shown. The link
layer requests entangled states with different fidelities, and the setup is able to provide the requested
fidelities of the link layer in real-time. Moreover, it is shown that higher fidelity of the entangled state
comes at the cost of higher latency. This means that it takes longer to produce this entangled state. The
final task is showing remote state preparation of a qubit on a server by the client. Here, an entangled
state is generated, after which the client prepares a state on the server by measuring its share of the
entangled state. This remotely prepared state has an average fidelity of F = 0.829(21). The successful
execution of the tasks results in the demonstration of entanglement delivery using a quantum network
stack.
Finally, a number of ideas for improvement are presented. These include expanding rotational gate
possibilities, reducing waiting times, and gaining control over memory qubits. These improvements are
needed for more complicated quantum network stack applications, such as Blind Quantum Computation.
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Much R&D in the field of quantum technology is now done at universities. They have the most knowledge
about the theories and try to make them into technologies that can be used in practice. The development
of quantum technologies is relatively new, and much remains to be discovered. Although there is a lot of
uncertainty about what the future with quantum will look like, there are also some possible applications
of quantum that have already been thought and worked on.
Universities cannot do this development alone. They need funding from both the national government
and the EU for research, but they also need to form collaborations with industrial partners to create
applications of quantum technologies that can be used in practice. These industrial partners now often
lack knowledge and expertise about quantum technology, but they do have financial resources to start
collaborations for the development of new technologies.
For universities, the main purpose of these collaborations is therefore to commercialize their research
ideas and test their potential in society. On the other hand, through these collaborations, they also
want to create new knowledge faster and shift to a knowledge-based economy. This knowledge is also
important for industry in order to gain a competitive advantage. Partnerships with universities also give
them access to advanced research knowledge and infrastructures to grow their business.
Since both parties want to benefit from the collaboration, it needs to be determined how they will work
together. The most potential lies in starting joint R&D projects to develop proof of concepts of the new
technologies that can be used in the industry.
Some factors have a positive influence on the creation of these collaborations, such as making the tran-
sition from research laboratory to prototypes, obtaining funding, realizing economic impact, learning
about the potential of new technologies or gaining PR value. Examples of factors that have a negative
impact are scientific integrity, influence on research results, intellectual property rights, reluctance to
invest in something uncertain, expectation management and the time and effort required to build rela-
tionships.
To create these partnerships, universities must take the lead. When industry is aware of the existence of
quantum technology, knowledge transfer activities between universities and industry should teach them
more about quantum and what quantum can do for their industry. This knowledge brings companies
to a level of quantum acceptance. The drivers for collaboration compel companies to enter into col-
laborations with universities, but there are some barriers that must be overcome first. Some of these
barriers are preconditions that must be met before further consideration can be given to entering into a
collaboration. These include having the willingness to invest, having someone interested in the company,
but also the university must be open to cooperation. When these conditions are met, the university and
the company must make agreements about scientific integrity, intellectual property rights, influence of
financiers and expectations. Only when these agreements are in place can joint R&D collaborations be
successfully launched.
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Chapter 1

Introduction

1.1 Quantum background

In the 1980s, quantum computers were proposed. The idea for quantum computing came from what was
once considered one of physics’ greatest embarrassments: amazing scientific progress met with an inabil-
ity to simulate even simple systems. Between 1900 and 1925, quantum mechanics was discovered, and it
remains the foundation for chemistry, condensed matter physics, and innovations ranging from computer
chips to LED lights. Despite these achievements, even the most basic quantum systems appeared to
be outside the human capacity to model. This is due to the fact that simulating systems with even a
handful of interacting particles necessitates far more computational power than any typical computer
can give in millions of years!

With the theoretical proof that it must be possible to use quantum mechanics in a computer to generate
much more computing power, the first physicists set to work trying to build one. This is not as easy
as it sounds, because quantum mechanical properties only apply to very small particles, and often have
a short lifespan. Therefore, in order to see the working principle of quantum mechanical properties,
systems must first be developed that make these properties visible. Only then can these properties be
worked on, to eventually turn them into a quantum computer.

At the time of writing, the technologies are still nowhere near a truly working quantum computer with
more computing power than a classical computer. But the first steps have been taken in researching the
best type of quantum bit on which to build the computer. Several research groups around the world are
working on different types of quantum bits to find the most suitable one.

Apart from the work on quantum computers, there is other work being done in the field of quantum
technologies. Developments are also being made in quantum communication systems, quantum sensors
and quantum simulators. On a small scale, some first generation applications are already available, but
for most technologies important steps are still needed before ’quantum advantage’ can be achieved. The
technological and scientific challenges are numerous. Many years of research and development are needed
before the potential of quantum technology can be fully exploited.

1.2 Quantum hype

The promise of the advent of quantum computers and other quantum technologies is making an enor-
mous amount of money available for research into these technologies. Every company and government
that has the money and understands the benefits of quantum technologies wants to invest now, to be at
the forefront of this field and reap the first benefits when quantum technologies become practical.

This is called quantum hype. What a researcher needs to do to get funding for their work is to ex-
ude enthusiasm about the fact that quantum technologies will have groundbreaking, world-changing
applications, and that they will soon be available. These promises that are made about quantum tech-
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nologies may be true on paper, but in reality, the speed of these developments and what can ultimately
be done with them is a point of contention for critics. They say that a huge hype is being created about
quantum, and we will have to wait and see what eventually becomes reality.

1.3 Quantum networks

One of the promises of quantum technologies is secure communication via a quantum internet or quan-
tum network. Compared to the ’classical’ computer, the quantum computer is developed to be able to
perform more complex calculations and the quantum internet to be able to communicate more securely.
With ’classic’ internet connections, information is sent encrypted to protect it from people who want to
do harm. The internet ensures that you can send an e-mail or make an online payment safely.

To do this on your ’classic’ computer, you do not need to know what is going on in your computer’s
software and hardware. You just need to know how to write an email in the online application and press
send, the computer, or rather, the internet does the rest for you.

The fact that you can send email over the internet is possible because your computer’s software and
hardware work well together. For quantum computers, the hardware will be different and therefore,
the ’classic’ computer software will no longer work on the quantum hardware. New software must be
developed for the quantum computer. This software must then be linked to the quantum hardware, to
make the quantum internet work.

In research for the Applied Physics master’s degree, I worked on the development of the physical layer
of the quantum network stack, as part of the quantum internet protocol. In this stack it is the hardware
layer that must be linked to the software. The software is not one large block of code, but consists of
multiple layers, each with its own task. We have linked the hardware layer to the lowest software layer,
as a starting point for the further development of the quantum internet.

1.4 Collaboration on quantum technologies

Since most quantum technologies still require significant steps before quantum advantage can be achieved,
a lot of research needs to be done. This research usually takes place within universities, as it is mostly
fundamental work to figure out how to turn theories into practical applications.

A lot of money is allocated to this research, because of the high promises that quantum technologies
hold. Several parties benefit from accelerating the development of quantum technologies. The aim of
the research is to eventually create practical applications for quantum technologies. Industry should be
able to use and benefit from these applications.

To get the applications into industry, it is now important to establish collaborations between universi-
ties and industry. In these collaborations, the emphasis should be on getting the technology working,
getting it out of the laboratory and into practice. In effect, commercializing the technologies to make an
economic impact.

Exactly what these collaborations should look like is still unclear. Therefore, the research in this thesis
will first focus on getting a clear picture of whom the stakeholders are. With the known stakeholders, the
purpose of the collaboration can be determined. What is the purpose of the collaboration and when that
is clear, how should the collaboration take place. So what is the type of collaboration that is needed.
In addition, it can be determined which factors influence the collaboration, both positively and negatively.

If all these aspects are known, a detailed picture of university-industry collaboration in the field of
quantum technology development emerges. This can be used to create a vision for these collabora-
tions in the future, as a starting point for establishing new collaborations to create more applications of
quantum technologies in industry more quickly.
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1.5 Thesis structure

This is a combined thesis for the masters Applied Physics and Communication Design for Innovation at
TU Delft. The Applied Physics part focuses on quantum networks, in particular on the development of
the physical layer of a quantum network stack integrated with the first software layer, the link layer. The
communication part focuses on the collaboration between universities and industry in the development
of applicable quantum technologies. The structure of the thesis is visualized in figure 1.1. This chapter
is the general introduction to the research topic, quantum technologies, and the two studies that follow
for each master.

The second part of the thesis outlines the research done for Applied Physics. It first starts with the
technical background about quantum mechanics and the use of quantum bits. Then the background of
quantum network stacks and communication between the two layers is investigated. With this informa-
tion, the physical layer is developed and linked to the first software layer. The results and discussion are
also presented in this second part.

The third part examines the collaboration between universities and industry in the development of
quantum technology. It starts by examining the stakeholders, the purpose, and the type of collabora-
tion. These collaborations are influenced by positive and negative factors, which will be outlined. With
these results, a vision is developed for what these university-industry collaborations should look like.
This result and the discussion of this vision will also be presented in this part of the thesis.

In the final part, an overall conclusion and outlook on the future of quantum technologies will be outlined.
This will be based on the findings, both from the physics part and the communication part.

Figure 1.1: Thesis structure. First, a general introduction to the subject is given. The second part
contains the research done for the Master of Applied Physics. The work done for Communication Design
for Innovation is presented in the third part. The fourth and final section presents the general conclusion
of the two works together.
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Chapter 2

Introduction

Quantum mechanics is one of the most reliable and effective structures for describing the world we live
in. With its weird behaviour and counter-intuitive implications, it has perplexed those who research it.
Quantum mechanics has two concepts that cannot be found anywhere else in the classical world. These
are entanglement and superposition.

The idea behind superposition is that a quantum bit (qubit), the counterpart of the classical bit in
a computer, can not only be 0 or 1, but also a combination of both at the same time. The qubit will
hold its superposition state until it is measured. When the qubit is measured, it will fall back in to
the classical states 0 or 1. Next to superposition, qubits have the ability to entangle to another qubit.
Entanglement is a phenomenon in which the state of one particle links inextricably to the state of another
particle. That means that if one measures and knows the state of the first particle, the state of the second
particle is also known without measuring it. The entanglement principle even holds when the two entan-
gled particles are far away. These two concepts can be used in quantum computation and communication.

A classical computer is not just an assembly of a lot of classical bits, but it is much more complex.
It consists of a collection of software and hardware parts that are connected to each other, forming a
network stack. A stack consist of multiple layers that are connected to each other, all having a specific
task to fulfil in order to make an application performed by the user work correctly. The classical bits
are part of the hardware layer of the stack. The stack used for the classical computer can not be copied
identically to a quantum computer, because the quantum computer works on quantum bits and entan-
glement. Dahlberg et al. [1] proposed a network stack for quantum devices, in which the quantum bits
and entanglement between them are part of the hardware layer.

The generation of entanglement between two remote quantum nodes has already been demonstrated
on several platforms, including the Nitrogen Vacancy (NV) centres [2, 3, 4]. NV centres can be con-
trolled and measured with high fidelity in the lab [5]. Therefore, they can be used as nodes of a quantum
network.

Although a lot of research has already been done, the world is still far away to having a quantum
computer. Research has recently established a three-node quantum network of NV centres connected
by entanglement [5]. In this case the entangled link could be used for quantum computation, a big step
forward, hopefully leading to a real quantum computer. One of the next fields of research that should
be pursued is connecting more nodes in the lab. On the other hand, to abstract functionality and make
the network more modular, it is necessary to control these nodes from outside the lab. This makes it
possible for the system to grow in capabilities without exploding in complexity. Physics experiments on
a two-node quantum network are going to be integrated with higher levels of abstraction in the control,
so that users without knowledge of the underlying hardware can use the system to, e.g., perform entan-
glement generation or teleportation [6]. Therefore, this research will focus on making a platform-agnostic
connection between the hardware side (physical entanglement) and software-side to form the next step
towards a real-world quantum network.

6



Chapter 2. Introduction

This real-world quantum network, or quantum internet, offers many opportunities that are provably
impossible by using only classical information. It is impossible to predict all the potential quantum In-
ternet’s applications, as it is with any radically new technology. Several major applications, however, have
already been identified. Wehner et al. [7] described the following applications for a quantum internet:
secure communication, clock synchronization, extending the baseline of telescopes, secure identification,
achieving efficient agreement on distributed data, exponential savings in communication, quantum sensor
networks, as well as secure access to remote quantum computers in the cloud.

The focus of this thesis is on developing the physical layer of a quantum network stack and show the
integration with the link layer, the first software layer of the quantum network stack. In chapter 2 the
theory on NV centres in diamond is laid out. Those NV centres are the quantum network nodes used
in the physical layer in the experiments. Besides, this chapter contains theory on how to control the
NV centres, including all hardware necessary. In chapter 3 the methods used to build the connection
between the physical and link layer is stated. This consist of theory on the quantum network stack, the
communication interface between the layers, a description of the handling of the communication on the
physical layer side and a demonstration of the connection between the layers. In chapter 4 the three
quantum network tasks to evaluate the implementation of the link layer – full state quantum tomogra-
phy, real-time selection of fidelity and remote state preparation – are defined. In chapter 5 the results
of these tasks are shown, including a discussion on their meaning. Chapter 6 contains the conclusion on
the performance of the physical layer of the quantum network stack and the integration with the link
layer. Based on the results, an outlook for further research is given.
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Chapter 3

Theory

3.1 Nitrogen-Vacancy centre in diamond
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Figure 3.1: The basic structure of the NV centre in diamond. a) A substitutional nitrogen atom
(N) next to a lattice vacancy (V) forms the nitrogen-vacancy centre in diamond’s carbon lattice. b)
Molecular orbitals and their filling in the NV− orbital ground state (labels denote symmetry). Adapted
from Bernien, Pfaff [8, 9].

The carbon lattice of diamond can have different optically active defects which can be used as qubits.
I focus only on the Nitrogen-Vacancy (NV) centre in this thesis. The NV consists of a nitrogen atom
and an adjacent vacant lattice site, see figure 3.1a. In its neutral charge state, NV0, there are 5 electrons
present. Two of them come from the nitrogen atom, and the other three are the unpaired electrons from
the carbon atoms around the vacancy. The negative charge state NV− has drawn more interest because
of its favourable quantum properties. In this state, another electron is captured from the environment.

The electronic wave function can be approximated by a linear combination of the available atomic or-
bitals around the vacancy. These consist of the dangling sp3 orbitals of the vacancy-neighbouring atoms
(carbon and nitrogen). In figure 3.1b the electronic occupations of the six electrons in the molecular
orbitals in the ground state is shown. All energy levels lay within the band gap of diamond. The result
is that the NV− has optical properties similar to those of an individual trapped ion.

The six electrons in the system interact with each other via spin-spin interaction, spin-orbit interac-
tion and Coulomb repulsion. This makes them form an orbital-singlet spin-triplet ground state that
optically couples to an orbital-doublet spin-triplet excited state, as can be seen in figure 3.2. Besides,
spin-singlet states exist, through which the excited state can decay. Decaying from the spin-singlet state
to the spin-triplet ground state favours the mS = 0 spin projection [10].

The difference between the zero-phonon line (ZPL) and the phonon-side band (PSB) is shown in figure
3.2. By decaying from the excited state to the ground state, the NV can emit photons through the ZPL
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or PSB. When the wavelength of the emitted photon exactly matches the energy difference between the
excited state and the ground state, the photon is emitted in the ZPL. In the decay process it can also
happen that not only a photon, but also a phonon, is released. This photon and phonon must share
the energy corresponding to the energy difference between the excited state and the ground state. This
means that the wavelength of the photon changes with respect to the wavelength of the photon emitted
in the ZPL.
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Figure 3.2: The electronic structure of the NV−. a) The excitation of the NV from the ground
state 3A2 can happen resonantly or off resonantly via the phonon-sideband (PSB). The relaxation can
happen similarly by emitting photons resonantly through the zero phonon line (ZPL), or off-resonantly
via the PSB or the singlet states. b) The ground level of the NV has a zero field splitting that separates
the mS = 0 state and the two degenerate states mS = ±1. Spin-spin and spin-orbital interactions split
the excited state into six energy levels, which can only be resolved at cryogenic temperatures. There are
two levels (Ex,y) that correspond to mS = 0 and four levels that correspond to mS = ±1 (E1,2, A1,2). c)
The levels of the different excited states are split by lateral strain or electric field. It is feasible to tune the
frequency of optical transitions to several GHz by applying an electric field, which is essential for photon
indistinguishability during entanglement generation.d) The mS = ±1 level splits by the Zeeman splitting
and allows the definition of a qubit within the ground state triplet. Adapted from Bernien, Pfaff, Hensen
[8, 9, 11].

3.1.1 Hamiltonian
The orbital ground state (S = 1) can have spin projection mS = 0 and mS = ±1. They are separated
by D ≈ 2.88 GHz, due to spin-spin interactions. By applying an external magnetic field, the mS = ±1
states are split via the Zeeman effect with an electron gyromagnetic ratio of γe ≈ 2.802MHz/G seen in
figure 3.2d. When neglecting the electric field, E, and lateral strain, the Hamiltonian of the electron
spin ground state can be described as:

He = DS2
z + γe(SxBx + SyBy + SzBz) (3.1)

with the spin-1-matrices Si. The ground-state spin state can be used as the qubit: |0〉 ≡ mS = 0 and
|1〉 ≡ mS = ±1. Because of the better performance (gate and measurement fidelities) of the mS = +1

9



3.2. Devices to control and manipulate the NV centre in diamond Chapter 3. Theory

spin state, it is used as the |1〉 within the experiments of this report and themS = -1 spin state is not used.

Besides the electron spin of the NV centre, the 14N nuclear spin and its interaction with the electron
spin have a contribution to the total Hamiltonian of the system. These contributions can be described
as:

HN = −QNI
2
N,z (3.2)

where QN = 4.98 MHz is the quadrupole splitting — which separates the nitrogen-spin states mI = 0
and mI = ±1 with no magnetic field applied — and

HeN = γn(IxBx + IyBy + IzBz) + S ·AN · IN (3.3)

where the nitrogen-spin gyromagnetic ratio γN = 0.3077 kHz/G, IN are the spin-1 operators for 14N
and the hyperfine tensor AN describing the electron-nitrogen interaction.

In the neighbourhood of the NV centre, multiple 13C spins are present. They will also influence the
Hamiltonian of the system, but their contribution is too low to be taken into account for the scope of
this thesis. These 13C spins in the environment can not be completely ignored, they need to be taken
into account while doing dynamical decoupling to preserve the quantum state, explained in 3.2.3.

3.2 Devices to control and manipulate the NV centre in diamond

To control the NV centres in diamond, the experimental setup consists of multiple elements. These
include electronics which control and communicate with the other components of the setup, optical
elements to do the initialization and read-out of the electron spin, microwave (MW) and radio-frequency
(RF) signals to manipulate the state of electron (and nuclear spins), a magnetic field to make controllable
energy level splitting due to the Zeeman effect and cryogenics to create an environment of 4K for the
diamond. This low temperature is needed to do proper read out of the state of the electron spin and
make spin-photon entanglement. Both actions require a spin-selective excitation from the ground state
to the excited state. At temperatures above 4K the hyper fine structure of the excited states (see figure
3.2b) gets lost. All these elements need to work together in order to perform experiments on a single
NV centre. The layout of this setup is shown in figure 3.3.

3.2.1 Diamond devices
The single NV centres used in the experiments occur naturally in chemical-vapour-deposition ultrapure
type IIa diamonds, which have no measurable nitrogen impurities and are colourless [12]. Those dia-
monds have a natural abundance of 1.1%13C atoms and are grown in the 〈100〉 crystal orientation. After
they are grown, they are cut along the 〈111〉 crystal direction.

The NV centre is located within the diamond lattice. It is ensured that the NV centre does not couple
to other NV centres and isn’t located directly next to an 13C atom. Both another nitrogen atom and an
13C atom make it more difficult to control the electronic spin of the NV centre.

To improve the collection efficiency of photons from the NV centre, a hemispherical Solid Immersion
Lens (SIL) is positioned around the NV centre, see figure 3.4. The photons coming from the centre
have a normal angle of incidence with respect to the surface. In that way, no refraction or total internal
reflection occurs. The SIL is made by milling away diamond with a focused ion beam. To improve
further the photon collection efficiencies and enhance the signal-to-noise ratio when exiting with 637nm
light, an anti-reflective coating of Al2O3 is grown — via atomic layer deposition — on top of the SIL.

A gold stripline is applied to the diamond’s surface to deliver radio and microwave signals to the NV
to control the electron spin. Furthermore, for DC Stark-tuning of the excited states, gold electrodes
are made. Tuning is required for producing indistinguishable photons between two NV’s for remote
entanglement generation.
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Figure 3.3: Setup for NV control. The PC programs the control loop on a microcontroller (ADwin)
and the pulse sequences on an arbitrary waveform generator (AWG; Zurich Instruments HDAWG8). The
AWG is triggered by the ADwin to start pulse sequences, and the AWG notifies the ADwin when sequences
are completed. There are more digital channels that allow more complex communication between AWG
and ADwin. The laser pulses for charge re-pumping, electron spin pumping (SP), and electron spin
readout (RO) are made by acoustic-optic modulations (AOM) controlled via both the AWG and ADwin.
The read-out light (RO) can also be controlled by an electric-optic modulation (EOM), which is controlled
by the AWG. The laser frequencies are measured by a wavemeter (WM, Highfinnesse WS6) and controlled
by the ADwin. The AWG sends modulated I and Q pulses as well as a trigger signal (M) (Rhode and
Schwarz SGS100) to an MW source. The output signal of the MW source is amplified (Amplifier Research
40S1G4 or Amplifier Research 25S1G4A) and sent via an AWG-controlled MW switch. The light from the
NV is spectrally split into a zero-phonon line (ZPL) and a phonon sideband (PSB) via a dichroic mirror
(DM). An avalanche photodiode (APD) detects photons from the PSB, and the counts are recorded by the
ADwin for counting and by a time-to-digital converter (PQ, PicoQuant TimeHarp 260N or Hydraharp
400) synchronized with the AWG for time-resolved measurements. Adapted from Bernien, Pfaff [8, 9].
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Figure 3.4: Solid Immersion Lenses. a) To improve collection efficiency, the NV is located in the
middle of a hemispherical solid immersion lens (SIL). The microwave (MW) and radio frequency (RF)
signals are sent to the NV via a gold strip line. b) Green laser excitation of a confocal scan. The NV
can be localized as the bright spot in the centre of the SIL. Adapted from Bernien, Pfaff [8, 9].

3.2.2 Optical addressing
In the experimental setup, optical elements are used to check the charge and resonance of the NV centre,
initialize the NV and do a read-out on the state of the NV. The control and working principles of these
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elements are described here.

Charge and Resonance verification

In order to be able to use the NV centre as a qubit, it should have the right charge state and be on
the correct resonance frequencies. There are two main hurdles to overcome to get the charge and reso-
nance state of the NV correct. The first one has to do with the charge state: NV− can fall back into
the NV0 state. NV− can be ionized under optical illumination via a two-photon absorption process
[13]. The second hurdle appears when the NV centre changes resonance frequencies due to local charge
changes in the environment. These modify the optical transition frequencies of the NV, which means
that the excited state energy levels move in the range of hundreds of MHz [14]. This results in different
wavelengths needed to excite the ground state, but more importantly, changes the wavelength of the
emitted photon. Entanglement between two qubits is generated through the emitted photons of the two
separate NV centres, which should therefore be indistinguishable. A fluctuating wavelength lowers the
rate at which entanglement is generated. The need to actively stabilize the emission frequency reduces
the entanglement rates by approximately a factor of two [5].

To get the NV centre in the NV− state and on the right resonance frequencies, it should be excited
with a laser tuned to the expected resonance frequencies. In an attempt to bring the NV centre to reso-
nance, the photons in the PSB are counted while resonantly exciting the NV centre. When the amount
of counted photons is below a certain threshold, a new attempt is done to get the NV on resonance.

There are two possible laser options to get the NV centre in the NV− state. One laser that can be
used is a green laser — λ ≈ 532nm — with high intensity (tens of µW) and short (tens of µs) pulses.
The green laser pulses are not only charging the NV centre but also the environment of it. This may
cause a change in the charge environment of the qubit, which is not desirable. The main advantage of
using the green laser is that it is quick, and you don’t need to find the right frequency, it’s an off-resonant
process.

The second option is using a yellow laser instead of green laser light. The yellow laser — λ ≈ 575nm —
has weak (tens of nW) and long (hundreds of µs) pulses. These pulses are exciting the Zero-Phonon-Line
(at 575nm) of NV0, to excite one of the 5 electrons present to make space in the ground state for the
sixth electron. To be able to do this, the laser has to be on resonance with the NV, just like you have to
be on resonance for the readout laser and spin-pump laser (both explained in next pages).

Initialization

To initialize the NV centre, laser light is used to pump the electron into the mS = 0 state. The two mS

= |1| ground states are coupled to the optical excited states E1,2. Since these optical excited states have
a poor cyclicity, they make it possible to rapidly pump the spin-state into mS = 0 state with high fidelity
(>0.99) [5]. In this way, the spin selective optical interface of NV− can be used to initialize the qubit
with high fidelity, which is needed for the rest of the experiment. This process is called Spin-Pumping
(SP) and is executed by the SP-laser.

Optical Read-Out

To determine the state of the qubit, an electron spin Read-Out (RO) should be done. The state of the
qubit can be any state on the Bloch Sphere, but when reading out, the state projects on |0〉 or |1〉. For
example, if the state is in a superposition of α |0〉 + β |1〉 (with α, β between 0 and 1, and α + β = 1)
and a measurement is made, the result will be either 0 or 1.

The state of the qubit obtained by shining the read-out laser, which is only resonant with the |0〉 state,
the qubit gets into the excited state Ex,y and falls back into the mS = 0 ground state. By collecting
emitted photons coming from the NV, the state can be determined. If one or more photons are detected,
it assured the spin-state was in the bright mS = 0 ground state. When no photons are detected at all
— the system stays dark —, the spin-state was mS = ±1. In order to be sufficient for the read out of
the spin state, a protocol where only the mS = 0 and mS = -1 are populated needs to be executed.
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The read-out fidelity of the mS = ±1 spin state is limited by the off-resonant excitations of the mS

= 0 ground state and the detector dark counts. The ZPL-photon detectors sometimes give the signal
a photon is collected, while there were no photons coming from the NV centre. These are called dark
counts and are unavoidable. The lower the dark count rate, the less the fidelity is affected.

There is a chance a photon is emitted by the NV, because it is in the mS = 0 spin state, but gets
lost on its way to the ZPL-photon detector. The detector will not detect any photon and the state is
wrongly indicated as the mS = -1 spin state. The finite collection efficiency and the spin-flip probability
per optical cycle to the mS = ±1 state and are limiting the read-out fidelity of the mS = 0 spin state.

3.2.3 Electron spin control
The electron spin in the ground state can be controlled via MW pulses. These pulses are sent to the
NV centre via the strip line on the diamond, see figure 3.4. The MW signal generates an oscillating
magnetic field that controls the state of the spin. The frequency of the pulses is on resonance with the
qubit transition between mS = 0 and mS = -1 ground states. By calibrating the pulse duration and
amplitude of the microwave pulse, specific rotating angles such as π/2 and π can be executed.

The surrounding nuclear spins are interacting with the electron spin via the magnetic hyperfine in-
teraction. The isotopes 13C in the environment form a nuclear spin bath that induces a fluctuating
magnetic field around the NV centre. This fluctuating magnetic field affects the fidelity of the superpo-
sition of the NV spin states, as it will decohere NV. The coherence time (T2) of the NV can be extended
by performing dynamic decoupling.

Dynamical decoupling

Dynamical decoupling is applying regularly-spaced microwave pulses to the NV [15]. In this thesis the
dynamical decoupling used is the XY8 sequence, which consists of N pulse sequences of π pulses around,
alternating between, the X and Y axis. Although the π pulses get calibrated, they are not perfect.
Therefore, the alternation between the X and Y axes is needed to compensate for small errors in the
performed pulses.

Figure 3.5 shows the NV superposition state’s fidelity as a function of evolution time and a varying
number of pulse sequences (N). The time in between two pulses is 2τ . Not every inter-pulse delay τ can
be used, τ should be off-resonance with the 13C atoms in the environment. In the points, not in the fits,
small dips can be seen. Those dips in fidelity correspond to the NV coupling to 13C spins further away
in the environment. Having a higher N, meaning higher number of pulse sequences, extends the lifetime
of the superposition state.

3.3 Entanglement between two NV’s

The electronic spin states of two NV centres in different diamonds can be entangled with the use of
photons (flying qubits). The electron spin state of each NV centre is entangled with the single photon
the NV emits (after being brought to the excited state). A single photon protocol is used to create en-
tanglement between the two NV centres. This is done by overlapping the photonic modes of the two NV
centres on a beamsplitter. When one photon is detected at one of the output ports of the beamsplitter,
the spins are projected on a symmetric joint state.

Figure 3.6 shows the setup of the single-photon protocol. Both NV centres are initialized in the same
state. They are excited by a laser and have a chance to emit a photon. The photons are led to a beam
splitter, in which they will arrive at exactly the same time. When a single photon is detected by one of
the detectors after the beam splitter, it is unknown from which NV the photon originates. This ensures
that the two NV centres are now entangled.
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Figure 3.5: Decoupling sequence improves coherence time of quantum state. While the NV is
in superposition state, a total of N pulse sequences (varying from N = 4 to N = 10240) is applied to
extend the coherence time. The decoupling sequence used is the XY8 scheme. The solid lines are fits for
each specific N. Adapted from Abobeih [16].

Figure 3.6: Single-photon protocol setup. The possible emitted photons coming from the two NV
centres are guided to input ports a and b of a shared beam splitter. After arriving at the same time at
the beam splitter, they will leave via output port c or d and are observed by the photon detectors. It
is uncertain from which NV a single photon originates when only one photon is detected by one of the
detectors following the beam splitter. As a result, the two NV centres are entangled.

A heralding entanglement protocol is used to generate entanglement. In this protocol, |0〉ph means
absence and |1〉ph the presence of a photon. The NV qubit states, mS = 0 and mS = ±1, are relabelled
such that |↑〉 ≡ |0〉 and |↓〉 ≡ |1〉.

First, both NV centres are initialized in a spin superposition state. Each initialized state looks like:
√
α |↑〉+

√
1− α |↓〉 (3.4)

with α the bright state probability. |↑〉 is called the bright state, since it will emit a photon during
read-out.

Next, a spin-selective optical pulse excites the NV centre (only if in the |↑〉 state) after which it de-
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cays by emitting a photon. The state of the total system becomes:

(
√
α |↑〉A |1〉ph,A +

√
1− α |↓〉A |0〉ph,A) ⊗

(
√
α |↑〉B |1〉ph,B +

√
1− α |↓〉B |0〉ph,B).

(3.5)

The beamsplitter has the input ports a, b and output ports c, d, shown in figure 3.6. Sending the
photons through the beamsplitter leads to:

|1〉ph,A,a →
|1〉ph,A,c + |1〉ph,A,d√

2
; |1〉ph,B,b →

|1〉ph,B,c − |1〉ph,B,d√
2

. (3.6)

Assuming that the photons are completely indistinguishable, i.e., |1〉ph,A,(c,d) = |1〉ph,B,(c,d) and using the
standard definitions for annihilation and creation operators ai |n〉i =

√
n |n− 1〉i; a

†
i |n〉i =

√
n+ 1 |n〉i,

the total system ends up in this state:

α

2
|↑〉A |↑〉B (|2〉ph,c |0〉ph,d − |0〉ph,c |2〉ph,d)

+
√

(α− α2)/2(|↑〉A |↓〉B + |↓〉A |↑〉B) |1〉ph,c |0〉ph,d
+
√

(α− α2)/2(|↑〉A |↓〉B − |↓〉A |↑〉B) |0〉ph,c |1〉ph,d
+ (1− α) |↓〉A |↓〉B |0〉ph,c |0〉ph,d .

(3.7)

The detectors do not discriminate between the |2〉ph and |1〉ph states.

To be allowed to make the assumption the photons coming from both NV centres are indistinguish-
able, only photons emitted into the ZPL can be used. Only those photons are reliable, since the photons
in the PSB have an additional phonon with them in the decay process. This phonon is also entangled
to the electron spin of the NV centre. So, when this phonon is lost, the full entangled state is also lost.
This makes photons coming from the PSB are unwanted in entanglement generation.

The drawback is the low percentage of photons emitted in the ZPL during the decay process. Only
∼3% of the photons are emitted into the ZPL, the rest ends up in the PSB. Besides, photons are lost
due to imperfections in the collection optics. Due to the low number of photons in the ZPL, collection
imperfections and the assumption of symmetric detection efficiencies, the probability for a two-photon-
emission event in which only one photon is detected is given by the bright state probability α. To get a
high state fidelity, α should be low. The entanglement success rate (r) depends also on this α and on the
probability of detection (pdet) in the following way: r = 2αpdet [5]. So, by lowering, α the entanglement
generation success rate drops. Therefore, varying α in the experiment a trade-off between entanglement
generation success rate and the state fidelity that is realized.
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Chapter 4

Methods

The generation of entanglement between two distant quantum nodes has already been demonstrated on
various platforms, including the nitrogen vacancy (NV) centre [10, 11, 16]. The next step towards a
quantum internet in the real world is to create a platform-agnostic connection between the hardware
side (physical entanglement) and the software side. This connection is one of the connections within a
network stack. The classical internet is built on the TCP/IP stack, but for the quantum computer a new
network stack must be developed [17].

4.1 Network stack

Classical network devices contain a network stack, which is a collection of software and hardware parts
connected to each other to run applications over a network. A stack consist of multiple layers that are
connected to each other, all having a specific task to fulfil in order to make the application work correctly.
The idea of the layers is that a higher layer can use the information (also called service) of the layer
below, without having knowledge of the implementation details. This implementation of the lower layer
is called a protocol. Often there is more than one protocol per layer, each for a different service the layer
can provide. In order to execute a certain protocol, the higher layer must know via which interface it
must communicate with the lower layer and which services are available at that lower layer. The main
advantage of the layer system is the abstraction of technical details of each separate layer and developing
protocol for higher layers independently of lower layers.

4.1.1 The classical internet protocol
The TCP/IP is the protocol used for internet on classical computer. TCP/IP is a stack that consists of
five layers: the physical layer, the link layer, the internet layer, the transport layer and the application
layer [18]. In the rest of the report, the focus is only the physical layer and link layer.

All the hardware, cables, etc are part of the physical layer. This layer is also responsible in the TCP/IP
for transmitting bits from one computer to another. The link layer is responsible for sending messages
between two nodes on the same network. All available nodes in the network are known in this layer, and
messages are passed to one another based on the MAC-address (Media Access Control address).

4.1.2 The quantum internet protocol
The Quantum Internet protocol does not send bits (or qubits) across the network like the TCP/IP does.
Sending a qubit, which can for example be encoded as the polarization of a single photon, is not possible
over long distances yet. This is due to the fact that the probability of losing the photon in the fibre is
exponential. In the classical internet, the information is copied from one node to the next, which is not
possible in a quantum stack because of the no-cloning theorem [19]. This theorem forbids the creation
of identical copies of an arbitrary unknown quantum state, considering the laws of quantum mechanics.
This makes it almost impossible to send qubits or photons across the network due to the high probability
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of losing it. Instead, the Quantum Internet protocol is based on entangled links within the network. One
of the protocols that can be executed is teleporting the qubit from one node to another via the entangled
link and sending two classical bits. There are many more applications in which the entangled link is
used, identified by Wehner et al. [7]. Examples of those applications are: secure communication, clock
synchronization, extending the baseline of telescopes, secure identification, achieving efficient agreement
on distributed data and more.

Another difference between the classical and quantum protocol is that such an entangled link (con-
nection between two nodes) can only be used once. After it is used, the entangled link is gone and
should be established again. In addition to this, the connection between two nodes requires continuous
participation of two nodes. This means that all the layers participating in the connection can only work
for that connection, and do nothing else in the meantime. The same holds for the participating nodes,
which are occupied during the whole lifetime of the entangled link.

4.1.3 The quantum network stack
In the paper of Dahlberg et al. (2019) a setup of the network stack for the quantum devices is proposed [1].
This setup is depicted in figure 4.1. It is inspired heavily by the classical internet stack. In the physical
layer, entanglement generation attempts are performed between directly connected nodes. Generating
entanglement is something that takes multiple attempts before it is successful; the rate depends on the
bright state probability α and probability of detection (pdet) and can take up to 20000 attempts for
one entangled link at maximum fidelity on our platform [5]. This influences the way the link layer
is working in the quantum stack. The link layer has to keep track of the state of the entanglement
generation requests from higher layers and make new attempts at the physical layer. Therefore, the
service of the link layer is to provide the network layer with robust entanglement generation between two
directly connected nodes. Extending entanglement to other nodes, at a distance and without a physical
connection in the network, is the task of the network layer.

Figure 4.1: View on quantum network stack. The quantum network stack is inspired by the classical
internet stack and consist of five layers with each their own task in the system. Adapted from Dahlberg
et al. [1].

4.2 Communication between link-layer and physical layer

The goal of this research is to establish the communication between the link layer and physical layer and
fulfil requests coming from the link layer in real-time. Besides only fulfilling the requests, the quantum
nodes should be left in a state that allows them to execute the following request. This can be while
waiting for the next request, the qubits must be protected from decoherence.

Although the physical layer is build to be able to execute all pre-defined requests, they cannot always
be performed. This can be due to the hardware not being ready, not enough qubits available, etc. When
this is the case, the physical layer should let the link layer know, without the system breaking off.
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The physical layer used in this research has two separate quantum nodes, based on NV centres in
diamond, both consisting of all the instruments shown in figure 3.3. For the communication with the
link layer, the ADwin of this setup is used. The ADwin, a microcontroller (MCU) is a real-time proces-
sor with analogue and digital inputs and outputs connected to it. To manage this processor, a special
development environment — ADbasic — is used. The processor and development environment, together
with the communication with a PC and drivers to graphical user interfaces, are able to control the setup
in real-time. The operations that can be done with this system are in the range of microseconds. This
MCU is used to control the other devices in the experimental setup. Furthermore, each node has an
arbitrary waveform generator (AWG) that handles nanosecond timescale operations (such as qubit gates).

For the link layer, the group of Stephanie Wehner at QuTech developed an operating system that has all
the functionalities it should have for the link layer. From now on, when referring to the link layer, this
operating system is meant. The MCU in the physical layer communicates with the link layer. The link
layer passes on the operations the application wants to do in commands that the MCU can execute. It is
not important for the link layer to know how the MCU executes these commands. The idea behind the
different layers is that they can execute their own protocols and only pass on the results to each other.

4.2.1 Connections between physical layer and link layer
To establish the connection between the physical layer and the link layer, multiple devices are needed.
Each quantum node, has its own instruments to control its NV centre. Besides, each quantum node has
its own network controller which performs the link layer protocol proposed by Dahlberg et al. [1]. The
MCU per node is used to communicate to the network controller, but also to communicate to the MCU
of the other node. This last communication connection is only needed for synchronization purposes at
entanglement requests. All the other communication between the two quantum nodes is executed by the
link layer over a LAN (local area network). In figure 4.2 the schematic overview of the two quantum
nodes is displayed.

4.2.2 Communication interface
A Serial Peripheral Interface (SPI) is used for communication between the link layer and the MCU. SPI
is a synchronous serial data link between at least two media. There is initially one master and one slave.
In this research, the link layer is the master and the physical layer the slave. Communication between
master and slave takes place in full duplex at all times. Full duplex communication means that a con-
nection can be established in which information is exchanged simultaneously in both directions: from
master to slave and from slave to master. This can be done by using two separate parallel connections
[20]. In the current setup, a communication cycle of 50 kHz is used. This means that the physical layer
pulls a new instruction from the link layer every 20 microseconds.

The communication coming from the link layer to the MCU is done in commands. These commands
instruct the MCU on which experimental step to take. Examples of these commands are qubit initial-
ization, performing a gate (rotation of the qubit over a certain axis [X, Y, Z] and over a certain angle
θ), entangle two qubits and measuring the qubit.

After each command the link layer sends to the MCU, the MCU will try to execute that command.
After it has been executed, the MCU will tell the link layer the result. For these outcomes, there are also
limited possibilities that can be communicated, so the link layer knows what the sent outcome means.
Besides the outcomes success or failure — for initialization and gate commands — it is also possible to
send specific outcomes for the Bell state of the created entanglement and if the measurement outcomes
are zero or one (|0〉 or |1〉 in Z basis).

Available commands
As stated before, the commands the link layer can send to the physical layer are predefined. When an
unknown command is sent to the physical layer, it sends back a failure. This means that the physical
layer has done nothing and is waiting for a new command. At the moment, there are 7 commands
pre-defined in the communication. These commands are:
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Figure 4.2: The connections between the two quantum nodes via the link layer. Each quantum
node has its own network controller, which implements the link layer protocol in the system. The network
controller communicates with the microcontroller (MCU) of the physical layer via a serial peripheral
interface (SPI). The MCU controllers the other instruments in the physical layer, including the arbitrary
waveform generator (AWG). This control is done by applying voltages. The AWG delivers microwave
pulses to the qubit. Via a digital input-output (DIO) interface, the MCU’s of both nodes can communicate
for synchronization purposes, needed for entanglement generation. Both MCU are driven by a shared
clock of 1 MHz. To be able to start the entanglement generation sequence simultaneously, the MCU of
the first node is connected to the AWG of the second node via a dedicated trigger channel (TRIG). Both
quantum devices have the ability to emit photons that are entangled with the electronic spin of the NV
centre, the communication qubit. On a beam splitter, the photons from the two nodes are combined. At the
other side of the beam splitter, two single-photon detectors herald the generation of remote entanglement
between the communication qubits of the two quantum network nodes.

• No Operation (NOP)
Due to the defined communication cycle, it occurs that the MCU at some point has nothing to
execute. The MCU remains inactive until the next communication cycle, when it pulls a new
request from the link layer. If there are no operations available from the link layer, a NOP is
executed, which means just waiting for the next communication cycle.

• Initialize qubit (INI)
The initialization of the qubit in the |0〉 state is executed when getting the INI command. This
initialization can be done optically by shining a laser ≈100 µs to the NV centre, so the system will
excite when it is in the mS = ± 1 state and at some point fall back into the mS = 0 ground state.
This moves the population into |0〉 with a very high probability [5]. Therefore, the outcome send
back to the link layer is always successful.

• Single qubit gate (SQG)
The single qubit gate command the link layer asks for, is a rotation gate which consist of an angle
θ around either the X, Y or Z axis of the Bloch sphere. Although θ covers the whole 2π range,
not every angle θ can be executed precisely. The range is divided in 32 steps, with a resolution of
π/16 = 11.25◦. In the case of an X or Y rotation (native gates), the gate consist of a microwave
pulse generated by the AWG, which is delivered to the qubit. Before being sent down to the physical
layer, non-native gates like a Hadamard or a NOT are compiled into combinations of native gates
by the link layer.
Now, only X and Y rotations are possible, but doing Z rotations belongs to the first next steps to
take. To do them, the AWGs internal oscillator keeps track of the accumulated Z phase and apply
new pulses with proper IQ signal modulation. After gate execution, the physical layer always sends
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a success outcome to the link layer.

• Measure qubit (MSR)
In order to measure the qubit, a laser that is only resonant with the |0〉 state of the qubit is
used. By shining the laser shortly to the qubit, it will be excited if it is in the |0〉 state and
falls back by emitting a photon. We assign the 0 outcome when at least one photon is detected
in the fluorescence of the NV centre. We assign the 1 outcome if no photons are observed. The
outcome of the measurement on the communication qubit in the computational basis (either 0 or
1) is communicated to the link layer.

• Entangle and keep (ENT)
Unlike the processes described above, which are single qubit processes, producing entanglement
necessitates precise synchronization between the two nodes. Therefore, before trying to make
entanglement, the MCUs first start a synchronization process in which they use bidirectional com-
munication to achieve µs-synchronization. Next, a phase stabilization procedure is executed to
obtain optical phase stability. This procedure is identical to the one used by Pompili et al. [5],
but then executed over two nodes instead of three. At this point the setup is ready to attempt to
generate entanglement, therefore the MCU of the first node triggers the entanglement sequence on
both AWGs. This is done by one MCU to achieve nanosecond synchronization of the entanglement
attempts. The AWGs attempt a specified number of entanglement attempts (1000 in this research),
before declaring failure to the MCUs. If all entanglement attempts fail, the MCUs notify the link
layer of the entanglement failure. If one of the entanglement efforts succeeds, a fast digital signal
is sent to both AWGs and MCUs, preventing the next entanglement attempt from being played
(which would destroy the produced entangled state). When the AWG receives this signal, it starts
an XY8 decoupling sequence to preserve the entangled state. The Bell states that can produced in
the setup are either Ψ+ or Ψ−. The MCU communicates to the link layer that an entangled state
is generated and which of the two Bell states it is. The nodes are now actively protecting their
qubits against decoherence and are ready to receive further commands, like rotation gates or doing
a measurement.

• Premeasurement gate (PMG)
In addition to generating entanglement and then maintaining the state while waiting for further
commands, the rotation gates and measurement to be executed after entanglement generation
may also be sent in advance. Therefore, before sending an entangle and measure (ENM) request
(explained below) a premeasurement gate should be sent. This PMG command consist of three
angles, the first around X, the second around Y and the third again around X. These angles are
stored in the MCU, so they can be executed whenever an ENM command is requested. After
storage, the MCU communicates success to the link layer, indicating that it is ready for further
commands.

• Entangle and measure (ENM)
The entanglement and measure command is executed as a combination of entanglement generation,
single qubit gates and a measurement command at the physical layer. First, the normal entangle
and keep (ENT) action is executed, then the gates saved from the premeasurement gate command
(PMG) are performed and finally a measurement (MSR) is done. This is done all without interme-
diate communication between the link layer and physical layer. The result the MCU send to the
link layer consist of the entangle state generated (Ψ+ or Ψ−) and the outcome of the measurement
(0 or 1).

4.2.3 Establish communication
Before being able to execute any command coming from the link layer, the physical layer first should do a
charge and resonance check (CR check). This operation is unique to the NV center, and it entails shining
the qubit-controlling lasers on the diamond device while monitoring its optical response to ensure that
the NV center is in the correct charge state and in resonance with all the lasers. When it does not pass
the check, it will keep testing till it succeeds. The physical layer becomes available and starts pulling
new commands from the link layer if this check is passed. This CR check is not only done at the very
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start of each experiment. When the NV centres passes the CR check, but doesn’t get any commands
from the link layer for 100ms (in this setup), the MCU goes back into CR checking before making itself
available again to the link layer. This has two reasons: a successful CR check does not have infinite
validity because spectral diffusion caused by undesired control forces (optical and electric) might cause
the NV center to shift out of resonance. Second, background routines that keep the lasers in resonance
with the NV center (and vice versa) require a steady stream of data regarding the resonance condition.
The validity of the CR check is timed out after 100 milliseconds, ensuring that the device is available
and in the correct state, so it can be used when needed.

The way the MCU works, is that it can run a script every (in our case) microsecond. This script is
the same in every cycle, but the task the MCU performs differs. In each cycle, the status of the MCU
should be set to the status of the next step in the process. To make it more complex, multiple process
exist in the same MCU script, these are called state machines. These state machines all contain a sep-
arate code for a different task in the experiment. In this research, the issue is not how MCU executes
each of these processes, but the link layer tells MCU which processes to execute. To get an idea of how
these processes are connected, the overview of the state machines is shown in figure 4.3.

Figure 4.3: An overview of the state machines in the MCU. Each light blue bar represents an
individual state machine, and the dark blue bars are the states in which the MCU communicates to the
link layer. The link layer always has to wait until the MCU successfully passes the CR check and is
available to receive commands. After a successful CR check, the MCU can accept the commands for
initialization, entanglement & keep and entanglement & measure. If one of the first two is executed
successfully, the MCU can accept new commands from the link layer, namely to execute a gate or to
make a measurement. If a measurement has been made, the generation of entanglement has failed or the
link layer does not send commands to the MCU in time, the MCU becomes unavailable for the link layer
and performs a new CR check.

4.2.4 Demonstration of the communication
To be able to generate platform-independent entanglement, the communication between the link layer
and the physical layer should work correctly. Therefore, the commands the link layer sends to the phys-
ical layer should be handled correctly by the MCU. This includes going into the right state machine,
depending on the command received, and sending back the proper outcome.
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In the communication between the link layer and the MCU, each command must be followed by a
result before the next command is sent. This is because the command the link layer sends next depends
on the outcome of the previous command. For example, if the link layer wants to establish entanglement
and the physical layer fails to do so within 1000 attempts, it sends back the result "entanglement failed".
The next command of the link layer must again be an entanglement command. If, on the other hand,
the physical layer succeeds and sends the entangled state Ψ+ as an outcome, the next command of the
link layer should not be another entanglement command, but a rotation gate or measurement command,
depending on the application the link layer is performing. The communication traces between the link
layer and MCU are schematically presented in figure 4.4.

Figure 4.4: Representation of communication traces between link layer and physical layer
during entanglement generation. After each command sent by the link layer to the MCU, the physical
layer attempts to execute that command. After each execution, the physical layer sends the result back
to the link layer. Depending on this result, the link layer decides which command to execute next. Not
all possible commands and outcomes are displayed (see main text).

The communication traces shown in figure 4.4 are from a single setup. Each setup has its own link
layer and physical layer, and therefore its own communication traces. In the figure an example of ex-
ecuting an application is shown. For that application, first entanglement should be made and based
on the outcome of the entanglement generation a gate is performed and the qubit is measured. The
entanglement command in the figure is the entangle & keep command. This command is needed to be
able to execute certain gates, which are determined based on the entangled state. In the figure, it can
be seen there is some delay between the physical layer sending the entangled state as outcome to the
link layer and the moment the link layer send the next command; in this case, a rotational gate of 180
degrees about the Y-axis. This is due to the processing time in the link layer, deciding which gate(s) to
do next.

For rotational gates, a total of 64 (32 steps of θ to cover the 2π range for both X and Y) different
possibilities are available. All these rotation commands are a single qubit gate command, including the
angle θ and axis (X, Y or Z) of rotation. Not all 64 possibilities are shown in figure 4.4 for the sake of
clarity.

The application run by the link layer only needs to make a measurement after the rotational gates
have been executed. The time between the last executed gate and the command for the measurement
is short, because the link layer does not have to decide what to do based on previous results, but only
has to perform a measurement. When the measurement is done and the entanglement is vanished, the
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physical layer becomes again available for entanglement generation. Between the measurement and the
next entanglement request, the link layer is performing a CR-check. This isn’t visible in the graph, since
the link layer and physical layer do not communicate about it. The reason for this is that the physical
layer only becomes available for new commands when the CR-check is passed. So, when seeing a new
command appearing from the link layer means the CR-check was successful and the node can be used
for a new application.

In figure 4.4 the commands coming from the link layer are successfully executed by the physical layer,
but there are situations in which the physical layer is not able to execute the command. There are
multiple reasons why that can happen, examples are: an unknown failure, a hardware failure (both on
the physical layer’s side), the link layer has sent an unsupported command to the physical layer or is
asking for an action on an invalid qubit. This last one has to do with the fact that at the moment of
writing the physical layer can only control the communication qubits of the nodes, but in the future it
should also be able to control the memory qubits present in the neighbourhood of the NV centres in the
diamonds.
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Chapter 5

Capabilities of our quantum network
stack

In order to evaluate the capabilities of our quantum network stack, three quantum network tasks are
performed. These tasks are: platform-independent full state tomography of the delivered states, real-
time selection of latency and fidelity, and remote state preparation of a qubit on a server by the client.
In the following sections the goals of each task are explained and in the next chapter the results of each
task can be found.

There is one note to be made about the entanglement generation via the link layer with the NV centres
as platform throughout all applications: The Bell states that can produced in the setup are either Ψ+

or Ψ−, depending on which detector saw the photon in the single photon protocol. The link layer of the
client node requests a correction gate (either a X180 or a Y180) to always obtain |Φ+〉 = (|00〉+ |11〉)/

√
2.

This is done as a courtesy to the quantum network programmer, who is assured the same Bell state at
all times and does not need to incorporate Pauli corrections in the high-level application description.

5.1 Full state quantum tomography of the delivered states

The first thing that’s performed to evaluate the capabilities of our quantum network stack is full quantum
state tomography. Quantum state tomography is used to reconstruct the entangled state from measure-
ments on an ensemble of identical quantum states. Therefore, high-fidelity entangled states need to be
generated, and the tomography should be performed in a platform independent way. The ensemble of
measurements consists of all 9 two-node correlators, along with all possible positive and negative basis
combinations, to minimize the bias due to our asymmetric measurement errors. This give the following
36 combinations:

〈−X −X〉, 〈−X − Y 〉, 〈−X − Z〉, 〈−X +X〉, 〈−X + Y 〉, 〈−X + Z〉 ,
〈−Y −X〉, 〈−Y − Y 〉, 〈−Y − Z〉, 〈−Y +X〉, 〈−Y + Y 〉, 〈−Y + Z〉 ,
〈−Z −X〉, 〈−Z − Y 〉, 〈−Z − Z〉, 〈−Z +X〉, 〈−Z + Y 〉, 〈−Z + Z〉 ,
〈+X −X〉, 〈+X − Y 〉, 〈+X − Z〉, 〈+X +X〉, 〈+X + Y 〉, 〈+X + Z〉 ,
〈+Y −X〉, 〈+Y − Y 〉, 〈+Y − Z〉, 〈+Y +X〉, 〈+Y + Y 〉, 〈+Y + Z〉 ,
〈+Z −X〉, 〈+Z − Y 〉, 〈+Z − Z〉, 〈+Z +X〉, 〈+Z + Y 〉, 〈+Z + Z〉

After generating an entangled state, rotational gates are applied to the first and second node. The
rotational gate that is applied depends on the measurement base that is wanted to be used, and both
nodes can therefore receive a different rotational gate. Reading out in the +X base requires a different
rotational gate compared to reading out in +Y. This means that the nodes’ rotational gates are deter-
mined for both nodes per measurement. Each combination is measured 125 times, to achieve a data
set of in total 36 × 125 = 4500 entangled states generated. To eliminate biases in the read-out, the
measurement bases are alternated instead of measuring the first 36 times before going to the next.

24



5.2. Real-time selection of fidelity Chapter 5. Capabilities of our quantum network stack

5.2 Real-time selection of fidelity

The capability to trade off fidelity for rate is one of the properties of the single photon protocol that is
used to create entanglement: it is feasible to generate entangled states at a faster rate at the expense
of a lower fidelity. This is an important property, since the link layer requests not only entanglement
generation, but also a real-time fidelity of the generated entangled state. This requested fidelity should
be processed by the MCU, to be able to deliver the requested entangled state. The MCU forwards the
targeted fidelity to the AWG, which will perform one of several pre-calibrated entanglement sequences
that generate entangled states with the correct target fidelity. The AWG does this by varying the α-pulse
from equation 3.4, to change the occupancy of the |0〉 state. The higher the value of α, the higher the
occupancy of the |0〉 state, which leads to an increase in rate but a decrease in fidelity. So the higher the
requested fidelity, the lower the achievable rate in entanglement generation. This feature is especially
valuable in a network setting, where certain applications may want very high fidelity entanglement and
are willing to wait a long time for it, while others may prefer a higher rate at the cost of lower fidelity
states [1].

To demonstrate this capability of the link layer, not all nine correlators as in the full state tomogra-
phy are measured, but only the 〈XX〉, 〈Y Y 〉 and 〈ZZ〉 correlators. It is enough to only measure those
to determine the fidelity of the entangled state. The 〈XX〉, 〈Y Y 〉 and 〈ZZ〉 correlators come along with
all possible positive and negative basis combinations to minimize the bias due to measurement errors,
which gives a total of 3× 4 = 12 measured correlators. Each of these correlators is measured with seven
different target fidelities for its entangled states: 0.50, 0.55, 0.60, 0.65, 0.70, 0.75 and 0.80. Per fidelity
1500 entangled states are generated, for a total of 10500 delivered states. It is worth noticing that the
measurement loops through the targeted fidelities in real-time, to eliminate bias in the measurements,
and the physical layer is ready to deliver any of them at any time.

5.3 Remote state preparation on a qubit

For this task, the two nodes are not equally treated, but one is used as a client and the other as the
server. This has to do with the goal of the applications of remote state preparation (RSP). In remote
state preparation, a state is prepared on the server’s qubit by the client. This comes in useful when it is
possible to perform computations on a remote quantum server, because remote state preparation allows
a client to keep the computations performed private while running quantum applications on a powerful
quantum server using all the qubits the server has [21]. The capability of the link layer we want to
demonstrate is that the client can prepare states remotely on the server with sufficient fidelity.

For the remote state preparation, the link layer first sends a premeasurement gate to the client node.
Next, it sends an entangle & keep (ENT) command to the server node and an entangle & measure (ENM)
command to the client node. In this way, the client performs the rotational gates and measurement,
in which it creates the state on the server immediately after entanglement is generated. Because of
the premeasurement gate (PMG) send prior to the entangle & measure command, the client knows in
advance in which basis the created state is going to be. Since there is no communication needed between
the link layer and the MCU during the entanglement creation, performing the rotational gates and the
measurement the entangle & measure command saves time compared to the entangle & keep command.

Based on the entangled state and the measurement outcome, the client knows in which state the server
can be found. In principle, the link layer knows this state as well and can perform other rotations on the
server qubit, according to the computation the client wants to do. In this experiment, the link layer is
alternating between the measurement bases on the server, independently of the measurement outcome
of the server. This is because the main goal is to determine whether the state that the client thinks it
has created was actually created on the server, and what the fidelity of that state is.

In figure 5.1 an example trace of a part of the remote state preparation is shown. It can be seen
that the client node (node 2) gets an entangle & measure command and the server node (node 1) the
entangle & keep command. It is also noticeable that the server nodes starts doing rotational gates after
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the client node has performed the measurement. So the server node is waiting for having a state prepared
on it by the client.

In principle, the server does not have to wait in this case, as only the tomography is performed on
the server. This means that the server can measure immediately. With blind quantum computation
(BQC), instead of just using your own quantum computer, calculations can be outsourced to quantum
servers that do the work for you - the client sends classical messages to the server. This implies that the
server has to wait there to measure until it receives the result from the client [21].

Figure 5.1: Representation of communication traces between link layer and physical layer
during remote state preparation. Node 2 (the client node) receives an entangle & measure command,
whereas node 1 (the server node) receives an entangle & keep command. It’s worth noting that for
doing blind quantum computation, the server nodes have to wait till the client node has completed the
measurement and sends the outcome to the link layer. As a result, the server node is waiting for the
client to prepare a state on it.
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Chapter 6

Results and discussion

To test the capabilities of our quantum network stack, we run different applications (set/order of com-
mands). The physical layer does not know which of the applications the link layer is running, it just
executes the commands it gets, exactly how the quantum network stack is designed [1].

6.1 Full state quantum tomography of the delivered states

To get the most likely density matrix of the full state quantum tomography, the measured data is cor-
rected for known measurement errors at both nodes as well as the elimination of cases in which at least
one of the two nodes had an incorrect charge state (the CR check after reports zero counts) in order
to obtain the most faithful estimate of the generated state. The method to do this is identical to the
method used by Pompili [22].

Although, it is beneficial to compensate for these errors in order to obtain the most accurate reconstruc-
tion of the delivered states, in a real network environment such errors are unavoidable. The corrections
for the known measurement errors can only be done in post-processing, which means the analysis carried
out to obtain the full state quantum tomography needs to know that the measurements contain errors
and how those should be compensated for. However, for the incorrect charge state correction it might
be possible to do in real-time, although not yet applied in our experiments. Since the information about
whether to discard an entangled pair is only available at the physical layer after the entangled state
is delivered to the link layer (when the next CR check is performed), applying the correction for the
incorrect charge states directly at the link layer may prove challenging for arbitrary applications that
use the delivered entangled states for something other than statistical measurements. However, after
entangled states have been delivered by the physical layer, a mechanism to identify bad entangled pairs
retrospectively at the link layer — like the expiry feature included in the initial design of Quantum
Entanglement Generation Protocol [1] — could be used to discard them.

To be able to reconstruct the density matrix of the full state quantum tomography, the python package
QInfer [23, 24] is used. The Monte Carlo method for Bayesian estimation of density matrices from to-
mographic measurements, as described in Ref. [25] has been carried out.

Through this analysis, the density matrix of the entangled state can be reconstructed. This matrix
is displayed in figure 6.1. The exact values and uncertainties of this reconstructed density matrix are:

Re[ρ] =


0.442(6) 0.003(3) 0.003(2) 0.328(5)
0.003(3) 0.033(6) −0.023(5) −0.000(5)
0.003(2) −0.023(5) 0.056(4) −0.003(4)
0.328(5) −0.000(5) −0.003(4) 0.469(7)


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Im[ρ] =


0 −0.014(3) −0.005(7) 0.032(5)

0.014(3) 0 −0.002(4) 0.001(5)
0.005(7) 0.002(4) 0 −0.000(7)
−0.032(5) −0.001(5) 0.000(7) 0



Here ρij,mn = 〈ij| ρ |mn〉, with i,m (j,n) being the client (server) qubit states in the computational
basis. Each element of the density matrix has an uncertainty, which is calculated as the standard devi-
ation of that element over the probability distribution approximated by the Monte Carlo reconstruction
algorithm (probability distribution approximated by 1 × 105 Monte Carlo particles [25]).
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Figure 6.1: Link layer generated full state quantum tomography. The entangled states delivered
by the link layer are measured in all possible two-node correlators. Left: The real part of the reconstructed
density matrix ρ obtained from this entangled state. Right: The imaginary part of the same reconstructed
density matrix ρ. The uncertainty on each element is ≈ 0.5%.

From the data of the reconstructed density matrix, an estimation of the fidelity of the delivered entan-
gled states with the maximally entangled Bell state can be made. This fidelity is F = 0.783(7). This
number comes close to the fidelity of the entangled states between these two nodes measured before by
Pompili et al. [5]. Their fidelity is approximately 1.5% higher than the fidelity delivered by the link layer.

We believe the decrease in fidelity is due to the extra time required to decouple the entangled state
in order to perform real-time operations. When using the link layer, after entanglement generation, a
decoupling sequence is started to prevent the entangled state from decoherence. While the link layer and
physical layer are communicating about what to do next, the decoupling sequence is played till there
is a next action to do. Besides, in between commands from the link layer, like multiple gates, at least
one decoupling sequence is done. This means, compared to delivered fidelity without the use of the link
layer, more decoupling sequences are played. The longer the entangled states needs to be preserved, the
more it will decohere. Longer evaluation times, result in a lower fidelity, as explained in figure 3.5.

In addition, the correction gate applied to always deliver the |Φ+〉 state may also reduce the fidelity.
Converting |Ψ+〉 or |Ψ−〉 always into |Φ+〉 requires a correction gate: either a X180 or a Y180. These
rotational gates are calibrated, but are not fully perfect. This means that doing a π-rotation, takes
extra time (more decoupling sequences needed) and because of its imperfection, lowers the fidelity of
the entangled state. More research would need to be done to determine exactly where the additional
infidelity from using the link layer comes from.

6.2 Real-time selection of fidelity

To determine the characteristics of the fidelity delivered by the link layer, two things are of interest: First,
how well does the fidelity of the entangled state delivered by the link layer match with the requested
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fidelity. Secondly, what is then the relation between the fidelity and rate. We expect to see a lower rate
of entanglement generation, when the requested fidelity is higher [4].

6.2.1 Measured fidelity versus requested fidelity
In figure 6.2a the requested fidelity versus the measured fidelity is plotted. Together with the entangle-
ment request, the link layer sends the requested fidelity of the entangled state. By varying the value of
the α-pulse in real-time, the fidelity can be changed. For each of the available fidelities, the α-pulse is
calibrated accordingly. To prevent biases in the result, the different fidelities are requested alternately.

The grey dashed line in figure 6.2a is the y = x diagonal. The grey dots are the target fidelity val-
ues in the physical layer. These target values are set 3% higher than the requested fidelity to be sure
the requested fidelity is always reached. This is done to compensate for possible calibration errors in the
α-pulse. From the figure, it can be concluded that the fidelity of the delivered entangled states comply
with the requested fidelity. All measured fidelities are equal to or higher than the requested fidelity. This
means the link layer is able to deliver different fidelities in real-time by adjusting the value of the α-pulse.

As with full-state quantum tomography, the data for the measured fidelities in figure 6.2a are corrected
for known measurement errors at both nodes and incorrect charge states to obtain the most faithful
estimate of fidelity. In the figure, also the measured fidelities that are not corrected for incorrect charge
states are plotted. As expected, the fidelity reduces by a few percent when not corrected for the wrong
charge state events. In Appendix A the exact values can be found for the data in the plot.

6.2.2 Requested fidelity versus latency
To determine the speed of delivery of the entangled state, we measure the latency of delivery: Latency
is the time between the first entanglement request send from the link layer till the moment it receives
the entangled state as outcome from the physical layer.

Figure 6.2b shows the average latency, including the contributions of the different sources. We excluded
entanglement requests that took more than 10 seconds to complete for calculating average latencies.
These high-latency requests are due to the NV center becoming off-resonant with the relevant lasers in
the setup. The main contribution to the latency comes from the physical layer. This is expected, since
generating entanglement is not done in a single attempt, but multiple attempts has to be done. The total
time contribution of the physical layer is composed of the total time it takes to generate entanglement.
This includes all steps the MCU needs to do for entanglement generation, also when it fails and have
to start over again. These steps are displayed in figure 4.3. The major components of entanglement
generation are:

• The time it takes to do the entanglement attempts. Each entanglement request from the link layer,
results in a 1000 entanglement attempts. Doing a 1000 attempts takes ≈ 4ms.

• Phase stabilization. Each time the physical layer gets an entanglement request, it has to do at least
one round of phase stabilization before it is able to start the 1000 entangling attempts. Doing one
round of phase stabilization takes ≈ 150µs.

If the physical layer fails to generate entanglement within the 1000 attempts it makes after each com-
mand, it informs the link layer that it has failed. The physical layer immediately makes itself unavailable
for new commands, as it must perform a charge and resonance check to ensure that the NV is in the
correct state to perform the next command. This CR-check takes about ≈ 1ms. Depending on how many
attempts the physical layer needs to generate entanglement, the number of times it needs to perform a
CR-check changes. For higher fidelity, entanglement generation requires more attempts, which means
more blocks of 1000 attempts, interspersed with CR checks between each block. Therefore, in figure
6.2b, the contribution of the CR check increases as fidelity increases.

Next to the contributions of the physical layer, using the link layer protocol to generate entanglement
imposes also a small overhead time. This latency contribution, of ≈ 10ms when the link layer protocol
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Figure 6.2: a) Measured fidelity versus requested fidelity. For each of the seven requested fidelities,
1500 states are generated. The fidelity of these states is measured (blue), and the average is compared
to the requested fidelity. The grey dashed line represents the y = x diagonal. The grey dots are the set
fidelity values in the physical layer; 3% higher than requested to be sure the requested fidelity is always
reached. The measured fidelities without being corrected for incorrect charge states are plotted in red.
b) Requested fidelity versus latency. The latency, showing all sources separately, is measured for
different requested fidelity. The main part of the latency consists of entanglement generation, phase
stabilization and CR checking (see main text). The entanglement generation procedure imposes a small
but measurable overhead (≈ 10ms) when the link layer protocol is used, which is independent of the
requested fidelity. The communication delays between the link layer and the MCU introduce negligible
overall latency.

is used, is independent of the requested fidelity. This is partly due to the synchronization between the
two nodes before being able to start generating entanglement. The other cause lays in the real-time
communication with the link layer, which is the main contribution to the latency. They can reduce this
contribution by requesting multiple entangled states in one command, although this is not possible yet
in the current setup.

The final source of latency is incurred by the interface between the link layer and the microcontroller
unit. The contribution of this source is very low compared to the overall latency.

6.3 Remote state preparation of a qubit

To show that the client is capable of preparing a state on the server, all 36 possible correlators (〈XX〉,
〈XY 〉, ..., 〈ZZ〉 and their ± variations) are measured. Same as for the full quantum state tomography,
each correlator is measured 125 times, which results in a total of 4500 data points. These data points
are grouped by the states prepared on the qubit of the server, resulting in 6 data sets (prepared states:
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|+X〉 , |−X〉 , |+Y 〉 , |−Y 〉 , |+Z〉 , |−Z〉). Based on these data sets, the fidelity of the prepared states on
the server can be determined.

In figure 6.3 the states measured by the server are plotted on the Bloch sphere. The client performs a
measurement in one of the three cardinal bases (X, Y or Z) after the link layer delivers an entangled
state. A different state is prepared on the qubit of the server, depending on the client’s measurement
outcome. For example, the entangled state prepared is |Φ+〉, the client measures in the +X base and
the outcome is 0 on its qubit, then the server’s qubit is prepared in the |+X〉 state. When the outcome
of the client in this situation is 1, the state of the server would be |−X〉. If the server now reads out
in the −X base, it should get 0 as an outcome (if the state was prepared perfectly and without any
measurement errors). If the server measures in the +X base, the outcome 1 is expected.

In this test, the measurement base of the server is independent of the state prepared on the server.
This means even though the client prepares the server in |−X〉, the server measures in one of the six
bases (+X, −X, +Y , −Y , +Z, −Z). If the server measures in the same base (either positive or negative)
as the client prepared the state, the expectation value of the server’s measurement is expected to be high.
When the server measures in a perpendicular base, the expectation value of the server’s measurement
is zero. This is because there is no correlation between, for example, a state prepared in |−X〉 and
measured in +Y . Then there is a 50-50 chance to measure 0 or 1.

The expectation values of the X, Y and Z operator of the server’s qubit are determined after accounting
for the known server tomography error and removal of events in which either device was in then incor-
rect charge state [22]. These values are reported in table 6.1. The uncertainty on each of the measured
components of figure 6.3 is reported in table 6.1 and is ≈ 0.05.

Table 6.1: Remote state preparation tomography. The 4500 entangled states of the remote state
preparation measurement are grouped by the states prepared on the qubit of the server, resulting in 6
data sets (prepared states by the client: |+X〉 , |−X〉 , |+Y 〉 , |−Y 〉 , |+Z〉 , |−Z〉). For each data set, the
expectation values for each server measurement basis are estimated. These values are corrected for the
known server tomography error and removal of events in which either device was in then incorrect charge
state. In the outer right column, the fidelity of the targeted prepared state is determined. The uncertainties
of the expectation values and fidelities are displayed between parenthesis.

Client Server
〈X〉 〈Y 〉 〈Z〉 Fidelity

Measured |+X〉 0.634(48) -0.123(62) -0.004(59) 0.817(24)
Measured |−X〉 -0.645(43) 0.135(59) 0.030(63) 0.823(22)
Measured |+Y 〉 -0.028(58) -0.650(45) 0.005(61) 0.825(23)
Measured |−Y 〉 0.026(65) 0.719(40) -0.013(61) 0.860(20)
Measured |+Z〉 -0.081(65) -0.083(66) 0.849(31) 0.924(16)
Measured |−Z〉 0.032(58) -0.069(58) -0.736(39) 0.868(19)

From table 6.1, one of the things that stands out is the asymmetry in the fidelity of the states prepared
when the client prepared the server’s state in |+Z〉 or |−Z〉. This is because the single-photon protocol
used to generate entanglement has a double |0〉 occupancy error. This causes an asymmetry in the
populations 〈01| ρ |01〉 versus 〈10| ρ |10〉 of the delivered entangled states.

The fidelity of the prepared states is affected by the measurement error of the client. This happens
because when there is a measurement error on the client side, the state prepared on the server is misiden-
tified. For example, when the client measures in the +X base and get 1 as a result, the expected state
prepared on the server is |+X〉. But when the measurement outcome of the server is client, due to
measurement errors, the actual outcome should be 0. This means that the real state prepared on the
server is |−X〉. In continuation, the expected measurement outcome of the server in the +X base is 1,
instead of the initial (without knowledge of the error) 0. There is no way to know if the measurement
outcome of the client is the correct one in real-time, it can only be corrected for in the post-analysis.
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(a) State prepared in |±X〉. (b) State prepared in |±Y 〉. (c) State prepared in |±Z〉.

Figure 6.3: Remote State Preparation via the link layer. When the link layer delivers an entangled
state, the clients measures in one of the three cardinal bases (X, Y and Z). The outcome of this mea-
surement influences the state prepared on the server’s qubit. In the Bloch spheres, the states measured
(orange = |+X/Y/Z〉, green = |−X/Y/Z〉) by the server are plotted. The uncertainty in these states is
≈ 0.05. The fidelity of the prepared state on the server is reduced by the measurement error of the client.
Noise from the single-photon protocol in the entangled state causes an asymmetry in the |±Z〉 prepared
states. More explanation can be found in the main text.

Since the measurement error exists and cannot be completely eliminated, it must be handled so that all
prepared states are affected equally. This is done by alternating between positive and negative readout
orientations to ensure that the error does not bias the result.

In both figure 6.3 and table 6.1 events in which at least one of the two devices was in the incorrect
charge state were again eliminated. From the expectation values for all different bases, the fidelity can
be determined. These are stated in the last row of the table. The average fidelity of the remotely
prepared qubit on the server is 85.3± 0.8%.
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Chapter 7

Conclusion and outlook

Throughout the work, the goal was to develop the physical layer of a quantum network stack. The
layer of the network stack connected to the physical layer is the link layer. For entanglement-based
quantum networks, we demonstrated the successful operation of a link layer and a physical layer. The
physical layer’s entanglement generation procedure—implemented here using two NV center-based quan-
tum network nodes—is abstracted by the link layer into a robust platform-independent service that can
be utilized to run quantum networking applications. Other quantum network platforms using the ap-
proaches provided here (which are not unique to our diamond devices) will accelerate the development
of large-scale and heterogeneous quantum networks.

In order to determine the capabilities of our system, three quantum network tasks have been performed.
The performed tasks were: platform-independent full state tomography of the delivered states, real-time
selection of rate and fidelity, and remote state preparation of a qubit on a server by the client. All the
tasks are tested successfully.

The fidelity of the full state quantum tomography is 78.3 ± 0.7%, which is slightly less than previ-
ously reported on the same NV-based network nodes[5]. This is due to extended decoupling duration
caused by the communication method used with the link layer.

The system shows to be able to deliver different fidelity states in real-time. The requested fidelities,
asked from the link layer, are reached in delivery by the physical layer. Despite some minor inefficiencies
— some of these issues can be addressed in a future protocol version (e.g. avoiding Pauli corrections
unless necessary) — we have demonstrated that our implementation of the link and physical layers can
deliver entangled states with the fidelity requested by the user.

The higher the requested fidelity, the higher the latency of the entangled state becomes. The latency
got contributions of the entanglement generation (≈ 4ms per 1000 attempts) and CR-check (≈ 1ms
in between blocks of entanglement attempts) of the physical layer, the use of the link layer protocol
(≈ 10ms) and the interface between the link layer and MCU (almost negligible). Increasing the amount
of entanglement attempts that can be done per block, by improving the decoherence time of the NV in
the setup, can decrease the latency. Besides, the contribution coming from the use of the link layer can
be reduced by requesting multiple entangled states in one command, although this is not possible yet in
the current setup.

Via the link layer, it is possible to create a state on the ’server’ node while using the ’client’ node.
This is demonstrated in the remote state preparation test. In average, the fidelity of the remotely pre-
pared state is 82.9±2.1%. The main sources of infidelity are the measurement error of the client and the
noise from the single-photon protocol in the entangled state causes an asymmetry in the |±Z〉 prepared
states.
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7.1 Outlook

I am happy that we were able to demonstrate entanglement using a quantum network stack in this thesis.
Several suggestions for improvement are provided below in order to continue and improve this research.

7.1.1 More options for rotational gates
All rotation commands are a single qubit gate command, including the angle θ and axis (X, Y or Z) of
rotation. At the moment, a total of 64 (32 steps of θ to cover the 2π range for both X and Y) different
possibilities are available for doing rotations. The I(Q) channel of the microwave vector source is used
to select the X(Y) rotation axis.

A near-future improvement would be adding the option to do rotation gates around Z. Our physical
layer currently does not support Z axis rotations, even if they are supported at the link layer. Virtual
rotations of the Bloch sphere could be used to construct such rotations around the Z axis: a π pulse
around the Z axis is equivalent to multiplying future I and Q voltages by -1. One can execute effective
Z rotations with very high resolution and nearly no infidelity by keeping track of the accumulated Z
rotations and modifying I and Q mixing correspondingly. The AWGs currently in use have the necessary
capabilities, and Z gates will be implemented in the near future.

7.1.2 Reduce waiting times
Due to the addition of the link layer, the timings in between actions (entanglement generation and doing
a rotational gate for example) isn’t ideal any more. In the experiments from Pompili et al. [5] and
Hermans et al. [6] the timings are optimized to reach the highest possible fidelity. The link layer adds
a new action to those experiments, namely the communication between the link layer and the physical
layer. This new action implies that the timings can not be set in advance, in which they lose the property
of being ideal. The minimization of the extra time by cause of the link layer is needed to get the highest
possible fidelity. There are a couple of sources of overhead time:

The communication cycle between the link layer and physical layer has now a frequency of 50 kHz.
This means that the physical layer pulls a new instruction from the link layer every 20µs. This also
implies that if the MCU on the physical layer has done its task within these 20µs, it has to wait (do
nothing) till the next cycle. Besides, on the link layer side, there is also time needed to process the
outcome send from the physical layer and decide on what to do next.

The main source of infidelity in the full state quantum tomography is the extra time required to de-
couple the entangled state in order to perform real-time operations. The extra time is due to the way
the physical layer and link layer are communicating. Only after a full decoupling sequence, a rotation
gate can be performed. This means that if the link layer wants to do more rotation gates, it only sends
them after receiving the outcome success of the previous gate. This means that between each gate, there
must be at least one decoupling sequence of ≈ 180µs. The same applies between the last rotation gate
and the execution of the measurement.

7.1.3 Control over memory qubits
In the past, it is shown that with the addition of one or more memory qubits to the network nodes, more
quantum network experiments can be done. These are sending a qubit via teleportation and entangle-
ment swapping for the network layer [6]. While control over multiple memory qubits for a single node
has been demonstrated [26], they’re not yet integrated in the used physical layer.

The quantum nodes used in this research contain more than just communication qubits (the NV centres).
In the diamond lattices, there are some carbon-13 atoms in the environment near the position of the NV
centre. This 13C atoms are not only influencing the magnetic field around the NV, but can also be used
as memory qubits. In previous research, done with the same quantum nodes, they were able to control
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the memory qubit and use it to generate entanglement between two non-neighbouring nodes [5]. This
means it is possible to use the 13C atoms as memory qubits in the used setup. Gaining real-time control
over these memory qubits via the link layer is planned to be achieved in the near future.

7.1.4 BQC tests
The main objective of this research is to demonstrate the operation of the physical layer and link layer.
When that works, follow-up research can be carried out into the upper layers in the quantum network
stack. One of the applications that can be used to showcase the quantum network stack is to perform
a Blind Quantum Computation (BQC) [21]. BQC means that, instead of using only your own quantum
computing device, calculations can be outsourced to quantum servers that do the work for you. The
term "blind" refers to the fact that quantum servers do not have full knowledge of the tasks they are
calculating, so the clients’ computing tasks remain secure.

The remote state preparation test done in this research comes in handy when it is possible to per-
form computations on a remote quantum server. The client is allowed to prepare a state remotely and
keep the computations performed private while running quantum applications on a powerful quantum
server using all the qubits the server has.

By expanding the remote state preparation protocol and add control over the memory qubits, the setups
becomes close to ready to perform full Blind Quantum Computation. Next, the two-qubit gates like a
CNot gate needs to be implemented. The full BQC test consist of a combination of remote state prepa-
ration and control of the memory qubit, among others for showing remote preparation of two qubits
while keeping the first one alive in the server.

35



Part III

Communication Design for Innovation

36



Chapter 8

Introduction

8.1 Introduction on quantum

Quantum technology is an emerging technology of the 21st century with the potential to transform society
and industry [27], but understanding quantum is also difficult, even Einstein thought it was ’spooky ac-
tion’ [28]. Explaining it proves to be tough, since quantum mechanics is basically a mathematical theory
that is now moving into a physical application. As Richard Feynman, a pioneer of quantum computing,
once said of his Nobel Prize-winning work on quantum electrodynamics: “if it were possible to describe
it in a few sentences, it wouldn’t have been worth a Nobel Prize.” [29]. Although it is difficult to un-
derstand exactly how it works, it has a lot of potential. Quantum technology uses the special behaviour
of the very smallest particles to calculate, communicate and measure in a radically new way. Quan-
tum computers, networks, and sensors have a broad spectrum of applications, including for the climate,
energy-efficient food production, new materials, medicines, optimization issues in machine learning and
cybersecurity. Quantum technology is still in a relatively early phase: the first “low-hanging fruit” appli-
cations are now coming onto the market, but the groundbreaking applications are still in the R&D phase.

Lawrence Gasman, founder of Inside Quantum Technology, first heard the idea of quantum computers
when he was at a conference about new directions for quantum, new directions for computing, around
30 years ago. Gasman: “Quantum has been discussed in a lot of very technical conferences on quantum
information science. Only in the last five or six years, products did emerge.” Building a quantum com-
puter is a big challenge, so more people need to be involved in the process of building one. As with all
technological developments, it will only get faster, just as computing power will just get faster based on
Moore’s law.

The promise of quantum technology is so great that countries around the world are trying to be the
first to develop it to a usable stage. Due to the high potential and strategic nature, investments are
needed to start booming to stay ahead in the technological world. Universities can not do this on their
own, since they lack the knowledge of what is needed and wanted in industry, so they start collaborating
to be in the lead of the development.

This means that the development of quantum technologies is relatively new, and that there is still
much to be discovered. Although the uncertainty of what is not known yet is clear, there are also a
number of potential applications of quantum. This friction surface of the uncertainty of what will work
and what will not, and the high expectations of applications, makes the development of quantum tech-
nologies an interesting field to discover. These high expectations are often called the quantum hype.
This hype has been generated by breakthroughs in the past decade, which have shown that quantum
mechanical principles can be applied in groundbreaking new technologies. The radical new applications
based on quantum technology offer promising opportunities for industry and can help find solutions to
some of society’s biggest challenges [30].

In Delft, the university formed a collaboration with research institute TNO to form a combined research
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organization focused on quantum computing, quantum internet and qubit research, called QuTech [31].
This collaboration is having success in the development of quantum technologies, with multiple papers
in reputable journals like Science and Nature, and they started working together with more parties [32,
33].

Within the Netherlands, QuTech is collaborating with other universities and research institutes, but
also spin-off start-ups of the university and bigger companies in the Netherlands. Together they form
Quantum Delta NL, an ’ecosystem for excellence in quantum innovation’. Their aim is to develop and
apply quantum technology in innovative ways. To do that, key scientific and technological difficulties
must be overcome and several technologies and disciplines need to be combined. By working together,
they want to improve technology readiness levels across the board [34].

Quantum Delta NL just gained a large funding for developing and exploiting quantum technology and
stay a frontrunner in the quantum field [35, 36]. Besides doing research in quantum networking, quantum
computing, quantum internet and more, the funding is also meant to involve companies into the quantum
development. These companies are needed to lay a base for a new high-tech sector in the Netherlands,
which creates value and jobs. Quantum Delta NL believes that quantum technology which will have a
major impact on the economy and society, from the development of new materials and medicines, to
making chemical processes energy efficient, to making data communication unbreakable [34, 35].

The fact that so much is already being invested by companies and governments in a technology that is
actually still in its infancy is extraordinary, Kees Eijkel, Director of Business Development at QuTech,
believes: “Because normally the big companies give you the run-around when they start making the big
money, this does not apply to quantum. Because the winning technology stack has not yet been defined
at all.”

Dan Howell, Operational Lead of the Quantum Delft ecosystem, states that the applicability of quantum
will all depend on how the technology develops and how we can get the applications working. He says:
“I think it is important that everyone is aware of the concept of what quantum technology can poten-
tially mean for different industries, because the implications are potentially huge.” What they agree on
is that quantum technology was first in the scientific phase, but it is now starting to become applicable
in industry.

With any new technology, it is important to engage societal actors in an early stage of the technol-
ogy’s development [37, 38]. For quantum technology, these actors include business organizations and
government institutions. There are three main reasons to get them involved. The first reason is that
more stakeholders provide a broader perspective on the issue. This could lead to more socially resilient
solutions [39]. In addition, more support and less public opposition can be gained by involving society
[40]. Finally, stakeholders outside quantum research should be able to express their ideas and concerns
about changes that have a significant impact on their lives from a democratic perspective [38]. Section
10.6 provides insight into whom these stakeholders are and what impact quantum technology can have
on their business.

8.2 Directions in quantum technologies

Although the first applications of quantum technology in industry are starting to become applicable, we
are not yet close to a fully-fledged quantum computer. There is still a lot of fundamental R&D work to be
done in the field of quantum, so-called fundamental science. This is expected to be done at universities
alone or in collaboration with industry.

These new applications of quantum technology can be found in three main directions: quantum com-
puting, quantum networks and quantum sensing. Each direction is different in its development. For
example, quantum computers have the potential to solve certain problems much faster than ’classical’
computers ever can, and quantum simulation gives us the means to help unravel quantum processes, such
as the complex behaviour of molecules. Communication via quantum networks makes it possible to solve
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certain distributed problems more efficiently and to communicate securely, with little or no interception
of messages – if someone tries to intercept, both sender and receiver will know immediately. And with
quantum sensors, highly sensitive measurements can be made on a very small scale, in ways that are
impossible with classical sensors.

Jesse Robbers, Director Industry & Digital Infrastructure at Quantum Delta NL, puts it as follows:
“I think the heart beats for quantum computing, quantum networks and quantum sensing are different.
They all have their own heart beats when it comes to making technology tangible.” What he means
by this is that the technologies are at different stages of development. For example, the first quantum
sensors are already available, while a real working quantum computer is still a dream for the future.
Although there are three areas of quantum technologies, which are not at the same point of development
in time, the way they collaboratively work on it remains the same. In the rest of the thesis, therefore,
the development of quantum technology relates to all three areas, except where it is explicitly stated
that it applies to only one of them.

8.3 Quantum acceptation

Despite the fact that quantum technologies hold great promises, there is still a lot of work to be done to
convince the industry to embrace them. Kees Eijkel compares it to the digital transformation that took
place 20 years ago: “With quantum, it is the same story, and that has not even to do with acceptance but
with expertise.” Also, Ingrid Romijn, Program Manager at QuTech, sees this gap between universities
and industry: “What I always try to do with companies is that, on the one hand, it is very good to read
up, go to lectures, look at the websites and talk to people at a high level. But, a project where you really
start looking at what can it do for me? Can we think of something concrete yet? That is the best way
for companies to get involved.”

To gain acceptance of quantum technologies, several things need to happen for companies to get in-
volved. Lawrence Gasman gives an example for the financial sector: “If we talk about financial services,
there are two aspects to their reluctance to jump into quantum. One is that there are not enough qubits
to do something that you could not do in any other way. But also, if you are talking specifically about
financial services, trust has to be built. It is nice to know you can use quantum computing to optimize
an important portfolio, but you would better be as confident as you can be that you can actually do
it, otherwise your wealthy clients who just spent a billion dollars would not be happy.” The lack of
applicability of the technology and the lack of confidence in the technology is a major hurdle that must
be overcome to fully engage the industry.

One way to overcome this hurdle, according to Jesse Robbers, is to take companies by the hand and
show them what is possible. To do that, different people in the company need to be open to change, and
understand the importance of quantum technologies in the future. So if they want to make use of them
in the future, they have to start building up knowledge of them now. This can be applied in commercial
products and services. If the company does not have to do this all by itself, but is guided in this process,
it is more likely to be open and ready for it.

8.4 Introduction of research project

In the field of quantum technology, much research and development work is currently being carried out
at universities. This has its origins in the fact that the theory of quantum mechanics is now being tried
out in the laboratories before it can be put into practice. This research into a new technology promises
much if it is made possible, but if the industry is not involved in the development, a so-called technology
push situation arises.

The technology-push approach emphasizes the importance of science and technology in producing tech-
nological innovations, as well as adapting to changing industry structure characteristics [41]. Opposed to
the technology-push effect is the demand-pull, or market-pull, effect, which means that when the market
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demands a certain type of product (or service), or when a problem is identified, producers respond by
producing and supplying it [42]. In the paper by Mowery & Rosenberg, they argue that both the push
and pull effect are important in the development of innovative technologies [43].

This technology push from universities, when they develop technological innovations on their own, to
industry is not desirable. There must also be a demand from industry for universities to create the pull
effect. In order to achieve the optimal balance between push and pull, universities and industries must
work together. Therefore, the focus of the thesis will be on university-industry collaborations in the
development of quantum technologies.

Collaboration is a very broad concept and can include many forms of interaction. If we look at the
definition of collaboration, it says: ’the situation in which two or more people work together to create
or achieve the same thing’ [44]. This definition was chosen because in the field of quantum technology,
the aim is to make the theory work in practice and when that is achieved, to take it out of the lab and
use it in industry. This definition will be used throughout the thesis when talking about collaboration,
where in this case the desire is to work together to create new quantum technologies.

The problem is that setting up a collaboration to work on something new is quite difficult. This is
also the reason why research is currently mainly carried out at universities, whereas industry is only
starting to look around at what is going on. In order to achieve this balance between technology push
and market pull for creating innovations, industry needs to be more involved in the development of
quantum technologies.

To understand collaborations in general and what is going on in the field of quantum, one has to
delve into the literature, as well as conversations with people in the field. Since most people involved in
quantum work at universities, the research will be conducted from a university perspective. This means
that the main focus will be on how universities can convince industry to get involved, although at the
same time, the barriers of universities in this process need to be analysed. This will form the basis for
the research carried out in the thesis.

8.5 Entanglement in collaboration

One of the two main theories in quantum mechanics is that of entanglement. Entanglement is a phe-
nomenon where the state of a particle is inseparable from the state of another particle. This means
that if one measures and knows the state of the first particle, the state of the second particle is also
known without measuring it. This happens on a very small scale of particles. It is difficult to achieve
entanglement, see Part II of this thesis, but when it is induced the connection is very reliable.

To draw a comparison with university-industry collaboration, that is also difficult to achieve. For two
particles to entangle with each other, they must have the same wavelength. A change in wavelength of
one of the two, interrupts the generation of entanglement and no connection is made. This principle
also applies to universities and industry. They have to find a common wavelength in order to establish
collaboration. Both start with different starting points, but they must find common ground to build
collaboration and form an ’entangled pair’ that is successful.

Finding this common ground is not so easy. Both parties are influenced by their environment, but
they also differ internally. They have different goals, different ways of working and different circum-
stances at play. Just like generating ’real physical’ entanglement, a lot of communication is needed.
Back-and-forth communication between the two parties is needed to find places where they can come
closer together, and where they can be on the same wavelength to build collaboration.

The analogy of entanglement may not be quite right physically, because when they enter into a col-
laboration, you cannot ’measure’ one, and you do not exactly know what state the other is in. But it
shows the importance of communication and being on the same page before it is possible to entangle
with another party and be successful with that collaboration.

40



8.6. Research questions Chapter 8. Introduction

8.6 Research questions

The main gain from this project is to create a vision of how the collaboration between companies and
universities in the quantum technology should look like. This is necessary to get the collaboration
between universities and companies going, to be able to lay a base for a new high-tech sector in the
Netherlands, which creates value and jobs. This is done with the belief that quantum technology will
have a major impact on the economy and society [35]. Therefore, the main research question is:

What should be the vision for collaboration between industry and universities in the
development of quantum technology?

The goal is to investigate the possibilities of involving companies in quantum technology. Firstly, a
detailed overview of all stakeholders in university-industry collaborations is established. Secondly, it
looks at the reasons for companies to collaborate with universities, to see what the point of doing so
is for them. Further, when the reasons to collaborate are clear, examine how and in which way they
can best collaborate in the field of quantum technology. With the stakeholders, purpose and type of
collaboration known, the factors that influence the collaboration positively and negatively are discussed.
When all aspects are clear, a vision on how the collaboration between companies and universities in the
quantum technology should look like can be made. Therefore, the sub-questions are:

1. Who are the stakeholders in the development of quantum technology?

2. What should be the purpose of collaboration between universities and industry in the quantum
technology?

3. Which type of collaboration is most suitable for quantum technology development?

4. Which factors are influencing the collaborations?

5. What are the next steps in creating collaborations between universities and industry in the devel-
opment of quantum technology?

One of the parts of the research portfolio of CDI group is to use communication-based solutions in
which education, research and business are connected to speed up the innovation processes and their
outcomes today and in the future [45]. In order to realize this, research to transdisciplinary collaborations
is executed. The underlying idea of my research is to create more and more collaboration between
industry and universities. The collaboration between business and academia can boost the development
of quantum technologies and add value to the economy. Working together makes growth of knowledge,
high specialization of scientific domains and quickly changing technology possible. The scientific problems
to be solved are complex in nature, as are the social aspects of these challenges.
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Methods

To find the answers to the sub-questions and the main question, different methods are used. The most
important methods used for this research are a narrative literature review and semi-structured interviews
with those involved in the field. Both information found in literature articles and the findings of the
interviews are used to come to answers to the first four sub-questions.

First, a narrative literature review is done and later the literature associated with each sub-question
is explored in more detail. The literature review is done first to get an idea of the answer to each sub-
question. The literature is searched for theories and methods, which form the theoretical basis to find
an answer to each sub-question.

After this literature review and establishing a theoretical basis, interviews could be conducted with
people in the field of quantum. In the interviews, the questions were constructed so that the conversa-
tions were about an answer to the same sub-questions. The interviews sometimes gave a broader picture
of what was going on in the field, but mostly they gave a more detailed picture of how the theoretical
basis worked in practice. These interviews enriched the knowledge of the situation in the field.

The results of the literature review and the findings of the interviews were combined to get a sub-
stantiated answer to each of the first four sub-questions. In combining all these arguments, it turned
out that some only appeared in the literature, while others only emerged during the interviews. Based
on this, a good picture could be formed of what is relevant in the field of the development of quantum
technology. From this picture, conclusions could be drawn for each of the first four sub-questions.

With all the input obtained from the other sub-questions, a vision on collaboration between compa-
nies and institutions in the development of quantum technologies has been developed. So by using the
information about, the purpose of collaboration, the type of collaboration and the positive and negative
influence factors, a vision can be created. This vision contains how to work together to achieve the goals
of a fruitful collaboration. Figure 9.1 shows the design of the research carried out.

Figure 9.1: Schematic overview research approach. First, a picture of the current situation is
obtained. A narrative literature review is used to find more in-depth literature, while the interview
protocols are also drawn up. The results of the literature and the interviews are combined to find answers
to the first four sub-questions. From here, a vision can be developed.

42



9.1. Narrative literature review Chapter 9. Methods

9.1 Narrative literature review

Before delving deep into the literature to answer the sub-questions, the first step is to become familiar
with the context of the development of quantum technology. In order to gain insight into the current
situation, such as what is the history of quantum, what has already been done, what is happening now,
etc. To this end, a narrative literature review is be conducted to gain insight into the current knowledge
on university-industry collaborations and how to collaborate in general. The goal of the narrative review
is to get a basic understanding of the subject area.

The narrative literature review has an explorative character, which means it is not well-structured.
Therefore, the process is more alike to convenience and snowball sampling. With convenience is meant,
the first available and accessible articles for the researcher are sampled. Finding an interesting article
with multiple citations, and continue reading the articles of these citations, is called snowballing. So
using the easy to grasp information and use the reviewed sources as new source is the main method used
for the narrative literature review. This is an iterative process, which in the end result in an overview of
the related articles to the topic.

To find the first information and articles, Scopus was used as a source. The initial search terms for
the narrative literature review are based on obtaining information about collaboration in general and the
quantum situation. They include: ’co-creation’, ’collaboration motivation’, ’university-industry collabo-
ration’, ’collaboration readiness’, ’collaborative network organisations’, ’interdisciplinary collaboration’,
’innovation collaboration’ and ’quantum collaboration’. Some search terms gave a lot of useful articles,
while others did not give back relevant articles for this research. The literature was chosen based on the
title, the abstract’s overall impression and the number of citations. New articles were also discovered
in the found literature. Besides theses of other CDI master students were used to gain inside in the
procedure of doing literature review and tips to find more relevant literature.

Table 9.1: Narrative literature overview. All articles found in the narrative literature review are
group per theme. These themes are chosen based on (parts of) sub-questions.

Theme of the article Reference

Co-creation
Galvagno & Dalli, 2014 [46]; Kirstensson et al., 2008 [47];
Biggs & Smith, 1998 [48]; Batenburg & Rutten, 2003 [49]; Peña,
2002 [50]; Sonnenwald, 2007 [51]

University-Industry
Collaboration

Hayter et al., 2018 [52]; Alpaydin, 2021 [53]; Rajalo & Vadi, 2017 [54];
Petricevic & Verbeke, 2019 [55]; Jackson et al., 2017 [56]; Sjöö & Hellström,
2019 [57]; He et al., 2021 [58]; Perkmann & Walsh, 2007 [59];
Perkmann et al., 2019 [60]; Bekkers & Bodas Freitas, 2008 [61]; de Fuentes
& Dutrénit, 2012 [62]; Guan & Zhao, 2013 [63]; Lee, 1996 [64];
Siegel et al., 2003 [65]; Bruneel et al., 2010 [66]; Gochermann & Bense,
2004 [67]; Nielsen & Cappelen, 2014 [68]; Bikard et al., 2016 [69];
Perkmann et al., 2013 [70]; Huhtelin & Nenonen, 2015 [71]

Collaboration Readiness

Balasubramanian et al., 2021 [72]; Romero et al., 2009 [73]; Davis, 1989 [74];
Lin et al., 2007 [75]; Parasuraman, 2000 [76]; Lotrecchiano et al., 2016 [77];
Blomqvist et al., 2005 [78]; Durugbo, 2015 [79]; Romero et al., 2008 [80];
Rosas & Camarinha-Matos, 2009 [81]

Quantum Development
Forbes et al., 2021 [82]; Wehner et al., 2018 [27]; Kim et al., 2021 [83];
Chicago Quantum, 2020 [84]; Peterssen, 2020 [85]; Srivastava et al., 2016 [86];
Inglesant et al., 2016 [87]

Not all the literature found was about the same subject. The articles found using search terms such as
’co-creation’ provided different information than the articles found using terms such as ’collaboration mo-
tivation’, ’university-industry collaboration’, ’collaborative network organisations’ and ’interdisciplinary
collaboration’. In order to create an overview of all the information, the articles were grouped by theme.
These themes have been chosen so that each theme can be used for different (parts of) sub-questions.
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All articles on co-creation have been grouped under the theme Co-creation. The articles that contain
information on University-Industry Collaboration can be used for the sub-questions on the purpose, type
and stakeholder of the collaboration. The article belonging to the theme of Collaboration Readiness can
be used when looking at the current situation and how it will develop in the coming years. In order to
get a better overview of the current state of affairs in the field of quantum development, some articles
with a vision of the quantum future are also included in the theme Quantum Development. An overview
of the literature found in combination with the theme of the article can be found in Table 9.1.

Aspects of University-Industry Collaborations

Much research has already been done on the topic of cooperation and co-creation. When looking more
closely at the cooperation between universities and business, various aspects are discussed in the articles.
When reviewing the literature, it appears that several articles have been written about the same aspects.
By delving deeper into these articles and noting down the main themes, an overview could be made of
the most common issues discussed in the literature. By grouping the main themes, five most common
aspects could be distilled. For example, themes that are grouped are enablers [57], driving forces [62]
and benefits [68]. All these articles contain information around the aspect of ’drivers’. The other aspects
are:

• Goal: the intention with which the collaboration is set up.

• Manner: the way in which the collaboration is implemented/formed.

• Context: environmental factors that play a role in the collaboration.

• Driver: factor that positively influences the creation or realization of collaboration.

• Barrier: factor that negatively influences the creation or realization of collaboration.

These aspects are in line with the structure of the sub-questions. The goal of the collaboration is the
objective on which the collaboration is created. This goal can also be called the purpose of the collabora-
tion, and possible purposes are set out in Chapter 11. The manner of collaboration is part of sub-question
three, which deals with the type of collaboration. When determining the type of collaboration, the as-
pect of context must also be taken into account. These two aspects are therefore discussed in more
detail in Chapter 12. The drivers and barriers to collaboration are influencing factors. Many different
arguments can be found in the literature, and in Chapter 13 these arguments are compared with those
that emerged in the interviews, to find out which ones are applicable in the field of quantum development.

For the first four sub-questions, the literature is used to find the ideas, theories and discussions which
exist about these aspects. This is done in a snowballing way, by going through the sources of the articles
found in the narrative literature search, to look for new articles that could be relevant for answering
(one of) the sub-questions. Whereas in the search for the current situation only the title and the sum-
mary were looked at, now more of the articles were read. This started with reading the summary and
deciding which part of the article might be interesting. This could be the whole article, or only certain
parts of it. The interesting parts were read, and the main conclusions were written down. With these
main points, they could be sorted by sub-question. Some articles had the same arguments, while others
had contradictory arguments. These were compiled, and the result can be found in the chapter of each
sub-question.

9.2 Interviews

9.2.1 Interview protocol
In addition to literature research, semi-structured interviews are conducted with people involved in the
development of quantum technologies. A semi-structured interview protocol was used for the interviews
to try to get all interviewees to shed light on the current situation of quantum development, the collab-
orations between universities and industry in the field of quantum – what is happening now and what
do you want them to look like – and the readiness of those involved. To make the protocol such, that in
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all interviews each concept of all first four sub-questions are discussed, the questions were grouped per
concept. This overview can be found in Table 9.2.

Each interview started with an introduction of myself and the idea behind the research, followed by
an introduction of the interviewee itself. This introduction was used to place the answers in the perspec-
tive of the interviewee’s field of work. Based on what they had said in their introduction, the questions
were asked concept by concept. An effort was made to follow the order of the concepts most of the
time, but if the interviewee had already touched on a concept, that concept was discussed first before
the others. Therefore, not all questions were asked exactly as prepared and not in the same order, due
to the flow of the conversation and the answers already given.

During the interviews, several examples of relationships and companies came to light, some of which
are not yet intended for public consumption. Those names or passages have therefore been omitted from
the transcriptions.

Table 9.2: Interview protocol. Based on the structure of the sub-questions, six categories could be
distinguished. Each category is divided into the concepts that belong to that category. For each concept,
interview questions were devised to get a clear picture of the interviewee’s opinion on that concept.

Category Concept Interview questions

Background Personal
introduction • Can you give an introduction about yourself?

Quantum
• What is your relation to quantum?
• What do you expect to happen in the development of
quantum technology in the coming years?

Stakeholders General • Who should be involved in the development of quantum technology?
• Who are already involved?

Industry
• Which type of companies from industry are needed to be involved?
• Are there specific companies you want to that become involved
that are not there yet?

Purpose Needs • What knowledge do you need from [industry/universities]
in a collaboration?

Purpose • What do you think should be the main purpose for universities
to collaborate with industry? And vice versa?

Type Expectations

• What do you expect from the other party in the interaction?
- How should they become involved?
- How should this collaboration look like?
- Which form should the collaboration take?

Influences Positive • What do you see as the main benefits for [industry/university]
to collaborate with [university/industry]?

Negative • What are the barriers for those collaborations?
• And what are the risks?

Future Collaboration
readiness

• Is the university ready to collaborate with industry?
- Why or why not?
- If not, what should happen to make them ready?
• Is the industry/are the companies ready to collaborate with
the universities?
- Why or why not?
- If not, what should happen to make them ready?

9.2.2 Interviewees
To gain more insight into the current state of the art in quantum development, five interviews were held
with people from different fields within quantum development. Network connections are used to get in
touch with the people for interviews, and recommendations from the first responders to other people
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are also used. They have different roles in the field of quantum, some at QuTech and others in larger
quantum ecosystems. This makes that they all have a different relationship to the quantum field. They
are not academic researchers, but they work on partnerships and ecosystems in the field of quantum.
They do so at university level, regional level and national level. With each of them, different aspects of
the current state of the field, their views on the collaborations and visions for the future are discussed.
For the purposes of this thesis, all interviewees provided their consent to have their names and the topics
covered during the interview made public.

Since four of the five interviews were done with people involved in development in the Netherlands,
while there is also some insight into what is happening in the rest of Europe, the focus of the research
will be on what collaboration looks like in the Netherlands. The results are most likely applicable in
the rest of Europe, but will not work outside Europe, due to the different visions on the development of
quantum technology. This will become clearer in the course of the report.

The first person spoken to is Kees Eijkel, Director of Business Development at QuTech, which means that
his daily job is to find external parties to collaborate with. He wants these collaborations to be able to
get to their mission, which is to create scalable prototypes. In his own words: ’That are things that work
with a system and everything that is attached to it and that you, as a user, can access.’ In QuTech a lot
of academic research is done, and those scalable prototypes are additional to the normal academic setting.

Lawrence Gasman is the second person spoken to. He is from the US and is a bit of an outlier, since
he is not working on collaborations inside quantum. He is the founder of Inside Quantum Technology,
a company that provides access to insider knowledge from company insiders, government officials, and
academic groups. IQT hosts a number of international conferences and exhibitions, as well as IQT re-
search and consultancy.

The third interview was with Dan Howell, the Operational Lead of the Quantum Delft ecosystem. Quan-
tum Delft is the ecosystem of a fast increasing community of quantum technology researchers, startups,
and established corporations. In the quantum technologies, they are all trying to be at the forefront.
He is also the director of the Delftechpark’s new House of Quantum. This is the physical center of the
Quantum Delft and Quantum Delta NL ecosystems, and it is an inspirational community facility that
fosters interaction between disciplines and domains, as well as being home to quantum start-up and
scale-up businesses.

Next, Jesse Robbers works on the collaborations on a national level. He is Director Industry & Digital
Infrastructure at Quantum Delta NL. Quantum Delta NL is building a national ecosystem for quantum
innovation, attracting highly skilled professionals to develop quantum computers, quantum networks and
quantum sensors. His motivation is to make new technology also applicable on the industrial side. And
by coming from the industry side, he is able to bridge (complex) customer and market developments to
new opportunities, build new business models, products and/or partnerships and translate new technical
possibilities into new solutions.

The last interview was with Ingrid Romijn, Program Manager at QuTech. Her responsibilities include
project development, technology transfer, and quantum technology industrialization. She works to bring
quantum technology from the laboratory and academic research environment into society, while also
acquiring new initiatives and protecting intellectual property. Ingrid was also a member of the team that
designed and produced the Dutch National Agenda for Quantum Technology.

9.2.3 Interview coding
The interviews were recorded and transcribed afterwards. The rough transcription was done with the
dictation function of Word, after which the rough text was corrected and completed by hand. These
transcripts were then qualitatively coded. This is a process of systematically categorising fragments
of qualitative data to find themes and patterns. It allows semi-structured transcripts of interviews to
be taken and structured into themes and patterns for analysis. Coding the qualitative data makes the
analysis more systematic.
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The elements used for coding are divided into groups, based on the main sub-question to which they
belong. These groups of coding elements can be found in Table 9.3. In each interview, quotes belonging
to one or more elements were coded and collected from all interviews for each element. All the elements
belonging to the same sub-question are worked out in the chapters of each sub-question.

Table 9.3: Interview coding elements of this research. The elements used for coding are divided
into groups, based on the main sub-question to which they belong. In each interview, all quotes belonging
to one or more elements were coded and collected from all interviews for each element.

Coding element Sub-question
Background -
Current status -
Location -
Stakeholders 1
Type of company 1
Company already involved 1
Potential company 1
Purpose collaboration 2
Motivation 2
Funding 2
Type of collaboration 3
Expectations 3
Advantage collaboration 4
Driver collaboration 4
Risk collaboration 4
Barrier collaboration 4
Readiness 5
Initiatives 5
Vision on future 5
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Chapter 10

Stakeholders

According to the main research question, universities, and industry should be involved in this collabora-
tion of quantum development. In this part, the focus is on whom the stakeholders exactly are in these
collaborations.

A stakeholder is an individual or group of individuals who can influence or be influenced by a project.
Individuals working on a project, groups of people or organizations, or even sectors of the population can
all be considered stakeholders. A stakeholder can be actively participating in a project’s work, affected
by its conclusion, or in a position to influence its success. Stakeholders might be inside or external to a
project’s organization. It is essential to recognize that not all stakeholders will have the same impact or
influence on a project, nor will they be affected in the same way.

In the interviews, the interviewees discussed the stakeholders involved in the collaboration between
universities and industry, as well as the sectors they expect to be involved in first. An overview was also
given of the sectors and what role they might play in the development of quantum technologies.

10.1 University

Let’s start with the universities. Universities are part of the higher-education system. A university is
an institution of higher education that is designed to provide scientific education and conduct scientific
research. Both these two parts are important in the development of quantum.

On one hand, the scientific education part of the universities is very important in the training of students
to become the future researchers in the field of quantum. This training can be done in a specific bachelor
or masters programme, focussing on quantum development. For example, at the Delft University of Tech-
nology they are working on a new master’s programme, the Quantum Information Science & Technology
(QIST). In this new master’s programme, the curriculum will be interdisciplinary and consist of physics,
mathematics, electrical engineering and computer science [88]. Their reason for starting a specific mas-
ter’s programme on quantum: "McKinsey and TNO expect that the field of quantum technology will
grow enormously". This means that many more people with specific knowledge are needed to allow the
field to grow. As an illustration of the growth, the Ministry of Economic Affairs and Climate Change’s
commitment of EUR 615 million to the Quantum Delta NL programme to stimulate quantum technology
in the Netherlands by 2021 is cited [36]. To cope with the growth and development of quantum devices,
the TU believes it is necessary to train multidisciplinary engineers with a background in electronics,
computer science and mathematics, in addition to quantum physics skills.

In addition to education in a specific discipline with an emphasis on quantum, other students also
receive education on quantum. Courses in (applied) physics, computer science, chemistry, mathematics,
biology and material sciences include courses on quantum. These range from the basic physical theories
in quantum mechanics to how quantum can be applied in a specific field. In mathematics or computer
science, for example, a quantum course may deal with quantum algorithms, and in chemistry or materials
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science with the quantum properties of materials and how this affects a system. By not only involving
students who have chosen a specific quantum programme, but also educating a wider range of students
with the basics of quantum mechanics, more graduate students can enter the field of quantum devel-
opment. This should be done more and more to meet the demand for researchers as the field grows rapidly.

Next to its educational function, a university also has a research function. Today, research in the
field of quantum is still mainly carried out in the laboratories of universities. Professors, post-docs,
PhD students and technical staff work together to lead the way and make new discoveries in the field
of quantum. In the Netherlands, universities and knowledge institutes have a leading position in the
worldwide development of quantum hardware and software and the associated control algorithms and
applications. They are a frontrunner in the field of qubits, quantum internet, quantum algorithms and
post-quantum cryptography [30]. The development of quantum computers, quantum communication
systems, quantum sensors and quantum simulators has the potential to help solve societal challenges and
offers opportunities to all sectors of the economy. Although concrete applications of the technology are
already being used, much development is still required before we can have, for example, a fully-fledged
quantum Internet or a large, universal quantum computer.

To be able to perform the research into quantum technology, multiple things are needed. The first
one is good people, as already mentioned earlier. Next is a plan, so timelines have to be made for the
short term as in the long term. These plans should contain all different aspects of the quantum field, so
for each now thought of technology should have a plan for the future. The future is not only where the
technology should be in 20-30 years, but also steps in between. So, what should be done in the next 5
years, the 5 years after and over 10 years. Last, to be able to execute this plans with the right people,
money is needed. Investments need to be made in the technology, to be able to do more research and
stay in the front at quantum development.

There are different ways for universities to get money for their research. In the Netherlands, there
are three main ways of getting money [89]: The first money flow comes from the government funding.
This contribution constitutes the largest part of the financing of the basic infrastructure of each univer-
sity: salaries of lecturers and researchers, supporting staff and staff, buildings, laboratories, and libraries.
With the government’s contribution, a university carries out its statutory tasks in the area of academic
education and research, as well as valorization. The government’s contribution consists of four parts,
namely the education part, the research part and the medical education and research part. Although
this first money flow is quite big, it is not only meant for research but also a lot of different other things
that need to be paid.

The second money flow comes from the NWO. The Netherlands Organization for Scientific Research
(NWO) ensures quality and innovation in science and is one of the most important science funders in the
Netherlands. Each year NWO invests nearly 1 billion euros in curiosity-driven research, research focused
on societal challenges and research infrastructure. On the basis of advice from expert scientists and
experts from the Netherlands and abroad, NWO selects and funds research proposals. NWO encourages
national and international collaboration, invests in large research facilities and promotes knowledge uti-
lization. NWO funds just over 7000 research projects at universities and other knowledge institutions [90].

The third flow of money consists of other income, such as funds from the EU, contract teaching or
research and collection box funds. Dutch universities receive a larger share of their income through re-
search for governments, companies and non-profit organisations than they did a decade ago. The growth
in this category is mainly due to the fact that universities are increasingly receiving project grants from
Europe (European Framework Programme for Research and Innovation). For quantum, this grant come
from the ’Quantum Flagship’ programme of the EU [91].

Next to the money coming from governements, NWO and EU, money becomes also available via large
companies and venture capital. “The amount of money that is put into the field by venture capital in
the US is enormous, so much money goes into it. And in Europe we are lagging behind quite a bit,”
both Dan Howell and Ingrid Romijn state this. Jesse Robbers adds: “More and more venture capital
is becoming available to invest in this. Parties such as PsyQuantum are enormously large companies
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that are, of course, also overvalued, where very large flows of money have become available to ultimately
further develop quantum technology in such a company. That means that you have to hook into them,
that you will get a flywheel effect in the development.”

These flows of money automatically result in the government, NWO, EU and companies to also be
stakeholders in the development of quantum technologies.

10.2 Government

The government is supporting each university in the Netherlands with money. This money is meant for
both educational and research purposes. The part that is used to finance the basic facilities for scientific
research is called the research part. Whereas the education component of this funding grows along with
the number of students, the research component has been stable for quite some time. This component
is distributed on the basis of the number of diplomas and PhDs and a portion of core funding. Given
the fact that education and research are intertwined, the fact that the research component of funding
does not grow with the number of students is an important explanation why universities have come un-
der increasing financial pressure in recent years, with a very strong growth in the number of students [92].

How the research money is distributed among the faculties is decided by the universities themselves.
The government does not decide which research project the money goes to. For the funding of the devel-
opment of quantum technology, this means that some money comes from the government, but there is
no guarantee that the university itself will invest this money in quantum and not in another technology.
So all the money that comes from the government helps, but there must be more stable sources of money
to do the development.

Besides the money every university gets from the government, they also have money available for other
special initiatives in research. The Dutch Ministry of Economic Affairs and Climate Policy announced a
e615 million investment in quantum technology advancement. The consortium Quantum Delta Neder-
land just gained a large funding for developing and exploiting quantum technology and stay a frontrunner
in the quantum field [35].

The reason for governments to invest in quantum is the potential that the technology can offer soci-
ety. The money usually comes to the universities to do fundamental research. At the same time, spin-off
companies from universities start businesses using the knowledge they have gained from the universities
to make a commercial product that can be used in society. This brings us to a dilemma, according to
Dan Howell: “It comes down to the concept of government-funded research, like taxpayers’ money going
into research. So to then make a business out of the result of that research and commercialize it is a bit
of a tricky area. Because you are building on all that taxpayers’ money, and so there is a kind of moral
dilemma. Should universities let the IP go and let the business flourish? Or should they keep some
sort of grip on it and stifle the whole thing? Either way, it is a tricky situation. It also has to do with
national state aid, the kind of state aid to companies that cannot use public money. And so that is an-
other area that people are quite afraid of, because they do not want to use public money for commercial
business advantage. So that puts people off, but it is important to support these companies with facili-
ties and with that, and as long as you do it in the right way and the transparent way, it is really valuable.”

The government’s influence on quantum technologies is mainly in the funding of research in the field
of quantum technologies [36]. While this really helps the scientific community and also promotes part-
nerships between universities and industry, the government itself is not yet participating in quantum
developments. According to Jesse Robbers, this needs to change soon: “We think that the first gen-
eration of quantum network technologies helps to secure data. Securing data is very crucial in the
government domain. Think about personal data and state security, which are very information inten-
sive. So at a very early stage, you actually want to involve various parties who exchange data in the
government domain.”
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10.3 NWO

The Netherlands Organization for Scientific Research (NWO) is one of the most important science fun-
ders in the Netherlands. NWO receives public money for science from the Ministry of Education, Culture
and Science and many other ministries, which is distributed in competition among the universities and
national research institutes. NWO manages this funding stream and ensures that the money gets to the
best scientific talent and the best research proposals. Through NWO, industry and social organisations
also contribute to financial support for research in their field, typically in the form of jointly funded
thematic programmes.

The NWO divides the money on the basis of advice from expert scientists and experts from the Nether-
lands and abroad and based on their strategic plan called ’Connecting science and society’. NWO
emphasizes its connecting role: together with its knowledge partners, it connects people within science
and between science and society [93]. This plan consists of five ambitions, on the basis of which deci-
sions are made. The most important ambitions for the quantum development in collaboration between
universities and industry are: Nexus – Linking Agendas, Science and Society, Research – Collaboration
for Excellence and Renewal, and Knowledge Utilization – Effective Use of Knowledge through Co-Design
and Co-Creation.

They themselves say the following about the ambition ’Linking Agendas, Science and Society, Research’:
NWO wants to provide more coordination and direction in Dutch science so that a national research
strategy can be developed including a regularly updated National Science Agenda (NWA). Programmes
in the NWA are set up from the perspective of the breadth of science and offer room for a broad chain
approach in which, where relevant, fundamental, strategic, practice-oriented and applied research are
linked. Non-scientific parties can also be involved in the execution of research in these programmes.

For quantum, a National Agenda for Quantum Technology has been set up in early 2020. This doc-
ument sets out the agenda for taking up the challenge together in the Netherlands and investing in new
talent, new researchers, new infrastructure and business activity – in other words, in the entire ecosys-
tem. Working on breakthroughs in research and innovation, on the development of new applications and
markets, on the competences needed for this in, for example, the field of systems engineering and on the
ethical, legal and social aspects of quantum technology [30].

In the ambition ’Collaboration for Excellence and Renewal’ the focus is on collaboration. Given the
developments in science and society, NWO is strongly committed to collaboration. NWO institutes fulfil
a national role as centres of collaboration on strategically important topics. Collaboration between dis-
ciplines, between sectors and across the knowledge chain is an excellent way of contributing to surprising
new insights. NWO is therefore devoting more attention to team science. NWO’s contribution to the
knowledge and innovation agenda of the top sectors and the promotion of public-public and public-private
collaboration remains unchanged.

The last ambition ’Effective Use of Knowledge through Co-Design and Co-Creation’ is an addition to the
previous one. Next to scientific impact, research often has social impact and contributes to solving soci-
etal issues. NWO wants to promote knowledge sharing by working more closely with users. In doing so,
it builds on the experience of various divisions of NWO. Public-private and public-public collaboration
in research will remain possible in the coming strategy period.

10.4 European Union

In the whole world, funding for quantum technology development becomes available. Jesse Robbers: “In
the Netherlands, money flows become available through the Growth Fund at the moment, but that also
happens in Europe, in America, in Asia, in Oceania, and so on. Industry players are increasingly jump-
ing on this technology; in the Netherlands, this is still somewhat limited, but it is happening nonetheless.”

What is striking is that every country is investing in quantum development. The reasoning behind
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this is that they want to take advantage of other countries, especially countries that belong to another
continent. Both Kees Eijkel and Dan Howell indicate that they would like to see the economic impact
take place in Europe. Dan Howell: “I think it is important for Europe to take some kind of collective
action to develop this technology.” Ingrid Romijn agrees to this, but “what we really miss here are the
Cisco and Junipers of Europe. And there are hardly any, because all that industry is in America.”

The EU offers different types of funding, like grants, subsidies, financial instruments (loans, guaran-
tees and equity), procurements (public contracts) and trust funds prizes [94]. Specially for the research
in quantum development, the European Union launched in 2018 the EU ’Quantum Flagship’ with the
aim of turning weird physics into useful products. This initiative of the European Commissions con-
tains a total of 1 billion euros of funding that is divided over 20 international consortia [95]. Quantum
computers, quantum communications, quantum sensing and metrology, quantum simulations, and basic
quantum research are all part of the quantum flagship. This long-term research and development pro-
gramme aims to place Europe at the leading edge of the second quantum revolution. When scientists
understood the rules of quantum mechanics and constructed devices that followed those rules, the first
quantum revolution enabled breakthroughs such as the laser and transistor, the basic building block of
computers. The second quantum revolution is when quantum mechanics is used to perform everything
for you, such as transmitting information by entangling individual qubits. You are modifying quantum
mechanics to achieve a goal, instead of having a device with interesting properties because of quantum
mechanics [96].

With a budget of e1 billion from the EU, the Quantum Technologies Flagship is anticipated to sup-
port the work of quantum researchers over a ten-year period. The flagship, which was established in
2018, brings together academic institutions, business, and government funding to strengthen and grow
European scientific leadership and expertise in quantum technology. Its mission is to support in the
translation of European research into commercial solutions that fully use quantum’s disruptive potential
[97]. Quantum computing, quantum simulation, quantum communication, and quantum metrology and
sensing are among the four major application areas where it is funding work. It also finances research
into the fundamental physics that underpins quantum technology, along with education and international
collaboration in the field.

10.5 Industry

Industry is a very broad concept. In this thesis, industry refers to all companies that try to make a
profit with their business or as it was said in the interviews: “Industry is the world of parties trying to
make money with their technology.” In this part will be elaborated on the different type of companies
involved in quantum development. This can be a private company, a corporate or a start-up. Each
type of company has a different motive when it comes to quantum technologies, and they also play a
different role in the development. Moreover, the companies can be active in different sectors, such as
tech companies, financial companies, manufacturers, etc. Later in this section, a light will be shed on
interesting sectors for the development of quantum technologies.

10.5.1 Corporates
Starting with the big companies, the corporates. Corporates have the knowledge, skills and resources
to accelerate the process of growth and innovation. Moreover, they have access to a large international
network. Corporates themselves have enough money to invest in a new technology. So, a corporate com-
pany is a very large, international enterprise with its own internal investment resources. But, as Kees
Eijkel says: “The corporates may have internal investment resources, but they do not have customers yet.”

In the field of quantum, some of these companies have already started their own research into quan-
tum technologies. Normally when the corporates start working on a new technology it becomes difficult
for universities/research organizations to keep up. Corporates have the money and the people to really
focus on a development and will take the lead in that development. Several interviewees stated, “Nobody
can catch up with a corporate because they can be so focused. So once they start making the big money,
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well, you are screwed.” Lawrence Gasman gives the following example of it: “There are quite a lot of
large companies in this field already, including almost large and super large. I have no idea what IBM
spends throughout the year, but tremendously large. But then you get a company like Cisco, which is
more and more actively involved in quantum, but could never beat IBM.”

The problem for companies investing in quantum development is that it is still unknown which technique
will form the best quantum bits to make a quantum computer. This makes it difficult for a company
to focus on a specific subject, and makes it very risky to invest in it. Companies like Google, IBM, Mi-
crosoft, and Intel are examples of companies that are already investing in the development of quantum.
They each have their own teams of scientists working on the technology [98]. By comparison, Google and
IBM use superconducting transmon quantum bits [99, 100], while Microsoft uses topological quantum
bits [101]. Intel is using superconducting transmon quantum bits [102] as well as silicon spin quantum
bits [103]. It is a risk for them to focus on a specific type of quantum bit, without knowing if it is the
winning type. The reason they chose it anyway is because quantum computing has the potential to
change the world. They see it as the Moonshot projects. They also run the risk of missing the boat if
they do not start working on it now [104].

Other names of companies that appeared in the quantum field are: Fujitsu, Trumpf and Honeywell.
These companies are working on building their own quantum computers. When we delve deeper into
these companies, “it strikes us that the biggest players are largely American, that is the reality, especially
in the quantum world,” says Dan Howell. Ingrid Romijn also sees this: “Only in the Netherlands, and in
Europe, it is unfortunately the case that there are no large(er) industrial parties.”

In addition to the large tech companies, other types of companies are also getting involved in quantum.
Of the corporates, only American companies such as J.P. Morgan and Merck are visible now. Lawrence
Gasman talks about them: “J.P. Morgan, which is very actively exploring how quantum computing can
help them, has put together a team. It is probably the first time J.P. Morgan has hired physicists in
its 150 years of existence. It would not be something they would do, so they are not very involved in
universities as far as I know, but they are looking for something different, they are just trying things
out. It is very much a software and service kind of thing. On the materials side, the drug discovery side,
I bet I know literally everybody is working on quantum. And also Merck, that is a huge drug company.
So these are very small projects and universities are involved to some extent, but they are not trying to
build companies around it, they are trying to build projects, so that is a little bit different.”

Not all corporate companies try to develop quantum technologies on their own, some are working together
with universities already. In Delft, QuTech has some very big industry partners that are driving some
of the programmes. Microsoft and Intel are already a couple of years together with QuTech [33, 105].
Fujitsu is now one of the newer partners. In these collaborative projects, with Fujitsu, Microsoft and
Intel, there is something in the company that the university does not have and will not get, but which is
very useful for the development of research. Agreements have been made to make these collaborations
a success. Kees Eijkel: “We do not get the exclusive rights to what we do, they give us money to do
that research and only get those non-exclusive rights.” Besides only doing the funding, the companies
want to be more involved in the research: “They are already working with us, but want to put a few
people here. They would then be fully integrated into our research programme, which is an even closer
collaboration.”

Next to the collaborations in Delft, there are more. Ingrid Romijn knows: “For example, Shell is
collaborating with the University of Leiden for quantum simulations, because ultimately they want to
develop certain materials faster.”

In addition to the companies already involved, more companies would like to enter the quantum field,
according to the interviews. They want to see companies that have the money to make investments and
that have the courage to say ’we are looking fifteen years ahead, so this is what I am investing in’. As
examples, they mention European companies such as Siemens, AMSL, Atos, Ericsson, and Nokia.
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10.5.2 Large companies
Apart from the really big companies, the corporates, there are many more large companies. These large
companies have the money, but lack the right knowledge and resources. Therefore, they are a great target
group for universities to collaborate with. Some of those companies are already interested in quantum
and have reached out for universities to collaborate on it, like KPN of ABN Amro in the Netherlands
[106, 107]. From the US, for example, they are Cisco and Juniper, both telecommunications companies
that have started selling network equipment. In the Netherlands, telecommunication companies are also
interested in collaborating in the field of quantum technologies, but financial companies and consultancy
firms are also beginning to show interest. Those companies are the frontrunners of their fields.

Most other companies are not doing anything with quantum. One reason is that it will be a long
time before the first quantum computer is made and works, and it is not yet known which quantum bit
it will use. That is why it is a risk to invest in it. Companies can do it because they have the people to
work on it. But large companies have to find researchers from outside, which means you can keep the
technology for yourself if it works. So you can not take full advantage of it, compared to competitors.
Next to that, they do not have any knowledge about quantum, how it works, what can be done with
it and how profit can be made out of it. Finding this out costs a lot of time and money, especially for
someone without a background in physics, which is why many companies do not do this.

In the telecom industry, KPN was the first to show interest in the quantum field. KPN and QuTech
have signed an agreement to collaborate on making quantum internet a reality. QuTech’s research and
development will be supported by KPN’s infrastructure and locations [108]. Next to KPN, Jesse Robbers
was in contact with another telecom party. “I talked to them about What do quantum networks mean
for the telecom industry? What is going to happen there, what can you do with it, and how can you
learn from it? Now they are also involved, working on a proof of concept for quantum key distribution
technology.”

Although KPN was the first to get involved, not everything is going smooth there. Jesse Robbers
explains: “As an example, within QuTech we had Victoria Lipinska for quite a long time. At one point
she went to work for KPN as a quantum lead, as a quantum specialist. She was the only one within KPN
who was involved with quantum. When Victoria went to another tech company, there was no successor.
And that is a deathblow for a party like KPN, for an industrial party that had a direct link with QuTech,
but also with other knowledge institutes, if that link disappears. It will take a lot of time to restart that
relationship.”

Besides the telecommunications industry, the financial sector is also showing interest. ABN Amro is
the frontrunner in the Netherlands in this field. Ingrid talked about the collaborative project they did
with them: “We had a project together with ABN Amro, TNO space and QuTech on secure commu-
nication. For the development of Measurement-device independent (MDI) quantum key distribution
(QKD) over free space connections. The latter was the technical part with TNO space, and ABN Amro
was involved as a customer. So we made a financial transaction completely secure, and I think it ran
for three weeks and really proved that it works. So ABN Amro’s interest was really in the security of
financial transactions and linking different banking structures.” In addition to working with ABN Amro,
Ingrid has had discussions with ING and the Dutch bank to establish a partnership with them, but so
far without success.

Another unexpected party starting to work in the field of quantum are the consulting firms. Capgemini
is setting itself up as the frontrunner in this field [109], but it is not the only one to see potential in quan-
tum technologies. They notice that something is going on, but they are not yet fully engaged, although
they are certainly interested. That also indicates that a lot of attention is being paid to technology, or
focused on it.

Jesse Robbers has another example of a company that was not expected that soon to appear in the
quantum field: “Jesse: I think a good example is Bosch, Bosch is a kind of family business. It does not
just look at the short term to make profit, but has a very clear strategy on how they want to proceed in
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the coming years. So they have also positioned people with a scientific background or the ability to make
the bridge to science, who participate in major European developments around quantum, for example,
and who are not judged on that.” On their website, Bosch Global describes the choice of quantum as
follows: “A century has passed since Einstein’s era, and yet we’re still blown away by the effects of
quantum physics — and the practical applications of quantum technology are bound to be even more
astonishing” [110].

10.5.3 Start-ups & Spin-offs
Compared to large companies, start-ups have no internal investment money at all. Moreover, almost
all of them have roots in universities. What they have in common, however, is that they do not yet
have any customers either. Furthermore, the start-ups differ from the large companies in the sense that
they are not trying to build a complete quantum computer, but rather making components for quantum
computers, cryptography, building test beds for quantum networks, etc. Those start-ups and spin-offs
focus on a very specific quantum technology. These companies have no money of their own, but are
funded by investors who believe in a specific technology. They also take the risk of not developing the
’winning’ quantum bit. But with all these small companies, all focusing on a different technology, it is
to be expected that one of them will succeed. Each start-up has its own specific focus, which also differs
in the type of quantum bits they use. The ultimate quantum bit has not yet been found, so they all
try to develop different ones, hoping that they have chosen the best one to eventually make a quantum
computer.

Spin-offs arising from research institutions are new innovative companies directly resulting from sci-
entific research. The innovative character can be in various aspects: a new technology, a new material,
a new application or perhaps a combination of several. In quantum development, a spin-off can, for
example, provides tools for quantum research to research groups at universities and companies. In this
way, they can accelerate the research into quantum technology for various applications.

If a research group or a university has to develop all their high-tech hardware and software (which
also has to communicate well with each other) themselves, it takes them years to have a system that is
good enough for research into quantum technology and the development of a quantum computer. These
spin-offs usually have experience in making a certain device, which saves time and therefore money for
research groups. So they actually provide the tools with which scientists can conduct research into quan-
tum technology [111].

If a start-up achieves good results, they become interesting to large companies that want to invest
in quantum and include a start-up in their own company. Dan Howell pointed out the first time this
happened in the Netherlands: “Qu&Co was the Amsterdam-based quantum software company. They
were their own thing, and now they are part of Pascal. And so I do not know if that is good or bad.”

10.5.4 SMEs
Besides corporates and start-ups, there are many more companies. Small and medium-sized enterprises
(SMEs) are companies with no more than 250 employees and a turnover of up to 50 million euros, ac-
cording to the definition of the European Commission [112]. These companies do not have the money
to invest themselves in quantum or has external investors. The large companies do have the money to
invest, but most of these companies are not at all involved with quantum at the moment. Mainly because
they do not know what is possible with quantum and how they can benefit from it.

Although small and medium-sized enterprises (SMEs) are not closely involved in the development of
quantum technology itself, they are nevertheless an indispensable link in the supply chain for quantum
computing. They provide the ’enabling’, the making of the wiring, the making of control boxes or parts
of the chip. Lawrence Gasman describes them as: “The substantial companies, they are mainly public
companies that do cryogenics, or control mechanisms or do even the chips.”An example of such a com-
pany discussed in several interviews is BlueFors. They specialize in cryogen-free dilution refrigerator
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measuring devices for the quantum computing and information industries [113]. They do not really have
a partnership with the universities, but more like a supplier partnership. It is a partner on whom the
universities have a certain dependence, but who does not do his research within the university.

10.6 Sectors

Since the quantum computer is far from being finished and is not yet working, it is difficult to predict all
the applications that can be implemented and that will be developed. Although much is still unknown,
it is already possible to think of some applications that will become possible with a quantum computer.
All the different sectors that are likely to be affected by quantum technologies are discussed in the inter-
views. An overview of these results is described below and made visible in Figure 10.1. What emerged
is that there are three main directions in quantum development, namely quantum computing, quantum
networks and quantum sensing. Each direction has a number of specific sectors that it will affect. The
technology that will most influence the sector will be specified in the following paragraphs.

Figure 10.1: Sectors potentially affected by quantum technologies. Based on the quantum tech-
nology that will affect the sector, the sectors can be divided into three groups: Sensing, Computing and
Networks.

High-performance computers
When it comes to quantum computers, companies that always work with very large computing powers,
with high-performance computers, or with cloud computers, will have to work with them. They all have
to deal with problems that can not be easily solved with regular or even supercomputers. The promise of
the quantum computers is that it has the potential to solve certain problems much faster than ’ordinary’
computers ever can. Quantum computers use the fundamental laws of quantum mechanics to do their
calculations. This means that the qubits can be both 0 and 1 at the same time, which increases the
computing capacity enormously. Companies that already rely on powerful computers will therefore
benefit from the quantum computer once it is available for commercial use.

Telecommunications
The sector required for the development of quantum networks is the telecommunications industry. In the
telecommunications industry, technological developments are always very fast. An important implication
of quantum technology will be the usage of cryptography. With a quantum computer, current cryptog-
raphy methods, based on multiplying large prime numbers, can be broken. This has major implications
for all applications of secure communication (such as the Internet), end-to-end encryption (such as e-
mail), storing data or passwords [114]. The first technological application of quantum networks under
development is Quantum Key Distribution (QKD). It is a communication technology that uses quantum
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physics to create a cryptographic protocol for secure communication between two parties. It is expected
that quantum computers will be able to decode encrypted messages that are currently believed to be
highly secure. QKD creates a new encryption protocol that cannot be cracked by quantum computers.
It is therefore important for the telecommunications industry to think about how they can secure their
data and data flows as this new technology matures.

Data security
In addition to the telecommunications industry, all companies handling large amounts of data should
rush to work with universities on secure data storage and new methods for communicating securely with
sensitive data. The quantum computer will have a major impact on the current state of cybersecurity.
They could be financial firms, healthcare organizations, governments, and so on. In the Netherlands,
Jesse Robbers tells, a number of government agencies are sticking their necks out, Ministries of Defence,
Security and Justice, Economic Affairs. And that the Ministry of Defence is very interested in quantum.

Recently the Dutch security service, AIVD, warned in the national newspaper for the quantum computer.
The reason they did this, is that they see the progress that is made and the risks the new technique can
have, namely cracking all current security measures. They warn for the moment the quantum computer
can be used on larger scale outside the lab, it will just take time till there is enough calculation power
to crack all encryption methods that are used nowadays [115].

Military
When it comes to quantum sensing, which involves complicated processes, you are automatically talking
about military purposes, because sensors are very important there. Quantum sensors use ultra-cold atoms
or photons that are precisely managed in certain ’quantum states’ via superposition or entanglement.
Quantum sensors can monitor minute variations in qualities like temperature, acceleration, gravity, and
time by taking advantage of the fact that quantum states are extraordinarily sensitive to disturbances.
Quantum sensing has the potential to change the way we measure and detect things. It not only allows
for considerably more precise and sensitive measurements, but it also allows us to measure things we’ve
never been able to measure before [116]. According to Lawrence Gasman, the military will belong to the
group of the first actual users of quantum.

Quantum enhanced Global Positioning System (GPS) is an application that would very much like to be
realised. The advantage of this application is a more accurate positioning, less vulnerability to hacking,
indoor use, no dependence on satellites and no sensitivity to electromagnetic pulse attacks. The latter is
critical, for example, in the event of a nuclear attack, when GPS systems are likely to fail [114]. This will
affect all companies whose product or service is built on GPS, as well as governments and the military.

Aerospace
As well as the military, the aerospace industry can benefit a lot from the new quantum sensors. In
aeroplanes there are many sensors installed. Sensors are used by aircraft not just as part of their
navigation system, but also to monitor internal conditions and measure fluids such as fuel. Lawrence
Gasman tells: “Aerospace is highly involved in quantum. Large companies, like Airbus and Boeing in
particular, are very active in R&D in that field. They are an exception to the rule. Usually, end users
get everything from another company, who are deeper into it. Aerospace is a little bit different. The
big companies do much of the primary R&D themselves.” This makes companies in the aerospace sector
attractive to work with.

Financial
Like the telecommunications sector, the financial sector will be affected by the advent of quantum
networks and quantum key distribution technologies. Therefore, universities are already warning the
financial world of what is to come and trying to convince them to cooperate, make scalable prototypes
and think about the impact quantum will have on their business. In the US, several large financial
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companies are already working on quantum. In the Netherlands, ABN Amro is the frontrunner in this
field.

Medicine
One sector that will benefit greatly from the emergence of quantum computers with high computing
power is the pharmaceutical industry. The pharmaceutical industry revolves around the development of
molecular formulations that become drugs to treat or cure diseases. R&D is so important to them that
they spend a lot of money on it. The potential of quantum computers to mimic larger, more complicated
molecules could revolutionize drug development. Using the quantum computer and quantum algorithms,
new drugs can be created.

Energy
The development of new advanced chemicals and materials is critical not only in the pharmaceutical
industry, but also in the energy industry. This includes anything from a better understanding of hy-
drocarbon characteristics to chemicals used in the production, transportation, and processing of oil and
gas. Solving these difficulties necessitates high-precision simulations of molecules and reaction processes,
which would otherwise take years to investigate experimentally. So quantum computing is also becoming
very important in the energy sector.

Automotive
Lawrence Gasman explains that quantum is being worked on in the automotive industry. “Ford has
something going on, VW had a project to use quantum computers for traffic management. And the
reason they are interested is that with driverless cars, you have to make sure they do not collide with
each other. So you need very sophisticated systems, and you need real time, very accurate data. Also,
they all hope that in the future, it will be possible to get full automation in their factories.”

Consultancy
Consultancy is another type of sector that will be affected by developments in quantum technologies.
Most likely, consulting companies will not be directly affected by these new technologies. But there will
be a demand for companies that can help the industry understand, develop, add and integrate these new
quantum technologies into their businesses. Consulting firms that cater to technical clients in the sectors
described above must therefore prepare for this transition to quantum. They should prepare themselves
with quantum knowledge and developments at universities, so that they can best help their clients in
the transition to the use of quantum technologies.

Capgemini has been accelerating the quantum readiness of its clients through consulting, strategic,
engineering and algorithmic development solutions, leveraging its Applied Innovation Exchange network
and its engineering teams, as well as ecosystem alliance partners and network of peers [109].
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10.7 Conclusion

In this chapter an overview of the stakeholders involved in the collaboration between universi-
ties and industry, as well as the sectors they expect to be involved in first, has been presented.
Figure 10.2 provides an overview of all stakeholders and their relationships. Subsequently, the
government gives money to the universities and the NWO. The NWO provides financial aid to
the best scientific talent and research proposals from universities and industry. In addition to
national funding, the EU has the Quantum Technology Flagship programme, from which it funds
partnerships/consortia for the development of quantum technologies. Universities and industry
are part of these collaborations/consortia that receive the funding.

Industry is the collective name for all companies that try to make a profit with their business.
Five groups of companies are distinguished: the corporates, the large companies, the SMEs, the
spin-offs and the start-ups. The corporates are very large, international companies with their
own internal investment resources, knowledge, and skills. Large companies have the money, but
lack the right knowledge and resources. SMEs lack both money, knowledge and skills. Spin-offs
and start-ups are very similar, except that spin-offs originate from university research (or other
research institutes) and start-ups do not. They both are depended on external investment money
to grow their (still small) business. When these start-ups become successful in what they do,
corporates might be interested in acquiring them to incorporate them into their own businesses.

If we look at the field of all stakeholders, it can be seen that the universities already have a
partnership with the spin-offs. The spin-off works on something that was first developed within
the universities, and tries to help the university further with their products. So close collabora-
tion between these parties has already been established.

The potential lies in the collaboration between universities and large companies. The com-
panies do not have the knowledge and expertise about quantum technology, but they are less
dependent on financial aids from outside the organization. In collaboration with universities,
university researchers can fill this gap and develop new quantum technologies together.

The companies that are potential partners for universities come from different sectors. Based on
the quantum technology that will affect the sector, the sectors can be divided into three groups.
This division is shown in Figure 10.1.

Quantum sensors will most likely influence the military sector and aerospace sector. Sensors
already play a major role in these fields, and quantum sensors can take this a step further. For
quantum networks, telecommunications and the financial sector are the first areas of influence.
The secure communication made possible by a quantum network is very relevant to them. With
the advent of the quantum computer, multiple sectors can benefit. The quantum computer can
complement the sector of powerful computers or make new things possible in the medicine sector,
energy or automobile industries. The quantum computer’s great advantage is its enormous com-
puting power in a currently unimaginably short time. The ability to decipher current encryption
codes also makes the data security sector interesting.

One area that is not affected by any specific technological development, but by the general
rise of quantum, is the consulting sector. There will be a new market for them to start helping
other companies with what is possible and what they need to do.
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Figure 10.2: Stakeholder relations. An overview of all stakeholders involved in University-Industry
Collaborations, including specifications per stakeholder group. Also included are the relationships between
the stakeholders and what these relationships entail.
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Chapter 11

Purpose

Collaborations between universities or collaborations between companies exist for a long time. Collab-
oration between universities and business has also existed for a long time, but in recent decades it has
become increasingly common. That is because collaboration between universities and industry is be-
coming more widely recognized as a means of enhancing innovation through knowledge transfer [117].
Industry seeks for this collaboration to catch up with the rapid technological change, global competition
and shorter product life cycles. They need to change their business plans and development strategies
to survive. For universities, collaborating with industry gives them the opportunity to stay up front in
their research fields. Universities have challenges with rising costs and problems with funding for their
research, collaborating with industry gives them the money and confidence to produce new knowledge
faster than those who do it all by themselves [118]. The increase in collaboration is not only initiated from
the industry or university side, but universities are also under increasing public pressure to be perceived
as engines of economic growth rather than as fulfilling the larger social mission (i.e., education and knowl-
edge generation) that they have had in the past [117]. As a result of this pressure on both sides, there is a
growing desire to establish university-industry collaborations aimed at improving institutional innovation
and economic competitiveness through information exchange between academic and industrial fields [70].

Besides the motivation to collaborate based on pressure, there are more motivations for universities
as well as industry to collaborate with each other. In literature, they state six critical conditions for
interorganisational relationships [117, 119], which are: Necessity, Efficiency, Stability, Reciprocity, Le-
gitimacy, and Asymmetry. These conditions can be seen as categories, containing the underlying the
motivations for organizations to interact with one another. The motivations to collaborate differ for
universities and industry, but all of those belong to one of the categories. When a motivation can belong
to more than one category, it is assigned to the condition that is considered to be the most appropriate.

Each of the categories contains different motivations for collaboration. While searching for more ar-
ticles with motivations for collaborations, not all stated motivations fitted nicely in the six categories.
So to make the categories more suitable, they are grouped in the following categories: Economic, Human,
Material/Knowledge, External factors, and Others. In Table 11.1 the 5 categories with the motivations
in each category are shown. The motivations are split into those of universities and those of industry,
since they differ per organizational form.

When reviewing the literature on motivations for collaborations, it turned out that in addition to organ-
isational motivations, there were also several articles that referred to personal motivations for engaging
in collaborations [77, 120]. These personal motivations focus on what drives individuals to engage in
interpersonal collaboration, while organizational motivations are about what drives an organization to
do so. For the purpose of finding the goal of collaboration between universities and industry in quantum
technology, the focus will be on the organizational arguments. The personal motivations for wanting to
establish a collaboration will be left out of consideration.
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11.1 Universities

Economic
Collaboration with industry becomes part of the strategic policy of the universities [121]. This is partly
due to the increase in grants from the government to promote university-industry collaborations [122].
Industry is also more interested in the research done at universities, in order to commercialise it for their
own benefit. Therefore, they are funding more and more research projects. This makes the collaboration
with industry more appealing to universities [123]. The shift to today’s knowledge-based economy caused
a change in university-industry collaborations. Besides only getting funding from industry, there are also
business opportunities including exploitation of research capabilities and findings, as well as the use of
intellectual property to obtain patents. Another option is in kind collaboration, but that belongs to the
category Material and/or Knowledge.

Human
Although university students are trained on academic research, a lot of them will leave the university
after graduation. In order to give their students a broad and realistic picture of their future job prospects,
most universities collaborate with the business world to showcase their employment opportunities [124].
Besides, these university-industry collaborations give students, and the faculty, insights into the up-to-
date application of the technologies, instructional case studies and practical problems through projects
[117].

Material and/or Knowledge
Universities have a lot of academic knowledge in their fields of expertise, but sometimes lack to string
with the current applications of that knowledge in practice. This is called the ’technology push’, in which
they strive to spark the market’s interest in new items based on innovative solutions. On the other hand,
industry partners can have the hands-on experience with the application, but lack the view on the current
developments in the technology done by universities. This is called “market pull” in which products are
provided the market demands [125]. As a result, universities may be encouraged to form partnerships
with industry in order to benefit on these advantages for mutual benefit. This collaboration can both
be based on knowledge sharing or use of equipment, or a combination of both. The speed in which new
knowledge is developed increases, which puts a significant pressure on individual universities, forcing
them to respond by collaborating with industry in order to stay on the cutting edge in all academic
areas.

External factors
In the era of growing international competition and fast changing technology, governments are actively
pushing university-industry collaborations as a way of enhancing innovation efficiency and, as a result,
generating wealth creation [126]. The collaboration between universities and industry needs to be work-
ing properly to make sure the research is quickly transformed into technologies which can successfully
contribute to the economy’s growth and well-being. Universities are also under increasing societal (po-
litical and public) pressure to demonstrate greater entrepreneurship, social accountability, and overall
economic importance [117].

Others
Research argues that publication in journals is an essential incentive for universities to collaborate with
industry, as creating publicly accessible material would emphasize universities’ fundamental role of
spreading knowledge [122]. Another motivations for university scientists is to gain recognition from
the industrial scientific community, which usually comes in the form of joint publications, presentations
at important conferences, and research grants [127]. Furthermore, corporate funding assists faculty in
performing research that leads to academic eminence.
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11.2 Industry

Economic
There are several economical motivations for industry to create a collaboration with universities. Col-
laborations between universities and industry can boost R&D productivity, sales, and patenting activity
[117]. Businesses also collaborate with universities because they can profit financially from innovative
outputs, serendipitous research results, and cost savings, particularly in the areas of knowledge creation
and exploitation. This can give the businesses a competitive advantage as well as improving their financial
performances [128]. Another reason for industry to join a university-industry collaboration is to profit
from the commercialization of university-based innovations. To be able to realize this commercialization,
companies want exclusive rights to the technologies created by the universities. As a result, they are
anxious about keeping control over university research along with proprietary control over technologies
[129].

Human
Another reason for businesses to join university-industry collaborations is to obtain access to students for
summer internships or job opportunities [130]. As a result of the engagement, most university-industry
research programs aim to hire the brightest students. Faculty members or senior scientists do have time
in which they are allowed to outside the university, in which they can be hired to consult in industry
[121].

Material and/or Knowledge
A company can gain access to numerous of new competitive technologies through university-industry col-
laborations, reducing the distance between design and production. This would allow a company to quickly
recover development costs for a specific product, as the agreements may include supply chain operations
such as development and prototyping. Industry also have motivations for collaboration in the human
capital development, such as proceeding professional education, state-of-the-art expertise/research facil-
ities, and access to cutting-edge transdisciplinary technologies. They help mitigate the effect of today’s
shorter product life cycles (PLC) and thus improve competitive advantage [117]. The speed in which
new knowledge is developed increases, is not only putting pressure on universities, but also on industry.
Academic research has been found to improve companies’ ability to solve specific challenging problems
[131]. One of the bigger motivations to collaborate with universities, is industry’s lack of in-house R&D.
The collaboration is also valued by companies with their own R&D department because it reduces risks
and makes better use of limited resources, such as personnel and capital [132]. When a company gets
involved in a collaboration, where the university has more research networks at its disposal, it offers op-
portunities to be part of more complex collaborations. In these complex partnerships, more companies
and universities can be involved to form a consortium. This is another motivation for the industry to
enter into a collaboration with the university [133].

External factors
Governments have been forced to take measures to support research interactions between universities
and industry as a result of global rapid changes in the competitive and technological environment, as
governments believe that universities can help with economic revival if they publicize their knowledge
and expertise through industry-affiliated collaborations [70]. As a result, governments have launched a
number of regional and national research projects. Industry collaboration with universities is a must for
most of these programs to be successful. Another motivation is the stimulation by the government of
the growth of technology and research and development (R&D) through financial instruments like grants
and tax credits, next to the creation of a legal environment encouraging R&D [126].
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Others
Associating with a prestigious institution can also help a company’s image and reputation. Relationships
with well-known and respectable institutions, such as top research universities, can help a corporation
gain credibility in the eyes of influential stakeholders [129].
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11.3 Primary and secondary goals of collaboration

When looking more closely at the motives or goals that stakeholders pursue in order to achieve collabo-
rations, one of the theories that emerges is the Goals-Plans-Action (GPA) theory. Originally, the Goals,
Plans, and Action theory was intended to describe how people use their control over others to achieve
their goals. However, the core concepts of the theory can be applied to any form of communication
activity [134].

The Goals, Plans, Action theory was first established by Dillard in 1990 [135] to try to describe: What do
people want to achieve through interaction? The Goals, Plans, and Actions theory includes the following
concepts: each person has a primary and secondary goal, and plans are both deliberate and achievable.
The primary goals guide plans and, ultimately, action. These goals are classified as primary because
they are at the beginning of the goal-setting process. In the Goals, Plans, Action model, secondary goals
are derived from primary goals and directly apply to the actions of the individual. There are two types
of plans: strategic and tactical. Strategic plans outline what needs to be accomplished. Tactical plans
outline how this will be accomplished. Both verbal and non-verbal messages can be used to carry out
the action.

By applying this theory to the purpose of the collaboration, the goals of the GPA theory becomes
motivations. For example, the primary motivation is one that was implanted in our brain when we were
infants. We have an innate desire to do something, but we can not explain why, since there is not one.
The activity itself provides us with energy for no apparent purpose. And the secondary motivation is a
type of motivation that is influenced by our education and society. The outcome, not the deed, is what
makes us happy. We feel good when we accomplish something (and not while). We lose motivation as
soon as we do not entirely attain our goals [120].

The plans and actions of the GPA model in university-industry collaborations can be seen as the type of
collaboration that is established. Therefore, this chapter will focus on the primary and secondary moti-
vations, which can be seen as the purpose of the collaboration, and the type of collaboration (presenting
the plans and actions) in the next chapter.

The primary goals from the GPA theory are defined as follows: gain assistance, share activity, give
advice, change orientation, obtain permission, change relationship, and enforce rights and obligations
[134]. These are very personal or individual goals. However, when applied to the primary motivations
that organizations may have, they are very similar. If we focus on the collaboration between universities
and industry, the primary motivations for universities may be different from those for industrial partners.

For universities, the main motivation to seek collaboration with industry may be to gain assistance
or to share activities. Universities have the task of conducting scientific research in which they want
to take the lead and make new discoveries. In order to do this in the best possible way and make
applications that can be used in practice, outside university laboratories, they seek collaborations with
industrial partners. One of the main motivations for doing so is to get help from the industrial partners,
as they have knowledge and skills, but also money, to make these new applications possible. Sharing
activities can also be a primary motivation for collaboration, as one gets further together than alone.
Having multiple visions of a research project promotes its progress.

On the industry side, the primary motive of gaining assistance may also apply to collaborations with
universities. But the primary goal of changing orientation may also play a role. While the university
reaches out to industry to make academic research more practical, industry reaches out to universities to
get knowledge and assistance on the latest discovered technologies that can help improve their products
and services and grow their business. A change in orientation can also be a primary motivation for
collaboration. If a company feels it has reached the maximum potential of its products and services, it
will look for new opportunities to continue to grow.

In the Goals, Plans, Action model there are five secondary goals: identity, personal resource, rela-
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tional resource, conversation management, and affect management [134], though not every goal will
be applicable in every circumstance. The identity goals focus on the ethical and moral standards of
communication. The personal resource goals are motivated by the desire to maintain or improve one’s
well-being, temporal and financial resources, and material goods. The relational resources are focussing
on relationship management. With the conversation management goals is meant that by playing by the
rules of conversation, interactants create a mutual understanding of what is occurring. Conversation
management goals imply that the interactants establish a mutual understanding of what is going on
by following the rules of conversation. The model also implies that people try to establish or sustain
preferred affective states with the affect management goals.

For university-business partnerships, the secondary motives are less clear than the primary ones. From
the definitions of the five secondary motives, it becomes clear in the first place that the collaboration
is entered into by both parties out of a personal motivation to benefit from it. A collaboration only
comes about when it seems that both parties stand to gain, otherwise there is no reason to set up the
collaboration.

Another secondary motivation that is important is relational resources, in order to achieve success-
ful collaboration. The same applies to the conversation management goals, where mutual understanding
is very important. This mutual understanding is necessary to deal with the different expectations of
both parties and to reach agreements. More about this can be found in Section 13.2.

11.4 Interviews

In the interviews, it also becomes clear that the goal of collaboration can be different for universities
and industry. Kees Eijkel gives the following example: “The mission of QuTech is to make scalable
prototypes. My mission is to create collaborations and to see if anything comes out of it. The outcome
is often the commercialization of academic research into a practical product”. So he looks for strategic
collaborations with parties that help them develop faster. Industrial parties are a good candidate to
work with, because they have already managed to get it to an industrial level and there is often a lot of
engineering in it, which a university never even gets to.

Jesse Robbers has a more industrial background, but his view of the motivations for university-industry
partnerships is very similar. He says: “My motivation has always been to make new technology applicable
for industry. In other words, to take technology developed by an organization like a university and see
if you can now use it commercially in application services.”

In the interview with Dan Howell, who is working on the quantum ecosystem in Delft, his motivation
for setting up this ecosystem with both industrial and academic partners lies more in the growth that
can be made together. According to the Quantum Delft website: “Quantum Delft is a unique ecosystem
that has been decades in the making: a hotspot for excellent scientists, engineers and entrepreneurs who
are rigorously leading the way in quantum technology” [136]. With the establishment of the community
and all parties involved settling in the same city, “the relationship with the university has become better
and that of course helps with collaboration”, says Dan Howell.

Noting that things are a little different in the US, Lawrence Gasman has a different take on why industry
wants to start developing quantum technologies: “Companies in the US see that they can make money
with it. With new technologies come new applications that allow them to make more money.” This
statement is rather harsh, but there is a grain of truth in it. If a collaboration on a new technology
does not bring any benefit, the secondary motivational goal of ’personal resource’ is not met, and the
collaboration is very unlikely to come to fruition.
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11.5 Conclusion

By combining the purposes found in the literature with the primary and secondary motivations for collab-
oration and the interview findings, an answer can be formulated to the purpose of collaboration between
industry and universities in quantum technology. What becomes clear is that the purpose for universities
is different from the purpose for industry. The answer to this sub-question is therefore two-folded.

University

When looking at what should be one of the primary motivations of universities, is that they want
to gain assistance in developing quantum technologies in order to apply them into practical ap-
plications. The secondary benefits that universities gain from collaboration with industry based
on this primary motivation can be found in the categories of Economic and External Factors.
Economically, collaborations are good for industry research funding and economic opportunities
such as the use of research capabilities and results to obtain patents or the use of intellectual
property rights to obtain patents. In the context of External Factors, societal pressures and
the mission of universities to help the industrial community & society play a role. This is also
mentioned in the interviews of Jesse Robbers, where he indicates that he wants to make new
technologies applicable to industry. He does this by making technology developed by a university
commercially applicable in application services.

Another reason why universities would like to collaborate with industry, is their aim to share
activities in order to exchange knowledge with business, to come up with new ideas faster. For
this, the secondary motivations can be found in the category Material/Knowledge, where the
motivations are ’gaining access to additional expertise, advanced equipment and facilities’ and
’more speed in knowledge creation and shift to knowledge economy’. In the interviews, Dan
Howell uses the Quantum Delft community as an example for this, where the university and
start-ups are located in the same building, such that equipment and knowledge can be shared,
and university research knowledge can be made practical in the start-ups.

So the main purpose for university should be:

• Commercialize research ideas and test their potential in society;

• Create faster new knowledge and shift to a knowledge economy.
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Industry

A primary motivation for businesses to seek collaborations with universities, is that they want
to change their orientation. When a company feels that it has reached the maximum potential
of its products and services, it has to look for new opportunities to continue to grow. This can
also be seen with a secondary motivation in the Economy category: to improve the technological
capacity and economic competitiveness of companies. This is also what is stated in the inter-
views by Jesse Robbers: “If you are not up-to-date with the technological developments that are
happening in your supply environment or that are coming from science, the risk is that others
will take over your market position, and you will be taken by surprise.”

This is also the case when looking at the other primary motivation for the industry, which
is to get assistance. Industry should turn to universities to gain knowledge and assistance on the
latest discovered technologies that can help improve their products and services and grow their
business. In the Material/Knowledge category, this is reflected as secondary motivation, such as
’increased speed in knowledge creation and shift to a knowledge-based economy’. Ingrid Romijn
endorses this in her interview: “There is interest from companies that see that it is something
that can affect society, that will affect businesses, and that they should do something with it.”
So they seek collaboration with universities to get that knowledge.

So the main purpose for industry should be:

• Economically capturing useful knowledge to gain a competitive advantage;

• Access leading-edge research knowledge and infrastructures to grow their business.
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Chapter 12

Type of collaboration

After establishing who the stakeholders of the collaboration are and what the aim of the collaboration
should be, it has to be decided how this collaboration will look like.

12.1 Literature findings

Many articles have been written about the way in which the collaboration takes place. Schartinger et
al. [132] wrote in their article that the methods utilized to transfer information between universities
and industry depend on knowledge characteristics such as codification and involvement in technological
artefacts. The potential economic worth of knowledge has an impact on how knowledge is shared be-
tween stakeholders, necessitating knowledge exchanges that ensure secrecy, build trust between actors,
and allow for (exclusive) knowledge appropriation. They group the types of interactions they found into
four categories: joint research (which includes R&D projects and joint publishing), contract research
(which includes consulting and industry funding for university research), mobility (including movements
of staff between universities and industry, as well as collaborative student supervision) and training
(both way education between industry members and university researchers). They say each interaction
is a combination of formalization of interaction, transfer of tacit knowledge and personal contact, each
having a different share depending on the interaction that take place. As examples of collaboration,
they mention joint research programmes, the use of university facilities by companies, the mobility of
researchers between universities and companies, and conferences or other events in which companies and
universities participate.

In the article of Perkmann et al. [70] they define multiple ways of collaboration between universi-
ties and industry. The first one is that the partners may agree on a purely financial quid-pro-quo, such
as academic researchers working for a fee, or non-financial incentives, for example for academic research
projects to get access to resources or data. Secondly, the partners generally pursue goals that go beyond
the narrow boundaries of conducting research with a view to academic publication, and attempt to gen-
erate some benefit for the industry. As an example, the academic researchers can offer their expertise
to provide new insights on application-oriented challenges, recommend solutions and solve problems for
the industry. Lastly, in the article they talk about commercialization, which is a firm has the purpose
of commercially exploiting a patented invention or a set of non-patented expertise. This can also be
done by the university licensing a patented invention against the contractual receipt of royalties. In both
ways, commercialization means that an academic invention is commercialized with the aim of financial
gain.

In another paper of Perkmann & Walsh [59], they came up with three types of links between university
and business. These types were based on the degree of relational involvement. In the first type, the
relational involvement is high, which leads them to conclude that these are real relationships. Examples
of things that belong in this high type are research partnerships and research services. In the second
type, the relational involvement is medium, which means that there is mobility. Here, one can think of
academic entrepreneurship or staff transfers. In the last type, relational involvement is low, so that only
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transfer takes place, such as commercialization of IP (e.g., licensing).

Bekkers & Bodas Freitas [61] state in their paper that there are 23 different ways in which universi-
ties interact with industry. The disciplinary origins, the characteristics of the researchers involved in
the development and use of this knowledge, the characteristics of the underlying knowledge and the
environment in which knowledge is created and used, all contribute to explaining the diversity of the
possible ways. They arrive at the same kind of ways described by Schartinger et al. [132].

Combinging the ways of interaction described by Bekkers & Bodas Freitas [61] and Schartinger et al.
[132] and separating them into the three types defined by Perkmann & Walsh [59], creates an overview
of possible ways for university-industry interactions. This overview can be seen in Table 12.1.

Table 12.1: Possible ways of interaction for university-industry collaborations. Based on the
degree of relational involvement, the possible ways of interaction are broken down. The higher the level
of relational involvement, the more interaction there is between universities and industry [59, 61, 132].

High relation involvement Medium relational involvement Low relational involvement

Joint R&D projects
Personal (informal) contacts via
membership of professional
or alumni organizations

Licences of university-held
patents and ‘know-how’
licences by firms

Joint publications Informal meetings, talks,
communications

Reading of scientific publica-
tions in (refereed) journals or
books and professional
publications and reports

Contract research Financing of Ph.D. projects
Patent texts, as found in the
patent office or in patent
databases

Sharing facilities (e.g.
laboratories, equipment,
housing)

Joint supervision of students
(both Ph.D. and Master)

Purchase of prototypes,
developed at universities

Consultancy by university
staff members Students working as trainees

Specific knowledge transfer
activities University graduates as employee

Conferences or other events
with firm and university
participation

Flow of university staff members
to industry positions

Temporary staff exchange
(e.g. staff mobility programmes)
Staff holding positions in both a
university and a business
Lectures at universities, held by
firm members
Contract-based in-business
education and training delivered
by universities
Training of firm members
University spin-offs (as a source
of knowledge)
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Context of collaboration
Since there are many ways of interacting between universities and business, each of them can best be
used in a different situation. Bekkers & Bodas Freitas [61] article already states that the way of inter-
acting is influenced by the environment in which knowledge is created and used. This indicates that the
environment of the collaboration influences its creation.

An example of this is given in the article by Veugelers & Cassiman [137]. They argue that govern-
ment can encourage collaboration through policy instruments such as cost-sharing and government R&D
grants, which are monetary incentives to collaborate. This government incentive to collaborate usually
leads to a high relational commitment between universities and industry. With government financial in-
centives, joint R&D projects can be set up or facilities can be shared between both collaboration partners.

Another example is that the region where stakeholders are located can also be important. The higher
the R&D intensity of a region, the better universities perform in collaborations, according to Siegel et al.
[65]. This can lead to both high relationship involvement and medium relationship involvement interac-
tions. When the stakeholders are closer, it becomes easier to work together on a joint project or share
facilities, as well as to exchange staff members, have university students do internships at the companies
or give lectures and presentations for the other party. The overall industrial mix of the region is also
important, as high-tech intensity seems to be related to collaboration and the creation of spin-offs [138].

12.2 Interview results

In the interviews, several of these ways of interaction are named with an example of what is happening
now or as they think the collaborations should look like for the development of quantum technologies.

Collaborative research
Let’s start simple. In the words of Kees Eijkel: “If the research is very practical, building a prototype
and so on, then it is not so complicated.” The goal of the project is then clear, and both parties have the
same expectations of the result. It becomes more difficult if the collaborative research involves jointly
investigating the opportunities for possible applications. This can be done in different ways, initiated by
the universities, by an industrial partner who knows what he wants to do with the technology, or by an
industrial partner who just comes to take a look because he realizes that it is important to do something
with the technology in the future.

An example of university-initiated collaborative research comes from another field. Kees Eijkel: “At
a certain point, the university did IT research for security, and they started working together with a few
companies, because they wanted to get those IT solutions, for more secure internet, into the companies
as soon as possible. And you can never do that as a university, you can not decide, but you can stick
your neck out to make sure it happens.” In this kind of collaboration, the university sees opportunities
for industry and tries to involve companies in the research to work together and make the most useful
applications of the technology.

There are some frontrunner companies in the field of quantum development that are working actively on
quantum technologies together with universities. At QuTech, some research groups are working together
with Intel. According to Ingrid Romijn: “Intel just knows, we have these chips, and at some point
they are going to form this quantum processor. They really know where they want to go, and that is
the hardware of the system. For those industrial parties, it is already very clear where they want to
go and how that collaboration complements each other and what the roadmap is. We have a similar
collaboration with Fujitsu, for example. They also already have a very clear idea that in five years’ time
we simply want a design of the future quantum computer.” These collaborations happen mostly by big
industry partners, that can afford to invest time and money in research.

The third category is made up of the companies that have just realised that they need to do some-
thing with quantum, but have no idea how yet. Jesse Robbers illustrates how this works in the area of
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quantum networks, where quantum key distribution technology is becoming feasible as an application for
companies. “Quantum networks are starting to become so prototyped, commercialized, especially when
it comes to quantum key distribution technology, that you, as a company, have to be very close to the
ball now. That you have to do experiments on proof of concepts to learn: What does this mean for me?
What can I do with it? How can I offer this in my products and services that I already offer, or should I
do something else with it? Or should I text the practitioners who are now making the technology mature
to say, hey, it is great that you are making this product, but if you colour it green it will not work in the
existing infrastructure that we would like to have.” Companies urgently need to start cooperating with
universities to remain innovative and maintain their current market position.

Sharing facilities
Another type of interaction is sharing of facilities. An example of this is given by Dan Howell: “Four of
the five start-ups in the Quantum Delft ecosystem have currently been in a building of Delft University
of Technology. So there has been a kind of relationship with the university to be in the university and
that of course helps with the collaboration with a QuTech, researchers and things like that.” And where
the university offers space for the start-ups to work, TNO offers them a rentable fridge. Many of the
start-ups in the Delft ecosystem have rented time on this fridge to test their products, which has helped
their company and their products grow. Sharing facilities between the partners in the Quantum Delft
ecosystem thus helps quantum technology to develop faster.

Knowledge transfer activities
A way of interaction that has a high relation involvement are the knowledge transfer activities. This can
be academic researchers giving talks about the use of quantum technologies in industry on conferences
with both firm and university participation. But there are also other ways. Jesse Robbers has experi-
ence with these knowledge transfer activities between universities and industry and gives an example:
“KPN was involved in the initial phase, the other telecom party was not. Two years ago, I entered
into discussions with that telecom party at various levels about what quantum networks mean for the
telecommunications industry. What is ultimately happening there, what can you do with it, and how
can you learn from it? Because we started those discussions two years ago, as a result of the National
Agenda, as a result of the developments that were taking place at QIA, that party is now fully on board,
and we are now building proof of concepts with quantum key distribution technology in the Utrecht
region.”

It is not self-evident that those companies are interested in quantum technologies. “They are open
to new things and if you take them by the hand. If a few people within the organization at different
levels say, yes, this is important to follow now and in the future, if we do things in time and have built
up knowledge, we could start building commercial products and services. Then they are definitely open
to it and ready for it.” Jesse Robbers gives another example: “If the pharmaceutical industry already has
the prospect that they can do something with this in the future, and that this is also tangible, that it is
actually a kind of promise, then the gap between technological development and applicability becomes
smaller. And then you can start working with each other sooner.”

Training of firm members
Not all interactions between university and industry have to be collaborative research activities. In-
grid Romijn tells about a consultancy firm that is looking into quantum technologies: “Capgemini, for
example, is very clearly jumping into this and is also building projects itself. So they have a team of
people who are reading up and also talking to, for example, QuSoft, QuTech, to learn more about the
technology. They do not build the technology themselves, but they are really on the application side.”
Here, the collaboration lies in the training of the firm members, in order to teach them what quantum
mechanics is and what its possibilities are in industry.
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Flow of university graduates and staff members to industry positions
Next to get training for firm members, some companies decided to hire the people with quantum knowl-
edge to form their own quantum team. Lawrence Gasman gives an example of this in the US: “There
really is not a quantum computer made in financial services that can be used really effectively, yet.
All the quantum team is trying to do is to determine how the quantum computer can be used.” This
formation of own quantum teams and the lack of collaboration is only found in the conversation with
Lawrence Gasman, and thus the development field in the US and not in Europe. Lawrence Gasman:
“The end user groups who are just beginning to see what they can do with it are mostly doing that
internally. With their own research teams. And they are also hiring good physicists and things. I do not
think that any end users, I mean, there are a number of end users trying out different things, but they
are not really building partnerships as far as I know.”

Investing
Investment can be seen as a way of interaction between industry and universities. Several ways of invest-
ing in quantum development emerged in the interviews. An illustration is given by Kees Eijkel: “I will
give an example of an extreme in which we cooperate with KPN. They make fibres available, so actually
money.” This is a business investment in university research. He also has a second example from the
financial sector: “Most banks are willing to invest in the software piece, the application piece, but not
in the underlying hardware solution.” This makes it difficult for a technology development like quantum
mechanics, where first the hardware has to be finished before the software can be made applicable.

Lawrence Gasman has a different view on investment. He sees universities as the ones who can in-
vest in start-up companies to accelerate the development of quantum technologies. “They can act as
incubators for some of these companies, and the side effects of that are very important. It is hard to
have non-profit incubators, so a university that focuses on the quantum information side is a great place
to incubate small companies.” And while most people think of money when they think of investment,
he thinks universities can offer more than that. “But it is not just money, it is mentoring and guidance.
And by knowing so many people, they can push it in the direction that they are really becoming, like a
huge mega mentor. And they also know in which direction to push things commercially.”

Thirdly, when companies get bigger, they no longer get money from universities to do research. The
biggest companies, on the other hand, can give money to universities to do research. Lawrence Gasman
says: “I mean, they are the ones with the money. If you give that to the universities, you know that will
help. Projects get going.” More on funding for academic research comes later in this chapter.

Purchases
Besides funding university research, the bigger companies can also influence the quantum development in
another way. There’s also the concept of acquisition and mergers, so bigger companies buying up smaller
companies. Jesse Robbers gives an example: “When it happens that a large tech company gets its hands
on a piece of knowledge, technology and develops it further or eventually buys a start-up and takes it
over. Within three years, the startup’s management is fired, and the company is fully integrated into the
tech company. The tech company is provided with several advantages as a result of this.” The scenario
of startup companies that are purchased by the big ones is not one of the far future, but is already
happening. Dan Howell expects that “we will probably see more of that as the startup companies grow
and a successful bigger fish will look at them like, we can not do what they do, so let’s just acquire
them.”.

Ecosystems
An outlier in the ways of interactions, is the creation of ecosystems of all involved parties. So not only
universities, but also companies and governmental parties. In the US, Lawrence says: “Multiple firms
are involved and even if you are talking about the big firms like IBM, that can do most of these things
themselves, they still rely on the alliances with firms. Like in the case of IBM, Blueforce, which does
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their refrigeration basically.” And besides these industry alliances, there are other ecosystems around as
well. “The other kind of partnerships that is around now, is industry partnerships that seek to promote
quantum in general. So, we’ve got QEDC, in Europe you’ve got QuIC, now there is a German one as well.”

For the existing ecosystems in the Netherlands, such as Quantum Delta and Quantum Delft, much
still needs to be done to support the companies. Dan Howell: “I think the biggest thing we can do to
support the companies is help them develop the market, and that is not exactly easy. This technology
is so new, its implications are still unknown. I see the whole kind of quantum field, especially what we
do in quantum Delft, as if we are on the train, and we are literally laying the train track for the train.
We do not know where it will go, as it will change, but you have to have that flexibility. But we are
very much at the forefront of this new field.” The ecosystem should be barrier-free and can be seen as a
pressure cooker for new quantum technologies. The more parties that join the ecosystem, the more new
ideas can be conceived. But, says Dan Howell: “Keeping the ecosystem together gets harder the bigger
you get. But having that campus, that infrastructure, that will also attract companies.”
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12.3 Conclusion

In this chapter, the types of collaboration for university-industry collaborations in the field of
quantum were discussed. The ways of interaction between universities and industry described in
the literature are grouped in Table 12.1 according to the level of relational involvement. When
comparing these ways with the ways mentioned in the interviews, it is striking that not all the
ways of interaction from the literature are currently applicable to the development of quantum
technologies.

Conducting joint R&D projects and collaborative research, sharing facilities or participating
in knowledge transfer activities are often mentioned in the interviews. These forms of interac-
tion have a high relational commitment. In the interviews with people in the field, these activities
are seen as the most important. They think that only by really working together can industry be
involved in the development of applicable quantum technologies, because industry cannot make
it on its own. Sharing facilities is a start, with start-up companies in particular being able to
benefit from the equipment that the university has, which is too expensive to buy themselves.
Participation in knowledge transfer activities is a step that companies must take in order to
become familiar with the possibilities of quantum technology. It is also the starting point for
the business world to be able to determine how it will affect their products and services, and
what actions they should take. According to the interviewees, collaborative research projects
are the best way to involve industry and create applicable technologies for the field. By working
together, the fundamental theories can be linked to make them practical.

Of the category requiring medium relational involvement, the training of members of the com-
pany and the flow of graduates and staff from universities into positions in industry are mentioned
by the respondents. The training of the members of the company is mostly mentioned in the
cases where partners from the industry are active in the consulting sector. These companies do
not want to develop new quantum technologies themselves, but want to help other companies
to get involved in the development. In order to do so, they need to know what is happening in
the field and where the gaps are for other companies to start collaborating with the universities.
On the other hand, the flow of university graduates and staff into positions in industry can be
an incentive for a company to work on quantum technologies. If the company has someone with
technological knowledge, this person can be the one to lead the collaboration with universities.

Investing and purchasing are other modes of interaction that emerged in the interviews, both of
which fall into the category of low relational engagement. They were not so named in the litera-
ture, but in both cases there is no high interaction between industry and universities. Therefore,
although these two forms of interaction play a role in the field of quantum technologies, they are
less relevant for the development of a vision on collaboration.

To answer the question “which type of collaboration is most suitable for the development of quan-
tum technology?”, conducting research in partnership with universities and industry is therefore
the most suitable. Sharing facilities, participating in knowledge transfer activities and the trans-
fer of university graduates and staff to positions in industry are applicable in the field of quantum
development, but can be seen more as a basis. The real joint R&D projects have the promise
of producing applicable technologies that can be used in industry, in the sectors that are first in
line.
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Chapter 13

Influence factors

In addition to the aspects of stakeholders, purpose and type of collaboration, there are some other as-
pects that are missing. Every collaboration has factors that have a positive influence, while other factors
influence the collaboration negatively. Therefore, these factors are examined both in the literature and
in the interviews.

13.1 Positive Influence Factors

13.1.1 Literature
The aspect of factors that have a positive influence on the creation or realization of collaboration comes
in various forms. For example, in the study of Sjöö & Hellström [57] they identify key factors that enable
business and universities to collaborate on innovation. While in the Fuentes & Dutrénit [62] study, they
discuss the impact of driving forces on collaboration. Combining the information from these articles,
and from Nielsen & Cappelen [68], provides insight into the possible drivers, benefits, and enablers for
university-industry collaboration. Illustrations of this include trust, which is necessary for successful col-
laboration [68] and innovation capabilities and innovation strategy are important drivers for interaction
[62].

Universities need funding to be able to carry out research. Conducting research is expensive, espe-
cially in the case of quantum technologies. For example, the research of Applied Physics into the link
layer required a lot of expensive equipment. This included two quantum bits, both of which had to have
a temperature of 5 Kelvin, multiple red and yellow (high-power) lasers at specific frequencies, arbitrary
waveform generators, microcontroller units, optical lenses and mirrors and so on (see Figure 3.3). All in
all, a lot of equipment is needed, and it costs a lot of money. And this is just for one setup. There are
many more setups of research groups doing research on quantum technologies. Therefore, a lot of money
is needed and that makes it a big influencing factor for entering into collaborations.

One of the driving forces behind university-industry collaborations may be the availability of non-
governmental funding at the local level [57]. So the availability of public financing for R&D initiatives
influences the level of collaboration [139]. When looking at the goals and types of collaboration, funding
plays a role in both aspects. Thus, not only do government monetary incentives stimulate the estab-
lishment of collaboration, but funding from industry itself also creates an incentive for the university to
collaborate with industry.

It is not only the funding of university research that is important; companies that invest heavily in
R&D also play a greater role in collaboration. These companies have a greater absorptive capacity to
learn from and work with universities [140]. Companies that invest in R&D have a more reciprocal
background with universities, which makes the step to collaborate smaller. Often the companies that do
invest in research also have a higher patent intensity and a higher patent value. As a result, they are
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also more inclined to collaborate with universities [141].

On the other hand, universities that encourage entrepreneurship are more involved in business than
those that do not [142]. The organizational mentality of universities plays a major role in the distribu-
tion of money within the university. If the university values entrepreneurship, there will be more money
available to approach the business community and work together on new technologies. If the university
has a greater theoretical focus, there will be less incentive for the researcher to enter into these collabo-
rations. So the focus of the university is important when creating partnerships with industry.

Another driver for collaboration is when somebody initiates projects and connecting them across the
university-industry gap, as well as providing effective communication routes between businesses and rel-
evant academic research outcomes. If this is missing, it is often seen as an obstacle to collaborate [57].

To be able to create a successful collaboration between universities and industry, high levels of trust
and mutual interest are needed [68]. The lack of these, can be seen as negative influence factors and are
discussed more in Section 13.2.

13.1.2 Interviews
Collaboration between universities and industry does not just happen. There have to be benefits and
drivers for both sides for them to enter into a collaboration. In the interviews, several advantages of
these collaborations are mentioned, some for universities, some for industry, but as Dan Howell said, “I
think both sides can benefit in a way that is mutually beneficial.” In the coding, the elements benefit and
motivation were treated separately, but during further analysis the quotes belonging to these elements
turned out to be very coherent. Therefore, it was decided to combine all these quotes into a combined
section, the positive influence factors. Some factors can be seen more as a driving force and others more
as a benefit.

University perspective

From the university’s perspective, several advantages and drivers for collaboration with industry were
mentioned in the interviews. The first driver of collaboration with parties from industry is that the
technical level of industry is much higher. This level will never be reached within the universities be-
cause there is no need for it, but it is beneficial for academic research if it can make use of the technical
products of industry to achieve better results. To make the most use of the technical level of industry,
Kees Eijkel states: “As a university, we want to be surrounded by many companies that are relevant to
the Netherlands and also relevant to our research. So a company that does something we cannot do and
that we are really happy with when they are located nearby.”

The second advantage that emerged was that when large industrial partners are involved in research,
they can bring in funding, expertise, equipment and whatnot. Funding is the most thought of advantage
for involving industry in academic research, since getting funding for research is an ongoing struggle.
An example of sharing equipment, is given by Dan Howell. He explains: “TNO basically has a rentable
fridge. Many of the start-ups in the Delft ecosystem have rented time on this fridge, and it has really
helped their business and their products grow. Because otherwise they would not have had access to a
fridge, so they would not have been able to test their products.”

Not all companies are suitable for collaboration with universities, because it costs time, money, and
energy. Therefore, from the universities’ perspective, the question is: what will the company bring to
the university community? What will the company add? What is the outside benefit of working with
the company? If a company really wants to invest in research, like funding a PhD, Masters, or something
like that, to really get actively involved in the community, then there is ground for a collaboration. In
that case, the university sees that this company is serious and that the company not just wanting to
’collaborate’ for their own short-term gain, but that they want to build a relationship. So with the right
motivation from the company, the university can also benefit from the collaboration with industry.
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Another motivation for involving industry in research is that it facilitates the transition from research in
the laboratory to research outside the university as the technology develops. QuTech’s mission, to create
scalable prototypes, is based on the fact that they do not want to be just an academic undertaking, but
want to create something that escapes the university and has a snowball effect, so to speak, in industry.
That is why it is very important to build relationships with industrial partners. As an example, QuTech
and Intel delivered the first industrially produced qubit [32]. That would have been a lot harder without
the university-industry relationship. Howell: “If a university did not have such a strong relationship, it
could be knocking at the door of a commercial facility for a long time and being ignored. And so I think
these links, in very specific cases, really do lead to beneficial results.” Apart from the difficulty without
the relationship, some of this R&D can be done in a clean room at a university, as can the development.
But the reality is that the reproducibility possible there is far from a commercial manufacturing facility.

At QuTech in Delft, hard work is being done on academic research into the construction of scalable
prototypes of a quantum computer and an inherently secure quantum internet, based on the fundamen-
tal laws of quantum mechanics [31]. To make it useful to society, applications must also be made that can
run on these quantum computers. This is not done at QuTech itself, so they need (industrial) partners
to make these applications. A simple but impactful driver for collaboration.

Next to internal drivers, there are also external drivers for university. One of them comes from the
government, as Kees Eijkel explains: “The government asks us: we would really like you to pay attention
to what is the result of your research. You can do that very laid back, you can say we all have good
people, so it will all work out. Or you can say, yes, but we are going the extra mile, and we are also
trying to stick our necks out to speed up the process.” Exactly this last point, is what universities should
do, to attract industrial partners for the collaboration.

Industry perspective

On the business side, there are other advantages to working with academia. According to Jesse Robbers,
the main reason for industry would be: “If they are involved in the research or the new technology at an
early stage when it becomes applicable, it gives them a chance to learn from it. This means they can
see what it could mean in their company or in their industry”. They can draw conclusions from it, to
determine how it can help them or what knowledge they still lack. The knowledge environment within
the collaboration can be adapted accordingly. From a university perspective, it is very important to know
what the demand is from industry. What is ultimately what they want the technology to do? When is
it useful? If the potential applications that the company sees are different from what the university had
thought, the scope of the research can be changed to allow the technology to evolve to be ready outside
the lab. Also, when working together at an early stage and thinking about what can be applied from
the technology that has been developed, proof of concepts can be built.

Not all academic research is interesting for industry, certain topics are more interesting than others
because there are potential applications. To know which topics in the research are the most interesting,
collaborations have to be made to get insight in all possibilities.

A big driver for industry to get involved in new technologies is their competitive position. Accord-
ing to Lawrence Gasman, an example of this can be found in the drug industry in the US. “Quantum
seems to hold the possibility of a new direction for drug discovery that can solve problems that even
a supercomputer cannot, because of the parallelism in a quantum processor. So, suppose they can do
the calculations necessary to get them to a new drug, they become quite rich. So it is a motivation
that drives every company.” Therefore, it is also clear to him that companies do not have the option
of not diving into quantum, because if competitors do it, you have to do it too. Jesse Robbers agrees
with him: “If you are not aware in time of the technological developments that are in your supplier
environment or that are coming from science, the risk is that others will take over your position, your
proposition, your market approach and that you will be taken by surprise. Another risk is that if you are
too slow to enter, that is, you have not been sufficiently involved, and that others will make off with your
technology, and you will end up two-zero behind. That others will run off with your business proposition.”
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For Ingrid Romijn, the most important benefit for companies at the moment is the PR value. By
showing that they are involved and investing, they show the world that they are a leader in their field,
which has a high PR value.

Another incentive for companies to collaboration with universities is their interest in the academic talent
and infrastructure facilities available at universities. Quantum mechanics is a physical theory that is
quite complicated to understand and therefore even more difficult to make applicable to current business
processes. To make it possible for companies to do something with quantum, they need the people,
the academic talent. Dan Howell also explains: “When we are talking about quantum, clean rooms are
the big deal. Obviously, some of the equipment in there is over a million euros apiece. This kind of
technology is not something that a start-up or scale-up can easily afford to have on themselves. So, that
kind of facility access is important.” If you look at the ecosystems that are emerging in the Netherlands,
for example Quantum Delta NL and Quantum Delft, they are built from the ground up. To create a
startup ecosystem, there are six pillars of success [143]. These pillars are: Human capital, Regulation,
Markets, Infrastructure, Business networks and Capital. According to Dan Howell, the main requirement
of companies is facilities and infrastructure. That is the biggest attraction after the academic talent.

Mutual perspective

In addition to the individual benefits to industry and universities of working together, there are also
some overarching benefits. For example, if universities and industry start working together at an early
stage and are the first to develop applications of quantum technology, the economic impact in Europe
could be enormous. The importance of the location where the collaboration takes place will be discussed
later in this chapter.

Jesse Robbers: “One of the expectations of the first generation of quantum network technologies is
that they will help with data security. Since securing data is very crucial, and there are risks involved,
in the government domain, the actual involvement of different parties in the exchange of data should
start at a very early stage. Risks such as personal data security, state security or information intensity
are present.” This means that there is a national interest in collaboration between industry, universities,
and government to work on the development of quantum technologies.

According to Kees Eijkel, “I think the biggest drivers in the business are the fact that it is a funda-
mental and exciting new technological development that people expect a lot from. If you can do that
for the first time, then new possibilities will arise. You can put the thunder on that. Only you do not
know them yet.” If the universities work on quantum development and create useful proof of concepts,
industry will join in later. “Any university that does something like this will attract the interest of
industry because industry will also see the benefit of it. So I think the fact that both sides see the benefit
speaks volumes about why it is important to both partners,” says Dan Howell.

Jesse Robbers does have a suggestion as to who should be the driving force in setting up these col-
laborations. It should be an enormous connector, with a large network in the industry, and nowadays
also in science. Because in the quantum developments, connections are constantly being made between
parties who have new ideas. If they are brought together, perhaps from a university or institute with
something from industry, they can think about how it can be made applicable for yet another party.
The driving forces to bring them together are people close to the scientific organization and who can
really bridge the gap between what is happening in science, speak languages and bring added value to
science itself on the one hand, and make connections with industry on the other. This should be an
out-going person, who knows how to make links, who knows how to make the bridges between industry
and university and who knows how to position himself in the strategic discussions.
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13.1.3 Summary of positive influence factors

When comparing the positive influence factors from the literature with those from the interviews,
the interviewees mentioned many more driving forces and advantages applicable to the field of
quantum development than those found in the literature. This is positive, because it means
that there are many ways in which the collaboration between industry and universities can be
positively influenced.

One thing already found in the literature, and underlined by the interviews, is that funding
plays an important role in collaboration. Whether it is government or industry funding, both
are the driving force behind the creation of collaborative projects. Funding is the most frequently
cited benefit for involving industry in academic research, as obtaining funding for research is an
ongoing struggle.

Another point that emerges from the literature is that companies that already invest in R&D
will play a greater role in collaborating with universities. This also emerged in interviews with
companies that are already wondering what quantum technology can do for their business or
industry. By doing R&D, new opportunities arise, and by doing R&D together with universities,
more opportunities arise quickly.

Something that was mentioned a lot in the conversation with Jesse Robbers, and which also
came up in the literature, is that having someone who initiates projects and connects them
across the university-industry gap can be a great stimulus for partnerships. These business de-
velopers have insights into both worlds and can stimulate the creation of university-industry
collaborations.

An argument that emerges only in the interviews, for example for universities, is the high tech-
nical level in industry that will never be reached in university laboratories. It is beneficial for
academic research if it can make use of the technical products of industry to achieve better
results. It is therefore an incentive for universities to seek collaboration with industry.

For the industry, a new argument is the benefit of the PR value for companies that start working
on quantum. Since not so many companies dare to delve into quantum yet, those that do are
the frontrunners and can use that for their PR value.

Another positive influence factor for businesses is to maintain their competitive position if they
start working on quantum with universities. If they do not start working on quantum and com-
petitors do, there is a risk of others taking over their market position. To remain competitive,
therefore, it is necessary to collaborate on quantum technologies.

A mutual argument, which only comes up in the interviews, is the economic impact that these
collaborations and new technologies can have in Europe. The potential of quantum technologies
is expected to be great, so if those technologies can be developed in Europe, it will have a great
positive economic impact.

Figure 13.1 gives an overview of all positive influencing factors for the partnerships for the
development of quantum technologies. Again, these factors are divided into factors that exist
from a university perspective, from an industry perspective and factors that apply to both.
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Figure 13.1: Positive influence factors overview. All positive influence factors that exist for collab-
oration in the development of quantum technologies are divided into factors that exist from a university
perspective, from an industry perspective, and factors that apply to both.

13.2 Negative influence factors

13.2.1 Literature
Next to the positive side of collaboration with the drivers, benefits and enablers, there is also a negative
side to it. These barriers are negatively influencing the creation or realization of collaboration. Again, in
the article of Nielsen & Cappelen [68] they describe the barriers to knowledge transfer projects containing
university-industry collaboration. One of the most interesting barriers they found is the resistance to
participating in knowledge generating initiatives that do not yield a quick return on investment.

Just as funding is a positive influence factor for universities, money can be a negative factor for in-
dustry. As already explained in Section 13.1.1, doing research on quantum costs a lot of money. A
company that wants to work with universities to develop new technologies must come up with large
sums of money to make this research possible. And what is usually the case with research is that the
outcome is insecure. For quantum, some applications have emerged from known theories, but have not
yet been proven in practice at all. Investing in quantum for industry, therefore, comes with a risk. There
is no guarantee that the applications that emerge from the collaborations will work in practice, and if
they do, then usually not in the short term [30]. Investing in quantum therefore comes at a cost, with no
guaranteed results. This has a negative impact on industry’s willingness to collaborate with universities.

Another issue for universities is that companies sometimes struggle to envision what the result of a
university–industry collaboration would look like [144]. Different expectations for the collaboration, hin-
ders the effectiveness of the project. Companies that enter into a collaboration project with an open
mind and curiosity are generally more satisfied with the result and the overall process than companies
that started with clear expectations [68]. On the other side, business representatives complain that
researchers’ communication is ambiguous, resulting in a misunderstanding. In the study of Siegel et al.
[65] the main barrier for university–industry technology transfer is the lack of understanding regarding
the other party its norms. Also, the lack of knowledge and a mutually unfavourable perception of the
other party are hampering the collaboration [57]. This means that expectations play an important role
in collaborations, and if they are not discussed before the collaboration begins, this can cause a lot of
hindrances.

Some other barrier for academic researchers to collaborate with industry is the fact that patents and
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industrial agreements have little or no impact on promotion and appointment decisions, which are based
more on publications and federal research grants [65]. Moreover, collaborations have an impact on re-
search productivity. Even when the collaborating academic researchers produce applied results, they do
not immediately generate results for publishable articles. These publishable articles are still very im-
portant in the academic world. So although collaborations often produce new, academically significant
insights and ideas, they are not as highly valued as publishable articles [70].

When it comes to university-industry relationships, issues of confidentiality and intellectual property
rights come up a lot [68]. As already mentioned, a high level of trust and mutual interest is necessary
for successful collaboration. So when there are problems with confidentiality or agreements on intellec-
tual property rights, the level of trust will be very low. This will hinder university-industry collaboration.

Excessive bureaucracy is also an obstacle to effective technology transfer, according to both researchers
and managers/entrepreneurs [57, 65].

Some critics worry that collaborating with industry may lead to a shift in researchers’ priorities to-
ward more applicable themes, at the expense of basic science’s long-term advantages [145]. This is
because academic researchers that work together with industry to commercialize their research, may
keep their findings more secret than their open science colleagues [146].

There are also fears about the consequences that the development of quantum technologies will have.
They can be compared to others that emerged in the past decades, like nanotechnology, genetic modifi-
cation or synthetic biology. Those fears can cause research to be delayed or even halted. An example is
the postponement due to public concern of the Stratospheric Particle Injection for Climate Engineering
(SPICE) project, a geoengineering experiment [147]. Civil society organizations objected, claiming that
a technical remedy would divert political and scientific attention away from greenhouse gas reduction.
Another example: Public anxiety over genetically modified organisms (GMOs) and GM foods has hin-
dered the commercialization of GM foods in Europe. These fears must be recognized and the mistakes
of these earlier innovation programmes avoided, to prevent a deep-rooted “quantum phobia” from taking
root [87].

13.2.2 Interviews
Although there are many drivers and advantages to collaborations between business and universities,
there are also issues that stand in the way of this collaboration. These barriers to collaboration are
also discussed in the interviews, and several obstacles are mentioned. A quote that stood out from the
interviews about the barriers is: “The biggest challenge, I think, is finance, like the investment.” Again,
money is a big factor in collaborations. Besides the barriers that exist, there are also risks associated
with the collaboration. These will also be discussed here.

University perspective

The biggest risk for universities in collaborating with companies is scientific integrity. When working
with industry, the funding for the research usually comes from industry, and this creates a tension be-
tween independent academic research and industry wanting to influence the research. This influence
usually comes from the desire to see results that are favourable to the company funding the research,
so that they can show that they are the first and/or can make money from it. Dan Howell can confirm
this: “From my personal experience outside quantum, it is always been that the companies are happy to
support the research. But if something comes out of it that is detrimental to their business, then they
want to be a bit more careful about that and have a bit of control.” And even if the company does not
directly influence the research, there can be a kind of reverse influence. Kees Eijkel explains: “Reverse
influence is the concept that academics have become afraid to say things because they think that will
make their money disappear.”

Although there are many advantages to collaborate with industry, there are a number of things that
hold universities back. One of the barriers is that, as a scientific community, you have to show that
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you are open to this kind of collaboration. “If you are not open to it, you risk missing opportunities to
advance the technology in time or fail to involve the right industry players,” says Jesse Robbers.

Ingrid sees also a whole other risk: “One of the big risks for universities is expectation management,
the hype. That because of all the positive stories and talk, companies think that the quantum com-
puter can solve everything or that the quantum internet will be there tomorrow.” This quantum hype is
something all interviewees recognize.

Industry perspective

Where universities must be open to collaboration with industry, companies must also be open to col-
laboration with academia. Especially when it comes to not just funding, but really working together
on quantum development. This requires a specific ’boardroom mentality’, as Kees Eijkel calls it. That
boardroom mentality means that the management of the company must be open to innovation with other
parties. And this also means that companies look at it like, “can I make money with it in six months’ or
a year’s time? If not, is it part of my core business? And if not, I will not do it.” they have the wrong
mentality, according to Kees Eijkel.

An impediment for the industry to getting started with quantum is the fact that they have no (or
insufficient) knowledge about quantum. This makes it difficult for them to see the potential applications
of quantum technology in their company, which makes it hard to start investing in it. In fact, they do
not have a good idea of what is possible. According to Ingrid Romijn, one solution to this problem is
to have an internal advocate in the company. “That is someone who stands up and says: I’m going
to pull this, this is so interesting here, we have to do something with it.” The advantage of having
this person stand up and lead the way in a company is that the company has a direction on where to
go with the technology and ideas on what it can do for their businesses. On the other hand, there is
the risk that this person will leave and all the progress that is made will be gone, because no one else
has invested enough in the technology within the company. If that happens, they can start all over again.

Jesse Robbers describes the main risk to the industry as follows: “The big risk is ultimately that you
step into a technology that may ultimately have great promise, but that it does not come true. That
you have made certain investments at the wrong time, often too early, and that you can therefore not
make that investment come true.”

In the ecosystems being built in the Netherlands, there is another challenge. Dan Howell explains:
“Namely, that at some point you start introducing competition. Like at the moment, all six of our
companies, they do not compete with each other. They do different things, but there comes a point
when you introduce a company into the community that is doing something that someone else is already
doing.” This does not have to be a bad thing, since competition drives companies to a better result. But
it is something to take into account as a challenge in this field.

Mutual perspective

The main mutual risks of collaborating with industry or universities, are the Intellectual Property (IP)
rights. Multiple interviewees are focussing on this IP rights, and the importance of good regulations
about it in university-industry collaborations. It is important to frame and regulate the boundaries
between each other’s knowledge and rights in a very good way. That way it remains manageable, and
no strange things can arise. “I think for any academic institution that is going to be developing these
relationships, I think it’s really important that there is a strong legal agreement for both parties. So,
they know how things will progress in any eventuality. So, if that some technology is developed, who
does the IP belong to? And I think if you did not have that to start with, it could be quite rocky
ground.”, Dan Howell. The intellectual property agreement should provide both parties with a level of
protection and an understanding of the state of inventions and the commercialization of technology. It
is important to have a balance of industry not suppressing research, even if it is not the outcome they
want. A way must be found for both the company and the academic researcher to feel comfortable with
the way things are done, which must be established in advance in order to establish a fruitful relationship.
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Another barrier to be overcome before collaboration between industry and university begins is the
expectation pattern. Industry and universities have different speeds in the way they work, different
expectations of results and so on. This means that the expectations for a collaborative project must be
stated and discussed before the project begins, so that everyone knows what is going to happen.

As already mentioned in the chapter on positive influence factors, it takes someone to build bridges
between business and universities. Time and effort must be invested in making these partnerships pos-
sible, which also means that time and effort must be invested in finding the right people to build these
bridges. The most obvious thing is that universities should do this, since they are working on the tech-
nology already. Jesse Robbers calls the people that should build the bridges, the business developers.
“Universities have great difficulty or do not speak the language to take industrial parties by the hand
and pull them at the right time. And because they do not speak the language, or because they do not
have the people on board, the bridging function is not there. If you do not know how to make the bridge
function and, you just need a certain type of people for that, then it will become very complicated. The
tricky thing is, at the end of the day, if you have the wrong business developers on board, or business
developers with the wrong mindset, they still can not bring what might be needed.”
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13.2.3 Summary of negative influence factors

The barriers and risks have a negative impact on collaborations for the development of quan-
tum technologies. One of the first things found in the literature is resistance to participate in
knowledge-generating initiatives because they do not provide a quick return on investment. This
is also stated in the interviews. For example, several interviewees indicated that companies do
not dare to invest in a technology of which it is not known whether it will ever work. So there
is no willingness to invest in something uncertain, such as quantum technologies.

Another negative influence factor, found in both the literature and interviews, is that indus-
try and universities have different expectations. Industry and universities have different speeds
in the way they work, different expectations of results and so on, which will hamper collaboration
when these are not discussed at the time of establishing the collaboration.

In addition to the expectations that need to be discussed, intellectual property rights and con-
fidentiality are also two aspects that are seen as the main barriers to establish collaborations
between universities and industry. It is important to demarcate and regulate the boundaries
between each other’s knowledge and rights in order to establish fruitful collaboration. Without
strong agreement on these aspects, the collaboration is doomed to fail.

Enough has been written in the literature about the fear of new technologies, because they
bring unknown and incomprehensible things with them. These fears can be a barrier to working
with them, and therefore to collaboration between universities and industry. In the interviews,
these fears were not really addressed, but the uncertainty about the realization of the quantum
hype was mentioned more often. There are a lot of potential applications that should work
on paper, but it is not certain whether it will be possible to make these applications work in
practice. Uncertainties hinder collaboration in the development of quantum technologies.

In addition to the issues found in the literature, some other negative influencing factors were
mentioned in the interviews. For example, scientific integrity is very important to universities,
just as independent research can be. With industry funding, there is a risk that industry will
want to influence the results of the research, which gets in the way of scientific standards.

Specifically for collaboration on quantum technologies, industry is hampered by its lack of
quantum knowledge. When no one in the company has an idea of the potential of quantum
technologies or what they can do for their business, it is a barrier to partnering with universities
to work on them. So the industry needs to be educated about what quantum is and what it can
offer.

Finally, as with the positive influence factors, if there is no one who can build a bridge between
industry and universities, it becomes very difficult to set up a collaboration for the development
of quantum technologies. A business developer is needed to connect both parties and get the
collaboration going.

Figure 13.2 gives an overview of all negative influencing factors for the partnerships for the
development of quantum technologies. Again, these factors are divided into factors that exist
from a university perspective, from an industry perspective and factors that apply to both.
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Figure 13.2: Negative influence factors overview. All negative influence factors that exist for col-
laboration in the development of quantum technologies are divided into factors that exist from a university
perspective, from an industry perspective, and factors that apply to both.
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Chapter 14

Next steps

In the previous chapters, answers are formulated for the first four sub-questions based on the literature
findings and interview results. What became clear is that some things are mentioned in both, while
others only appeared in one of them. By combining all these sub-question results and the vision of
the interviewees on the future, the next steps on how universities and industry can collaborate can be
formulated.

14.1 Vision on the future by the interviewees

The steps to be taken to establish collaborations between industry and universities in the development
of quantum technologies is the result of the combination of the answers to the sub-questions. This
reflects my interpretation of how collaborations should be established in the future, what the goal of the
collaboration should be and what it should look like. In the interviews, the interviewees were asked how
they see the future of quantum technologies, and this section contains the summary of their vision for
the future.

14.1.1 Starting now
The commercialization of any technology area is always unique. In quantum, the fundamental break-
through is the combination of quantum mechanics and its application through nanotechnology. This
means that there is already a market for the technology, while the technology itself does not yet work.

There is a lot of talk about the quantum hype, and it is also a hot topic online. The risk of a quantum
hype is that the technology can not meet the high expectations and that the bubble bursts. The hype
stems from the fact that every new technology thinks it is different. Dan Howell: “But every technology
goes through the same huge investment. Then it collapses, and then it finds some kind of equilibrium.”
To keep the highs and lows from being so extreme, the Dutch approach is quite conservative, which
helps to temper the hype around quantum. Dan Howell: “The investments in the Netherlands may be
moderate compared to the US, I think the reality is that our companies are not over-hyping anything.
They are not saying that we will have a quantum computer within a year and that we will change the
world. They have clear roadmaps for the technology, for what they are going to deliver, and that will
hopefully help to clarify the boom-and-bust cycle that the technology will go through.” Whatever the
hype promises, it is unknown what quantum technologies will bring to our society as we know it today.
Whether it is closer to hype or closer to pessimism, no one knows. But even if it changes only a small
part of it, the implications are huge. Dan Howell: “This means it is important to be aware of quantum
technology and embrace it if it suits your industry and if it is possible to embrace it and just see where
it goes. Because if you do not, then once it becomes commonplace it may be too late. So it is a trade-off.”

Technological progress in the various fields of quantum development varies. Jesse Robbers: “I think
that technological developments, when I look at quantum, are beginning to accelerate. It will take some
time before there is a quantum computer, and the first is not expected to be available until 2030, with the
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form still unknown. For quantum networks, the first technological companies are now starting to get off
the ground in order to create the first generation of quantum networks. For the quantum key distribution
technology, the first commercial products and services are now available. Also in the Netherlands, but
also elsewhere in European member states, start-ups are beginning to emerge in which quantum becomes
applicable. In the field of quantum sensing, the first hardware is already available, but the application
is not yet there.”

He continues: “And that means that from the institutes, from science, from the knowledge institutes, but
also as a company, you have to think very strategically about how do I proceed with this? How do I step
in? How do I position myself? And how do I attract the right people to get into position?” Something
that can help with these questions are proof of concepts built for potential applications of quantum
technologies. They can act as a bridge between research and industry. Jesse Robbers commented on
these proofs of concepts: “The only thing is that this is not going to produce anything for tomorrow
or next year. It is only really going to deliver, of course, in the proof of concepts, but in the applica-
bility in daily practice it is going to take a few years, and you have to dare to step over and invest in that.”

Dan Howel sees opportunities in connecting quantum development with other technologies. “I think
we can learn a lot from other fields and technologies and pick the best bits from all those other commu-
nities to see what works for us. And I think people within the quantum community are open to that.
We are not proud; we do not have to reinvent the wheel. We can look at what is already there and use
what works for us to our advantage.”

14.1.2 Universities should take the lead
According to the interviewees, the party that have to take the lead in the process of setting up university-
industry collaborations are the scientific organizations. Kees Eijkel: “I think universities should stick
their necks out. The companies can not do that, they do not have the technology, they do not have the
overview.” Jesse Robbers adds to that: “You cannot approach all companies as a university. You have
to look very strategically at which companies you are going to approach from a specific sector. Which
companies can help us to eventually make products applicable in a preliminary phase? So you have to
think very strategically, who am I going to invest time and energy in and which not.”

Ingrid Romijn agrees that the universities should take the lead in the collaborations and also in the
making of proof of concepts. “More results that show that it is really applicable and ready can get
more companies involved in the development. What is very nice, of course, is the leading scientific
results and Nature and Science papers, but what the industry is looking for are more the proofs of
concepts. They show that something can also work outside the lab. So the moment you and a number
of parties show that we have done this and that, and it makes the news, that attracts a lot of new parties.”

Building on this, Dan Howell says: “Given that the government funding is now getting off the ground,
there will certainly be a lot of growth on the academic side, guaranteed. Hopefully, that will also lead
to growth on the industrial side, in terms of more start-ups. There is a lot of financial support provided
to start-ups. And that in turn will lead to attracting more other companies to set up a European hub
here in Delft.”

All interviewees involved in quantum in the Netherlands agree that universities should start, but not
much is said about how. Only Jesse Robbers elaborates: “I think it would be very good if you could
attract people with a background in business and longer experience to such a university in a kind of
business-development-strategy role and know how to make that bridge work.” When these business de-
velopers are recruited, they need to decide which sectors to focus on. One suggestion given is that they
should also play the game with industry associations or sectoral events that take place in certain envi-
ronments. In the telecommunications industry, for example, there are many events, most of which are
not focused on quantum but on a particular area of interest such as telecommunications infrastructure.
It is precisely at these kinds of events that the business developers need to position themselves to connect
with the companies. Another example, if you achieve a breakthrough with quantum key distribution,
the business developers must also show up at those events, to position themselves there to tell the story.
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At QuTech in Delft, they are working hard to create partnerships between university research and indus-
try. Part of Ingrid Romijn’s work belongs to this field, she says: “So looking for partners, organizing and
creating partnerships with industry, or rather partnerships between the university, TNO and industrial
parties.” That there are people specifically hired for this purpose, is a big step forward, according to
Jesse Robbers: “In Delft, a number of people at senior level are very clear that they have to involve
people from the industry. These are people with different characters and a different background than is
traditionally present in the Delft ecosystem. Without these people, they will not succeed in bridging the
gap between universities and industry.”

To help the business developers and universities, that not everything has to come from them, Quan-
tum Delta is also setting up a project. This project is part of the overall programme in the Netherlands
and will involve setting up field labs. These field labs are a kind of counter where companies can go with
questions, and then there is a team of different universities and institutes that can help them. They can
direct them to the partner that has the most knowledge in the area of the question. Ingrid Romijn: “At
the moment there is quite a gap. On the one hand you can give a kind of very general story to companies:
this is quantum technology, this is superposition and entanglement, this is the basis of quantum physics,
this is how quantum computers and quantum internet work and this is what you can do with it in the
future. Then there is nothing for a while, and then there is the research at QuTech to actually build it.
And the piece in between is exactly what those field labs were set up for.”

In addition to individual universities trying to establish partnerships with industrial parties, a broader
approach is needed to involve an entire sector. Kees Eijkel explains: “We do not communicate with the
entire field. It mainly takes place via links such as Quantum Delta, QIC, which is the quantum industry
consortium of Europe, and also via things like conferences.” Dan Howell adds: “I think the Quantum
Delta initiative is great. I think it plays into the benefits. So basically, the Netherlands is a small country.
It is easy, like this, that almost all quantum technology is covered somewhere in the Netherlands and
having this national programme that gets the financial support of the government, but then also kind of
coordinating that is really valuable.”

14.1.3 Industry can not stay behind
It is not only the universities that must roll up their sleeves and try to establish partnerships with in-
dustry. Jesse Robbers: “You also have to be able to mobilize the companies to make people available, to
free up time for this bridging function from the knowledge institutions.” And the companies that want to
bury their heads in the sand will be disappointed, because if a fraction of what is being hyped becomes
reality, it will be significant. Dan Howell: “From a business perspective, it is important that we do not
stand still. Otherwise, we are no longer the best, and we will be overtaken by everyone else. So we have
to keep moving forward to stay ahead.” The consensus is that the industry cannot wait for quantum to
become a reality, but must start now. And fortunately, the first companies are starting to get involved.
Ingrid Romijn: “The users, i.e., the banks, chemical companies, energy concerns, governments, etc., are
now sticking their feet in the water a bit, and it will really depend on how fast the development of the
hardware and the software goes, how actively they will get involved. That is very difficult to predict.
If there are huge breakthroughs in the next three years, they will all be knocking on the door in three
years’ time. And if those breakthroughs do not happen, then they will pull out.”

Jesse Robbers thinks further and believes that companies should do more: “I think it is also impor-
tant to set a point on the horizon. Quantum computers and quantum internet are going in a certain
direction, so be sure that it might be a bit further on the horizon than the point we are setting today, but
that it will be somewhere close is in the line of expectation. So you have to anticipate that and be flexible.”

In addition to the companies belonging to the sectors that are seen as potential end-users, consultancy
firms are also starting to show an interest in quantum development. Ingrid Romijn: “Consultancies see
that this is something that could affect society, that will have an impact on companies, the banking
sector, governments, and so on. So an interface is needed to make the technology understandable and to
make that link. And that is where these consultancies are kind of jumping in now.”
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14.1.4 The first companies start working on quantum
Companies are making a small start to delve into quantum and what it can do for them. Although there
are some companies that really dive into it, most just come to look around. Kees Eijkel describes it as
“Everyone is doing something. They take a course now and then, but real projects do not really get off
the ground yet.” Lawrence Gasman has a metaphorical description for it: “We are seeing more and more
big companies sticking a toe in the quantum sea.” Both agree that this is just the beginning of industry
involvement in quantum technologies. And while large companies shout from the rooftops that they are
leaders in their field, much of what they are doing is just a beginning. As an example, “If you look at
IBM, IBM is arguably the biggest quantum company in terms of revenue, and people and everything
else. But if you look at the income statement and IBM’s profit and loss, you do not see much there about
quantum. It is just minuscule. The same would be true for Google.” And also, when he talks to them,
Lawrence Gasman experiences their lack of knowledge on quantum. When he asks them to speak about
quantum at a conference, he gets the following response: “I’m a bit scared about doing this, because we
do not really know that much about quantum. We’ve only been doing this for a year, and yes we mess
around, and we like to talk, but we are going to say we do not know anything.” This uncertainty from
even the big companies is holding them back, but could also be a motivation for other companies, he
says. “I said nobody really knows. You guys use supercomputers, you do really useful things on your
supercomputers. But I ask you to share: what is your experience so far with quantum?” The answer to
this question can be very valuable for others to get them over the threshold and into quantum.

Ingrid Romijn also sees other things happening in the field: “What I see at the moment is that a
lot of technology from universities is finding its way into small companies, start-ups, so there are a lot
of spin-offs.” On the companies participating in the development of quantum technology, she says the
following: “So you have the hardware companies and the software companies, the suppliers. On the one
hand, those are the ones who build it, and those are the startups and the larger companies like Intel
and IBM. They just make the hardware and the software, and they are already stepping in. There are
investments for that as well, so those startups are growing and the larger companies are also investing
millions. So I expect that this will only increase and in the next ten years there will be mergers, compa-
nies falling over and new companies joining.”

In addition to the companies resulting from university research, large companies are also setting up
quantum subsidiaries in order to really reap the benefits of being a smaller company. One example is
Google’s parent company Alphabet, which spun off Sandbox, a computational quantum software startup.
A second example is the merger of Honeywell Quantum Solutions and Cambridge Quantum Computing,
an English software company, to create Quantinuum. Lawrence thinks the reasoning behind it is “to
have all the advantages of small companies, but they do not really have to worry. Because if they spun
off, that money comes with the deal.”

Next to the spin-offs, start-ups and big companies, also SME’s and large companies show interest in
the quantum development. Ingrid Romijn: “What is also really changing is the interest from, for ex-
ample, companies like Deloitte, the consultancy firms.” Jesse adds to that: “What you see is that the
choice for a company like KPN, from the parties in that industry, is to be very close to the technological
developments that are taking place. And to think about what that means for your business formation,
for your product or your service, that lives up to your mission.” In order to help those telecommuni-
cation companies, he is very keen to see if other telecoms parties can be involved in the quantum key
distribution developments that are taking place.

14.2 Vision of collaboration in quantum technologies

The answers to the first four sub-questions in combination with the vision of the future by the inter-
viewees form the basis for the next steps within which collaborations for the development of quantum
technologies can be established. All answers are combined with the current situation to provide a picture
of what such collaborations should look like and how they can be set up.
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From the types of collaboration and the negative influence factors, it has become clear that knowl-
edge about quantum is necessary to start developing new technologies. Universities currently have the
most knowledge about quantum, while industry lacks this knowledge. As already mentioned in Section
8.4 this imbalance creates a situation of technology-push. This was an undesirable situation, so indus-
try had to be involved in the development of quantum technologies. However, before one has sufficient
knowledge and is ready to enter into collaborations to work on quantum, two other steps must be taken.
These steps are broadly outlined here; they will be explained in more detail in the following sections.

The first step in forming a collaboration on quantum technologies is for the industry party to become
aware of the existence of quantum and what quantum may mean for the industry. If one is not aware of
the existence of a technology, it becomes very difficult to get started with it. Becoming aware of quantum
technologies is the first step to getting involved in quantum development.

The second step is to accept the advent of quantum technologies, although it is not certain in what
time frame they become practically available. This can be done through knowledge transfer activities or
the flow of university graduates and staff into positions in industry. However, as already mentioned in
Section 12.3, this is the basis of collaboration in the field of quantum technologies. When the acceptance
of quantum is there, the step can be taken to actually work on it and make it applicable.

The driving force behind taking the step from acceptance to working on it and forming partnerships
are the positive influencing factors. Together with the intended goals of the collaboration, these positive
factors are the drivers for taking the next step. The negative influencing factors are impediments to
taking the next step. Figure 14.1 shows the steps to take.

Figure 14.1: The steps to collaboration. The first step to be taken is from awareness of the technology
to acceptance, which can be stimulated by knowledge transfer activities. Once the quantum is accepted,
the next step is to start implementing it by creating collaborations. The positive influencing factors are
the driving forces and the negative influencing factors are the barriers.

The idea of three steps to achieve collaboration is based on the hierarchy of effects. This model was devel-
oped by Lavidge & Steiner in 1961, and includes the six steps a customer goes through when purchasing
a product [148]. The six steps in the hierarchy of effects are awareness, knowledge, liking, preference,
conviction, and purchase. It is a step-by-step model, meaning that each step must be overcome before
the next step can be taken. How each step is taken differs as the level of attitude towards the end
goal changes. This principle of having steps to reach the end goal is also used in the next steps in the
development of quantum technologies.

In the next steps for quantum, the number of steps is reduced from six to three. For creating part-
nerships, the step of knowledge is included in the step from awareness to acceptance. Having sufficient
knowledge about quantum (not necessarily about collaborations) is necessary to take the step. The step
of liking has been removed from the model, as it did not seem to fit the model. In technology collabora-
tions, there are more technologies that can influence the business process of companies, but they will have
a different effect and are therefore not comparable in this situation. The step of preference has changed
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into the step of acceptance. A company must prefer the technology, or accept it, to achieve this step.
The step of conviction is included in making the step from acceptance to collaboration. The conviction
must be based on comparing the positive points with the negative points. Whereby the positive points
drive the conviction, while the negative points slow it down. The final step in the hierarchy of effects is
purchase, in the case of quantum, thus collaboration. Buying quantum products or technologies might
become possible for companies in the (distant) future, but first those technologies have to be developed
and converted into practical applications.

The idea of three steps to achieve collaboration turns out to be not entirely new. In the article by
Rutledge & Abell, they introduce the Awareness/Acceptance/Action Model (AAAM) [149]. In that
article, they established the model for applying mindfulness ideas derived from Eastern philosophy to
HIV/AIDS stigma. In a subsequent article, Abell & Rutledge apply this model to the development of
mindful collaboration in HIV/AIDS research [150]. They believe that “the deep-seated obstacles en-
countered in collaboration can be usefully approached by examining the underlying assumptions, biases
and expectations of the partners”. They seek to use the AAAM to understand the key components of
functional collaboration.

They explain the AAAM model as follows: To avoid responding hastily, awareness begins with looking
carefully and paying complete attention to the spectrum of one’s original experience. We try to see
how our feelings, emotions, and associations affect how we react to a specific person or circumstance
by observing them. The second element is attentive listening, which is paying undivided attention to a
set of indications conveyed by another person. We try to decipher their needs and desires by observing
both verbal and non-verbal cues. Acceptance entails fully understanding the genuine nature of our very
own attitudes and preconceptions, including any inconsistencies between what we know cognitively and
what we feel or act out in social situations. Acceptance in the context of collaboration entails avoiding
ignorance of the mutual influence of discrepancies on partners’ ability to collaborate constructively. Ac-
tion entails converting awareness and acceptance into thoughtful responses rather than rash reactions.
In this case, intentionality implies attempting to eliminate misconceptions that obstruct knowledge and
constructive interaction.

Their explanation is very personal, which means that it is aimed at an individual person who is trying
to establish a collaboration with another person. In quantum technology, the collaborations are not
necessarily between two individual persons with different backgrounds, but are more like two differ-
ent organizations that have to work together. Therefore, in the field of the development of quantum
technologies, the steps of awareness, acceptance and collaboration can be explained as in the following
sections.

14.2.1 Quantum Awareness
It is becoming increasingly difficult not to have heard of quantum or quantum technologies, as there is
enormous hype about the potential of quantum mechanics in new applications for the future. Just think
of the quantum computer that can perform difficult calculations much faster than a normal computer
ever could, or quantum communications that are so secure that no one can ever intercept them. Most
people will have heard of it, but probably see it as science fiction or something they will never have to
deal with. The fact that they know a little about quantum means that they are aware of the existence of
the technology. That is the first step. The next step is to make them accept, from this small awareness,
that the technology will affect their industry and therefore their business. This can be done through
knowledge transfer activities.

14.2.2 Quantum Acceptance
The acceptance of the arrival of quantum technologies can be done in different ways, and each company
has its own way. What they have in common is that to fully accept a technology, knowledge of it is re-
quired. This knowledge is usually provided by universities that conduct research on that subject. This is
where the first forms of collaboration between universities and companies come about. This can happen
in a passive way, such as companies reading articles about quantum in newspapers or reading scientific
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literature on quantum developments. It can also happen in a more active way, with both companies
establishing contacts with universities and universities establishing contacts with industry. Examples
are the knowledge transfer activities, such as lectures, presentations at conferences, or conducting con-
versations with a potential collaboration partner. These forms of collaboration are based on creating
attention and understanding for what is happening in the field of quantum development. The actions
to follow are the realization questions for all stakeholders, such as: “What does this technology entail?
What is going to happen in the next few years? How can I learn from it? What can I do with it?”. This
raises the awareness needed to accept a technology and makes you more willing to do something with it.

A recommendation that Lawrence Gasman makes about universities does reflect the feeling that uni-
versities need to have in order to be successful in collaborations in the field of quantum technologies:
“Universities can invest in quantum technologies. Of course, they need to be serious about it. There is a
university that sort of want to have a quantum programme, but they are not particularly willing to put
any money into it. So, nothing’s really happening in this particular university. So, they need enthusiasm
from the university, that is the way they could invest in it.” To be successful in partnerships, universities
must really be willing to put in the time and effort. If they do not, it is unlikely to work.

In addition to the universities’ enthusiasm for the research, they can also take a step forward and
show the industry their willingness for collaboration. One initiative to this end is a European platform,
started from the Netherlands, called Quantum for Business. This is a ’platform for quantum technology
that educates, connects and guides frontrunner companies that want to lead the quantum revolution’
[151]. Quantum for Business is a not-for-profit collaborative initiative that unlocks quantum knowledge,
harnesses the potential of quantum and makes it available to businesses, promoting the adoption of
quantum technology. The founders of this platform are TNO, QuTech and The Cronos Group. By not
only focusing on the educational side, i.e., what is quantum, but also on the application side, i.e., what
can you do with quantum in your sector, the platform offers a great starting point for companies that
want to get involved and enter into collaborations with universities.

14.2.3 Quantum Collaboration
With the acceptance of the technology, collaboration to work on it and develop quantum technology is
still a long way off. At this point, the positive influencing factors discussed in Section 13.1 are the driv-
ing force to move from acceptance of the technology to actually working on it. These positive influence
factors for universities are already largely observed by them. QuTech, in particular, is seeking more
collaboration with industry. The positive factors for industry, on the other hand, are less well known.
These factors must therefore become part of the knowledge that industry must gather before it can move
forward. This can be done passively, by listing the factors on a website. But it can also be done actively
through presentations at conferences and lectures at companies by members of the university, just as
was necessary to get them to accept the technology.

Besides the positive factors that encourage the establishment of collaboration, there are the negative
influencing factors that act as barriers. To get to the point where collaboration becomes a possibility,
these barriers must be overcome. As a metaphor for this situation, think of two people (university and
industry) who want to come together, the positive factors drive the desire to come together. But, there
is a wall between them that needs to be broken down, each brick represents a negative factor that acts
as a barrier to be overcome. Only when all the barriers are down, a stable collaboration between uni-
versities and businesses can be made possible. To make the negative factors hindering the creation of
collaboration more visible, a figure has been made. What is shown in Figure 14.2 is the brick wall, with
the university on one side and industry on the other. Both want to come together (due to the positive
influence factors acting as driving force), but there are barriers in the way. Only when all barriers have
been removed the collaboration become possible. In Section 14.2.4 more details can be found on how
those barriers can be removed.

The barriers are divided into three categories. The factors that have a negative influence on the uni-
versity, the industry and factors that are mutually hindering. These factors can be distinguished by the
colours they have been given. The blue factors belong to the university, the red to industry, and the
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purple to both. The factors are identified as barriers in both the interviews as in the literature. In Table
14.1 those factors are also shown.

Figure 14.2: The wall of barriers for collaboration. The brick wall with barriers with the university
on one side and industry on the other. Only when all the barriers are down can they come together and
collaboration becomes possible. The barriers are divided into three categories: factors that have a negative
influence on the university (blue), industry (pink) and factors that are negative for both parties (purple).

Table 14.1: Barriers split into categories. All negative influence factors are divided into three classes:
factors that have a negative influence on the university, the industry, or factors that are hindering to
both parties. They are also divided according to their type: motivation, functional or organization.

Type of factors University Mutual Industry
Motivation Scientific integrity No business developer No willingness to invest

Functional Influence of funders Intellectual property rights
Time & effort needed No quantum knowledge

Organization No openness to
collaboration Expectation management Nobody in company

interested

In the Table 14.1, the factors are also divided into three classes, in addition to the division to which
stakeholder they belong. These classes are motivational factors, functional factors and organizational
factors and are based on the article of Stokols et al. [152]. In this article, they describe six categories of
factors (Interpersonal, Organizational, Technologic, Physical Environmental, and Societal and Political)
’that either enhance or hinder the effectiveness of collaborations’ [152]. Based on these six factors and
emphasizing the fact that the factors belong to organizations and therefore personal motivations are not
considered (see Chapter 11), the three classes could be formed. The interpersonal and intrapersonal
categories of Stokols et al. are merged into the motivational class, the physical environmental, techno-
logic, and societal and political categories form the functional class, and the organizational class remains
unchanged. This allocation is established to create a clearer overview of the barriers in the situation of
collaborations in the field of quantum technologies.

The class motivational factors include all barriers related to the motivation to collaborate. For the
university, the most important motivational barrier is scientific integrity. Since all university research
must comply with scientific integrity guidelines [153], this can be an important motivational barrier to
collaborating with industry. There is a different motivating barrier for the industry, which is the will-
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ingness to invest in a technology of which it is still uncertain what it will ultimately look like. Industrial
partners must dare to invest money in the development of a new technology, so without that willingness
the collaboration cannot take place. A mutual motivation barrier is the need for someone, a so-called
business developer, who understands both parties. This business developer can bring the parties to-
gether and find a good click on the subject of collaboration to start the collaboration. The absence of
this business developer hinders the start of the collaboration.

The next class contains the functional factors for collaboration. For universities in particular, a func-
tional obstacle is the influence of funders on the research being carried out. The university can only do
research in the field of quantum technologies if it has money to pay the researchers and the necessary
equipment. The money has to come from funders. When getting money, the funder has certain expecta-
tions of the results of the research. Therefore, if money is only given for certain results, it can affect the
research being done. There must be clear agreements between the funders and the research about the
independence of the research that can be done. Subsequently, intellectual property rights should also be
part of the agreements. Both parties have an interest in the results of the development of new technolo-
gies. Universities want to produce papers on them, in order to advance the scientific community. On the
other hand, industry wants to patent the results, to commercialize them and make a saleable product
out of them. Before a collaboration can start, intellectual property rights must therefore be discussed
in order to avoid conflicts later on. In the functional class, also, the industry has a specific barrier that
only counts for them. For collaborations on the development of quantum technologies, having a certain
amount of knowledge about quantum is needed. Although the industry gathers some knowledge in the
phase of accepting the quantum technology, more knowledge about it is needed if you really want to
do something with it. So, industry has to think about the things they do not know and reach out to
universities to close these knowledge gaps. With the closing of the knowledge gap, the start of working
together comes closer. Besides, both universities and business need to make time and money available
to initiate collaboration. If there is only the will, but no functional matters such as time and effort,
collaboration will not become reality.

The organizational factors form the last class. To be able to enter into a collaboration with an ex-
ternal partner, the organization must overcome the negative factors in order to be ready for them. For
industry, this means that employees who are interested in quantum are needed. If those people are
missing and nobody wants to get involved, the collaboration will not happen. At the university, the
organizational structure must be such that collaboration with industry is encouraged. At QuTech, part
of the mission is collaboration with industry, so there is no such barrier. But other universities with
an organizational structure that encourages collaboration less have a harder time. A mutual negative
influence factor of the organization is the expectation management that has to be done in order to have
a successful collaboration. Universities and industry are likely to have different expectations of the col-
laboration in terms of time schedules, money, results, etc. If these expectations are not discussed in
advance, major problems may arise in the process of developing quantum technology. Therefore, the
management of expectations must be done from the beginning so that everyone is on the same page.

14.2.4 Overcoming barriers
Overcoming all barriers and breaking down the whole wall is quite a job to do. Fortunately, not all of
this is necessary to be able to start working together. Some barriers need to be partially resolved in order
to be called overcome, some barriers really need to be overcome before collaboration can be established,
while others can be resolved before the collaboration begins to function in practice.

Starting with defining when a barrier has been overcome. It differs per barrier whether there must
be a solution to the entire problem, or whether a partial solution will work at the start. Such as, is it
a precondition for the collaboration to come about, or is it more of a balancing act on that issue before
the collaboration can begin. For each barrier it will be discussed when it has been overcome well enough
for the collaboration to start and when in the process it must be resolved.

No quantum knowledge
To begin with, the barrier of no quantum knowledge in companies does not have to be completely solved
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before a collaboration is started. Completely solving it would mean that the company does have a lot
of quantum knowledge, which is not needed at the start. After all, in this case the collaboration can
also help in acquiring this knowledge. But it is important that the company has some kind of basis in
quantum knowledge.

The beginning of the knowledge is gained in the phase of transition from quantum awareness to quantum
acceptance, but more is needed to be ready as a company to actually start working with it. This can
be done through more knowledge transfer activities. While this could be done passively as in the step
towards quantum acceptance, the industry now needs to actively seek it out. Business partners can,
for example, go to a conference on quantum technologies, use the Quantum for Business initiative [151]
or invite researchers from universities to come and talk about the possibilities of quantum technologies
for their company. For this to happen, universities must be open and give their time to invest in these
companies that are willing to reach out for collaboration. Creating the intention to want more knowledge
also creates the momentum to seek partnerships and thus actively think about using quantum technology
in their business. So this barrier can be stated as overcome, when the company has some knowledge
about quantum, but more importantly, has an idea about what they want to do with it in their business.

Nobody in company interested
Converting the barrier of ’no one in the company interested’ into ’everyone in the company interested’
is an impossible task to accomplish before the collaboration starts. This is another barrier where it is
enough that a few people in the company get excited about working on quantum to set up a collaboration.
Although a few people are enough, these few people should not just be in the lower ranks of the company’s
hierarchy. In that case, it is important that a manager in the higher layer is also convinced to make it
work. It is best if several people in different layers of the company are interested, because then effec-
tive collaboration can be established. This barrier is also a precondition for a collaboration to be created.

It is unreasonable to force people to become interested in order to enter into a collaboration. Peo-
ple’s enthusiasm for quantum in industry must be triggered in some other way. This ’preference’ for
quantum can be found in Lavidge & Steiner’s hierarchy model of effects [148]. After becoming aware of
the technology, and gaining knowledge about it in the step to quantum acceptance in Figure 14.1, the
hierarchy of effects model describes liking and gaining preference as the next steps. The idea of the liking
step is that people become interested in and feel positive about the technology. In order to get the liking
of the technology, it is important that the interested people shift their attention from other technologies
to quantum technologies. This can be achieved with the help of universities. If universities highlight
the advantages of the technology, including its unique selling points, this can be the push that industry
people need to dare to take the step from accepting the technology to actually becoming enthusiastic
about it. The interest and enthusiasm must be present in at least some people in the company in order
to overcome this barrier.

No openness to collaboration
For universities, if there is no openness to collaboration, it becomes very difficult to establish collabora-
tion. But, if there is a part of the university or the mission of the university that is open to exploring
what is possible with collaboration, this barrier is overcome well enough to start one.

Since this openness to collaboration is a university-wide mission, it is difficult to change it easily. How-
ever, there is increasing pressure on universities to be the engine of economic growth, which often means
establishing partnerships with industry [117]. If the university’s quantum department feels that those
collaborations are necessary, as QuTech does [34], the openness to those collaborations increases. This
barrier is an organizational issue that needs to be discussed university-wide, but can be pushed by a
department to get higher on the agenda and get support to start those collaborations to create societal
impact.

No business developer
Without a business developer from the university or industry, it becomes difficult to make the connection
to start a collaboration. It may be possible to set up a collaboration without a business developer if
both the university side and the industry side have people who are enthusiastic about working together
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and have their own direct connections. When this enthusiasm or direct connection is lacking, a business
developer is needed to get the collaboration going.

The most logical thing is if this business developer comes from the university, with knowledge of the
industry, as universities are currently more willing to collaborate than industry. So the industry has to
be convinced by this business developer to make a collaboration. It is quite a job to find such a business
developer. He has to know how the industry works, but also where the entrances are in the companies
for the introduction of a new technology. On the other hand, this business developer must be interested
in quantum and preferably also know some of the basic theories behind the technologies. This knowledge
can be trained, and does not need to be in-depth. The reason for this is that the industry does not have
in-depth quantum knowledge either. So the conversation about getting the company interested in the
technology would initially take place at a low level, more on management level implementations.

Seeking and attracting industry developers in quantum technologies should be high on the agenda of
universities seeking to establish partnerships with industry. They should focus on attracting people who
can form the bridge between universities and industry, so that collaboration in the development of new
quantum technologies can begin.

No willingness to invest
The barrier of no willingness to invest in the industry is a difficult one. Investment in this case can be
financing, but it also has to do with the barrier of the time and effort required. The decision-makers in
the company must be convinced that it is worthwhile investing money in the development of quantum
technologies. The conviction theory is formulated for making decisions in situations where the future
is uncertain, as in the case of quantum [154]. It states that persuasion requires focusing on four pro-
cesses: explanation, simulation, affective evaluation and communication. The quantum case provides an
example of how these four processes can be used to persuade to invest in the development of quantum
technology: The explanation part involves imposing the structure on the data to create understanding.
This means that through knowledge transfer, such as presentations or lectures, it must be made clear to
industry what is meant by quantum mechanics and how it can be transformed from a theory to practice.
The simulation part is the tricky one, because here one tries to give examples of the future. The best
way to do simulation is to make proof of concepts of practical applications, and this is best done in
collaboration with industry. So when the frontrunner companies create such a proof of concept, more
companies are likely to follow. Affective evaluation is about playing with the emotions to assess their
desirability. In quantum, this can be done by using the hype around the potential of the technology.
This must be done carefully, so as not to create false promises. Finally, communication is the process of
organizing action through persuasion and reasoning, and spreading stories across social networks. This
can be translated into the active ways of transferring knowledge from universities to industry, even at
events where quantum is not the main focus, thus reaching new audiences.

The willingness to invest is another barrier that counts as a prerequisite for entering into a collabo-
ration. As described in Section 13.1.1, doing research in quantum technologies is expensive. In the
proposal for the National Growth Fund, Quantum Delta NL describes how much money they need to
develop a successful quantum ecosystem in the Netherlands [35]. They expect to need e3.6 billion in 7
years from both public and private investments for the development and growth of quantum technologies.
They have received e615 million from the Dutch government, so most of the remaining e3 billion must
come from private investment. For that to happen, industry has to be convinced to help invest, which
is also to their own advantage. Funding must come from companies that have accepted that quantum
technologies will play a (big) role in the future, and the sooner they start investing and working on it,
the better the position they will create for themselves on the market.

Time & Effort needed
The ’time & effort’ barrier is one with soft limits when it comes to when it is enough to overcome it.
As with any new thing, nothing will happen unless time and effort is put into researching what it is and
how it can be made useful for the company or for the university. Like the example Lawrence Gasman
gave: “You have to be serious about it. If you are not prepared to put the time and money in, nothing
will happen.”.
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It is also a barrier, which is not a strict condition to be met before the start, but rather a condi-
tion required from both parties during the collaboration. How much time and effort is needed for the
collaboration to be successful must be discussed before the start of the collaboration, as this must be
balanced between the two parties. Both the universities and the industry must invest time and effort
in order to be able to do the research, find new applications and hopefully make them applicable in
practice. If the time and effort is not put in, it will take forever to develop the new applications, and
someone will catch up with you. The exact amount of time and effort needed to be put in, differs per
project.

The barriers described above can be overcome by having a partial solution for them. For the other
barriers, like the one of Time & Effort, a complete solution must be found before a successful collabora-
tion can be established. This can usually be done by drawing up an agreement on what the collaboration
will look like before it starts. In this agreement, the scientific integrity of the universities should be laid
down, as well as the influence of the funders on the research to be carried out, the intellectual property
rights of all parties involved and the expectations that the stakeholders have of the collaboration. If
these matters are not discussed beforehand, they can later have a major impact on how the collaboration
proceeds, from irritations arising from different expectations to legal issues about intellectual property.
This is undesirable and so these barriers must be fully overcome, with the help of agreements, before the
collaboration can begin.

Scientific Integrity
Every university has a code of conduct, which contains the guidelines for the researcher to do his job.
These guidelines form the basis of integrity in research, and are based on the principles of honesty, trans-
parency, scrupulousness, responsibility and independence [153]. The guidelines in the code of conduct
must also be observed when working with industry. This means that in the agreement that is concluded
about the collaboration, these guidelines must be kept next to it, and all agreements must comply with
them.

These guidelines are important for the scientific community and scientific research. They are intended
to prevent research misconduct, which is defined as falsification, fabrication, or plagiarism in any form of
research results. Industry does not normally have to comply with these guidelines on research integrity,
but when it collaborates with universities, it has to comply with them. This may mean that the ’normal’
way of working in the company is not possible, and that processes have to be adapted. Therefore, it
is important to take the guidelines for scientific integrity seriously and to take them into account when
drawing up the agreements for the collaborations.

Intellectual property rights
Another barrier to be dealt with in an agreement between universities and industry is intellectual prop-
erty rights. Having this agreement in place is a precondition for starting the actual collaboration. Coming
to this agreement means a lot of prior discussion about the form and goals of the collaboration. Both
parties have to think about how they want to arrange their intellectual property rights and how they
want to divide those rights between them. What are they going to do when they have developed a new
working technology? Are they going to publish an article about it? Or will they patent the technology
first? Etc? Both universities and industry have their own preferences, and together they must find a
compromise. Until there is an agreement on how to deal with the rights, the collaboration cannot begin.
At least, that would be a very inconvenient thing to do.

Expectation Management
As with intellectual property rights, the expectations of both parties must be managed in advance. Ingrid
Romijn explained: “I notice this now in collaborative projects that we do with companies. They have a
different pace, a different expectation pattern, and they expect, if you say we are going to work on this
and this, that there will be results after three months. So that is something you have to be very clear
about to the companies.” The same applies, of course, to the expectations that universities have towards
the business community. This means that agreements must be made about the expectations, but also
about the time effort of both parties, before the collaboration can start.
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The business developer can play a role in drawing up these agreements, because he can mediate be-
tween the two parties. Each party has its own wishes and requirements, and a compromise must be
reached to find a common ground for setting up the collaboration. Finding a balance between universi-
ties and industry can be very difficult, as they also have their own internal rules. The business developer
can act as a third party to ensure that an agreement is reached that is acceptable to all.

Influence of funders
Funding for the research mainly carried out at universities, without anything in return, almost never
comes from the private sector. As a result, the influence of funders on the research conducted is some-
thing to be taken seriously; the scientific integrity of the work must not be compromised. This means
that in addition to discussions and agreements on intellectual property rights and expectation manage-
ment, both parties must also consider the influence they have on the outcome of the research. If industry
only gives money for certain results, this may influence the research done at the university, but also the
collaborative research between the two. So clear agreements must be made between universities and
industry about the independence of the research that can be done.

Figure 14.3: The timeline of overcoming barriers. Not all barriers need to be (fully) resolved before
collaboration can take place. In addition to the degree of solvability, the moment differs for each barrier.
Some must be resolved at the start, others can be resolved just before the actual collaboration begins or
even during the collaboration.

Some barriers, such as no openness to collaboration, no quantum knowledge, no one in the company
interested, no willingness to invest or no business developer, need to be (partially) resolved before the
establishment of a collaboration between universities and business in the development of quantum ap-
plications can be considered. Once the decision has been made to set up a collaboration, the barriers of
scientific integrity, intellectual property rights, influence of funders and expectations have to be overcome
before the actual collaboration can start. During the collaboration, time & effort stays needed to make
the collaboration successful. This overview is given in Figure 14.3.

Thus, not every barrier needs to be completely overcome before collaboration can begin. For several
barriers, it is enough to partially resolve the issue to be far enough along to establish collaboration.
Others must be completely resolved in order to establish a successful collaboration. Some barriers must
be resolved before the start, just before the actual collaboration begins.

100



14.2. Vision of collaboration in quantum technologies Chapter 14. Next steps

14.3 Conclusion

This chapter combines the results of the previous sub-questions and the interviewees’ vision of
the future, to create the vision of the next steps for how universities and industry can work
together.

It has become clear that knowledge about quantum is necessary to start developing new tech-
nologies. Universities currently have the most knowledge about quantum, while industry lacks
this knowledge. This imbalance leads to a situation of technology-push, which is an undesirable
situation. Industry must therefore be involved in the development of quantum technologies.
However, before having sufficient knowledge and being ready to enter into partnerships to work
on quantum, two other steps need to be taken.

The first step in entering into a collaboration on quantum technologies is for the industrial
party to become aware of the existence of quantum and how quantum can play a role in the
industry. If one is not aware of the existence of a technology, it becomes very difficult to get
started. The second step is to accept the arrival of quantum technologies. This can be done
through knowledge transfer activities or the transfer of university graduates and staff to positions
in industry. Once the acceptance of quantum is there, the step can be taken to actually work on
it and make it applicable, as can be seen in Figure 14.1.

The steps of awareness, acceptance and collaboration find their basis in the theory of the hier-
archy of effects [148] and the AAAM [150]. The model of the next steps in collaboration applies
those ideas to collaboration in the development of quantum technology, which forms a staircase
with three steps to take.

The last step, from acceptance to collaboration, is the most difficult. The positive influenc-
ing factors are the driving forces to set up those collaborations, but the negative influencing
factors are barriers to doing so. The barriers are divided into three categories, those that have a
negative influence on the university, those that have a negative influence on industry, and those
that have a mutual negative influence.

In addition to these categories, the barriers can also be classified into three classes: motiva-
tional factors, functional factors and organisational factors. This classification was made based
on Stokols et al. [152], where factors were defined as those factors ’that hinder the effectiveness
of collaborative relationships’.

It is not necessary to remove all barriers before starting to establish a collaboration. Some
barriers need to be (partially) resolved in order to start the creation of the collaboration, while
others can be resolved before collaboration begins to function in practice. It varies from barrier
to barrier whether there must be a solution to the whole problem, or whether a partial solution
will work in the beginning. Such as, is the barrier a precondition for the collaboration to come
about, or is it more of a balancing act on that issue before the collaboration can begin.

In Figure 14.3 on overview is given of all barriers on the timeline in setting up the collabo-
ration between industry and universities. What becomes clear is that the barriers of scientific
integrity, intellectual property rights, influence of funders and expectations have to be overcome
completely before the actual collaboration can start. This needs to be done by making agree-
ments on it. The other barriers are either a precondition, which means they need to be solved
beforehand, or are developing during the collaboration.
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Conclusion

The aim of the work was to develop a vision on industry-university collaboration in the development
of quantum technology. This vision contains the detailed stakeholders, purpose, type, and influence
factors that an industry-university collaboration must meet. In addition to these aspects, a three-step
model could be drawn up for setting up these collaborations. These steps are based on the conceived
stakeholders, purpose, type, and influence factors of industrial-university collaboration, the status of the
current situation and the future vision of the interviewees.

Stakeholders
By examining all parties involved in the development of quantum technologies, an overview of all stake-
holders is created. The most important stakeholders are the universities and industry, whereby of the
latter, the most potential lies with the large companies. These large companies do not have the knowl-
edge and expertise about quantum technology, but they do have the financial capabilities to invest in
R&D.

In fact, not every large company is suitable. The best potential companies to collaborate with uni-
versities on quantum technologies are those operating in a sector most likely to be affected first by
quantum. Based on the quantum technology being developed, the sector differs from the industry.
Quantum sensors are most likely to affect the military and aerospace sectors, for quantum networks it is
the telecommunications and financial sectors, and for quantum computers it is the companies active in
high-performance computing, medicine, the energy sector, the automotive industry or data security.

Purpose
After analysing the literature and the findings from the interviews, it appears that the answer to the
question ’What should be the purpose of collaboration between universities and industry in the quantum
technology?’ has two sides. For the university, the main objectives should be to commercialize research
ideas and to test their potential in society & to create new knowledge faster and to move towards a
knowledge-based economy. For industry, the main reason for partnering with universities should be to
economically capture useful knowledge to gain a competitive advantage, & access to advanced research
knowledge and infrastructure to grow their business.

Type
The purpose of the collaboration has laid the foundation for what the collaboration should look like. The
next step is to determine which form of collaboration is most suitable for the development of quantum
technology. Interactions such as the sharing of facilities, participation in knowledge transfer activities
and the transfer of university graduates and staff to positions in industry are applicable in the field
of quantum development, but can be seen more as a basis. According to the interviews, the type of
collaboration that is most effective and has the greatest impact is the implementation of joint R&D
projects between universities and industry. This type of collaboration promises to produce applicable
technologies that can be used in practice.

Influence factors

102



Chapter 15. Conclusion

The establishment of a collaboration is influenced by many different factors. A division is made between
factors that influence the collaborations positively and factors that have a negative influence. In addition
to the split into positive and negative, all influencing factors were categorized according to whether the
factor exists from a university perspective, from an industry perspective or whether the factor applies to
both.

Positive influence factors are, for example, making the transition from research laboratory to prototypes,
obtaining funding, making economic impact, learning the possibilities of new technologies or obtaining
PR value. Examples of negative influence factors are scientific integrity, influence on research results,
intellectual property rights, the unwillingness to invest in something uncertain, expectation management
and the time and effort needed to build relationships.

Next steps
When the interviewees were asked how the collaboration between business and universities should be set
up, they believe that the universities should take the lead. The reason for this is that they have more
knowledge and insights on how this should be done. They can select the most potential companies in
preferred sectors to set up proof of concepts with. Industry must enter into these collaborations because
they cannot be left behind. Quantum technologies are coming and will change the field, so it is better
for them to start investing now than to wait and be late. Some companies already see this and have
started doing so, but many have not done much yet.

All input found in the literature and emerging from the interviews has been used to draw up a three-step
model for establishing collaborations in the field of quantum technology. The first step of this model is
awareness of the existence of quantum and what quantum can mean for industry. Most companies know
that quantum exists, but have no idea of its possible consequences for their field. If universities provide
them with information on this subject, companies can become aware of the existence of quantum. These
knowledge transfer activities are the driving forces to take a company from awareness of the existence of
the technology to its acceptance.

This acceptance is important because it lays the initial foundation on which collaborations can be built.
This basis is already too thin to immediately start with a joint R&D project of universities and industry
in the field of quantum technologies. To move from awareness to actual work, a big step is needed.
The driving forces of this step are the positive influencing factors of a collaboration, but the negative
influencing factors are hindering factors.

Those hindering factors act as barriers between universities and industry and are holding them back.
They must be overcome one by one. Some of these barriers apply only to universities, others only to
business, or to both. There are three types of barriers, namely motivational, functional and organiza-
tional. Only when all barriers are overcome is the way clear for a possible successful collaboration.

It is not necessary to remove all barriers before starting to establish a collaboration. Some barriers
need to be (partially) resolved in order to start the creation of the collaboration, while others can be
resolved before collaboration begins to function in practice. It varies from barrier to barrier whether
there must be a solution to the whole problem, or whether a partial solution will work in the beginning.
Such as, is the barrier a precondition for the collaboration to come about, or is it more of a balancing
act on that issue before the collaboration can begin.

Vision
To return to the main objective of the research, ’What should be the vision for collaboration between
industry and universities in the development of quantum technology?’. The vision consists of several
elements that should lay the foundation for the collaborations in the field of quantum development. Uni-
versities and industry (mainly large companies) should aim to work together. For the universities, the
goal should be based on their will to commercialize research ideas and test their potential in society, as
they want to create new knowledge faster and move towards a knowledge-based economy. For business,
the goal should be to capture useful knowledge economically in order to gain a competitive advantage
and to gain access to advanced research knowledge and infrastructure to grow their business. Joint R&D
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projects are best suited to achieving these goals. They promise to deliver applicable technologies that can
be used by industry in practice. The main drivers for this collaboration are funding, the high technical
level of the partners, faster creation of useful applications, high PR value and creation of economic im-
pact. The barriers to such collaboration are scientific integrity, influence on research results, intellectual
property rights, reluctance to invest in something uncertain, expectation management and the time and
effort required to build relationships.

In order to create these collaborations, universities must take the lead. When industry is aware of
the existence of quantum technology, knowledge transfer activities between universities and industry
should teach them more about quantum and what quantum can mean for their industry. This knowl-
edge brings companies to a level of quantum acceptance. The drivers of collaboration compel companies
to enter into partnerships with universities, but there are some barriers that must first be overcome.
Some of these barriers are preconditions that must be met before further consideration can be given to
entering into a collaboration. These are, for example, having the willingness to invest, having someone
interested in the company, but also the university must be open to collaboration. If these conditions
are met, universities and business must make agreements about scientific integrity, intellectual property
rights, influence of funders and expectations. Only when these agreements have been made, joint R&D
collaborations can be launched successfully.

Establishing collaboration between universities and industry in the development of quantum technologies
is as difficult as generating entanglement with the smallest particles. Both parties have to communicate
a lot to get to a state where they are on the same wavelength. This requires a lot of hard work, but when
the effort pays off and the entanglement comes about, the collaboration has a great chance of success.
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Chapter 16

Discussion and outlook

In the process of finding answers to the sub-questions and determining the vision on collaboration, some
things went well, while other things could use some refinement for a next time. This chapter discusses
the research conducted and its results, naming the good points, the room for improvement and the things
that could be done in a follow-up research. This is done by going through each chapter and at the end
discussing the social relevance of the work.

16.1 Methods

The research approach followed consisted of different steps. Each step has its own objectives, its own way
of working, and is used to gain different insights into the collaboration between university and industry
in the development of quantum technology. A linear approach, with some parallel steps, was chosen for
this research. This was done because the results of a step serve as a basis for the next step. This made
it a logical choice to do this linearly and not in a feedback loop.

The narrative literature review was done to gain insight into current knowledge on university-industry
collaborations and how to collaborate in general, but also on the history of quantum, what has been
done, what is happening now, etc. This overview was done structurally, with a defined search field, but
also not sticking to the first search terms and snowballing into more relevant articles. This resulted
in an overview of aspects that are important in collaboration, which helped to form the basis of lit-
erature for the various sub-questions. Without this narrative literature review, these aspects will not
be clear, and it would have been more difficult to find the relevant literature to answer the sub-questions.

A semi-structured interview protocol was used for the interviews. This had the advantage that the
interviews flowed smoothly and created a conversation rather than just a series of questions to be an-
swered. This also caused some directions in the conversations that were not anticipated in advance, but
were great insights into the situation of quantum development. The downside was that sometimes these
side paths were not useful at all and only took up time. The interview protocol itself was based on the
categories of the sub-questions and the concepts that belonged to these categories. This was very useful
in the interviews, as it was easy to oversee which concepts had already been discussed and which had not.

One of the reasons for choosing to look at collaborations within quantum technology from a primar-
ily university perspective is that most of the people working on it are employed by universities. These
people were very open to discuss how they view these collaborations. It was very difficult to find people
from companies who wanted to share their views. The main point here is that it is difficult to say
anything meaningful about it if your company is not yet involved in quantum. The companies that have
already started working together do not want to share all the inside information, because they now have
a leading position that they do not want to give up. Therefore, the interviews were conducted with
people with a university perspective on collaborations in the development of quantum technology.

The choice of interviewees, four of the five working in the Netherlands, also leads to a vision that
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will work mainly in the Netherlands and perhaps in the rest of Europe. In the interviews, it became
clear that the way of working between the US and the Netherlands is very different, especially in terms
of who is in charge of developing new technologies. In the US, it is the large companies, whereas in
Europe it is mainly the universities. Therefore, the results of this research are probably most effectively
applicable in the Netherlands, and perhaps other European countries with a similar way of working.

16.2 Stakeholders

The stakeholders of university-industry collaborations are not specific or applicable only in the case of
quantum technology development. The structure of the stakeholders, who usually act as funders of the
development, can also be outlined in the same way as for other technologies.

The special feature of quantum technology is the distribution of potential industry sectors for devel-
opment. The distribution is based on the different directions of quantum technology, making it unique
to this technology. The fact that many different sectors will potentially be affected by quantum tech-
nology is also unique compared to other technologies. These usually have a more defined direction of
sectors where the technology will be applied first.

16.3 Purpose

Finding the purpose of the collaboration between universities and industry in the development of new
quantum technologies was a difficult matter. The general goals of collaborations are, as the name
suggests, very general. The goal specific to quantum is difficult to discern. Primary and secondary
motivations also influence the purpose of collaboration. It is difficult to look inside the organizations to
find their primary and secondary motivations. Even the employees of those organizations have an idea,
but do not have a complete picture of the motivations.

For further research on these collaborations, more attention should be paid to discussing the moti-
vations within the organizations and finding the deeper layers of why they want (or do not want) to
engage in the development of quantum technologies and what are the motivations behind engaging in
collaborations with other parties in this field. The latter is also interesting when placed in perspective
with developing the new technologies themselves.

16.4 Type of collaboration

In terms of the type of collaboration, there were many options. These options were divided into three
categories, based on the degree of relational involvement in the collaboration. Very general forms of
interaction could be found in the literature. These could be narrowed down to interactions between
universities and industry. Although this gave a clearer overview, there were still many possibilities.
Using the answer given in the interviews, it became clear that the most effective ways of interacting are
those with a high relational commitment. These ways cost the most time and effort, but also lead to the
most practical applications. This conclusion could apply to any new technology. What makes quantum
special is that what those practical applications should look like has yet to be discovered, and there are
no other concepts with which they are comparable. This makes collaborative R&D projects to build
proof of concepts the most suitable for the development of new quantum technologies.

16.5 Influence factors

For the factors influencing the (formation of) collaboration, theories on collaborations and the findings
from the interviews were examined. This gave an overview of all the influencing factors, both positive
and negative, for collaborations in the field of quantum. This summary can be expanded in future
research by also looking at the factors that influence collaborations in other ’new’ technologies such
as nanotechnology, genetic modification or synthetic biology. Using the influencing factors from those
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technologies, a comparison can be made with quantum and which factors might play a role in future
development and collaboration.

16.6 Next steps

To determine the next steps in the development of quantum technology, the results from the literature
and the interviews were combined. This led to the three-step model, going from awareness to collab-
oration via acceptance. This model found its basis in other social science theories and could be made
applicable to the field of quantum. It focuses on what the steps are and what is needed to get from one
step to the next. That was the purpose of the research, so that requirement has been met.

For future research, these steps could be explored in more depth. This means that the steps are still
quite theoretical about what they mean or how they should be fulfilled. In order to make the vision
more practically applicable, each step should be examined to see what is needed in practice to bring the
industry to this step. So there should be more of a roadmap with very practical measures on how the
steps will be taken. For example, when talking about the need for knowledge transfer activities to bring
companies from quantum awareness to quantum acceptance, only the need is mentioned. But adding
which knowledge transfer activities these should be specifically, or even better having a name and date of
these activities and who should speak and which companies should be convinced, would make the vision
a lot more practical.

In addition to making the steps more practical, overcoming the barriers can be made more concrete
in future research. For each barrier, an idea is now given of how it can be overcome, but no concrete
actions are described. To do this, more needs to be known about the specific stakeholders and their
situation. For example, if QuTech is interested in setting up a collaboration with a potential industry
partner, it can use the wall of barriers to identify where the obstacles are. Based on the situation of
the industry partner, i.e., which barriers exist and which ones have already been resolved, a plan can be
made to overcome the remaining barriers and start the collaboration.

16.7 Conclusion

The purpose, type and influence factors of collaborations between universities and industry in the de-
velopment of quantum technology are determined in this research. Based on this, a vision for those
collaborations is developed. What needs to be investigated in future research is how these findings will
be shared with the relevant stakeholders, and whether they agree with the stated purpose, type and
influence factors. It is a good start for building a collaboration, but how do you communicate it to
parties who are not yet familiar with the technology, and how do you persuade them?

16.8 Social Relevance

This research is conducted to create a vision for industry-university collaboration in the development of
quantum technology, with a focus on how industry can be involved in the development. The reasoning
behind creating this vision is that much research has been done on university-industry collaborations,
on how they work, what the goals and motivations are or how they interact. What was missing was the
application of this research to how to set up new collaborations, specifically in the field of quantum.
Quantum is a relatively young field of research, with a unique starting point. As theory is transformed
into practical applications, while it is still uncertain whether that will work at all. This uncertainty,
combined with the great promises of quantum technologies, leads to a unique situation where it is very
difficult to predict what the impact of quantum will be in universities and industry in the future.

Looking at stakeholders, that structure can be applied to other new technology as well. The same
is true for the literature sections on the purpose of collaboration, the type of collaboration and the pos-
itive and negative influence factors. These findings are from literature that did not focus on a specific
technology or collaboration in a specific sector. This is different for the results from the interviews, as all
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interviewees are now working in the field of quantum. Their views and opinions have been shaped by the
university environment they are in, which has a progressive attitude towards making quantum applicable.

The combination of the general literature findings, with the subjective interview results, form the results
on the sub-questions. Together with the basis of the interviewees’ current situation and visions for the
future, these results are used to formulate the step-by-step vision for establishing collaborations in the
field of quantum development. And although this vision is entirely focused on quantum technology, the
main structure can also be used for other technologies.

As with the AAAM model [149, 150] and the hierarchy of effects [148], this step-by-step vision is not
something entirely new in the social sciences. What is done in this vision is to make more practical
how each step can be achieved, what drives the making of steps and what hinders this in the field of
quantum. These insights, based on the results of the sub-questions, can be distilled into concepts that
can be applied to any other technology. The condition must then be that the technology comes from
the same background, meaning that it must be a radically new technology with great promise and no
practical application yet in widespread use.
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Chapter 17

Conclusion

17.1 Applied Physics

Throughout the work, the goal was to develop the physical, or hardware, layer of a quantum network
stack. The first software layer of the network stack connected to the physical layer is the link layer. For
entanglement-based quantum networks, the successful operation of a link layer with a physical layer is
shown. The physical layer’s entanglement generation procedure — implemented by using two NV center-
based quantum network nodes — is abstracted by the link layer into a robust platform-independent
service that can be utilized to run quantum networking applications.

This step in abstracting the use of quantum hardware is the first step in creating quantum comput-
ers that can be operated by end users who have no knowledge of quantum mechanics. The ultimate
goal of the quantum computer is to develop all the software layers and ultimately applications for the
quantum computer in such a way that the end-user can use it as they use their current computer. Our
’classic’ computer also works with bits, made of transistors, but when you send an e-mail, you have no
idea what goes on in all the software layers and hardware layers that convert your e-mail into bits, send
it and transform it back again at the receiving end. Fortunately, we don’t need to know, and this is
exactly the procedure we want for the quantum computer.
When the technology of the quantum computer and quantum networks is further developed, the enor-
mous computing power it possesses can be used by someone without full quantum knowledge. However,
the road to such a quantum network is long. The hardware layer is now linked to the first software
layer, but the hardware layer itself still only consists of two quantum bits. That is far too few to build a
quantum network on. Secondly, the first software layer is now linked, but all other higher-level software
layers still have to be developed and linked to the system. And the final software layer must contain all
the applications that can be run by the end users, and it will take many years before these are developed
and can run on real quantum bits.

So there is still much work to be done in the development of a quantum computer, but this first proof of
connecting the hardware to the software and abstracting from the generation of entanglement through
the link layer is the first step. Other quantum network platforms can also make use of the approaches
offered here (which are not unique to our diamond devices) and this will accelerate the development of
large-scale and heterogeneous quantum networks.

17.2 Communication Design for Innovation

The aim of the work was to develop a vision for university-industry collaborations in the development
of quantum technology. This vision contains the detailed stakeholders, purpose, type, and influence
factors that an industry-university collaboration must meet. In addition to these aspects, a step-wise
model could be drawn up for setting up these collaborations. These steps are based on the conceived
stakeholders, purpose, type, and influence factors of industrial-university collaboration, the status of the
current situation and the future vision of the interviewees.
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Given that most R&D in quantum technologies is currently carried out at universities with little in-
volvement from industry, the vision developed may help to involve industry more. It is necessary to
create a better balance between universities and industry in the development of new technologies, so
that these technologies can result in applications that will be used in practice. Only in this way can the
technologies be commercialized and have an economic impact.

Exactly what these collaborations should look like is unclear, but with the help of the developed vi-
sion, a better picture can be formed of their structure. What becomes clear in the vision is that the
type of collaboration does matter for the speed of technological developments. With high relational
involvement, the chance of developing a working proof of concept of a new practical application of quan-
tum technology increases. In addition, there are many factors that influence the (establishment of the)
collaboration. The positive factors stimulate the realization, while the negative factors act as barriers
that must be overcome. Some of these barriers are more difficult to overcome, and others are sufficient
to be partially resolved. Nevertheless, these barriers should be taken into account when setting up a
university-industry collaboration in order to make it a success.

Exactly what collaboration between universities and industry will look like is difficult to predict, as
is how quantum technologies will develop. The future of quantum is uncertain, but that it will be there
in the future is something most people agree on. So if quantum has the potential to make an impact in
a specific industry sector and your company is active in that sector, it is smart to jump on the moving
train now. That way, you can help lay the train tracks for you and steer the technology in the way that
can be most effective for your business.

17.3 Future of quantum

When the first ’classical’ computer was developed, it was intended for military purposes. Being able
to send text messages to each other was the first goal. When the first message was sent, they never
imagined that we would all now be walking around with a small computer in our pocket and able to
send messages all day long.

Although we have the example of the ’classical’ computer, the future of the quantum computer can-
not be predicted. Of course, there are already ideas about possible applications for when the quantum
computer becomes a reality and can be used commercially, but it is expected that these applications are
just the beginning and that unthinkable things will become possible with quantum technologies for the
time being

Looking into the distant future is therefore unrealistic, but something more meaningful can be said
in the coming years. The quantum hype will still be there, because it is expected that only more fi-
nancial resources will become available to realise all the promises that quantum holds. On the other
hand, the question is when this hype-bubble will burst. How long will investors find a reasonable time
to develop these technologies, and when will they find that they have waited long enough, withdraw
funding and start investing in something new? Nobody knows.

It also depends on the type of quantum technology that will be developed. Quantum sensors, quan-
tum networks and quantum computers all have different timelines based on the difficulty of making them
practical. These different timelines affect different industries at different times. Now is the time for
industry to delve into quantum to see how far along the technology is, what the technology means to
them, and how they can help develop it. If the industry, and therefore the end users, are not involved,
the applications will not meet their requirements and cannot be commercialized.

So the future of quantum is unpredictable, but this is the time for integration and collaboration to
enable quantum technologies to be used in future everyday life.
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Appendix A

Results without corrections

In the main text, only the results which are corrected for known measurement errors and with events
where at least one of the two devices was in the incorrect charge state removed are presented. Although it
is beneficial to correct for such errors in order to obtain the most accurate reconstruction of the delivered
states, such errors cannot always be avoided in a real network environment. So to be complete, in this
appendix the results with and without any corrections applied are reported. In addition to this, the
results with only the measurement error correction applied are stated.

A.1 Full state quantum tomography of the delivered states.

The exact values and uncertainties of the reconstructed density matrix with both measurement and
incorrect charge state corrections, and overall fidelity of F = 0.783(7), are:

Re[ρ] =


0.442(6) 0.003(3) 0.003(2) 0.328(5)
0.003(3) 0.033(6) −0.023(5) −0.000(5)
0.003(2) −0.023(5) 0.056(4) −0.003(4)
0.328(5) −0.000(5) −0.003(4) 0.469(7)



Im[ρ] =


0 −0.014(3) −0.005(7) 0.032(5)

0.014(3) 0 −0.002(4) 0.001(5)
0.005(7) 0.002(4) 0 −0.000(7)
−0.032(5) −0.001(5) 0.000(7) 0



In the CR-check after the measurement, the two devices generated 0 photon counts 37 times for the
client and 380 times for the server (out of the 4500 total). When added together, client or server in
the incorrect charge state), 417 events are obtained (in zero events both client and server were in the
wrong charge state). We get the following density matrix (which has a fidelity with the target Bell state
F = 0.681(16)) without any corrections (tomography mistakes or incorrect charge state):

Re[ρ] =


0.397(9) 0.011(9) 0.001(7) 0.256(14)
0.011(9) 0.058(14) −0.005(13) −0.007(9)
0.001(7) −0.005(13) 0.092(12) −0.027(13)

0.256(14) −0.007(9) −0.027(13) 0.452(9)



Im[ρ] =


0 0.000(18) −0.029(9) 0.036(9)

−0.000(18) 0 0.010(12) −0.002(8)
0.029(9) −0.010(12) 0 −0.000(8)
−0.036(9) 0.002(8) 0.000(8) 0



The density matrix (fidelity F = 0.744(11)) is obtained by only performing tomography error correction
(but not by removing incorrect charge state events):
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Re[ρ] =


0.421(7) −0.001(4) −0.013(5) 0.300(8)
−0.001(4) 0.022(8) −0.020(6) −0.021(7)
−0.013(5) −0.20(6) 0.091(5) −0.015(5)

0.300(8) −0.021(7) −0.015(5) 0.466(5)



Im[ρ] =


0 0.004(4) −0.018(3) 0.032(6)

−0.004(4) 0 0.021(6) 0.002(5)
0.018(3) −0.021(6) 0 0.002(5)
−0.032(6) −0.002(5) −0.002(5) 0


A.2 Requested fidelity versus latency

In the CR-check after the measurement, the two devices generated 0 photon counts 74 times for the
client and 709 times for the server (out of the 10500 total). When added together, client or server in the
incorrect charge state), 781 events are obtained (in two events both client and server were in the wrong
charge state). We obtained the following delivered fidelities for the seven requested fidelities (0.50, 0.55,
0.60, 0.65, 0.70, 0.75, 0.80):

• With both tomography and incorrect charge state corrections:
0.500(16), 0.612(14), 0.608(15), 0.686(13), 0.742(12), 0.784(11), 0.796(11).

• Without any corrections (tomography errors or incorrect charge state corrections):
0.454(18), 0.540(18), 0.548(17), 0.596(17), 0.640(16), 0.674(16), 0.679(15).

• Only applying tomography error correction (but not removal of incorrect charge state events):
0.485(15), 0.591(14), 0.592(14), 0.652(13), 0.705(13), 0.741(12), 0.753(11).

A.3 Remote state preparation of a qubit

Following are the numerical values also printed in the main text (average fidelity F = 0.853(8)):

Table A.1: Remote state preparation tomography with tomography and incorrect charge state
corrections. The 4500 entangled states of the remote state preparation measurement are grouped by
the states prepared on the qubit of the server, resulting in 6 data sets (prepared states by the client:
|+X〉 , |−X〉 , |+Y 〉 , |−Y 〉 , |+Z〉 , |−Z〉). For each data set, the expectation values for each server mea-
surement basis are estimated. These values are corrected for the known server tomography error and
removal of events in which either device was in then incorrect charge state. In the outer right column,
the fidelity of the targeted prepared state is determined. The uncertainties of the expectation values and
fidelities are displayed between parenthesis.

Client Server
〈X〉 〈Y 〉 〈Z〉 Fidelity

Measured |+X〉 0.634(48) -0.123(62) -0.004(59) 0.817(24)
Measured |−X〉 -0.645(43) 0.135(59) 0.030(63) 0.823(22)
Measured |+Y 〉 -0.028(58) -0.650(45) 0.005(61) 0.825(23)
Measured |−Y 〉 0.026(65) 0.719(40) -0.013(61) 0.860(20)
Measured |+Z〉 -0.081(65) -0.083(66) 0.849(31) 0.924(16)
Measured |−Z〉 0.032(58) -0.069(58) -0.736(39) 0.868(19)

In the CR-check after the measurement, the two devices generated 0 photon counts 29 times for the
client and 365 times for the server (out of the 4500 total). When added together, client or server in the
incorrect charge state), 394 events are obtained (in zero events both client and server were in the wrong
charge state). The following prepared states are obtained without any corrections (tomography errors
or incorrect charge state corrections) with average fidelity F = 0.807(10):
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Table A.2: Remote state preparation tomography without any corrections.

Client Server
〈X〉 〈Y 〉 〈Z〉 Fidelity

Measured |+X〉 0.534(55) -0.090(62) 0.009(62) 0.767(27)
Measured |−X〉 -0.552(49) 0.143(61) 0.055(63) 0.776(24)
Measured |+Y 〉 0.024(60) -0.582(51) -0.013(62) 0.791(26)
Measured |−Y 〉 0.052(64) 0.623(47) -0.018(62) 0.811(23)
Measured |+Z〉 -0.073(69) -0.072(69) 0.786(42) 0.893(21)
Measured |−Z〉 0.030(57) -0.028(55) -0.606(46) 0.803(23)

The following prepared states are obtained with only applying tomography error correction (but not
removal of incorrect charge state events) with average fidelity F = 0.829(9):

Table A.3: Remote state preparation tomography with only applying tomography error cor-
rection.

Client Server
〈X〉 〈Y 〉 〈Z〉 Fidelity

Measured |+X〉 0.573(49) -0.096(59) 0.010(58) 0.786(24)
Measured |−X〉 -0.592(44) 0.153(57) 0.059(59) 0.796(22)
Measured |+Y 〉 0.025(56) -0.624(45) -0.014(59) 0.812(23)
Measured |−Y 〉 0.056(61) 0.667(41) -0.020(59) 0.834(20)
Measured |+Z〉 -0.078(64) -0.077(65) 0.843(32) 0.921(16)
Measured |−Z〉 0.032(54) -0.030(53) -0.650(40) 0.825(20)
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